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Preface

Diffusion is the transport of matter from one point to another by thermal
motion of atoms or molecules. It is relatively fast in gases, slow in liquids, and
very slow in solids. Diffusion plays a key rôle in many processes as diverse as
intermixing of gases and liquids, permeation of atoms or molecules through
membranes, evaporation of liquids, drying of timber, doping silicon wafers to
make semiconductor devices, and transport of thermal neutrons in nuclear
power reactors. Rates of important chemical reactions are limited by how
fast diffusion can bring reactants together or deliver them to reaction sites
on enzymes or other catalysts.

Diffusion in solid materials is the subject of this book. Already in ancient
times reactions in the solid state such as surface hardening of steels were
in use, which according to our present knowledge involves the diffusion of
carbon atoms in the crystal lattice of iron. Nevertheless, until the end of the
nineteenth century the paradigm ‘Corpora non agunt nisi fluida’ was widely
accepted by the scientific community. It was mainly due to the pioneering
work of William Roberts-Austen and Georg von Hevesy that this paradigm
had to be abandoned.

Diffusion in solids is fundamental in the art and science of materials and
thus an important topic of solid-state physics, physical chemistry, physical
metallurgy, and materials science. Diffusion processes are relevant for the
kinetics of many microstructural changes that occur during preparation, pro-
cessing, and heat treatment of materials. Typical examples are nucleation of
new phases, diffusive phase transformations, precipitation and dissolution of
a second phase, homogenisation of alloys, recrystallisation, high-temperature
creep, and thermal oxidation. Diffusion and electrical conduction in ionic
conductors are closely related phenomena. Direct technological applications
of diffusion concern, e.g., doping during fabrication of microelectronic de-
vices, solid electrolytes for batteries and fuel cells, surface hardening of steel
through carburisation or nitridation, diffusion bonding, and sintering.

Appreciable diffusion in solids mostly takes place at temperatures well
above room temperature. Knowledge of diffusion is therefore particularly im-
portant for scientists who design materials for elevated temperatures and for
engineers who build equipment for operation at such temperatures. However,
processes connected with diffusion at room temperature pose problems, too.
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Creep, atmospheric corrosion, and embrittlement of solders are among the
more prominent of those. With the downscaling of microelectronic circuits to
nanometer dimensions, diffusion and electromigration in these circuits must
be taken into account.

A deeper knowledge about diffusion requires information on the position
of atoms and how they move in solids. The atomic mechanisms of diffusion in
crystalline solids are closely connected with defects. Point defects such as va-
cancies or interstitials are the simplest defects and often mediate diffusion in
crystals. Dislocations, grain-boundaries, phase boundaries, and free surfaces
are other types of defects. They can act as high-diffusivity paths (diffusion
short circuits), because the mobility of atoms along such defects is usually
much higher than in the lattice. In solids with structural disorder such as
glasses or crystals with highly disordered sublattices the concept of defects
is no longer useful. Nevertheless, diffusion is fundamental for transport of
matter and for ionic conduction in disordered materials.

The content of this book is divided into seven parts. After a historical in-
troduction and a diffusion bibliography, Part I introduces basic concepts of
diffusion in solid matter such as continuum description, random walk theory,
point defects, atomic mechanisms, correlation effects, dependence of diffusion
on temperature, pressure and isotope mass, diffusion with driving forces , and
some remarks about the relation between diffusion and thermodynamics of
irreversible processes. The necessary background is a course in solid-state
physics. In Part II we describe experimental methods for the determina-
tion of diffusion coefficients in solid matter. Direct methods based on Fick’s
laws and indirect methods such as anelastic relaxation, internal friction, nu-
clear magnetic relaxation, Mössbauer spectroscopy, quasielastic neutron scat-
tering, impedance spectroscopy, and spreading resistance measurements are
treated. In further parts we provide access to information on diffusion in
various types of materials such as metals, intermetallics and quasicrystalline
alloys (Part III ), semiconductors (Part IV ), ionic materials including fast ion
conductors (Part V ), metallic and oxide glasses (Part VI ). Finally, rapid dif-
fusion paths such as grain-boundary diffusion and diffusion in nanomaterials
are considered (Part VII ). Although these parts cannot replace a compre-
hensive data collection, typical up-to-date resources available on diffusion for
various types of materials are noted.

A thorough understanding of diffusion in materials is crucial for materi-
als development and engineering. Graduate students in solid state physics,
physical metallurgy, physical and inorganic chemistry, and geophysical mate-
rials will benefit from this book as will physicists, chemists and metallurgists,
working in academia and industry.

Münster, May 2007 Helmut Mehrer



Acknowledgements

Like any author of a scientific book, I am indebted to previous writers on dif-
fusion and allied subjects. In particular I acknowledge the encouragement of
colleagues and friends who provided invaluable assistance during the prepara-
tion of the book. Prof. Hartmut Bracht, Prof. Klaus Funke, and Dr. Nikolaas
Stolwijk, all from the University of Münster, have read many chapters as
they unfolded. Prof. Gabor Erdelyi, Debrecen, Hungary, Prof. Andry Gusak,
Cherkassy, Ukraine, Dr. J.N. Mundy, USA, and Prof. Malcom Ingram, Uni-
versity of Aberdeen, Great Britain, stayed in my University as guest sci-
entist for some time and have also reviewed several chapters of the book.
Dr. M. Hirscher, Max-Planck-Institut für Metallforschung, Stuttgart, pro-
vided comments for the chapter on hydrogen diffusion. Prof. Gerhard Wilde
from the University of Münster made useful suggestions for the chapter on
nanomaterials. Prof. Graeme Murch, Newcastle, Australia, did a great job in
reading the whole book, polishing my English, and providing many helpful
suggestions.

To my collaborators Dr. Serguei Divinski, Dr. Arpad Imre, Dr. Halgard
Staesche and my PhD students and postdocs Dr. Robert Galler, Dr. Marcel
Salamon, Dr. Serguei Peteline, Dr. Eugene Tanguep Nijokep, Dr. Stephan
Voss, and to my secretary Sylvia Gurnik I owe many thanks for critically
reading parts of the book. Dr. Arpad Imre was a great help in preparing most
figures. The contributions and constructive criticisms of all these persons were
most helpful.



Contents

1 History and Bibliography of Diffusion . . . . . . . . . . . . . . . . . . . . 1
1.1 Pioneers and Landmarks of Diffusion . . . . . . . . . . . . . . . . . . . . . . 2
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Bibliography of Solid-State Diffusion . . . . . . . . . . . . . . . . . . . . . . 18

Part I Fundamentals of Diffusion

2 Continuum Theory of Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Fick’s Laws in Isotropic Media . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.1.1 Fick’s First Law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1.2 Equation of Continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.3 Fick’s Second Law – the ‘Diffusion Equation’ . . . . . . . . 30

2.2 Diffusion Equation in Various Coordinates . . . . . . . . . . . . . . . . . 31
2.3 Fick’s Laws in Anisotropic Media . . . . . . . . . . . . . . . . . . . . . . . . . 33
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Solutions of the Diffusion Equation . . . . . . . . . . . . . . . . . . . . . . . 37
3.1 Steady-State Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Non-Steady-State Diffusion in one Dimension . . . . . . . . . . . . . . 39

3.2.1 Thin-Film Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.2 Extended Initial Distribution

and Constant Surface Concentration . . . . . . . . . . . . . . . . 41
3.2.3 Method of Laplace Transformation . . . . . . . . . . . . . . . . . 45
3.2.4 Diffusion in a Plane Sheet – Separation of Variables . . 47
3.2.5 Radial Diffusion in a Cylinder . . . . . . . . . . . . . . . . . . . . . . 50
3.2.6 Radial Diffusion in a Sphere . . . . . . . . . . . . . . . . . . . . . . . 51

3.3 Point Source in one, two, and three Dimensions . . . . . . . . . . . . 52
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 Random Walk Theory and Atomic Jump Process . . . . . . . . . 55
4.1 Random Walk and Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.1.1 A Simplified Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.2 Einstein-Smoluchowski Relation . . . . . . . . . . . . . . . . . . . . 58
4.1.3 Random Walk on a Lattice . . . . . . . . . . . . . . . . . . . . . . . . 60



XII Contents

4.1.4 Correlation Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Atomic Jump Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5 Point Defects in Crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.1 Pure Metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.1.1 Vacancies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.1.2 Divacancies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.1.3 Determination of Vacancy Properties . . . . . . . . . . . . . . . 74
5.1.4 Self-Interstitials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.2 Substitutional Binary Alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2.1 Vacancies in Dilute Alloys . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2.2 Vacancies in Concentrated Alloys . . . . . . . . . . . . . . . . . . . 82

5.3 Ionic Compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.3.1 Frenkel Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3.2 Schottky Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.4 Intermetallics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.5 Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6 Diffusion Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.1 Interstitial Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2 Collective Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3 Vacancy Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.4 Divacancy Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.5 Interstitialcy Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.6 Interstitial-substitutional Exchange Mechanisms . . . . . . . . . . . . 102
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7 Correlation in Solid-State Diffusion . . . . . . . . . . . . . . . . . . . . . . . 105
7.1 Interstitial Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2 Interstitialcy Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.3 Vacancy Mechanism of Self-diffusion . . . . . . . . . . . . . . . . . . . . . . 108

7.3.1 A ‘Rule of Thumb’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3.2 Vacancy-tracer Encounters . . . . . . . . . . . . . . . . . . . . . . . . 109
7.3.3 Spatial and Temporal Correlation . . . . . . . . . . . . . . . . . . 112
7.3.4 Calculation of Correlation Factors . . . . . . . . . . . . . . . . . . 112

7.4 Correlation Factors of Self-diffusion . . . . . . . . . . . . . . . . . . . . . . . 115
7.5 Vacancy-mediated Solute Diffusion . . . . . . . . . . . . . . . . . . . . . . . 116

7.5.1 Face-Centered Cubic Solvents . . . . . . . . . . . . . . . . . . . . . . 117
7.5.2 Body-Centered Cubic Solvents . . . . . . . . . . . . . . . . . . . . . 120
7.5.3 Diamond Structure Solvents . . . . . . . . . . . . . . . . . . . . . . . 121

7.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124



Contents XIII

8 Dependence of Diffusion on Temperature and Pressure . . . 127
8.1 Temperature Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

8.1.1 The Arrhenius Relation . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.1.2 Activation Parameters – Examples . . . . . . . . . . . . . . . . . 130

8.2 Pressure Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.2.1 Activation Volumes of Self-diffusion . . . . . . . . . . . . . . . . . 135
8.2.2 Activation Volumes of Solute Diffusion . . . . . . . . . . . . . . 139
8.2.3 Activation Volumes of Ionic Crystals . . . . . . . . . . . . . . . . 140

8.3 Correlations between Diffusion and Bulk Properties . . . . . . . . . 141
8.3.1 Melting Properties and Diffusion . . . . . . . . . . . . . . . . . . . 141
8.3.2 Activation Parameters and Elastic Constants . . . . . . . . 146
8.3.3 Use of Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

9 Isotope Effect of Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
9.1 Single-jump Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
9.2 Collective Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
9.3 Isotope Effect Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

10 Interdiffusion and Kirkendall Effect . . . . . . . . . . . . . . . . . . . . . . . 161
10.1 Interdiffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

10.1.1 Boltzmann Transformation . . . . . . . . . . . . . . . . . . . . . . . . 162
10.1.2 Boltzmann-Matano Method . . . . . . . . . . . . . . . . . . . . . . . . 163
10.1.3 Sauer-Freise Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

10.2 Intrinsic Diffusion and Kirkendall Effect . . . . . . . . . . . . . . . . . . . 168
10.3 Darken Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
10.4 Darken-Manning Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
10.5 Microstructural Stability of the Kirkendall Plane . . . . . . . . . . . 173
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

11 Diffusion and External Driving Forces . . . . . . . . . . . . . . . . . . . . 179
11.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
11.2 Fick’s Equations with Drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
11.3 Nernst-Einstein Relation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
11.4 Nernst-Einstein Relation for Ionic Conductors

and Haven Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
11.5 Nernst-Planck Equation – Interdiffusion in Ionic Crystals . . . . 186
11.6 Nernst-Planck Equation versus Darken Equation . . . . . . . . . . . 188
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

12 Irreversible Thermodynamics and Diffusion . . . . . . . . . . . . . . . 191
12.1 General Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
12.2 Phenomenological Equations of Isothermal Diffusion . . . . . . . . 193

12.2.1 Tracer Self-Diffusion in Element Crystals . . . . . . . . . . . . 193



XIV Contents

12.2.2 Diffusion in Binary Alloys . . . . . . . . . . . . . . . . . . . . . . . . . 195
12.3 The Phenomenological Coefficients . . . . . . . . . . . . . . . . . . . . . . . . 199

12.3.1 Phenomenological Coefficients, Tracer Diffusivities,
and Jump Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

12.3.2 Sum Rules – Relations
between Phenomenological Coefficients . . . . . . . . . . . . . . 204

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

Part II Experimental Methods

13 Direct Diffusion Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
13.1 Direct versus Indirect Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
13.2 The Various Diffusion Coefficients . . . . . . . . . . . . . . . . . . . . . . . . 212

13.2.1 Tracer Diffusion Coefficients . . . . . . . . . . . . . . . . . . . . . . . 212
13.2.2 Interdiffusion and Intrinsic Diffusion Coefficients . . . . . 214

13.3 Tracer Diffusion Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
13.3.1 Profile Analysis by Serial Sectioning . . . . . . . . . . . . . . . . 217
13.3.2 Residual Activity Method . . . . . . . . . . . . . . . . . . . . . . . . . 222

13.4 Isotopically Controlled Heterostructures . . . . . . . . . . . . . . . . . . . 223
13.5 Secondary Ion Mass Spectrometry (SIMS) . . . . . . . . . . . . . . . . . 224
13.6 Electron Microprobe Analysis (EMPA) . . . . . . . . . . . . . . . . . . . . 227
13.7 Auger-Electron Spectroscopy (AES) . . . . . . . . . . . . . . . . . . . . . . 230
13.8 Ion-beam Analysis: RBS and NRA. . . . . . . . . . . . . . . . . . . . . . . . 231
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

14 Mechanical Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
14.1 General Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
14.2 Anelasticity and Internal Friction . . . . . . . . . . . . . . . . . . . . . . . . . 239
14.3 Techniques of Mechanical Spectroscopy . . . . . . . . . . . . . . . . . . . . 242
14.4 Examples of Diffusion-related Anelasticty . . . . . . . . . . . . . . . . . . 244

14.4.1 Snoek Effect (Snoek Relaxation) . . . . . . . . . . . . . . . . . . . 244
14.4.2 Zener Effect (Zener Relaxation) . . . . . . . . . . . . . . . . . . . . 247
14.4.3 Gorski Effect (Gorski Relaxation) . . . . . . . . . . . . . . . . . . 248
14.4.4 Mechanical Loss in Ion-conducting Glasses . . . . . . . . . . . 249

14.5 Magnetic Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

15 Nuclear Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
15.1 General Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
15.2 Nuclear Magnetic Relaxation (NMR) . . . . . . . . . . . . . . . . . . . . . 253

15.2.1 Fundamentals of NMR . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
15.2.2 Direct Diffusion Measurement

by Field-Gradient NMR . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
15.2.3 NMR Relaxation Methods . . . . . . . . . . . . . . . . . . . . . . . . . 258



Contents XV
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Part I

Fundamentals of Diffusion



1 History and Bibliography of Diffusion

If a droplet of ink is placed without stirring at the bottom of a bottle filled
with water, the colour will slowly spread through the bottle. At first, it will
be concentrated near the bottom. After a few days, it will penetrate upwards
a few centimeters. After several days, the solution will be coloured homoge-
neously. The process responsible for the movement of the coloured material is
diffusion. Diffusion is caused by the Brownian motion of atoms or molecules
that leads to complete mixing. In gases, diffusion progresses at a rate of cen-
timeters per second; in liquids, its rate is typically fractions of millimeters
per second; in solids, diffusion is a fairly slow process and the rate of diffusion
decreases strongly with decreasing temperature: near the melting tempera-
ture of a metal a typical rate is about one micrometer per second; near half
of the melting temperature it is only of the order of nanometers per second.

The science of diffusion in solids had its beginnings in the 19th century,
although the blacksmiths and metal artisans of antiquity already used the
phenomenon to make such objects as swords of steel, gilded copper or bronce
wares. Diffusion science is based on several corner stones. The most impor-
tant ones are: (i) The continuum theory of diffusion originated from work of
the German scientist Adolf Fick, who was inspired by elegant experiments on
diffusion in gases and of salt in water performed by Thomas Graham in Scot-
land. (ii) The Brownian motion was detected by the Scotish botanist Robert
Brown. He observed small particles suspended in water migrating in an er-
ratic fashion. This phenomenon was interpreted many decades later by Albert
Einstein. He realised that the ‘dance’ described by Brown was a random walk
driven by the collisions between particles and the water molecules. His theory
provided the statistical cornerstone of diffusion and bridged the gap between
mechanics and thermodynamics. It was verified in beautiful experiments by
the French Nobel laureate Jean Baptiste Perrin. (iii) The atomistics of solid-
state diffusion had to wait for the birth date of solid-state physics heralded by
the experiments of Max von Laue. Equally important was the perception of
the Russian and German scientists Jakov Frenkel and Walter Schottky that
point defects play an important rôle for properties of crystalline substances,
most notably for those controlling diffusion and the many properties that
stem from it.

This chapter is not meant to be a systematic history of diffusion science.
It is devoted in its first section to some major landmarks and eminent people
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in the field. The second section contains information about bibliography of
diffusion in textbooks, monographs, conference proceedings, and data collec-
tions.

1.1 Pioneers and Landmarks of Diffusion

Establishment of the diffusion law: Experimental studies of diffusion
were probably performed for the first time by Thomas Graham (1805–1869).
Graham was born in Glasgow. His father was a successful textile manufac-
turer. He wished his son to enter the Church of Scotland. Defying his father’s
wishes he studied natural sciences, developed a strong interest in chemistry
and became professor of chemistry in 1830 at the Andersonian Institute (now
Strathclyde University) in Glasgow. Later he became professor of chemistry
at several colleges including the Royal College of Science and Technology and
the University of London in 1837. Graham helped to found the Chemical So-
ciety of London and became its first president. In 1854 Graham succeeded Sir
John Herschel as Master of the Mint in London following the tradition – es-
tablished by Sir Isaac Newton – of distinguished scientists occupying the post.

Graham is one of the founders of physical chemistry and he discovered the
medical method of ‘dialysis’. He initiated the quantitative study of diffusion
in gases, largely conducted in the years of 1828 to 1833 [1, 2]. In one of his
articles he explicitly stated what we now call Graham’s law: ‘The diffusion
or spontaneous intermixture of two gases is effected by an interchange in
position of indefinitely minute volumes of the gases, which volumes are not
of equal magnitude, being, in the case of each gas, inversely proportional to
the square root of the density of that gas.’ The crucial point about Graham’s
work on diffusion in gases was that it could be understood by the kinetic
theory of gases developed by Maxwell and Clausius shortly after the middle
of the 19th century. Graham’s law can be attributed to the equipartition of
kinetic energies between molecules with different molecular masses. In this
way diffusion was connected with the thermal motion of atoms or molecules,
and the idea of the mean free path entered science. Graham also extended
his studies to diffusion of salts in liquids [3] and to the uptake of hydrogen
in metals. He showed that diffusion in liquids was at least several thousand
times slower than in gases.

The next major advance in the field of diffusion came from the work done
by Adolf Eugen Fick (1829–1901). He was born in Kassel, Germany, as the
youngest of five siblings. His father, a civil engineer, was a superintendent
of buildings. During his secondary schooling, Adolf Fick was delighted by
mathematics, especially by the work of Fourier and Poisson. He entered the
University of Marburg with the intention to specialise in mathematics, but
switched to medicine on the advice of an elder brother, a professor of anatomy.
He got his doctorate with a thesis on ‘Visual Errors due to Astigmatism’. He
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spent the years from 1852 to 1668 at the University of Zürich, Switzerland,
in various positions. After sixteen years in Zürich he accepted a chair in
physiology in Würzburg, Germany.

Graham’s work on diffusion of salts in water stimulated Fick to develop
a mathematical framework to describe the phenomena of diffusion using the
analogy between Fourier’s law of thermal conduction and diffusion [4, 5]. Fick
signed his papers on diffusion as ‘Demonstrator of Anatomy, Zürich’. They
were published in high-ranking journals. His approach was a phenomenologi-
cal one and uses a continuum description. Nowadays, we would call his theory
a ‘linear response’ approach. Fick is even better known in medicine. He pub-
lished a well-rounded monography on ‘Medical Physics’ [6] and a textbook
on ‘The Anatomy of Sense Organs’. He became an outstanding person in the
small group of nineteenth century physiologists who applied concepts and
methods of physics to the study of living organisms, and thereby laid the
foundations of modern physiology. Fick’s vital contribution to the field of
diffusion was to define the diffusion coefficient and to measure it for diffusion
of salt in water. Mathematical solutions of Fick’s equations began with the
nineteenth century luminaries Jozef Stephan [7] and Franz Neumann, who
were among the first to recognise the significance of boundary conditions for
solutions of the diffusion equation.

Roberts-Austen – discovery of solid-state diffusion: William Chan-
dler Roberts-Austen (1843–1902) graduated from the Royal School of Mines,
London, in 1865 and became personal assistant to Graham at the Mint. After
Graham’s death in 1869 Roberts-Austen became ‘Chemist and Assayer of the
Mint’, a position he occupied until his death. He was appointed professor of
metallurgy at the Royal School of Mines in 1880 and was knighted in 1899
by Queen Victoria. He was a man of wide interests, with charm, and an un-
derstanding of people, which made him very popular. He conducted studies
on the effects of impurities on the physical properties of pure metals and al-
loys and became a world authority on the technical aspects of minting coins.
His work had many practical and industrial applications. Austenite – a non-
magnetic solution of carbon in iron – is named after Sir Roberts-Austen.

He records his devotion to diffusion research as follows [8]: ‘. . .My long
connection with Graham’s researches made it almost a duty to attempt to
extend his work on liquid diffusion to metals.’ Roberts-Austen perfected the
technique for measuring high temperatures adopting Le Chatelier’s platinum-
based thermocouples and studied the diffusion of gold, platinum, and rhodium
in liquid lead; of gold, silver, and lead in liquid tin; and of gold in bismuth.
These solvents were selected because of their relatively low melting temper-
atures. The solidified samples were sectioned and the diffused species deter-
mined in each section using the high precision assaying techniques developed
for use in the Mint. Typically six or seven sections were taken and diffusion co-
efficients determined. Even more importantly, Roberts-Austen applied these
techniques to the study of gold diffusion in solid lead as well. It is interesting
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to observe that the values of the diffusion coefficient of gold in lead reported
by him are very close to those determined by modern techniques using ra-
dioactive isotopes. The choice of the system gold in lead was really fortunate.
Nowadays, we know that the diffusion of noble metals in lead is exceptionally
fast in comparison to most other diffusion processes in solids.

Arrhenius law of solid-state diffusion: The most surprising omission in
Roberts-Austen’s work is any discussion of the temperature dependence of
the diffusion coefficient. Historically, the temperature dependence of reaction
rates, diffusivities etc., now generally referred to as ‘Arrhenius law’, is named
after the Swedish scientist Svante August Arrhenius (1859–1927). Arrhenius
got a doctorship in chemistry in Uppsala, Sweden, in 1884 with a thesis about
electrolytic dissociation. He was awarded a travel fellowship which enabled
him to work with Ostwald in Riga, now Latvia, and with Kohlrausch in
Würzburg, Germany. He also cooperated with Boltzmann in Graz, Austria,
in 1887 and with Van’t Hoff in Amsterdam, The Netherlands, in 1888. He was
appointed for a chair in chemistry at the University of Stockholm in 1891. He
abandoned this position in 1905 to become director of the Nobel Institute of
Physical Chemistry. Arrhenius was awarded the 1903 Nobel prize in chemistry
for his theory of electrolytic dissociation. It appears that the Arrhenius law
for chemical reactions was proposed by the Dutch scientist Jacobus Hendrik
van’t Hoff (1852–1921), the first Nobel laureate in chemistry (1901). The
suggestion that the diffusivity in solids should obey that law was apparently
made by Dushman and Langmuir in 1922 [9].

Von Hevesy – the first measurements of self-diffusion: The idea of
self-diffusion was already introduced by Maxwell, when treating the rate of
diffusion of gases. The first attempts to measure self-diffusion in condensed
matter were those of Georg Karl von Hevesy (1885–1966), who studied self-
diffusion in liquid [10] and in solid lead [11] by using a natural radioactive
isotope of lead. Von Hevesy had a fascinating scientific career. He was born
in Budapest, Austria-Hungary, and studied at the Universities of Budapest,
Berlin and Freiburg. He did research work in physical chemistry at the ETH
in Zürich, with Fritz Haber in Karlsruhe, with Ernest Rutherford in Man-
chester, and with Fritz Paneth in Vienna. After World War I he teached
for six months at the University of Budapest, and from 1920 to 1926 he
worked with Niels Bohr at the University of Copenhagen. Together with
the Dutch physicist Dirk Coster he discovered the new element ‘hafnium’
among the oreg of zirconium. He was professor at the University of Freiburg,
Germany, from 1926 to 1934. During his eight years in Freiburg he initiated
work with radiotracers in solids and in animal tissues. Fleeing from the Nazis
in Germany, he moved to the Niels Bohr Institute in Copenhagen in 1934
and from there to Stockholm. In 1944 the Swedish Royal Academy of Sciences
awarded him the Nobel prize in Chemistry of the year 1943 for ‘. . . his work on
the use of isotopes as tracers in the study of chemical processes.’ He became
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a Swedish citizen and was appointed professor of organic chemistry at the
University of Stockholm in 1959. Von Hevesy, who married Pia Riis, daughter
of a Danish ship owner, had four children, died in Freiburg, Germany. Von
Hevesy is also the founder of radioistope applications in nuclear medicine.
For example, the hospital of the author’s University has a station called
‘von Hevesy station’. Wolfgang Seith, who collaborated with von Hevesy in
Freiburg, was appointed as the first professor in physical chemistry at the
author’s University in Münster, Germany.

Brownian motion: The phenomenon of irregular motion of small particles
suspended in a liquid had been known for a long time. It had been discov-
ered by the Scottish scientist Robert Brown (1773–1858). Brown was the son
of an episcopalian priest. He studied medicine at Edinburgh University, but
did not obtain his degree. At the age of twenty-one he enlisted in a newly
raised Scottish regiment. At that time he already knew that his true inter-
ests lay not in medicine but in botany, and he already had acquired some
reputation as a botanist. On a visit to London in 1798 to recruit for his
regiment, he met the botanist Sir Joseph Banks, president of the Royal So-
ciety, who recommended Brown to the Admiralty for the post of a naturalist
aboard a ship. The ship was to embark on a surveying voyage at the coasts
of Australia. Brown made extensive plant collections in Australia and it took
him about 5 years to classify approximately 3900 species he had gathered,
almost all of which were new to science. By that time, Robert Brown was
already a renowned botanist. Much later Charles Darwin referred to him as
‘. . . princeps botanicorum’. In addition to collecting and classifying, Brown
made several important discoveries. Perhaps the most celebrated one by bi-
ologists is his discovery that plant cells have a nucleus.

Robert Brown is best known in science for his description of the random
movement of small particles in liquid suspension, first described in a pamphlet
entitled ‘A brief account of microscopical observations in the months June,
July and August 1827 on the particles contained in pollen . . . ’, which was
originally intended for private circulation, but was reprinted in the archival
literature shortly after its appearance [12]. Brown investigated the way in
which pollen acted during impregnation. A plant he studied under the mi-
croscope was Clarkia pulchella, a wildflower found in the Pacific Northwest
of the United States. The pollen of this plant contains granules varying from
about five to six micrometers in linear dimension. It is these granules, not
the whole pollen grains, upon which Brown made his observation. He wrote
‘. . .While examining the form of these particles immersed in water, I ob-
served many of them very evidently in motion . . .These motions were such
as to satisfy me, after frequently repeated observation, that they arose neither
from currents in the fluid, nor from its gradual evaporation, but belonged to
the particle itself ’. The inherent, incessant motion of small particles is nowa-
days called Brownian motion in honour of Robert Brown.
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Einstein’s and Smoluchowski’s theory of Brownian motion: In the
period between 1829 and about 1900 not much progress was made in the
understanding of Brownian motion, although developments in the theory
of heat and kinetic theory stimulated new experiments and conjectures. It is
striking that the founders and developers of kinetic theory, Maxwell, Boltz-
mann, and Clausius, never published anything on Brownian motion. The
reason for the lack in progress was that the major studies of that period fo-
cused on the particle velocities. Measurements of the particle velocities gave
puzzling results. The path of a small particle, on the length scales available
from observations in a microscope, is an extremely erratic curve. In modern
language we would say that it is a fractal. Such curves are differentiable al-
most nowhere. Consequently, the particles whose trajectories they represent
have no velocity, as usually defined. It was not until the work of Einstein and
Smoluchowski that it was understood that the velocity is not a useful thing
to measure in this context.

Albert Einstein (1879–1955), born in Ulm, Germany, is certainly the best
known physicist of the twentieth century, perhaps even of all time. In the
year of 1905, he published four papers that at once raised him to the rank of
a physicist of the highest caliber: the photon hypothesis to explain the photo
effect, for which he received the Nobel prize in physics in 1922 for the year
1921, his first paper on Brownian motion, and his two first papers on relativ-
ity theory. At that time Einstein was employed at the ‘The Eidgenössische
Amt für Geistiges Eigentum’ in Bern, Switzerland. He did not receive the
doctoral degree until the following year, 1906. Interestingly, his thesis was on
none of the above problems, but rather concerned with the determination of
the dimensions of molecules. His first paper on Brownian motion was en-
titled ‘Die von der molekularkinetischen Theorie der Wärme geforderte Be-
wegung von in ruhenden Flüssigkeiten suspendierten Teilchen’ [13]. A second
paper was entitled ‘Zur Theorie der Brownschen Bewegung’ [14]. Einstein
published two additional short papers on this topic [15, 16], but these were
of relatively minor interest. Einstein was the first to understand, contrary
to many scientists of his time, that the basic quantity is not the velocity
but the mean-square displacement of particles. He related the mean-square
displacement to the diffusion coefficient.

The Polish physicist and mountaineer Marian Smoluchowski (1872–1917)
was born in Vienna, Austria. During his lifetime, Poland was not an indepen-
dent country; it was partitioned between Russia, Prussia, and Austria. Mar-
ian Smoluchowski entered the University of Vienna and studied physics under
Joseph Stephan and Franz Exner. He was impressed by the work of Ludwig
Boltzmann. In his later life he was called ‘der geistige Nachfolger Boltzmanns’
(the intellectual successor of Boltzmann). He got his PhD and his ‘venia leg-
endi’ from the University of Vienna and was appointed full professor at Lvov
University (now Ukraine) in 1903. He accepted a chair in physics at the Jag-
ellonian University at Cracow in 1913, when he was a wellknown physicist of
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worldwide recognition. Smoluchowski also served as president of the Polish
Tatra Society and received the ‘Silberne Edelweiss’ from the German and
Austrian Alpine Society, an award given to distinguished alpinists.

Smoluchowski’s interest for molecular statistics led him already around
1900 to consider Brownian motion. He did publish his results not before
1906 [17, 18], under the impetus of Einstein’s first paper. Smoluchowski later
studied Brownian motion for particles under the influence of an external
force [19, 20]. Einstein’s and Smoluchowski’s scientific paths crossed again,
when both considered the theory of the scattering of light near the criti-
cal state of a fluid, the critical opalescence. Smoluchowski died as a result
of a dysentery epidemic, aggravated by wartime conditions in 1917. Ein-
stein wrote a sympathetic obituary for him with special reference to Smolu-
chowski’s interest in fluctuations [21].

Atomic reality – Perrin’s experiments: The idea that matter was made
up of atoms was already postulated by Demokrit of Abdeira, an ancient Greek
philosopher, who lived about four hundred years before Christ. However, an
experimental proof had to wait for more than two millennia. The concept
of atoms and molecules took strong hold of the scientific community since
the time of English scientist John Dalton (1766–1844). It was also shown
that the ideas of the Italian scientist Amadeo Avogadro (1776–1856) could be
used to construct a table of atomic weights, a central idea of chemistry and
physics. Most scientists were willing to accept atoms as real, since the facts of
chemistry and the kinetic theory of gases provided strong indirect evidence.
Yet there were famous sceptics. Perhaps the most prominent ones were the
German physical chemist and Nobel laureate Wilhelm Ostwald (1853–1932)
and the Austrian physicist Ernst Mach (1938–1916). They agreed that atomic
theory was a useful way of summarising experience. However, the lack of
direct experimental verification led them to maintain their scepticism against
atomic theory with great vigour.

The Einstein-Smoluchowski theory of Brownian motion provided ammu-
nition for the atomists. This theory explains the incessant motion of small
particles by fluctuations, which seems to violate the second law of thermody-
namics. The question remained, what fluctuates? Clearly, fluctuations can be
explained on the basis of atoms and/or molecules that collide with a Brown-
ian particle and push it around. The key question was then, what is the ex-
perimental evidence that the Einstein-Smoluchowski theory is quantitatively
correct? The answer had to wait for experiments of the French scientist Jean
Baptiste Perrin (1870–1942), a convinced atomist. The experiments were dif-
ficult. In order to study the dependence of the mean-square displacement on
the particle radius, it was necessary to prepare monodisperse suspensions.
The experiments of Perrin were successful and showed agreement with the
Einstein-Smoluchowski theory [22, 23]. He and his students continued refin-
ing the work and in 1909 Perrin published a long paper on his own and his
students’ research [24]. He became an energetic advocate for the reality of
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atoms and received the 1926 Nobel prize in physics ‘. . . for his work on the
discontinuous structure of matter . . . ’.

Crystalline solids and atomic defects: Solid-state physics was born when
Max von Laue (1879–1960) detected diffraction of X-rays on crystals. His ex-
periments demonstrated that solid matter usually occurs in three-dimensional
periodic arrangements of atoms. His discovery, published in 1912 together
with Friedrich and Knipping, was awarded with the 1914 Nobel prize in
physics.

However, the ideal crystal of Max von Laue is a ‘dead’ crystal. Solid-state
diffusion and many other properties require deviations from ideality. The
Russian physicist Jakov Il’ich Frenkel (1894–1952) was the first to introduce
the concept of disorder in the field of solid-state physics. He suggested that
thermal agitation causes transitions of atoms from their regular lattice sites
into interstitial positions leaving behind lattice vacancies [25]. This kind of
disorder is now called Frenkel disorder and consists of pairs of vacant lat-
tice sites (vacancies) and lattice atoms on interstitial sites of the host crystal
(self-interstitials). Only a few years later, Wagner and Schottky [26] gen-
eralised the concept of disorder and treated disorder in binary compounds
considering the occurrence of vacancies, self-interstititals and antisite defects
on both sublattices. Nowadays, it is common wisdom that atomic defects
are necessary to mediate diffusion in crystals. The German physicist Walter
Schottky (1886–1976) taught at the universities of Rostock and Würzburg,
Germany, and worked in the research laboratories of Siemens. He had a strong
influence on the development of telecommunication. Among Schottky’s many
achievements a major one was the development of a theory for the rectifying
behaviour of metal-semiconductor contact, which revolutionised semiconduc-
tor technology. Since 1973 the German Physical Society decorates outstand-
ing achievements of young German scientists in solid-state physics with the
‘Walter-Schottky award’.

Kirkendall effect: A further cornerstone of solid-state diffusion comes
from the work of Ernest Kirkendall (1914–2005). In the 1940s, it was still
a widespread belief that atomic diffusion in metals takes place via direct
exchange or ring mechanisms. This would suggest that in binary alloys the
two components should have the same coefficient of self-diffusion. Kirkendall
and coworkers observed the inequality of copper and zinc diffusion during
interdiffusion between brass and copper, since the interface between the two
different phases moves [27–29]. The direction of the mass flow was such as
might be expected if zinc diffuses out of the brass more rapidly than copper
diffuses in. Such phenomena have been observed in the meantime in many
other binary alloys. The movement of inert markers placed at the initial in-
terface of a diffusion couple is now called the Kirkendall effect. Kirkendall’s
discovery, which took the scientific world about ten years to be appreciated,
is nowadays taken as evidence for a vacancy mechanism of diffusion in metals
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and alloys. Kirkendall left research in 1947 and served as secretary of the
American Institute of Mining, Metallurgical and Petroleum Engineers. He
then became a manager at the United Engineering Trustees and concluded
his career as a vice president of the American Iron and Steel Institute.

Thermodynamics of irreversible processes: The Norwegian Nobel lau-
reate in chemistry of 1968 Lars Onsager (1903–1976) had widespread inter-
ests, which include colloids, dielectrics, order-disorder transitions, hydrody-
namics, thermodynamics, and statistical mechanics. His work had a great
impact on the ‘Thermodynamics of Irreversible Processes’. He received the
Nobel prize for the reciprocity theorem, which is named after him. This the-
orem states that the matrix of phenomenological coefficients, which relate
fluxes and generalised forces of transport theory, is symmetric. The non-
diagonal terms of the Onsager matrix also include cross-phenomena, such as
the influence of a gradient in concentration of one species upon the flow of
another one or the effect of a temperature gradient upon the flow of various
atomic species, both of which can be significant for diffusion processes.

Solid-state diffusion after World War II: The first period of solid-state
diffusion under the guidance of Roberts-Austen, von Hevesy, Frenkel, and
Schottky was followed by a period which started in the mid 1930s, when ‘ar-
tificial’ radioactive isotopes, produced in accelerators, became available. Soon
after World War II nuclear reactors became additional sources of radioiso-
topes. This period saw first measurements of self-diffusion on elements other
than lead. Examples are self-diffusion of gold [30, 31], copper [32], silver [33],
zinc [34], and α-iron [35]. In all these experiments the temperature depen-
dence of diffusion was adequately described by the Arrhenius law, which by
about 1950 had become an accepted ‘law of nature’.

It is hardly possible to review the following decades, since the field has
grown explosively. This period is characterised by the extensive use of radioac-
tive isotopes produced in nuclear reactors and accelerators, the study of the
dependence of diffusion on the tracer mass (isotope effect), and of diffusion
under hydrostatic pressure. Great improvements in the precision of diffusion
measurements and in the accessible temperature ranges were achieved by us-
ing refined profiling techniques such as electron microprobe analysis, sputter
sectioning, secondary ion mass spectroscopy, Rutherford back-scattering, and
nuclear reaction analysis. Methods not directly based on Fick’s law to study
atomic motion such as the anelastic or magnetic after-effect, internal friction,
and impedance spectroscopy for ion-conducting materials were developed and
widely applied. Completely new approaches making use of nuclear methods
such as nuclear magnetic relaxation (NMR) [36], Mössbauer spectroscopy
(MBS), and quasielastic neutron scattering (QENS) have been successfully
applied to diffusion problems.

Whereas diffusion on solid surfaces nowadays can be recorded by means
of scanning tunnelling microscopy, the motion of atoms inside a solid is still



10 1 History and Bibliography of Diffusion

difficult to observe in a direct manner. Nevertheless, diffusion occurs and
it is the consequence of a large number of atomic or molecular jumps. The
mathematics of the random-walk problem allows one to go back and forth
between the diffusion coefficient and the jump distances and jump rates of
the diffusing atoms. Once the diffusion coefficient was interpreted in this way,
it was only a question of time before attempts were made to understand the
measured values in terms of atomistic diffusion mechanisms.

The past decades have seen a tremendous increase in the application of
computer modeling and simulation methods to diffusion processes in mate-
rials. Along with continuum modeling aimed at describing complex diffusion
problems by differential equations, atomic-level modeling such as ab-initio
calculations, molecular dynamics studies, and Monte Carlo simulations, play
an increasingly important rôle as means of gaining fundamental insights into
diffusion processes.

Grain-boundary diffusion: By 1950, the fact that grain-boundary diffu-
sion exists had been well documented by autoradiographic images [37], from
which the ratio of grain-boundary to lattice-diffusion coefficients in metals
was estimated to be a few orders of magnitude [38]. Fisher published his
now classical paper presenting the first theoretical model of grain-boundary
diffusion in 1951 [39]. That pioneering paper, together with concurrent exper-
imental work by Hoffman and Turnbull (1915–2007) [40], initiated the whole
area of quantitative studies of grain-boundary diffusion in solids. Nowadays,
grain-boundary diffusion is well recognised to be a transport phenomenon of
great fundamental interest and of technical importance in normal polycrys-
tals and in particular in nanomaterials.

Distinguished scientists of solid-state diffusion: In what follows some
people are mentioned, who have made or still make significant contributions
to the field of solid-state diffusion. The author is well aware that such an
attempt is necessarily incomplete and perhaps biased by personal flavour.

Wilhelm Jost (1903–1988) was a professor of physical chemistry at the
University of Göttingen, Germany. He had a very profound knowledge of
diffusion not only for solids but also for liquids and gases. His textbook ‘Dif-
fusion in Solids, Liquids and Gases’, which appeared for the first time in
1952 [41], is still today a useful source of information. Although the author
of the present book never had the chance to meet Wilhelm Jost, it is obvi-
ous that Jost was one of the few people who overlooked the whole field of
diffusion, irrespective whether diffusion in condensed matter or in gases is
concerned.

John Bardeen (1908–1991) and C. Herring, both from the Bell Telephone
Laboratories, Murray Hill, New Jersey, USA, recognised in 1951 that diffu-
sion of atoms in a crystal by a vacancy mechanism is correlated [42]. After
this pioneering work it was soon appreciated that correlation effects play an
important rôle for any solid-state diffusion process, when point defects act as
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diffusion vehicles. Nowadays, a number of methods are available for the calcu-
lation of correlation factors. Correlation factors of self-diffusion in elements
with cubic lattices are usually numbers characteristic for a given diffusion
mechanism. Correlation factors of foreign atom diffusion are temperature
dependent and thus contribute to the activation enthalpy of foreign atom
diffusion. It may be interesting to mention that John Bardeen is one of the
very few scientists, who received the Nobel prize twice. Schockley, Bardeen,
and Brattain were awarded for their studies of semiconducors and for the de-
velopment of the transition in 1956. Bardeen, Cooper, and Schriefer received
the 1972 Nobel price for the so-called BCS theory of superconductivity.

Yakov E. Geguzin (1918–1987) was born in the town of Donetsk, now
Ukraine. He graduated from Gor’kii State University at Kharkov, Ukraine.
After years of industrial and scientific work in solid-state physics he became
professor at the Kharkov University. He founded the Department of Crystal
Physics, which he headed till his death. The main scientific areas of Geguzin
were diffusion and mass transfer in crystals. He carried our pioneering studies
of surface diffusion, diffusion and mass transfer in the bulk and on the surface
of metals and ionic crystals, interdiffusion and accompanying effects in binary
metal and ionic systems. He was a bright person, a master not only to realise
experiments but also to tell of them. His enthusiasm combined with his talent
for physics attracted many students. His passion is reflected in numerous
scientific and popular books, which include topics such as defects in metals,
physics of sintering, diffusion processes on crystal surfaces, and an essay on
diffusion in crystals [43].

Norman Peterson (1934–1985) was an experimentalist of the highest cal-
ibre and a very active and lively person. His radiotracer diffusion studies
performed together with Steven Rothman, John Mundy, Himanshu Jain and
other members of the materials science group of the Argonne National Lab-
oratory, Illinois, USA, set new standards for high precision measurements of
tracer diffusivities in solids. Gaussian penetration profiles of lattice diffusion
over more than three orders of magnitude in tracer concentration were of-
ten reported. This high precision allowed the detection of small deviations
from Arrhenius behaviour of self-diffusion, e.g., in fcc metals, which could be
attributed to the simultaneous action of monovacancy and divacancy mecha-
nisms. The high precision was also a prerequisite for successful isotope effect
experiments of tracer diffusion, which contributed a lot to the interpretation
of diffusion mechanisms. Furthermore, the high precision permitted reliable
studies of grain-boundary diffusion in poly- and bi-crystals with tracer tech-
niques. The author of this book collaborated with Norman Peterson, when
Peterson spent a sabbatical in Stuttgart, Germany, as a Humboldt fellow.
The author and his groups either at the University of Stuttgart, Germany,
until 1984 or from then at the University of Münster, Germany, struggled
hard to fulfill ‘Peterson standards’ in own tracer diffusion experiments.
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John Manning (1933–2005) had strong interests in the ‘Diffusion Kinetics
of Atoms in Crystals’, as evidenced by the title of his book [44]. He received
his PhD from the University of Illinois, Urbana, USA. Then, he joined the
metals physics group at the National Bureau of Standards (NBS/NIST) in
Washington. Later, he was the chief of the group until his retirement. He also
led the Diffusion in Metals Data Center together with Dan Butrymowics and
Michael Read. The obituary published by NIST has the following very right-
ful statement: ‘His papers have explained the significance of the correlation
factor and brought about an appreciation of its importance in a variety of
diffusion phenomena’. The author of this book met John Manning on several
conferences, Manning was a great listener and a strong advocate, fair, honest,
friendly, courteous, kind and above all a gentleman.

Paul Shewmon is professor emeritus in the Department of Materials Sci-
ence and Engineering at the Ohio State Univeristy, USA. He studied at the
University of Illinois and at the Carnegie Mellon University, where he re-
ceived his PhD. Prior to becoming a professor at the Ohio State University
he served among other positions as director of the Materials Science Division
of the Argonne National Laboratory, Illinois, and as director of the Division of
Materials Research for the National Science Foundation of the United States.
Shewmon is an outstanding materials scientists of the United States. He has
also written a beautiful textbook on ‘Diffusion in Solids’, which is still today
usefull to introduce students into the field. It appeared first in 1963 and in
slightly revised form in 1989 [45].

The diffusion community owes many enlightening contributions to the
British theoretician Alan B. Lidiard from AEA Technology Harwell and
the Department of Theoretical Chemistry, University of Oxford, GB. He
co-authored the textbook ‘Atomic Transport in Solids’ together with A.R.
Allnatt from the Department of Chemistry, University of Western Ontario,
Canada [46]. Their book provides the fundamental statistical theory of atomic
transport in crystals, that is the means by which processes occurring at
the atomic level are related to macroscopic transport coefficients and other
observable quantities. Alan Lidiard is also the father of the so-called ‘five-
frequency model’ [47]. This model provides a theoretical framework for solute
and solvent diffusion in dilute alloys and permits to calculate correlation fac-
tors for solute and solvent diffusion. It has been also successfully applied to
foreign atom diffusion in ionic crystals.

Jean Philibert, a retired professor of the University Paris-sud, France, is
an active member and highly respected senior scientist of the international
diffusion community. Graduate students in solid-state physics, physical met-
allurgy, physical and inorganic chemistry, and geophysical materials as well
as physicists, metallurgists in science and industrial laboratories benefit from
his comprehensive textbook ‘Atom Movements – Diffusion and Mass Trans-
port in Solids’, which was translated from the French-language book of 1985
by Steven J. Rothman, then senior scientist at the Argonne National Labora-
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tory, Illinois, USA [48]. David Lazarus, then a professor at the University of
Illinois, Urbana, USA, wrote in the preface to Philiberts book: ‘This is a work
of love by a scientist who understands the field thoroughly and deeply, from its
fundamental atomistic aspects to the most practical of its ‘real-world’ applica-
tions.’ The author of the present book often consulted Philibert’s book and
enjoyed Jean Philibert’s well-rounded contributions to scientific discussions
during conferences.

Graeme Murch, head of the theoretical diffusion group at the University
of Newcastle, Australia, serves the international diffusion community in many
respects. He is an expert in computer modeling of diffusion processes and has
a deep knowledge of irreversible thermodynamics and diffusion. He authored
and co-authored chapters in several specialised books on diffusion, stand-
alone chapters on diffusion in solids, and a chapter about interdiffusion in
a data collection [69]. He also edited books on certain aspects of diffusion.
Graeme Murch is since many years the editor-in-chief of the international
journal ‘Defect and Diffusion Forum’. This journal is an important platform
of the solid-state diffusion community. The proceedings of many international
diffusion conferences have been published in this journal.

Other people, who serve or served the diffusion community with great
success, can be mentioned only shortly. Many of them were also involved in
the laborious and time-consuming organisation of international conferences
in the field of diffusion:

The Russian scientists Semjon Klotsman, the retired chief of the diffusion
group in Jekaterinburg, Russia, and Boris Bokstein, head of the thermody-
namics and physical chemistry group at the Moscow Institute of Steels and
Alloys, Moscow, Russia, organised stimulating international conferences on
special topics of solid-state diffusion.

Deszö Beke, head of the solid-state physics department at the University
of Debrecen, Hungary, and his group contribute significantly to the field and
organised several conferences. The author of this book has a very good re-
membrance to DIMETA-82 [49], which took place at lake Balaton, Hungary,
in 1982. This conference was one of the very first occasions where diffusion
experts from western and eastern countries could participate and exchange
experience in a fruitful manner, although the ‘iron curtain’ still did exist.
DIMETA-82 was the starting ignition for a series of international confer-
ences on diffusion in materials. These were: DIMETA-88 once more organised
by Beke and his group at lake Balaton, Hungary [50]; DIMAT-92 organised
by Masahiro Koiwa and Hideo Nakajima in Kyoto, Japan [51]; DIMAT-96
organised by the author of this book and his group in Nordkirchen near
Münster, Germany [52]; DIMAT-2000 organised by Yves Limoge and J.L.
Bocquet in Paris, France [53]; DIMAT-2004 organised by Marek Danielewski
and colleagues in Cracow, the old capital of Poland [54].

Devendra Gupta, retired senior scientist from the IBM research labo-
ratories in Yorktown Heights, New York, USA, was one of the pioneers of
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grain-boundary and dislocation diffusion studies in thin films. He organised
symposia on ‘Diffusion in Ordered Alloys’ and on ‘Diffusion in Amorphous
Materials’ and co-edited the proceedings [55, 56]. Gupta also edited a very
useful book on ‘Diffusion Processes in Advanced Technological Materials’,
which appeared in 2005 [57].

Yuri Mishin, professor at the Computational Materials Science group
of Georg Mason University, Fairfax, Virginia, USA, is an expert in grain-
boundary diffusion and in computer modeling of diffusion processes. He co-
authored a book on ‘Fundamentals of Grain and Interphase Boundary Diffu-
sion’ [58] and organised various symposia, e.g., one on ‘Diffusion Mechanisms
in Crystalline Materials’ [59].

Frans van Loo, retired professor of physical chemistry at the Technical
University of Eindhoven, The Netherlands, is one of the few experts in multi-
phase diffusion and of diffusion in ternary systems. He is also a distinguished
expert in Kirkendall effect studies. Van Loo and his group have made signif-
icant contributions to the question of microstructural stability of the Kirk-
endall plane. It was demonstrated experimentally that binary systems with
stable, unstable, and even with several Kirkendall planes exist.

Mysore Dayananda is professor of the School of Engineering of Pur-
due University, West Lafayette, Indiana, USA. His research interests mainly
concern interdiffusion, multiphase diffusion and diffusion in ternary alloys.
Dayananda has also organised several specialised diffusion symposia and co-
edited the proceedings [60, 61].

The 150th anniversary of the laws of Fick and the 100th anniversary of
Einstein’s theory of Brownian motion was celebrated on two conferences. One
conference was organised by Jörg Kärger, University of Leipzig, Germany,
and Paul Heitjans, University of Hannover, Germany, at Leipzig in 2005.
It was was devoted to the ‘Fundamentals of Diffusion’ [62]. Heitjans and
Kärger also edited a superb text on diffusion, in which experts cover various
topics concerning methods, materials and models [63]. The anniversaries were
also celebrated during a conference in Moscow, Russia, organised by Boris
Bokstein and Boris Straumal with the topics ‘Diffusion in Solids – Past,
Present and Future’ [64].

Andreas Öchsner, professor at the University of Aveiro, Portugal, or-
ganised a first international conference on ‘Diffusion in Solids and Liquids
(DSL2005)’ in 2005 [65]. The interesting idea of this conference was, to bring
diffusion experts from solid-state and liquid-state diffusion together again.
Obviously, this idea was successful since many participants also attended
DSL2006 only one year later [66].

Diffusion research at the University of Münster, Germany: Finally,
one might mention, that the field of solid-state diffusion has a long tradition
at the University of Münster, Germany – the author’s university. Wolfgang
Seith (1900–1955), who had been a coworker of Georg von Hevesy at the Uni-
versity of Freiburg, Germany, was full professor of physical chemistry at the
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University of Münster from 1937 until his early death in 1955. He established
diffusion research in Münster under aggravated war-time and post-war condi-
tions. He also authored an early textbook on ‘Diffusion in Metallen’, which ap-
peared in 1939 [66]. A revised edition of this book was published in 1955 and
co-authored by Seith’s associate Heumann [67]. Theodor Heumann (1914–
2002) was full professor and director of the ‘Institut für Metallforschung’ at
the University of Münster from 1958 until his retirement in 1982. Among
other topics, he continued research in diffusion, introduced radiotracer tech-
niques and electron microprobe analysis together with his associate Christian
Herzig. As professor emeritus Heumann wrote a new book on ‘Diffusion in
Metallen’, which appeared in 1992 [68]. Its German edition was translated
to Japanese language by S.-I. Fujikawa. The Japanese edition appeared in
2006.

The author of the present book, Helmut Mehrer, was the head of a diffu-
sion group at the University of Stuttgart, Germany, since 1974. He was then
appointed full professor and successor on Heumann’s chair at the University
of Münster in 1984 and retired in 2005. Diffusion was reinforced as one of the
major research topics of the institute. In addition to metals, further classes
of materials have been investigated and additional techniques applied. These
topics have been pursued by the author and his colleagues Christian Herzig,
Nicolaas Stolwijk, Hartmut Bracht, and Serguei Divinski. The name of the
institute was changed into ‘Institut für Materialphysik’ in accordance with
the wider spectrum of materials in focus. Metals, intermetallic compounds,
metallic glasses, quasicrystals, elemental and compound semiconductors, and
ion-conducting glasses and polymers have been investigated. Lattice diffu-
sion has been mainly studied by tracer techniques using mechanical and/or
sputter-sectioning techniques and in cooperation with other groups by SIMS
profiling. Interdiffusion and multi-phase diffusion was studied by electron mi-
croprobe analysis. The pressure and mass dependence of diffusion has been
investigated with radiotracer techniques on metals, metallic and oxide glasses.
Grain-boundary diffusion and segregation into grain boundaries has been
picked up as a further topic. Ionic conduction studied by impedance spec-
troscopy combined with element-specific tracer measurements, provided addi-
tional insight into mass and charge transport in ion-conducting oxide glasses
and polymer electrolytes. Numerical modeling of diffusion processes has been
applied to obtain a better understanding of experimental data. A data col-
lection on diffusion in metals and alloys was edited in 1990 [69], DIMAT-96
was organised in 1996 and the conference proceedings were edited [52].

Further reading on history of diffusion: An essay on the early history of
solid-state diffusion has been given by L. W. Barr in a paper on ‘The origin
of quantitative diffusion measurements in solids. A centenary view’ [71]. Jean
Philibert has written a paper on ‘One and a Half Century of Diffusion: Fick,
Einstein, before and beyond’ [72]. Remarks about the more recent history
can be found in an article of Steven Rothman [70], Masahiro Koiwa [73], and
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Alfred Seeger [74]. Readers interested in the history of diffusion mechanisms
of solid-state diffusion may benefit from C. Tuijn’s article on ‘History of
models for solid-state diffusion’ [75]. Steven Rothman ends his personal view
of diffusion research with the conclusion that ‘. . .Diffusion is alive and well’.
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65. A. Öchsner, J. Gracio, F. Barlat (Eds.), First International Conference on Dif-
fusion in Solids and Liquids – DSL 2005, Centre for Mechanical Technology and
Automation and Department of Mechanical Engineering, University of Aveiro,
Portugal, Editura MEDIAMIRA, Cluj-Napoca, 2006

66. W. Seith, Diffusion in Metallen, Verlag Julius Spriger, 1939
67. W. Seith, Th. Heumann, Diffusion in Metallen, Springer-Verlag, 1955
68. Th. Heumann, Diffusion in Metallen, Springer-Verlag, 1992; Japanese language

edition 2006 translated by S.-I. Fujikawa
69. H. Mehrer (Vol. Ed.), Diffusion in Solid Metals and Alloys, Landolt-Börnstein,

Numerical Data and Functional Relationships in Science and Technology, New
Series, Group III: Crystal and Solid State Physics, Vol. 26, Springer-Verlag,
1990

70. S.J. Rothman, Defect and Diffusion Forum 99–100, 1 (1993)
71. L.W. Barr, Defect and Diffusion Forum 143–147, 3 (1997); see also [52]
72. J. Philibert, in: Diffusion Fundamentals – Leipzig 2005, Universitätsverlag
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2 Continuum Theory of Diffusion

The equations governing diffusion processes are Fick’s laws. These laws repre-
sent a continuum description and are purely phenomenological. The original
work of Adolf Fick appeared in 1855 [1] and described a salt-water system
undergoing diffusion. Fick introduced the concept of the diffusion coefficient
and suggested a linear response between the concentration gradient and the
mixing of salt and water. Already in 1807 Josef Fourier had developed
an analogous relation between the flow of heat and the temperature gradi-
ent [2]. Fick’s laws describe the diffusive transport of matter as an empirical
fact without claiming that it derives from basic concepts. It is, however, in-
dicative of the power of Fick’s continuum description that all subsequent
developments have in no way affected the validity of his approach. A deeper
physical understanding of diffusion in solids is based on random walk theory
and on the atomic mechanisms of diffusion, which are treated later in this
book.

2.1 Fick’s Laws in Isotropic Media

In an isotropic medium, physical and chemical properties are independent of
direction, whereas in anisotropic media properties depend on the direction
considered. Diffusion is isotropic in gases, most liquids, in glassy solids, in
polycrystalline materials without texture, in cubic crystals and in icosahe-
dral quasicrystals. In isotropic materials the diffusivity (introduced below)
is a scalar quantity. Numerous engineering materials have cubic structures.
Examples are face-centered cubic metals (Cu, Ag, Au, Al, Pb, Ni, . . . ), body-
centered cubic metals (V, Nb, Ta, Cr, Mo, W, β-Ti, β-Zr, . . . ), α-Fe and
ferritic steels, which are body-centered cubic, and austenitic steels which are
face-centered cubic. All of these important materials, and vastly more of their
alloys, share cubic symmetry and exhibit scalar diffusivities. The elemental
semiconductors Si and Ge crystallise in the diamond structure which is cu-
bic. Many compound semiconductors occur in the cubic zinc blende structure.
Many ionic crystals such as alkali halides and many oxides are cubic or have
cubic modifications. Diffusion is anisotropic in non-cubic crystals and in some
quasicrystals. Anisotropic diffusion is discussed in Sect. 2.3.
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2.1.1 Fick’s First Law

Let us first consider the flux of diffusing particles in one dimension (x-
direction) illustrated in Fig. 2.1. The particles can be atoms, molecules, or
ions. Fick’s first law for an isotropic medium can be written as

Jx = −D
∂C

∂x
. (2.1)

Here Jx is the flux of particles (diffusion flux) and C their number density
(concentration). The negative sign in Eq. (2.1) indicates opposite directions of
diffusion flux and concentration gradient. Diffusion is a process which leads to
an equalisation of concentration. The factor of proportionality, D, is denoted
as the diffusion coefficient or as the diffusivity of the species considered.

Units: The diffusion flux is expressed in number of particles (or moles)
traversing a unit area per unit time and the concentration in number of par-
ticles per unit volume. Thus the diffusivity D has the dimension of length2

per time and bears the units [cm2 s−1] or [m2 s−1].

Fick’s first law in three dimensions: Fick’s first law is easily generalised
to three dimensions using a vector notation:

J = −D∇C . (2.2)

The vector of the diffusion flux J is directed opposite in direction to the con-
centration gradient vector ∇C. The nabla symbol, ∇, is used to express the
vector operation on the right-hand side of Eq. (2.2). The nabla operator acts
on the scalar concentration field C(x, y, z, t) and produces the concentration-
gradient field ∇C. The concentration-gradient vector always points in that
direction for which the concentration field undergoes the most rapid increase,

Fig. 2.1. Illustration of Fick’s first law
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and its magnitude equals the maximum rate of increase of concentration at
the point. For an isotropic medium the diffusion flux is antiparallel to the
concentration gradient.

Equations (2.1) and (2.2) represent the simplest form of Fick’s first law.
Complications leading to modifications of Eq. (2.2) may arise from anisotropy,
concentration dependence of D, chemical reactions of the diffusing parti-
cles, external fields, and high-diffuasivity paths. Anisotropy is considered in
Sect. 2.3. Further complications are treated in later chapters of this book.

Analogous equations: As already mentioned Fick’s first law is formally equiv-
alent to Fourier’s law of heat flow

Jq = −κ∇T ,

where Jq is the flux of heat, T the temperature field, and κ the thermal
conductivity. It is also analogous to Ohm’s law

Je = −σ∇V ,

where Je is the electric current density, V the electrostatic potential, and
σ the electrical conductivity. Fick’s law describes the transport of particles,
Fourier’s law the transport of heat, and Ohm’s law the transport of electric
charge.

2.1.2 Equation of Continuity

Usually, in diffusion processes the number of diffusing particles is conserved1.
For a diffusing species which obeys a conservation law an equation of con-
tinuity can be formulated. To this end, let us choose an aribitrary point P
located at (x, y, z) and a test volume of size ∆x, ∆y, and ∆z (Fig. 2.2). The
diffusion flux J and its components Jx, Jy, Jz vary across the test volume.
If the sum of the fluxes leaving and entering the test volume do not bal-
ance, a net accumulation (or loss) must occur. This material balance can be
expressed as

inflow - outflow = accumulation (or loss) rate.

The flux components can be substituted into this equation to yield

[Jx(P ) − Jx(P + ∆x)] ∆y∆z+
[Jy(P ) − Jy(P + ∆y)] ∆x∆z+
[Jz(P ) − Jz(P + ∆z)]∆x∆y = accumulation (or loss) rate .

1 This implies that the diffusing species neither undergoes reactions nor exchanges
with internal sources or sinks. Sources and sinks are important for intrinsic point
defects. Reactions of the diffusing species with intrinsic point defects can be
important as well. Such complications are treated later in the relevant chapters.
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Fig. 2.2. Infinitesimal test volume. The in- and outgoing y-components of the diffu-
sion flux are indicated by arrows. The other components (not shown) are analogous

Using Taylor expansions of the flux components up to their linear terms, the
expressions in square brackets can be replaced by ∆x∂Jx/∂x, ∆y∂Jy/∂y, and
∆z∂Jz/∂z, respectively. This yields

−
[
∂Jx

∂x
+

∂Jy

∂y
+

∂Jz

∂z

]
∆x∆y∆z =

∂C

∂t
∆x∆y∆z , (2.3)

where the accumulation (or loss) rate in the test volume is expressed in terms
of the partial time derivative of the concentration. For infinitesimal size of
the test volume Eq. (2.3) can be written in compact form by introducing the
vector operation divergence ∇·, which acts on the vector of the diffusion flux:

−∇ · J =
∂C

∂t
. (2.4)

Equation (2.4) is denoted as the continuity equation.

2.1.3 Fick’s Second Law – the ‘Diffusion Equation’

Fick’s first law Eq. (2.2) and the equation of continuity (2.4) can be combined
to give an equation which is called Fick’s second law or sometimes also the
diffusion equation:

∂C

∂t
= ∇ · (D∇C) . (2.5)

From a mathematical viewpoint Fick’s second law is a second-order partial
differential equation. It is non-linear if D depends on concentration, which
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is, for example, the case when diffusion occurs in a chemical composition
gradient. The composition-dependent diffusivity is usually denoted as the in-
terdiffusion coefficient. For arbitrary composition dependence D(C), Eq. (2.5)
usually cannot be solved analytically. The strategy to deal with interdiffusion
is described in Chap. 10.

If the diffusivity is independent of concentration, which is the case for
tracer diffusion in chemically homogenous systems or for diffusion in ideal
solid solutions, Eq. (2.5) simplifies to

∂C

∂t
= D∆C , (2.6)

where ∆ denotes the Laplace operator. This form of Fick’s second law is
sometimes also called the linear diffusion equation. It is a linear second-order
partial differential equation for the concentration field C(x, y, z, t). One can
strive for solutions of this equation, if boundary and initial conditions are
formulated. Some solutions are considered in Chap. 3.

Analogous equations: If one combines Fourier’s law for the conduction of heat
with an equation for the conservation of heat energy, assuming a constant
thermal conductivity κ, one arrives at

∂T

∂t
=

κ

ρCV
∆T ,

where T (x, y, z, t) is the temperature field, ρ the mass density, and CV the
specific heat for constant volume. This equation for time-dependent heat
conduction is mathematically identical with the linear diffusion equation.

The time-dependent Schrödinger equation for free particles can be written
in a similar way:

∂Ψ

∂t
=

i

�

(
− �

2

2m

)
∆Ψ .

Here Ψ(x, y, z, t) denotes the wave function, � the Planck constant divided
by 2π, and i the imaginary unit. Similar mathematical concepts such as
the method of separation of variables can be used to solve diffusion and
Schrödinger equations. We note, however, that C is a function with real
values, whereas the wave function Ψ is a function with a real and an imaginary
part.

2.2 Diffusion Equation in Various Coordinates

As already mentioned, Fick’s second law for constant diffusivity is a lin-
ear second-order partial differential equation. The Laplacian operator on the
right-hand side of Eq. (2.6) has different representations in different coor-
dinate systems (Fig. 2.3). Using these representations we get for isotropic
diffusion the following forms of the linear diffusion equation [3, 4].
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Fig. 2.3. Cartesian (left), cylindrical (middle), and spherical (right) coordinates

Cartesian coordinates x, y, z:

∂C

∂t
= D

(
∂2C

∂x2
+

∂2C

∂y2
+

∂2C

∂z2

)
; (2.7)

Cylindrical coordinates r, Θ, z:

∂C

∂t
=

D

r

[
∂

∂r

(
r
∂C

∂r

)
+

∂

∂Θ

(
1
r

∂C

∂Θ

)
+

∂

∂z

(
r
∂C

∂z

)]
; (2.8)

Spherical coordinates r, Θ, ϕ:

∂C

∂t
=

D

r2

[
∂

∂r

(
r2 ∂C

∂r

)
+

1
sin Θ

∂

∂Θ

(
sin Θ

∂C

∂Θ

)
+

1
sin2 Θ

∂2C

∂2ϕ

]

= D

[
∂2C

∂r2
+

2
r

∂C

∂r
+

1
r2 sin2 Θ

∂2C

∂ϕ2
+

1
r2

∂2C

∂Θ2
+

1
r2

cotΘ
∂C

∂Θ

]
. (2.9)

Experimental diffusion studies often use simple geometric settings, which
impose special symmetries on the diffusion field. In the following we mention
some special symmetries:

Linear flow in x-direction is a special case of Eq. (2.7), if ∂/∂y = ∂/∂z = 0:

∂C

∂t
= D

∂2C

∂x2
. (2.10)

Axial flow in r-direction is a special case of Eq. (2.8), if ∂/∂z = ∂/∂Θ = 0:

∂C

∂t
= D

(
∂2C

∂r2
+

1
r

∂C

∂r

)
. (2.11)
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Spherical flow in r-direction is a special case of Eq. (2.9), if ∂/∂φ = ∂/∂Θ =
0:

∂C

∂t
= D

(
∂2C

∂r2
+

2
r

∂C

∂r

)
. (2.12)

Such symmetries are conducive to analytical solutions, of which some are
discussed in Chap. 3.

2.3 Fick’s Laws in Anisotropic Media

Aniosotropic media have different diffusion properties in different directions.
Anisotropy is encountered, for example, in non-cubic single crystals, compos-
ite materials, textured polycrystals, and decagonal quasicrystals. Anisotropy
affects the directional relationship between the vectors of the diffusion flux
and of the concentration gradient. For such media, for arbitrary directions the
direction of the diffusion flux at an arbitrary is not normal to the surface of
constant concentration. The generalisation of Fick’s first law for anisotropic
media is

J = −D∇C . (2.13)

Application of Neumann’s principle [5] shows that the diffusivity is a second-
rank tensor D. Furthermore, as a consequence of Onsager’s reciprocity re-
lations from the thermodynamics of irreversible processes (see, e.g., [3, 6–8]
and Chap. 12) the diffusivity tensor is symmetric. Any symmetric second-
rank tensor can be transformed to its three orthogonal principal axes. The
diffusivity tensor then takes the form

D =

⎛
⎝D1 0 0

0 D2 0
0 0 D3

⎞
⎠ ,

where D1, D2, and D3 are called the principal diffusion coefficients or the
principal diffusivities (self-diffusivities, solute diffusivities, . . . ). There are
thus not more than three coefficients of diffusion. There are, however, always
p ≤ 6 independent parameters; the p− 3 others define the orientations of the
principal axes. The number p varies according to the symmetry of the crystal
system as indicated in Table 2.1.

If x1, x2, x3 denote the principal diffusion axes and J1, J2, J3 the pertinent
components of the diffusion flux, Eq. (2.13) can be written as

J1 = −D1
∂C

∂x1
,

J2 = −D2
∂C

∂x2
,

J3 = −D3
∂C

∂x3
. (2.14)
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Table 2.1. Number of parameters, p, decribing the principal diffusivities plus the
orientations of principal axes

System triclinic monoclinic orthorhombic hexagonal cubic
tetragonal
rhombohedral
(or trigonal)

p 6 4 3 2 1
principal axes and one principal axis isotropic
crystal axes coincide parallel crystal axis

These equations imply that the diffusion flux J and the concentration gradi-
ent ∇C usually point in different directions.

Let us describe a selected diffusion direction by its angles Θ1, Θ2, Θ3 with
respect to the principal diffusion axes (Fig. 2.4) and introduce the direction
cosines of the diffusion direction by

α1 ≡ cosΘ1, α2 ≡ cosΘ2, α3 ≡ cosΘ3 . (2.15)

Then the diffusion coefficient for that direction, D(α1, α2, α3), can be written
as

D(α1, α2, α3) = α2
1D1 + α2

2D2 + α2
3D3 . (2.16)

Equation (2.16) shows that for given principal axes, anisotropic diffusion can
be completely described by the principal diffusion coefficients.

Fig. 2.4. Diffusion direction in a single-crystal with principal diffusion axes
x1, x2, x3
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For crystals with triclinic, monoclinic, and orthorhombic symmetry
all three principal diffusivities are different:

D1 �= D2 �= D3 . (2.17)

Among these crystal systems only for crystals with orthorhombic symmetry
the principal axes of diffusion do coincide with the axes of crystallographic
symmetry.

For uniaxial materials, such as trigonal, tetragonal, and hexagonal
crystals and decagonal or octagonal quasicrystals, with their unique axis
parallel to the x3-axis we have

D1 = D2 �= D3 . (2.18)

For uniaxial materials Eq. (2.16) reduces to

D(Θ) = D1 sin2 Θ + D3 cos2 Θ , (2.19)

where Θ denotes the angle between diffusion direction and the crystal axis.
For cubic crystals and icosahedral quasicrystals

D1 = D2 = D3 ≡ D

and the diffusivity tensor reduces to a scalar quantity (see above).
The majority of experiments for the measurement of diffusion coefficients

in single crystals are designed in such a way that the flow is one-dimensional.
Diffusion is one-dimensional if a concentration gradient exists only in the
x-direction and both, C and ∂C/∂x, are everywhere independent of y and z.
Then the diffusivity depends on the crystallographic direction of the flow. If
the direction of diffusion is chosen parallel to one of the principal axis (x1,
or x2, or x3) the diffusivity coincides with one of the principal diffusivities
D1, or D2, or D3. For an arbitrary direction, the measured D is given by
Eq. (2.16).

For uniaxial materials the diffusivity D(Θ) is measured when the crys-
tal or quasicrystal is cut in such a way that an angle Θ occurs between the
normal of the front face and the crystal axis. For a full characterisation of
the diffusivity tensor in crystals with orthorhombic or lower symmetry mea-
surements in three independent directions are necessary. For uniaxial crystals
two measurements in independent directions suffice. For cubic crystals one
measurement in an arbitrary direction is sufficient.
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3 Solutions of the Diffusion Equation

The aim of this chapter is to give the reader a feeling for properties of the
diffusion equation and to acquaint her/him with frequently encountered so-
lutions. No attempt is made to achieve completeness or full rigour. Solutions
of Eq. (2.6), giving the concentration as a function of time and position, can
be obtained by various means once the boundary and initial conditions have
been specified. In certain cases, the conditions are geometrically highly sym-
metric. Then it is possible to obtain explicit analytic solutions. Such solutions
comprise either Gaussians, error functions and related integrals, or they are
given in the form of Fourier series.

Experiments are often designed to satisfy simple initial and boundary
conditions (see Chap. 13). In what follows, we limit ourselves to a few simple
cases. First, we consider solutions of steady-state diffusion for linear, axial,
and spherical flow. Then, we describe examples of non-steady state diffusion
in one dimension. A powerful method of solution, which is mentioned briefly,
employs the Laplace transform. We end this chapter with a few remarks
about instantaneous point sources in one, two, and three dimensions.

For more comprehensive treatments of the mathematics of diffusion we
refer to the textbooks of Crank [1], Jost [2], Ghez [3] and Glicksman [4].
As mentioned already, the conduction of heat can be described by an anal-
ogous equation. Solutions of this equation have been developed for many
practical cases of heat flow and are collected in the book of Carslaw and
Jaeger [5]. By replacing T with C and D with the corresponding thermal
property these solution can be used for diffusion problems as well. In many
other cases, numerical methods must be used to solve diffusion problems. De-
scribing numerical procedures is beyond the scope of this book. Useful hints
can be found in the literature, e.g., in [1, 3, 4, 6, 7].

3.1 Steady-State Diffusion

At steady state, there is no change of concentration with time. Steady-state
diffusion is characterised by the condition

∂C

∂t
= 0 . (3.1)
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For the special geometrical settings mentioned in Sect. 2.2, this leads to
different stationary concentration distributions:

For linear flow we get from Eqs. (2.10) and (3.1)

D
∂2C

∂x2
= 0 and C(x) = a + Ax , (3.2)

where a and A in Eq. (3.2) denote constants. A constant concentration gradi-
ent and a linear distribution of concentration is established under linear flow
steady-state conditions, if the diffusion coefficient is a constant.

For axial flow substitution of Eq. (3.1) into Eq. (2.8) gives

∂

∂r

(
r
∂C

∂r

)
= 0 and C(r) = B ln r + b , (3.3)

where B and b denote constants.
For spherical flow substitution of Eq. (3.1) into Eq. (2.9) gives

∂

∂r

(
r2 ∂C

∂r

)
= 0 and C(r) =

Ca

r
+ Cb . (3.4)

Ca and Cb in Eq. (3.4) denote constants.
Permeation through membranes: The passage of gases or vapours
through membranes is called permeation. A well-known example is diffusion of
hydrogen through palladium membranes. A steady state can be established in
permeation experiments after a certain transient time (see Sect. 3.2.4). Based
on Eqs. (3.2), (3.3), and (3.4) a number of examples are easy to formulate
and are useful in permeation studies of diffusion:
Planar Membrane: If δ is the thickness, q the cross section of a planar mem-
brane, and C1 and C2 the concentrations at x = 0 and x = δ, we get from
Eq. (3.2)

C(x) = C1 +
C2 − C1

δ
x; J = qD

C1 − C2

δ
. (3.5)

If J, C1, and C2 are measured in an experiment, the diffusion coefficient can
be determined from Eq. (3.5).
Hollow cylinder: Consider a hollow cylinder, which extends from an inner
radius r1 to an outer radius r2. If at r1 and r2 the stationary concentrations
C1 and C2 are maintained, we get from Eq. (3.3)

C(r) = C1 +
C1 − C2

ln(r1/r2)
ln

r

r1
. (3.6)

Spherical shell: If the shell extends from an inner radius r1 to an outer ra-
dius r2, and if at r1 and r2 the stationary concentrations C1 and C2 are
maintained, we get from Eq. (3.4)

C(r) =
C1r1 − C2r2

r1 − r2
+

(C1 − C2)
( 1

r1
− 1

r2
)

1
r

. (3.7)
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For the geometrical conditions treated above, it is also possible to solve the
steady-state equations, if the diffusion coefficient is not a constant [8]. So-
lutions for concentration-dependent and position-dependent diffusivities can
be found, e.g., in the textbook of Jost [2].

3.2 Non-Steady-State Diffusion in one Dimension

3.2.1 Thin-Film Solution

An initial condition at t = 0, which is encountered in many one-dimensional
diffusion problems, is the following:

C(x, 0) = M δ(x) . (3.8)

The diffusing species (diffusant) is deposited at the plane x = 0 and allowed
to spread for t > 0. M denotes the number of diffusing particles per unit
area and δ(x) the Dirac delta function. This initial condition is also called
instantaneous planar source.

Sandwich geometry: If the diffusant (or diffuser) is allowed to spread into
two material bodies occupying the half-spaces 0 < x < ∞ and −∞ < x < 0,
which have equal and constant diffusivity, the solution of Eq. (2.10) is

C(x, t) =
M

2
√

πDt
exp

(
− x2

4Dt

)
. (3.9)

Thin-film geometry: If the diffuser is deposited initially onto the surface
of a sample and spreads into one half-space, the solution is

C(x, t) =
M√
πDt

exp
(
− x2

4Dt

)
. (3.10)

These solutions are also denoted as Gaussian solutions. Note that Eqs. (3.9)
and (3.10) differ by a factor of 2. Equation (3.10) is illustrated in Fig. 3.1
and some of its further properties in Fig. 3.2.

The quantity 2
√

Dt is a characteristic diffusion length, which occurs fre-
quently in diffusion problems. Salient properties of Eq. (3.9) are the following:

1. The diffusion process is subject to the conservation of the integral number
of diffusing particles, which for Eq. (3.9) reads

+∞∫
−∞

M

2
√

πDt
exp

(
− x2

4Dt

)
dx =

+∞∫
−∞

Mδ(x)dx = M . (3.11)

2. C(x, t) and ∂2C/∂x2 are even functions of x. ∂C/∂x is an odd function
of x.
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Fig. 3.1. Gaussian solution of the diffusion equation for various values of the
diffusion length 2

√
Dt

Fig. 3.2. Gaussian solution of the diffusion equation and its derivatives

3. The diffusion flux, J = −D∂C/∂x, is an odd function of x. It is zero at
the plane x = 0.

4. According to the diffusion equation the rate of accumulation of the dif-
fusing species ∂C/∂t is an even function of x. It is negative for small |x|
und positive for large |x|.
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The tracer method for the experimental determination of diffusivities exploits
these properties (see Chap. 13). The Gaussian solutions are also applicable if
the thickness of the deposited layer is very small with respect to the diffusion
length.

3.2.2 Extended Initial Distribution
and Constant Surface Concentration

So far, we have considered solutions of the diffusion equation when the diffu-
sant is initially concentrated in a very thin layer. Experiments are also often
designed in such a way that the diffusant is distributed over a finite region. In
practice, the diffusant concentration is often kept constant at the surface of
the sample. This is, for example, the case during carburisation or nitridation
experiments of metals. The linearity of the diffusion equation permits the use
of the ‘principle of superposition’ to produce new solutions for different ge-
ometric arrangements of the sources. In the following, we consider examples
which exploit this possibility.

Diffusion Couple: Let us suppose that the diffusant has an initial distri-
bution at t = 0 which is given by:

C = C0 for x < 0 and C = 0 for x > 0 . (3.12)

This situation holds, for example, when two semi-infinite bars differing in
composition (e.g., a dilute alloy and the pure solvent material) are joined
end to end at the plane x = 0 to form a diffusion couple. The initial distribu-
tion can be interpreted as a continuous distribution of instantaneous, planar
sources of infinitesimal strength dM = C0dξ at position ξ spread uniformly
along the left-hand bar, i.e. for x < 0. A unit length of the left-hand bar
initially contains M = C0 · 1 diffusing particles per unit area. Initially, the
right-hand bar contains no diffusant, so one can ignore contributions from
source points ξ > 0. The solution of this diffusion problem, C(x, t), may be
thought as the sum, or integral, of all the infinitesimal responses resulting
from the continuous spatial distribution of instantaneous source releases from
positions ξ < 0. The total response occurring at any plane x at some later
time t is given by the superposition

C(x, t) = C0

0∫
−∞

exp
[−(x − ξ)2/4Dt

]
2
√

πDt
dξ =

C0√
π

∞∫
x/2

√
Dt

exp(−η2)dη . (3.13)

Here we used the variable substitution η ≡ (x − ξ)/2
√

Dt. The right-hand
side of Eq. (3.13) may be split and rearranged as

C(x, t) =
C0

2

⎡
⎢⎣ 2√

π

∞∫
0

exp (−η2)dη − 2√
π

x/2
√

Dt∫
0

exp (−η2)dη

⎤
⎥⎦ . (3.14)
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It is convenient to introduce the error function1

erf (z) ≡ 2√
π

z∫
0

exp (−η2)dη , (3.15)

which is a standard mathematical function. Some properties of erf (z) and
useful approximations are discussed below. Introducing the error function we
get

C(x, t) =
C0

2

[
erf (∞) − erf

(
x

2
√

Dt

)]
≡ C0

2
erfc

(
x

2
√

Dt

)
, (3.16)

where the abbreviation
erfc(z) ≡ 1 − erf(z) (3.17)

is denoted as the complementary error function. Like the thin-film solution,
Eq. (3.16) is applicable when the diffusivity is constant. Equation (3.16) is
sometimes called the Grube-Jedele solution.

Diffusion with Constant Surface Concentration: Let us suppose that
the concentration at x = 0 is maintained at concentration Cs = C0/2. The
Grube-Jedele solution Eq. (3.16) maintains the concentration in the midplane
of the diffusion couple. This property can be exploited to construct the diffu-
sion solution for a semi-infinite medium, the free end of which is continuously
exposed to a fixed concentration Cs:

C = Cserfc
(

x

2
√

Dt

)
. (3.18)

The quantity of material which diffuses into the solid per unit area is:

M(t) = 2Cs

√
Dt/π . (3.19)

Equation (3.18) is illustrated in Fig. 3.3. The behaviour of this solution reveals
several general features of diffusion problems in infinite or semi-infinite media,
where the initial concentration at the boundary equals some constant for all
time: The concentration field C(x, t) in these cases may be expressed with

1 The probability integral introduced by Gauss is defined as

Φ(a) ≡ 2√
2π

aZ
0

exp (−η2/2)dη .

The error function and the probability integral are related via

erf(z) = Φ(
√

2z) .
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Fig. 3.3. Solution of the diffusion equation for constant surface concentration Cs

and for various values of the diffusion length 2
√

Dt

a single variable z = x/2
√

Dt, which is a special combination of space-time
field variables. The quantity z is sometimes called a similarity variable which
captures both, the spatial and temporal features of the concentration field.
Similarity scaling is extremely useful in applying the diffusion solution to
diverse situations. For example, if the average diffusion length is increased by
a factor of ten, the product of the diffusivity times the diffusion time would
have to increase by a factor of 100 to return to the same value of z.

Applications of Eq. (3.18) concern, e.g., carburisation or nitridation of
metals, where in-diffusion of C or N into a metal occurs from an atmosphere,
which maintains a constant surface concentration. Other examples concern
in-diffusion of foreign atoms, which have a limited solubility, Cs, in a matrix.

Diffusion from a Slab Source: In this arrangement a slab of width 2h
having a uniform initial concentration C0 of the diffusant is joined to two
half-spaces which, in an experiment may be realised as two bars of the pure
material. If the slab and the two bars have the same diffusivity, the diffusion
field can be expressed by an integral of the source distribution

C(x, t) =
C0

2
√

πDt

+h∫
−h

exp
[
− (x − ξ)2

4Dt

]
dξ . (3.20)

This expression can be manipulated into standard form and written as

C(x, t) =
C0

2

[
erf
(

x + h

2
√

Dt

)
+ erf

(
x − h

2
√

Dt

)]
. (3.21)
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Fig. 3.4. Diffusion from a slab of width 2h for various values of
√

Dt/h

The normalised concentration field, C(x/h, t)/C0, resulting from Eq. (3.21)
is shown in Fig. 3.4 for various values of

√
Dt/h.

Error Function and Approximations: The error function defined in
Eq. (3.15) is an odd function and for large arguments |z| approaches asymp-
totically ±1:

erf (−z) = erf (z), erf (±∞) = ±1, erf (0) = 0 . (3.22)

The complementary error function defined in Eq. (3.17) has the following
asymtotic properties:

erfc(−∞) = 2, erfc(+∞) = 0, erfc(0) = 1 . (3.23)

Tables of the error function are available in the literature, e.g., in [4, 9–11].
Detailed calculations cannot be performed just relying on tabular data.

For advanced computations and for graphing one needs, instead, numerical
estimates for the error function. Approximations are available in commercial
mathematics software. In the following, we mention several useful expres-
sions:

1. For small arguments, |z| < 1, the error function is obtained to arbitrary
accuracy from its Taylor expansion [10] as

erf (z) =
2√
π

[
z − z3

(3 × 1)!
+

z5

(5 × 2)!
− z7

(7 × 3)!
+ . . .

]
. (3.24)
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2. For large arguments, z � 1, it is approximated by its asymptotic form

erf(z) = 1 − exp(−z2)
2
√

π

(
1 − 1

2z2
+ . . .

)
. (3.25)

3. A convenient rational expression reported in [11] is the following:

erf (z) = 1 − 1
(1 + 0.278393z + 0.230389z2 + 0.000972z3 + 0.078108z4)4

+ ε(z) . (3.26)

This expression works for z > 0 with an associated error ε(z) less than
5 × 10−4.

3.2.3 Method of Laplace Transformation

The Laplace transformation is a mathematical procedure, which is useful
for various problems in mathematical physics. Application of the Laplace
transformation to the diffusion equation removes the time variable, leaving
an ordinary differential equation, the solution of which yields the transform
of the concentration field. This is then interpreted to give an expression for
the concentration in terms of space variables and time, satisfying the ini-
tial and boundary conditions. Here we deal only with an application to the
one-dimensional diffusion equation, the aim being to describe rather than to
justify the procedure.

The solution of many problems in diffusion by this method calls for no
knowledge beyond ordinary calculus. For more difficult problems the theory
of functions of a complex variable must be used. No attempt is made here
to explain problems of this kind, although solutions obtained in this way are
quoted, e.g., in the chapter on grain-boundary diffusion. Fuller accounts of
the method and applications can be found in the textbooks of Crank [1],
Carslaw and Jaeger [5], Churchill [12] and others.

Definition of the Laplace Transform: The Laplace transform f̄(p) of
a known function f(t) for positive values of t is defined as

f̄(p) =

∞∫
0

exp(−pt)f(t)dt . (3.27)

p is a number sufficiently large to make the integral Eq. (3.27) converge.
It may be a complex number whose real part is sufficiently large, but in the
following discussion it suffices to think of it in terms of a real positive number.

Laplace transforms are common functions and readily constructed by car-
rying out the integration in Eq. (3.27) as in the following examples:
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f(t) = 1, f̄(p) =

∞∫
0

exp(−pt)dt =
1
p

, (3.28)

f(t) = exp(αt), f̄(p) =

∞∫
0

exp(−pt) exp(αt)dt =
1

p − α
, (3.29)

f(t) = sin(ωt), f̄(p) =

∞∫
0

exp(−pt) sin(ωt)dt =
ω

p2 + ω2
. (3.30)

Semi-infinite Medium: As an application of the Laplace transform, we
consider diffusion in a semi-infinite medium, x > 0, when the surface is
kept at a constant concentration Cs. We need a solution of Fick’s equation
satisfying this boundary condition and the initial condition C = 0 at t = 0 for
x > 0. On multiplying both sides of Fick’s second law Eq. (2.6) by exp(−pt)
and integrating, we obtain

D

∞∫
0

exp(−pt)
∂2C

∂x2
dt =

∞∫
0

exp(−pt)
∂C

∂t
dt . (3.31)

By interchanging the orders of differentiation and integration, the left-hand
term is then

D

∞∫
0

exp(−pt)
∂2C

∂x2
dt = D

∂2

∂x2

∞∫
0

C exp(−pt)dt = D
∂2C̄

∂x2
. (3.32)

Integrating the right-hand term of Eq. (3.31) by parts, we have

∞∫
0

exp(−pt)
∂C

∂t
dt = [C exp(−pt)]∞0 + p

∞∫
0

C exp(−pt)dt = pC̄ , (3.33)

since the term in brackets vanishes by virtue of the initial condition and
through the exponential factor. Thus Fick’s second equation transforms to

D
∂2C̄

∂x2
= pC̄ . (3.34)

The Laplace transformation reduces Fick’s second law from a partial differ-
ential equation to the ordinary differential equation Eq. (3.34). By treating
the boundary condition at x = 0 in the same way, we obtain

C̄ =

∞∫
0

Cs exp(−pt)dt =
Cs

p
. (3.35)
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The solution of Eq. (3.34), which satisfies the boundary condition and for
which C̄ remains finite for large x is

C̄ =
Cs

p
exp

(√
p

D

)
x . (3.36)

Reference to a table of Laplace transforms [1] shows that the function whose
transform is given by Eq. (3.36) is the complementary error function

C = Cserfc
(

x

2
√

Dt

)
. (3.37)

We recognise that this is the solution given already in Eq. (3.16).

3.2.4 Diffusion in a Plane Sheet – Separation of Variables

Separation of variables is a mathematical method, which is useful for the
solution of partial differential equations and can also be applied to diffusion
problems. It is particularly suitable for solutions of Fick’s law for finite sys-
tems by assuming that the concentration field can be expressed in terms of
a periodic function in space and a time-dependent function. We illustrate this
method below for the problem of diffusion in a plane sheet.

The starting point is to strive for solutions of Eq. (2.10) trying the ‘Ansatz’

C(x, t) = X(x)T (t) , (3.38)

where X(x) and T (t) separately express spatial and temporal functions of x
and t, respectively. In the case of linear flow, Fick’s second law Eq. (2.10)
yields

1
DT

dT

dt
=

1
X

d2X

dx2
. (3.39)

In this equation the variables are separated. On the left-hand side we have
an expression depending on time only, while the right-hand side depends on
the distance variable only. Then, both sides must equal the same constant,
which for the sake of the subsequent algebra is chosen as −λ2:

1
DT

∂T

∂t
=

1
X

∂2X

∂2x
≡ −λ2 . (3.40)

We then arrive at two ordinary linear differential equations: one is a first-order
equation for T (t), the other is a second-order equation for X(x). Solutions
to each of these equations are well known:

T (t) = T0 exp (−λ2Dt) (3.41)

and
X(x) = a sin (λx) + b cos (λx) , (3.42)
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where T0, a, and b are constants. Inserting Eqs. (3.41) and (3.42) in (3.38)
yields a particular solution of the form

C(x, t) = [A sin (λx) + B cos (λx)] exp (−λ2Dt) , (3.43)

where A = aT0 and B = bT0 are again constants of integration. Since
Eq. (2.10) is a linear equation its general solution is obtained by summing
solutions of the type of Eq. (3.43). We get

C(x, t) =
∞∑

n=1

[An sin (λnx) + Bn cos (λnx)] exp (−λ2
nDt) , (3.44)

where An, Bn and λn are determined by the initial and boundary conditions
for the particular problem. The separation constant −λ2 cannot be arbitrary,
but must take discrete values. These eigenvalues uniquely define the eigen-
functions of which the concentration field C(x, t) is composed.

Out-diffusion from a plane sheet: Let us consider out-diffusion from
a plane sheet of thickness L. An example provides out-diffusion of hydrogen
from a metal sheet during degassing in vacuum. The diffusing species is ini-
tially distributed with constant concentration C0 and both surfaces of the
sheet are kept at zero concentration for times t > 0:

Initial condition C = C0, for 0 < x < L at t = 0
Boundary condition C = 0, for x = 0 and x = L at t > 0.

The boundary conditions demand that

Bn = 0 and λn =
nπ

L
, where n = 1, 2, 3, . . . (3.45)

The numbers λn are the eigenvalues of the plane-sheet problem. Inserting
these eigenvalues, Eq. (3.44) reads

C(x, t) =
∞∑

n=1

An sin
(nπ

L
x
)

exp
(
−n2π2D

L2
t

)
. (3.46)

The initial conditions require that

C0 =
∞∑

n=1

An sin
(nπ

L
x
)

. (3.47)

By multiplying both sides of Eq. (3.47) by sin(pπx/L) and integrating from
0 to L we get

L∫
0

sin
(pπx

L

)
sin
(nπx

L

)
dx = 0 (3.48)
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for n �= p and L/2 for n = p. Using these orthogonality relations all terms
vanish for which n is even. Thus

An =
4C0

nπ
; n = 1, 3, 5, . . . (3.49)

The final solution of the problem of out-diffusion from a plane sheet is

C(x, t) =
4C0

π

∞∑
j=0

1
2j + 1

sin
[
(2j + 1)π

L
x

]
exp

[
− (2j + 1)2π2D

L2
t

]
, (3.50)

where for convenience 2j + 1 was substituted for n so that j takes values
0, 1, 2, . . . . Each term in Eq. (3.50) corresponds to a term in the Fourier
series (here a trigonometrical series) by which for t = 0 the initial distribution
Eq. (3.47) can be represented. Each term is also characterised by a relaxation
time

τj =
L2

(2j + 1)2π2D
, j = 0, 1, 2, . . . (3.51)

The relaxation times decrease rapidly with increasing j, which implies that
the series Eq. (3.50) converges satisfactorily for moderate and large times.

Desorption and Absorption: It is sometimes of interest to consider the
average concentration in the sheet, C̄, defined as

C̄(t) =
1
L

∫ L

0

C(x, t)dx . (3.52)

Inserting Eq. (3.50) into Eq. (3.52) yields

C̄(t)
C0

=
8
π2

∞∑
j=0

1
(2j + 1)2

exp
(
− t

τj

)
. (3.53)

We recognise that for t � τ1 the average concentration decays exponentially
with the relaxation time

τ0 =
L2

π2D
. (3.54)

Direct applications of the solution developed above concern degassing of
a hydrogen-charged metal sheet in vacuum or decarburisation of a sheet of
steel. If we consider the case t � τ1, we get

C(x, t) ≈ 4C0

π
sin
(πx

L

)
exp

(
− t

τ0

)
. (3.55)

The diffusion flux from both surfaces is then given by

|J | = 2D

(
∂C

∂x

)
x=0

=
8DC0

L
exp

(
− t

τ0

)
. (3.56)
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Fig. 3.5. Absorption/desorption of a diffusing species of/from a thin sheet for
various values of Dt/l2

An experimental determination of |J | and/or of the relaxation time τ0 can
be used to measure D.

The solution for a plane sheet with constant surface concentration main-
tained at Cs and uniform initial concentration C0 inside the sheet (region
−l < x < +l) is a straightforward generalisation of Eq. (3.50). We get

C − C0

Cs − C0
= 1 − 4

π

∞∑
j=0

(−1)j

2j + 1
cos
[
(2j + 1)π

2l
x

]
exp

[
− (2j + 1)2π2D

4l2
t

]
.

(3.57)
For Cs < C0 this solution describes desorption and for Cs > C0 absorption.
It is illustrated for various normalised times Dt/l2 in Fig. 3.5.

3.2.5 Radial Diffusion in a Cylinder

We consider a long circular cylinder, in which the diffusion flux is radial
everywhere. Then the concentration is a function of radius r and time t, and
the diffusion equation becomes

∂C

∂t
=

1
r

∂

∂r

(
rD

∂C

∂r

)
. (3.58)

Following the method of separation of the variables, we see that for con-
stant D

C(r, t) = u(r) exp(−Dα2t) (3.59)
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is a solution of Eq. (3.58), provided that u satisfies

∂2u

∂r2
+

1
r

∂u

∂r
+ α2u = 0 , (3.60)

which is the Bessel equation of order zero. Solutions may be obtained in
terms of Bessel functions, suitably chosen so that the initial and boundary
conditions are satisfied.

Let us suppose that the surface concentration is constant and that the
initial distribution of the diffusant is f(r). For a cylinder of radius R, the
conditions are:

C = C0, r = R, t ≥ 0 ;
C = f(r), 0 < r < R, t = 0 .

The solution to this problem is [1]

C(r, t) = C0

[
1 − 2

R

∞∑
n=1

1
αn

J0(rαn)
J1(Rαn)

exp(−Dα2
nt)

]

+
2

R2

∞∑
n=1

exp(−Dα2
nt)

J0(rαn)
J2

1 (Rαn)

∫
rf(r)J0(rαn)dr . (3.61)

In Eq. (3.61) J0 is the Bessel function of the first kind and order zero
and J1 the Bessel function of first order. The αn are the positive roots of
J0(Rαn) = 0.

If the concentration is initially uniform throughout the cylinder, we have
f(r) = C1 and Eq. (3.61) reduces to

C − C1

C0 − C1
= 1 − 2

R

∞∑
n=1

exp(−Dα2
nt)J0(αnr)

αnJ1(αnR)
. (3.62)

If M(t) denotes the quantity of diffusant which has entered or left the cylinder
in time t and M(∞) the corresponding quantity at infinite time, we have

M(t)
M(∞)

= 1 −
∞∑

n=1

4
α2

nR2
exp(−Dα2

nt) . (3.63)

.

3.2.6 Radial Diffusion in a Sphere

The diffusion equation for a constant diffusivity and radial flux takes the
form

∂C

∂t
= D

(
∂2C

∂r2
+

2
r

∂C

∂r

)
. (3.64)
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By substituting
u(r, t) = C(r, t)r , (3.65)

Eq. (3.64) becomes
∂u

∂t
= D

∂2u

∂r2
. (3.66)

This equation is analogous to linear flow in one dimension. Therefore, solu-
tions of many problems of radial flow in a sphere can be deduced from those
of the corresponding linear flow problems.

If we suppose that the sphere is initially at a uniform concentration C1

and the surface concentration is maintained constant at C0, the solution is [1]

C − C1

C0 − C1
= 1 +

2R

π

∞∑
n=1

(−1)n

n
sin
(nπr

R

)
exp(−Dn2π2t/R2) . (3.67)

The concentration at the centre is given by the limit r → 0, that is by

C − C1

C0 − C1
= 1 + 2

∞∑
n=1

(−1)n exp(−Dn2π2t/R2) . (3.68)

If M(t) denotes the quantity of diffusant which has entered or left the sphere
in time t and M(∞) the corresponding quantity at infinite time, we have

M(t)
M(∞)

= 1 − 6
π2

∞∑
n=1

1
n2

exp(−Dn2π2t/R2) . (3.69)

The corresponding solutions for small times are

C − C1

C0 − C1
=

R

r

∞∑
n=0

[
erfc

(2n + 1) − r

2
√

Dt
− erfc

(2n + 1) + r

2
√

Dt

]
(3.70)

and
M(t)
M(∞)

= 6

√
Dt

R2

[
1√
π

+ 2
∞∑

n=1

ierfc
nR√
Dt

]
− 3

Dt

R2
, (3.71)

where ierfc denotes the inverse of the complementary error function.

3.3 Point Source in one, two, and three Dimensions

In the previous section, we have dealt with one-dimensional solutions of the
linear diffusion equation. As examples for diffusion in higher dimensions,
we consider now diffusion from instantaneous sources in two- and three-
dimensional media.

The diffusion response for a point source in three dimensions and for
a line source in two dimensions differs from that of the thin-film source in
one dimension given by Eq. (3.9). Now we ask for particular solutions of
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Fick’ second law under spherical or axial symmetry conditions described by
Eqs. (2.12) and (2.11). Let us suppose that in the case of spherical flow
a point source located at |r3| = 0 releases at time t = 0 a fixed number N3

of diffusing particles into an infinite and isotropic medium. Let us also sup-
pose that in the case of axial flow a line source located at |r2| = 0 releases
N2 diffusing particles into an infinite and isotropic medium. The diffusion
flow will be either spherical or axisymmetric, respectively. The concentration
fields that develop around instantaneous plane-, line-, and point-sources in
one, two, three dimensions, can all be expressed in homologous form by

C(rd, t) =
Nd

(4πDt)d/2
exp

(
−|rd|2

4Dt

)
(d = 1, 2, 3). (3.72)

In Eq. (3.72) rd denotes the d-component vector extending from the source lo-
cated at rd = 0 to the field point, rd, of the concentration field. If the source
strength Nd denotes the number of particles in all three dimensions, the
diffusion fields predicted by Eq. (3.72) must be expressed in dimensionality-
compatible concentration units. These are [number per length] for d = 1,
[number per length2] for d = 2, and [number per length3] for d = 3. We note
that the source solutions are all linear, in the sense that the concentration
response is proportional to the initial source strength.
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4 Random Walk Theory

and Atomic Jump Process

From a microscopic viewpoint, diffusion occurs by the Brownian motion of
atoms or molecules. As mentioned already in Chap. 1, Albert Einstein in
1905 [1] published a theory for the chaotic motion of small particles suspended
in a liquid. This phenomenon had been observed by the Scotish botanist
Robert Brown more than three quarters of a century earlier in 1827, when
he studied the motion of granules from pollen in water. Einstein argued that
the motion of mesoscopic particles is due to the presence of molecules in the
fluid. He further reasoned that molecules due to their Boltzmann distribution
of energy are always subject to thermal movements of a statistical nature.
These statistical fluctuations are the source of stochastic motions occurring
in matter all the way down to the atomic scale. Einstein related the mean
square displacement of particles to the diffusion coefficient. This relation was,
almost at the same time, developed by the Polish scientist Smoluchowski [2,
3]. It is nowadays called the Einstein relation or the Einstein-Smoluchowski
relation.

In gases, diffusion occurs by free flights of atoms or molecules between
their collisions. The individual path lengths of these flights are distributed
around some well-defined mean free path. Diffusion in liquids exhibits more
subtle atomic motion than gases. Atomic motion in liquids can be described
as randomly directed shuffles, each much smaller than the average spacing of
atoms in a liquid.

Most solids are crystalline and diffusion occurs by atomic hops in a lattice.
The most important point is that a separation of time scales exists between
the elementary jump process of particles between neighbouring lattice sites
and the succession of steps that lead to macroscopic diffusion. The elementary
diffusion jump of an atom on a lattice, for instance, the exchange of a tracer
atom with a neighbouring vacancy or the jump of an interstitial atom, has
a duration which corresponds to about the reciprocal of the Debye frequency
(≈ 10−13 s). This process is usually very rapid as compared to the mean
residence time of an atom on a lattice site. Hence the problem of diffusion in
lattices can be separated into two different tasks:

1. The more or less random walk of particles on a lattice is the first topic of
the present chapter. Diffusion in solids results from many individual dis-
placements (jumps) of the diffusing particles. Diffusive jumps are usually
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single-atom jumps of fixed length(s), the size of which is of the order of
the lattice parameter. In addition, atomic jumps in crystals are frequently
mediated by lattice defects such as vacancies and/or self-interstitials.
Thus, the diffusivity can be expressed in terms of physical quantities
that describe these elementary jump processes. Such quantities are the
jump rates, the jump distances of atoms, and the correlation factor (see
below).

2. The second topic of this chapter concerns the rate of individual jumps.
Jump processes are promoted by thermal activation. Usually an Arrhe-
nius law holds for the jump rate Γ :

Γ = ν0 exp
(
− ∆G

kBT

)
. (4.1)

The prefactor ν0 denotes an attempt frequency of the order of the Debye
frequency of the lattice. ∆G is the Gibbs free energy of activation, kB

the Boltzmann constant, and T the absolute temperature. A detailed
treatment can be found in the textbook of Flynn [4] and in a more
recent review of activated processes by Hänggi et al. [5]. We consider
the jump rate in the second part of this section.

4.1 Random Walk and Diffusion

The mathematics of the random-walk problem allows us to go back and forth
between the diffusion coefficient defined in Fick’s laws and the underlying
physical quantities of diffusing atoms. This viewpoint is most exciting since
it transforms the study of diffusion from the question how a system will
homogenise into a tool for studying the atomic processes involved in a variety
of reactions in solids and for studying defects in solids.

4.1.1 A Simplified Model

Before going through a more rigorous treatment of random walks, it may be
helpful to study a simple situation: unidirectional diffusion of interstitials in
a simple cubic crystal. Let us assume that the diffusing atoms are dissolved
in low concentrations and that they move by jumping from an interstitial
site to a neighbouring one with a jump length λ (Fig. 4.1). We suppose
a concentration gradient along the x-direction and introduce the following
definitions:

Γ : jump rate (number of jumps per unit time) from one plane to the neig-
bouring one,

n1: number of interstitials per unit area in plane 1,
n2: number of interstitials per unit area in plane 2.
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Without a driving force, forward and backward hops occur with the same
jump rate and the net flux J from plane 1 to 2 is

J = Γn1 − Γn2 . (4.2)

The quantities n1 and n2 are related to the volume concentrations (number
densities) of diffusing atoms via

C1 =
n1

λ
, C2 =

n2

λ
. (4.3)

Usually in diffusion studies the concentration field, C(x, t), changes slowly as
a function of the distance variable x in terms of interatomic distances. From
a Taylor expansion of the concentration-distance function, keeping only the
first term (Fig. 4.1), we get

C1 − C2 = −λ
∂C

∂x
. (4.4)

Inserting Eqs. (4.3) and (4.4) into Eq. (4.2) we arrive at

J = −λ2Γ
∂C

∂x
. (4.5)

By comparison with Fick’s first law we obtain for the diffusion coefficient

D = Γλ2 . (4.6)

Fig. 4.1. Schematic representation of unidirectional diffusion of atoms in a lattice
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Taking into account that in a simple cubic lattice the jump rate of an atom
to one of its six nearest-neighbour interstices is related to its total jump rate
via Γtot = 6Γ , we obtain

D =
1
6
Γtotλ

2 . (4.7)

This equation shows that the diffusion coefficient is essentially determined by
the product of the jump rate and the jump distance squared. We will show
later that this expression is true for any cubic Bravais lattice as long as only
nearest-neighbour jumps are considered.

4.1.2 Einstein-Smoluchowski Relation

Let us now consider the random walk of diffusing particles in a more rigorous
way. The total displacement R of a particle is composed of many individual
displacements ri. Imagine a cloud of diffusing particles starting at time t0
from the origin and making many individual displacements during the time
t − t0. We then ask the question, what is the magnitude characteristic of
a random walk after some time t− t0 = τ? We shall see below that the mean
square displacement plays a prominent rôle.

The total displacement of a particle after many individual displacements

R = (X, Y, Z) (4.8)

is composed of its components X, Y, Z along the x, y, z-axes of the coordinate
system and we have

R2 = X2 + Y 2 + Z2 . (4.9)

To keep the derivation general, the medium is taken not necessarily as
isotropic. We concentrate on the X-component of the total displacement
and introduce a distribution function W (X, τ). The quantity W denotes the
probability that after time τ the particle will have travelled a path with an
x-projection X . We assume that W is independent of the choice of the origin
and depends only on τ = t − t0. These assumptions entail that diffusivity
and mobility are independent of position and time. Y - and Z-component of
the displacement can be treated in analogous way. Fortunately, the precise
analytical form of W need not to be known in the following.

Consider now the balance for the number of the diffusing particles (con-
centration C) located in the plane x at time t+τ . These particles were located
in the planes x − X at time t. We thus have

C(x, t + τ) =
∑
X

C(x − X, t)W (X, τ) , (4.10)

where the summation must be carried over all values of X . The rate at which
the concentration is changing can be found by expanding C(x, t + τ) and
C(x − X, t) around X = 0, τ = 0. We get
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C(x, t) + τ
∂C

∂t
+ · · · =

∑
X

[
C(x, t) − X

∂C

∂x
+

X2

2
∂2C

∂x2
+ . . .

]
W (X, τ) .

(4.11)

The derivatives of C are to be taken at plane x for the time t.
It is convenient to define the nth-moments of X in the usual way:∑

X

W (X, τ) = 1

∑
X

XnW (X, τ) =
〈
Xn
〉
. (4.12)

The first expression in Eq. (4.12) states that W (X, τ) is normalised. The
second expression defines the so-called n-th moment

〈
Xn
〉

of X . The average
values of Xn must be taken over a large number of diffusing particles. In
particular, we are be interested in the first and second moment. The second
moment 〈X2〉 is also denoted as the mean square displacement.

The derivatives ∂C/∂t, ∂C/∂x, ∂2C/∂x2 . . . have fixed values for time t
and position x. For small values of τ , the higher order terms on the left-hand
side of Eq. (4.11) are negligible. In addition, because of the nature of diffusion
processes, W (X, τ) becomes more and more localised around X = 0 when τ
is small. Therefore, for sufficiently small τ terms higher than second order on
the right-hand side of Eq. (4.11) can be omitted as well. The terms C(x, t)
cancel and we get

∂C

∂t
= −

〈
X
〉

τ

∂C

∂x
+

〈
X2
〉

2τ

∂2C

∂x2
. (4.13)

We recognise that the first term on the right-hand side corresponds to a drift
term and the second one to the diffusion term.

In the absence of a driving force, we have 〈X〉 = 0 and Eq. (4.13) reduces
to Fick’s second law with the diffusion coefficient

Dx =

〈
X2
〉

2τ
. (4.14)

This expression relates the mean square displacement in the x-direction with
the pertinent component Dx of the diffusion coefficient. Analogous equations
hold between the diffusivities Dy, Dz and the mean square displacements in
the y- and z-directions:

Dy =

〈
Y 2
〉

2τ
; Dz =

〈
Z2
〉

2τ
. (4.15)

In an isotropic medium, in cubic crystals, and in icosahedral quasicrystals the
displacements in x-, y-, and z-directions are the same. Hence

〈X2〉 = 〈Y 2〉 = 〈Z2〉 =
1
3
〈
R2
〉

(4.16)
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and

D =
〈R2〉
6τ

. (4.17)

Equations (4.14) or (4.17) are the relations already mentioned at the entrance
of this chapter. They are denoted as the Einstein relation or as the Einstein-
Smoluchowski relation.

4.1.3 Random Walk on a Lattice

In a crystal, the total displacement of an atom is composed of many indi-
vidual jumps of discrete jump length. For example, in a coordination lattice
(coordination number Z) each jump direction will occur with the probability
1/Z and the jump length will usually be the nearest-neighbour distance.

According to Fig. 4.2 the individual path of a particle in a sequence of n
jumps is the sum

R =
n∑

i=1

ri or X =
n∑

i=1

xi , (4.18)

where ri denotes jump vectors with x-projections xi. The squared magnitude
of the net displacement is

R2 =
n∑

i=1

r 2
i + 2

n−1∑
i=1

n∑
j=i+1

rirj ,

X2 =
n∑

i=1

x2
i + 2

n−1∑
i=1

n∑
j=i+1

xixj . (4.19)

If we perform an average over an ensemble of particles, we get

Fig. 4.2. Example for a jump sequence of a particle on a lattice
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〈
R2
〉

=
n∑

i=1

〈
r 2

i

〉
+ 2

n−1∑
i=1

n∑
j=i+1

〈
rirj

〉
,

〈
X2
〉

=
n∑

i=1

〈
x2

i

〉
+ 2

n−1∑
i=1

n∑
j=i+1

〈
xixj

〉
. (4.20)

The first term contains squares of the individual jump lengths only. The
double sum contains averages between jump i and all subsequent jumps j.

Uncorrelated random walk: Let us consider for the moment a random
walker that executes a sequence of jumps in which each individual jump is
independent of all prior jumps. Thereby, we deny the ‘walker’ any memory.
Such a jump sequence is sometimes denoted as a Markov sequence (memory
free walk) or as an uncorrelated random walk. The double sum in Eq. (4.20)
contains n(n − 1)/2 average values of the products 〈xixj〉 or 〈rirj〉. These
terms contain memory effects also denoted as correlation effects. For a Markov
sequence these average values are zero, as for every pair xixj one can find
for another particle of the ensemble a pair xixj equal and opposite in sign.
Thus, we get from Eq. (4.20) for a random walk without correlation

〈R2
random〉 =

n∑
i=1

〈r 2
i 〉,

〈X2
random〉 =

n∑
i=1

〈x2
i 〉 . (4.21)

The index ‘random’ is used to indicate that a true random walk is considered
with no correlation between jumps.

In a crystal lattice the jump vectors can only take a few definite values. For
example, in a coordination lattice (coordination number Z), in which nearest-
neighbour jumps occur (jump length d with x-projection dx), Eq. (4.21) re-
duces to 〈

R2
random

〉
=
〈
n
〉
d2 ,〈

X2
random

〉
=
〈
n
〉
d2

x . (4.22)

Here 〈n〉 denotes the average number of jumps of a particle. It is useful to
introduce the jump rate Γ of an atom into one of its Z neighbouring sites via

Γ ≡ 〈n〉
Zt

. (4.23)

We then get

D =
1
6
d2ZΓ =

d2

6τ̄
. (4.24)
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Table 4.1. Geometrical properties of cubic Bravais lattices with lattice parameter a

Lattice Coordination number Z Jump length d

Primitive cubic 6 a

Body-centered cubic (bcc) 8 a
√

3/2

Face-centered cubic (fcc) 12 a
√

2/2

This equation describes diffusion of interstitial atoms in a dilute interstitial
solid solution1. The quantity

τ̄ =
1

ZΓ
(4.25)

is the mean residence time of an atom on a certain site. For cubic Bravais
lattices, the jump length d and the lattice parameter a are related to each
other as indicated in Table 4.1. Using these parameters we get from Eq. (4.24)

D = a2Γ . (4.26)

4.1.4 Correlation Factor

Random walk theory, to this point, involved a series of independent jumps,
each occurring without any memory of the previous jumps. However, several
atomic mechanisms of diffusion in crystals entail diffusive motions of atoms
which are not free of memory effects. Let us for example consider the vacancy
mechanism (see also Chap. 6). If vacancies exchange sites with atoms a mem-
ory effect is necessarily involved. Upon exchange, vacancy and ‘tagged’ atom
(tracer) move in opposite directions. Immediately after the exchange the va-
cancy is for a while available next to the tracer atom, thus increasing the
probability for a reverse jump of the tracer. Consequently, the tracer atom
does not diffuse as far as expected for a completely random series of jumps.
This reduces the efficiency of a tracer walk in the presence of positional mem-
ory effects with respect to an uncorrelated random walk.

Bardeen and Herring in 1951 [7, 8] recognised that this can be ac-
counted for by introducing the correlation factor

f = lim
n→∞

〈R2〉
〈R2

random〉 = 1 + 2 lim
n→∞

n−1∑
i=1

n∑
j=i+1

〈rirj〉
n∑

i=1

〈r 2
i 〉

,

1 In a non-dilute interstitial solution correlation effects can occur, because some
of the neighbouring sites are not available for a jump.
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fx = lim
n→∞

〈X2〉
〈X2

random〉 = 1 + 2 lim
n→∞

n−1∑
i=1

n∑
j=i+1

〈xixj〉
n∑

i=1

〈x2
i 〉

. (4.27)

The correlation factor in Eq. (4.27) equals the sum of two terms: (i) the
leading term +1, associated with uncorrelated (Markovian) jump sequences
and (ii) the double summation contains the correlation between jumps. It
has been argued above that for an uncorrelated walk the double summation
is zero.

Diffusion in solids is often defect-mediated. Then, successive jumps occur
with higher probability in the reverse direction and the contribution of the
double sum is negative. Equation (4.27) also shows that one may define the
correlation factor as the ratio of the diffusivity of tagged atoms, D∗, and
a hypothetical diffusivity arising from uncorrelated jump sequencies, Drandom,
via

f ≡ D∗

Drandom
. (4.28)

Correlation effects are important in solid-state diffusion of crystalline mate-
rials, whenever diffusion is mediated by a diffusion vehicle (see Table 4.2).
Examples for diffusion vehicles are vacancies, vacancy pairs, self-interstitials,
etc. An equivalent statement is to say, there must be at least three identi-
fiable ‘species’ involved in the diffusion process. For example, during tracer
diffusion via vacancies in pure crystals, the three participating ‘species’ are
vacancies, host atoms, and tracer atoms. Interstitial diffusion in a dilute in-
terstitial solution is uncorrelated, because no diffusion vehicle is involved.

Let us consider once more diffusion in a cubic Bravais lattice. When cor-
relation occurs, Eq. (4.24) must be replaced by

D∗ =
1
6
fd2ZΓ = fa2Γ. (4.29)

We will return to the correlation factor in Chap. 7, after having introduced
point defects in Chap. 5 and the major mechanisms of diffusion in crystals
in Chap. 6.

Table 4.2. Correlation effects of diffusion for crystalline materials

f = 1 Markovian jump sequence
No diffusion vehicle involved: direct interstitial diffusion

f < 1 Non-Markovian jump sequence
Diffusion vehicle involved: vacancy, divacancy, self-interstitial, . . .
mechanisms
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4.2 Atomic Jump Process

In preceding sections, we have considered many atomic jumps on a lat-
tice. Equally important are the rates at which jumps occur. Let us take
a closer look to the atomic jump process illustrated in Fig. 4.3. An atom
moves into a neighbouring site, which could be either a neighbouring va-
cancy or an interstitial site. Clearly, the jumping atom has to squeeze be-
tween intervening lattice atoms – a process which requires energy. The en-
ergy necessary to promote the jump is usually large with respect to the
thermal energy kBT . At finite temperatures, atoms in a crystal oscillate
around their equilibrium positions. Usually, these oscillations are not vio-
lent enough to overcome the barrier and the atom will turn back to its ini-
tial position. Occasionally, large displacements result in a successful jump
of the diffusing atom. These activation events are infrequent relative to
the frequencies of the lattice vibrations, which are characterised by the De-
bye frequency. Typical values of the Debye frequency lie between 1012 and
1013 s−1. Once an atom has moved as the result of an activation event, the
energy flows away from this atom relatively quickly. The atom becomes de-
activated and waits on the average for many lattice vibrations before it
jumps again. Thermally activated motion of atoms in a crystal occurs in
a series of discrete jumps from one lattice site (or interstitial site) to the
next.

The theory of the rate at which atoms move from one site to a neighbour-
ing one was proposed by Wert [9] and has been refined by Vineyard [10].
Vineyard’s approach is based upon the canonical ensemble of statistical me-
chanics for the distribution of atomic positions and velocities. The jump
process can be viewed as occurring in an energy landscape characterised by

Fig. 4.3. Atomic jump process in a crystalline solid: the black atom moves from an
initial configuration (left) to a final configuration (right) pushing through a saddle-
point configuration (middle)
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the difference in Gibbs free energy GM between the saddle-point barrier and
the equilibrium position (Fig. 4.3). GM is denoted as the Gibbs free energy
of migration (superscript M) of the atom. It can be separated according to

GM = HM − TSM , (4.30)

where HM denotes the enthalpy of migration and SM the entropy of migra-
tion. Using statistical thermodynamics, Vineyard [10] has shown that the
jump rate ω (number of jumps per unit time to a particular neighbouring
site) can be written as

ω = ν0 exp
(
− GM

kBT

)
= ν0 exp

(
SM

kB

)
exp

(
−HM

kBT

)
, (4.31)

where ν0 is called the attempt frequency. It is of the order of the Debye
frequency. Its rigorous meaning is as follows: ν0 is the vibration frequency
around the equilibrium site but in the direction of the reaction path. The
entropy of migration corresponds to the change in lattice vibrations associ-
ated with the displacement of the jumping atom from its equilibrium to the
saddle point configuration. Vineyard’s treatment also provides an expression
for the migration entropy:

SM = kB

⎡
⎣3N−1∑

j �=0

ln
(

hνj

kBT

)
A

−
3N−1∑
j �=0

ln
(

hν′
j

kBT

)
SP

⎤
⎦ . (4.32)

The νj are the 3N − 1 normal mode frequencies for vibrations around the
equilibrium site A while ν′

j are the frequencies of the system when it is con-
strained to move within the hyperface which passes through the saddle point
(SP) perpendicular to the jump direction.

The theory of the rates at which atoms move from one lattice site to
another covers one of the fundamental aspects of diffusion. For most practical
purposes, a few general conclusions are important:

1. Atomic migration in a solid is the result of a sequence of localised jumps
from one site to another.

2. Atomic jumps in crystals usually occur from one site to a nearest-
neighbour site. Molecular dynamic simulations mostly confirm this view.
Multiple hops are rare, although their occurrence is indicated in some
model substances. Jumps with magnitudes larger than the nearest-
neighbour distance are more common on surfaces or in grain boundaries
(see Chap. 32).

3. The jump rate ω has an Arrhenius-type dependence on temperature as
indicated in Eq. (4.31).

4. The concept of an atomic jump developed above applies to all the diffu-
sion mechanisms discussed in Chap. 6. Of course, the values of GM , HM ,
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and SM depend on the diffusion mechanism and on the material under
consideration:
For interstitial diffusion, the quantities GM , HM , and SM pertain to the
saddle point separating two interstitial positions. For a dilute interstitial
solution, virtually every interstitial solute is surrounded by empty inter-
stitial sites. Thus, for an atom executing a jump the probability to find
an empty site next to its starting position is practically unity.
For vacancy-mediated diffusion, GM , HM , and SM pertain to the saddle-
point separating the vacant lattice site and the jumping atom on its
equilibrium site.

5. There are cases – mostly motion of hydrogen in solids at low tempera-
tures – where a classical treatment is not adequate [16]. However, the end
result of different theories including quantum effects is still a movement
in a series of distinct jumps from one site to another [17]. For atoms
heavier than hydrogen and its isotopes, quantum effects can usually be
disregarded.

For more detailed discussions of the problem of thermally activated jumps
the reader may consult the textbook of Flynn [3] and the reviews by
Franklin [11], Bennett [12], Jacucci [13], Hänngi et al. [15] Pon-
tikis [14] and Flynn and Stoneham [17].

Molecular dynamic calculations become increasingly important and are
used to check and to supplement analytical theories. Atomistic computer
simulations of diffusion processes have been reviewed, e.g., by Mishin [18].
Nowadays, simulation methods present a powerful approach to gain funda-
mental insight into atomic jump processes in materials. The capabilities of
simulations have drastically improved due to the development of new simula-
tion methods reinforced by increased computer power. Reliable potentials of
atomic interaction have been developed, which allow a quantitative descrip-
tion of point defect properties. Simulation of atomic jump processes have
been applied to ordered intermetallic compounds, surface diffusion, grain-
boundary diffusion, and other systems. The challenge is to understand, de-
scribe, and calculate diffusion coefficients in a particular metal, alloy, or com-
pound. In some – but not all – of the rare cases, when this has been done,
the agreement with experiments is encouraging.
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5 Point Defects in Crystals

The Russian scientist Frenkel in 1926 [1] was the first author to introduce
the concept of point defects (see Chap. 1). He suggested that thermal agita-
tion causes transitions of atoms from their normal lattice sites into interstitial
positions leaving behind lattice vacancies. This type of disorder is nowadays
denoted as Frenkel disorder and contained already the concepts of vacancies
and self-interstitials. Already in the early 1930s Wagner and Schottky [2]
treated a fairly general case of disorder in binary AB compounds considering
the occurrence of vacancies, self-interstitials, and of antisite defects on both
sublattices.

Point defects are important for diffusion processes in crystalline solids.
This statement mainly derives from two features: one is the ability of point
defects to move through the crystal and to act as ‘vehicles for diffusion’
of atoms; another is their presence at thermal equilibrium. Of particular
interest in this chapter are diffusion-relevant point defects, i.e. defects which
are present in appreciable thermal concentrations.

In a defect-free crystal, mass and charge density have the periodicity of
the lattice. The creation of a point defect disturbs this periodicity. In metals,
the conduction electrons lead to an efficient electronic screening of defects.
As a consequence, point defects in metals appear uncharged. In ionic crystals,
the formation of a point defect, e.g., a vacancy in one sublattice disturbs the
charge neutrality. Charge-preserving defect populations in ionic crystals in-
clude Frenkel disorder and Schottky disorder, both of which guarantee global
charge neutrality. Frenkel disorder implies the formation of equal numbers
of vacancies and self-interstitials in one sublattice. Schottky disorder con-
sists of corresponding numbers of vacancies in the sublattices of cations and
anions. For example, in AB compounds like NaCl composed of cations and
anions with equal charges opposite in sign the number of vacancies in both
sublattices must be equal to preserve charge neutrality. Point defects in semi-
conductors introduce electronic energy levels within the band gap and thus
can occur in neutral or ionised states, depending on the position of the Fermi
level. In what follows, we consider at first point defects in metals and then
proceed to ionic crystals and semiconductors.

Nowadays, there is an enormous body of knowledge about point defects
from both theoretical and experimental investigations. In this chapter, we
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provide a brief survey of some features relevant for diffusion. For more com-
prehensive accounts of the field of point defects in crystals, we refer to the
textbooks of Flynn [3], Stoneham [4], Agullo-Lopez, Catlow and
Townsend [5], to a review on defect in metals by Wollenberger [6], and to
several conference proceedings [9–12]. For a compilation of data on point de-
fects properties in metals, we refer to a volume edited by Ullmeier [13]. For
semiconductors, data have been assembled by Schulz [14], Stolwijk [15],
Stolwijk and Bracht [16], and Bracht and Stolwijk [17]. Proper-
ties of point defects in ionic crystals can be found in reviews by Barr
and Lidiard [7] and Fuller [8] and in the chapters of Benière [18] and
Erdely [19] of a data collection edited by Beke.

5.1 Pure Metals

5.1.1 Vacancies

Statistical thermodynamics is a convenient tool to deduce the concentra-
tion of lattice vacancies at thermal equilibrium. Let us consider an elemental
crystal, which consists of N atoms (Fig. 5.1). We restrict the discussion to
metallic elements or to noble gas solids in which the vacancies are in a single
electronic state and we suppose (in this subsection) that the concentration
is so low that interactions among them can be neglected. At a finite temper-
ature, n1V vacant lattice sites (monovacancies, index 1V ) are formed. The
total number of lattice sites then is

N ′ = N + n1V . (5.1)

The thermodynamic reason for the occurrence of vacancies is that the Gibbs
free energy of the crystal is lowered. The Gibbs free energy G(p, T ) of the

Fig. 5.1. Vacancies in an elemental crystal
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crystal at temperature T and pressure p is composed of the Gibbs function
of the perfect crystal, G0(p, T ), plus the change in the Gibbs function on
forming the actual crystal, ∆G:

G(p, T ) = G0(p, T ) + ∆G , (5.2)

where
∆G = n1V GF

1V − TSconf . (5.3)

In Eq. (5.3) the quantity GF
1V represents the Gibbs free energy of formation

of an isolated vacancy. It corresponds to the work required to create a va-
cancy by removing an atom from a particular, but arbitrary, lattice site and
incorporating it at a surface site (‘Halbkristalllage’). Not only surfaces also
grain boundaries and dislocations can act as sources or sinks for vacancies.
If a vacancy is created, the crystal lattice relaxes around the vacant site and
the vibrations of the crystal are also altered. The Gibbs free energy can be
decomposed according to

GF
1V = HF

1V − TSF
1V (5.4)

into the formation enthalpy HF
1V and the formation entropy SF

1V . The last
term on the right-hand side of Eq. (5.3) contains the configurational entropy
Sconf , which is the thermodynamic reason for the presence of vacancies.

In the absence of interactions, all distinct configurations of n1V vacancies
on N ′ lattice sites have the same energy. The configurational entropy can be
expressed through the equation of Boltzmann

Sconf = kB ln W1V , (5.5)

where W1V is the number of distinguishable ways of distributing n1V mono-
vacancies among the N ′ lattice sites. Combinatoric rules tell us that

W1V =
N ′!

n1V !N !
. (5.6)

The numbers appearing in Eq. (5.6) are very large. Then, the formula of
Stirling, lnx! ≈ x lnx, approximates the factorial terms and we get

lnW1V ≈ (N + n1V ) ln(N + n1V ) − n1V lnn1V − N lnN . (5.7)

Thermodynamic equilibrium is imposed on a system at given temperature
and pressure by minimising its Gibbs free energy. In the present case, this
means

∆G ⇒ Min . (5.8)

The equilibrium number of monovacancies, neq
1V , is obtained, when the Gibbs

free energy in Eq. (5.3) is minimised with respect to n1V , subject to the
constraint that the number of atoms, N , is fixed. Inserting Eqs. (5.5) and (5.7)
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into Eq. (5.3), we get from the necessary condition for thermal equilibrium,
∂∆G/∂n1V = 0:

HF
1V − TSF

1V + kBT ln
neq

1V

N + neq
1V

= 0 (5.9)

By definition we introduce the site fraction of monovacancies1 via:

C1V ≡ n1V

N + n1V
. (5.10)

This quantity also represents the probability to find a vacancy on an arbitrary,
but particular lattice site. In thermal equilibrium we have Ceq

1V ≡ neq
1V /(N +

neq
1V ). Solving Eq. (5.9) for the equilibrium site fraction yields

Ceq
1V = exp

(
−GF

1V

kBT

)
= exp

(
SF

1V

kB

)
exp

(
−HF

1V

kBT

)
. (5.11)

This equation shows that the concentration of thermal vacancies increases
via a Boltzmann factor with increasing temperature. The temperature depen-
dence of Ceq

1V is primarily due to the formation enthalpy term in Eq. (5.11).
We note that the vacancy formation enthalpy is also given by

HF
1V = −kB

∂ lnCeq
1V

∂(1/T )
. (5.12)

This quantity is often determined in experiments which measure relative con-
centrations. Such measurements are less tedious than measurements of abso-
lute concentrations (see below). In the analysis of experiments, it is frequently
assumed that formation enthalpy and entropy are independent of tempera-
ture; this is often, though not always, justified.

5.1.2 Divacancies

Divacancies (2V) are point defects that form in a crystal as the simplest
complex of monovacanies (1V). This is a consequence of the mass-action
equilibrium for the reaction

1V + 1V � 2V . (5.13)

The probability that a given lattice site in a monoatomic crystal is vacant
equals the site fraction of monovacancies. Let us suppose that a divacancy
consists of two monovacancies on nearest-neighbour lattice sites. For non-
interacting monovacancies, the probability of forming a divacancy is propor-
tional to (C1V )2. For a coordination lattice (coordination number Z) the
1 Concentrations as number densities are given by C1V N , when N is taken as the

number density of atoms.
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equilibrium fraction of divacancies Ceq
2V that form simply for statistical rea-

sons is given by Z
2 (Ceq

1V )2. However, there is also a gain in enthalpy (and en-
tropy) when two vacancies are located on adjacent lattice sites. Fewer bonds
to neighbouring atoms must be broken, when a second vacancy is formed next
to an already existing one. Interactions between two vacancies are accounted
for by a Gibbs free energy of binding GB

2V , which according to

GB
2V = HB

2V − TSB
2V (5.14)

can be decomposed into an enthalpy HB
2V and an entropy SB

2V of interaction.
For GB

2V > 0 the interaction is attractive and binding occurs, whereas for
GB

2V < 0 it is repulsive. Combining Eq. (5.14) with the mass-action law for
Eq. (5.13) yields

Ceq
2V =

Z

2
exp

(
GB

2V

kBT

)
(Ceq

1V )2 . (5.15)

Equation (5.15) shows that at thermal equilibrium the divacancy concentra-
tion rises faster with increasing temperature than the monovacancy concen-
tration (see Fig. 5.2). With increasing GB

2V the equilibrium concentration of
divacancies increases as well.

The total equilibrium concentration of vacant lattice sites, Ceq
V , in the

presence of mono- and divacancies (neglecting higher agglomerates) is then

Ceq
V = Ceq

1V + 2Ceq
2V . (5.16)

For a typical monovacancy site fraction in metals of 10−4 near the melting
temperature (see below), the fraction of non-interacting divacancies would be

Fig. 5.2. Arrhenius diagram of equilibrium concentrations of mono- and divacan-
cies in metals (schematic)
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Z
2 × 10−8. Typical interaction energies of a few 0.1 eV increase the divacancy
concentration by factors of 10 to 100. Therefore, the divacancy concentration
at thermal equilibrium is less or much less than that of monovacancies. Nev-
ertheless, divacancies in close-packed metals can contribute to some extent to
the diffusive transport (see Chaps. 6 and 17). The major reason is that diva-
cancies are more effective diffusion vehicles than monovacancies, since their
mobility can be considerably higher than that of monovacancies [20]. The
contribution of higher agglomerates than divacancies is usually negligible.

5.1.3 Determination of Vacancy Properties

The classical method for an absolute measurement of the total vacancy con-
centration, Eq. (5.16), is differential dilatometry (DD). The idea is to
compare macroscopic and microscopic volume changes as functions of tem-
perature. To understand this method, we consider a monoatomic crystal with
N atoms. We denote its macroscopic volume in the defect-free state as V0

and the volume per lattice site as Ω0. A defect-free state can usually be re-
alised by cooling slowly to low enough temperatures. As long as the thermal
concentration of vacant lattice sites is negligible, we have V0 = NΩ0. With
increasing temperature the volume increases due to thermal expansion and
due the formation of new lattice sites. Then, the macroscopic volume and
the volume per lattice site take the values V (T ) and Ω(T ), respectively. The
change in the macroscopic volume is given by

∆V ≡ V (T ) − V0 = (N + n)Ω(T ) − NΩ0 = N∆Ω + nΩ(T ) , (5.17)

where ∆Ω ≡ Ω(T )−Ω0. n is the number of new lattice sites. Equation (5.17)
can be rearranged to give

∆V

V0
=

∆Ω
Ω0

+
n

N

Ω(T )
Ω0

. (5.18)

This equation reflects the two major physical reasons of the macroscopic
volume change: ∆Ω/Ω0 is the thermal expansion of the unit cell and the
second term on the right-hand side stands for the additional lattice sites.

If nV vacant sites and nI self-interstitials are created, we have n = nV −nI

new lattice sites. The difference between the total self-interstitial fraction,
Ceq

I , and the total site fraction of vacant lattice sites, Ceq
V , is given by

Ceq
V − Ceq

I =
∆V

V0
− ∆Ω

Ω0
. (5.19)

In Eq. (5.19) the effect of thermal expansion in the ratio Ω(T )/Ω0 and higher
order terms in n/N have been omitted.
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In metals, self-interstitials need not to be considered as equilibrium defects
(see below). We then have

Ceq
V =

∆V

V0
− ∆Ω

Ω0
. (5.20)

For cubic crystals Eq. (5.20) can be rewritten as

Ceq
V = 3

(
∆l

l0
− ∆a

a0

)
, (5.21)

where ∆l/l0 is the relative length change of the sample and ∆a/a0 the lattice
parameter change. In deriving Eq. (5.21) from Eq. (5.20) quadratic and cubic
terms in ∆l/l0 and ∆a/a0 have been neglected, because already the linear
terms are of the order of a few percent or less.

Equation (5.21) shows what needs to be done in DD-experiments. The
macroscopic length change and the expansion of the unit cell must be mea-
sured simultaneously2. The expansion of the unit cell can be measured in
very precise X-ray or neutron diffraction studies. As already mentioned, near
the melting temperature of metallic elements Ceq

V does not exceed 10−3 to
10−4 (see Table 5.1) and is much smaller at lower temperatures. Thus, precise
measurements of Ceq

V are very ambitious. Both length and lattice parameter
changes must be recorded with the extremely high accuracy of about 10−6.

Differential dilatometry experiments were introduced by Feder and
Nowick [21] and Simmons and Balluffi [22, 23] around 1960 and later

Fig. 5.3. Length and lattice parameter change versus temperature for Au according
to Simmons and Balluffi [23]

2 For uniaxial crystals measurements in two independent directions are necessary.
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used by several authors. As an example, Fig. 5.3 shows measured length and
lattice parameter expansion versus temperature for gold in the interval 900
to 1060 ◦C according to [23]. ∆l/l is larger than ∆a/a at high temperatures
due to the presence of lattice vacancies. This technique demonstrated that
the dominant, thermally created defects in metals are vacancies and the ex-
ponential dependence of the vacancy concentration on temperature was also
confirmed. The great advantage of DD experiments is that the total vacancy
content as a function of temperature can be obtained. If monovacancies are
the dominant species, both the formation enthalpy and the formation en-
tropy can be deduced. When the divacancy contribution is not negligible,
additional divacancy properties can be obtained [20].

The basic weakness of DD experiments is the unsufficient accuracy in
the range below about Ceq

V ≈ 10−5, where the divacancy contribution would
be low enough to permit a direct measurement of the formation properties
of monovacancies. This is illustrated for aluminium in Fig. 5.4 according to
Seeger [24]. The thermal expansion measurements of various groups [25–27]
cover, with a reasonable accuracy only the concentration range between 10−3

to 10−5. Fortunately, there are additional techniques such as positron annihi-
lation spectroscopy (see below) that supplement DD measurements very well.
An analysis of DD measurements together with these additional data yields
the line in Fig. 5.4, which corresponds to a monovacancy contribution with
HF

1V =0.66 eV and SF
1V = 0.8kB. Near the melting temperature the fraction

of vacant sites associated as divacancies is about 50%.

Fig. 5.4. Equilibrium concentration of vacant lattice sites in Al determined by DD
measurements according to [24]. DD data: + [25], • [27], × [26]. The concentration
range covered by positron lifetime measurements is also indicated
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Despite the elegance of DD experiments, much information on defect prop-
erties is obtained from other ingenious experiments, which are less direct,
some of which are mentioned in what follows:

Formation enthalpies can be deduced from experiments which do not
involve a determination of the absolute vacancy concentration. A frequently
used method is rapid quenching (RQ) from high temperatures, TQ. The
quenched-in vacancy population can be studied in measurements of the resid-
ual resistivity. For example, thin metal wires or foils can be rapidly quenched.
Their residual resistivities before and after quenching, ρ0 and ρQ, can be
measured accurately at liquid He temperature. The residual resistivity after
quenching increases due to the additional scattering processes of conduction
electrons at ‘frozen in’ vacancies. The increase of the residual resistivity, ∆ρ,
is proportional to the frozen-in vacancy concentration Ceq

V (TQ):

∆ρ ≡ ρQ − ρ0 = ρV Ceq
V (TQ) . (5.22)

ρV is a defect-related quantity, which accounts for the resistivity increase
per vacant site. In a successful quenching experiment, the equilibrium va-
cancy population is completely ‘frozen in’. Vacancy losses to sinks such as
dislocations, grain-boundaries, or surfaces can cause problems in quenching
experiments. Since the residual resistivity increase per vacant site is usu-
ally unknown, only formation enthalpies can be determined from RQ experi-
ments when ∆ρ is measured for various quenching temperatures. Formation
entropies SF are not accessible from such experiments. Only the product
ρV exp(SF /kB) can be deduced.

Transmission electron microscopy (TEM) of quenched-in vacancy
agglomerates is a further possibility to determine vacancy concentrations.
Upon annealing vacancies become mobile and can form agglomerates. If the
agglomerates are large enough they can be studied by TEM. In addition to
vacancy losses during the quenching process, the invisibility of very small
agglomerates can cause problems.

A very valuable tool for the determination of vacancy formation enthalpies
is positron annihilation spectroscopy (PAS). The positron is the an-
tiparticle of the electron. It is, for example, formed during the β+ decay
of radioisotopes. High-energy positrons injected in metals are thermalised
within picoseconds. A thermalised positron diffuses through the lattice and
ends its life by annihilation with an electron. Usually, two γ-quanta are emit-
ted according to

e+ + e → 2γ .

The energy of each γ-quantum is about 511 keV. The positron lifetime de-
pends on the total electron density. Vacancies can trap positrons. Because of
the missing core electrons at the vacant lattice site, the local electron den-
sity is significantly reduced. Therefore, the lifetime of trapped positrons is
enhanced as compared to that of positrons annihilating in the perfect lattice.
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Positrons in a vacancy-containing crystal end their life either by annihilation
as free positrons or as trapped positrons. The lifetimes of both fates are differ-
ent and the trapping probability increases with the vacancy concentration.
Lifetime measurements are possible using, e.g., 22Na as a positron source.
This nuclide emits γ-quanta simultaneously at the ‘birth’ of the positron.
The positrons ‘death’ is accompanied by the emission of two 511keV annihi-
lation quanta.

The interpretation of positron lifetime measurements is provided by
a trapping model: a thermalised positron diffusing through a metal is trapped
by a vacancy with the trapping rate σ. The positron lifetime in the trapped
state, τt, exceeds that in the free state, τf , when the positron is located in
an interstitial position of the perfect crystal. If untrapping is disregarded two
distinct lifetimes of the positron are predicted by this model:

(i) The trapped positron is annihilated with a lifetime τt.
(ii) A positron diffusing through the crystal may end its existence as a ‘free’

particle either by the annihilation rate 1/τf or by being trapped by a va-
cancy with the trapping rate σC1V , where σ is the trapping cross section.
This results in a lifetime given by τf/(1 + τfσC1V ). If one assumes that
initially all positrons are free, one gets for their mean lifetime:

τ̄ = τf
1 + τtσC1V

1 + τfσC1V
. (5.23)

Figure 5.5 shows as an example measurements of the mean lifetime of
positrons in aluminium as a function of temperature [28]. The mean life-
time increases from about 160 ps near room temperature and reaches a high

Fig. 5.5. Mean lifetime of positrons in Al according to Schaefer et al. [28]
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Table 5.1. Monovacancy properties of some metals. Ceq
1V is given in site fractions

Metal HF
1V /eV SF

1V /kB Ceq
1V at Tm Method(s)

Al 0.66 0.6 9.4 × 10−4 DD + PAS
Cu 1.17 1.5 2 × 10−4 DD + PAS
Au 0.94 1.1 7.2 × 10−4 DD
Ag 1.09 – 1.7 × 10−4 DD
Pb 0.49 0.7 1.7 × 10−4 DD
Pt 1.49 1.3 – RQ
Ni 1.7 – – PAS
Mo 3.0 – – PAS
W 4.0 2.3 1 × 10−4 RQ + TEM

temperature value of about 250ps. From a fit of Eq. (5.23) to the data the
product σC1V can be deduced. If the trapping cross section is known the
vacancy concentration is accessible. If σ is constant, the vacancy formation
enthalpy can be deduced from the temperature variation of σC1V . At high
temperature, i.e. for high vacancy concentrations, all positrons are annihi-
lated from the trapped state. Under such conditions the method is no longer
sensitive to a further increase of the vacancy concentration and the curve τ̄
versus T saturates. The maximum sensitivity of positron annihilation mea-
surements occurs for vacant site fractions between about 10−4 and 10−6 (see
Fig. 5.4).

A unique feature of PAS is that it is sensitive to vacancy-type defects, but
insensitive to interstitials. Measurements of the mean positron lifetime is one
technique of PAS. Other techniques, not described here, are measurements
of the line-shape of the annihilation line and lifetime spectroscopy. Review
articles on PAS applications for studies of vacancy properties in metals are
provided by Seeger [24], Doyama and Hasiguti [29], Hautojärvi [30],
and Schaefer et al. [31]. Vacancy properties of metals are listed in Ta-
ble 5.1 according to [6].

5.1.4 Self-Interstitials

Using statistical thermodynamics and a reasoning analogous to that for va-
cancies, the equilibrium fraction of self-interstitials in pure metals can be
written as

Ceq
I = gI exp

(
− GF

I

kBT

)
= gI exp

(
SF

I

kB

)
exp

(
− HF

I

kBT

)
. (5.24)

GF
I denotes the Gibbs free energy of formation, SF

I and HF
I the correspond-

ing formation entropy and enthalpy, and gI a geometric factor. For example,
in fcc metals gI = 3 accounts for the fact that self-interstitials occur in the
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Fig. 5.6. Dumbbell configuration of a self-interstitial in an fcc lattice

so-called dumbbell configuration illustrated in Fig. 5.6, which implies three
possible 〈100〉 orientations for a self-interstitial with its midpoint at the same
lattice site.

In close-packed metals the formation enthalpy of a self-interstitial is con-
siderably higher than that of a vacancy (see, e.g., Table 6 in the review of
Wollenberger [6] and the data compilation of Ullmaier [13]):

HF
I ≈ (2 to 3) × HF

1V . (5.25)

Therefore, at thermal equilibrium

Ceq
V >>> Ceq

I , (5.26)

i.e. the overwhelming thermal defect population is of the vacancy type.
Self-interstitials are produced athermally (together with an equal number

of vacancies), when a metal is subject to irradiation with energetic particles.
Thus, self-interstitials play a significant rôle in the radiation damage and in
radiation-enhanced diffusion [9, 11]. In some ionic crystals, Frenkel disorder is
established at thermal equilibrium (see Sect. 5.3 and Chap. 26). For example,
in silver halides Frenkel pairs are formed, which consist of self-interstitials and
vacancies in the cation sublattice of the crystal.

Semiconductors are less densely packed than metals and offer more
space in their interstitial sites. Therefore, the formation enthalpies of self-
interstitials and vacancies are not much different. Depending on the semi-
conductor, both types of defects can play a rôle under thermal equilibrium
conditions. This is the case for example for Si, whereas in Ge vacancies dom-
inate self-diffusion (see Sect. 5.5 and Chap. 23).

5.2 Substitutional Binary Alloys

A knowledge of the vacancy population in substitutional alloys is of consider-
able interest as well. Let us consider first dilute substituional alloys and then
make a few remarks about the more complex case of concentrated alloys.



5.2 Substitutional Binary Alloys 81

5.2.1 Vacancies in Dilute Alloys

A binary alloy of atoms B and A is denoted as dilute if the number of B atoms
is not more than a few percent of the number of A atoms. Then, B is called the
solute and A the solvent (or matrix ). Depending on the solute/solvent combi-
nation interstitial and substitutional alloys are to be distinguished. Small so-
lutes such as H, C, and N usually form interstitial alloys whereas solute atoms,
which are similar in size to the solvent atoms form substitutional alloys.

In a substitutional alloy, A and B atoms and vacancies occupy sites of the
same lattice. However, we have to distinguish whether a vacancy is formed
on a site, where it is surrounded by A atoms only, or whether the vacancy
is formed on a neighbouring site of a solute atom. In the latter case, we talk
about a solute-vacancy pair (see Fig. 5.7). For simplicity let us suppose that
the solute-vacancy interaction is restricted to nearest-neighbour sites, which
is often reasonable for metals. The Gibbs free energy of vacancy formation
in the undisturbed solvent, GF

1V (A), is different from the Gibbs free energy
of vacancy formation next to a B atom, GF

1V (B):

GF
1V (A) �= GF

1V (B) . (5.27)

For GF
1V (A) > GF

1V (B) the vacancy-solute interaction is attractive, whereas
for GF

1V (A) < GF
1V (B) it is repulsive. According to Lomer [32] the total

vacancy fraction in a dilute alloy, Ceq
V (CB), is given by

Ceq
V (CB) = (1 − ZCB) exp

[
−GF

1V (A)
kBT

]
+ ZCB exp

[
−GF

1V (B)
kBT

]
, (5.28)

Fig. 5.7. Vacancies in a dilute substitutional alloy
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where Z denotes the coordination number and CB the solute fraction. Equa-
tion (5.28) is a good approximation for CB < 0.01. We recognise that the first
term corresponds to the concentration of unpaired vacancies. It is reduced
by a factor (1 − ZCB) relative to that of the pure solvent. The second term
is the fraction of solute-vacancy pairs. If we introduce the Gibbs free energy
of interaction between solute and vacancy

GB ≡ GF
1V (A) − GF

1V (B) , (5.29)

Eq. (5.28) can be written as

Ceq
V = exp

(
−GF

1V (A)
kBT

)[
1 − ZCB + ZCB exp

(
GB

kBT

)]
(5.30)

and is sometimes called the Lomer equation.
The first factor in Eq. (5.30) is the equilibrium vacancy fraction in the

pure solvent. The factor in square brackets is larger/smaller than unity if GB

is positive/negative. For binding/repulsion between solute and vacancy the
total vacancy content in the alloy is higher/lower than in the pure solvent.
In dilute alloys of the noble metals with solute elements lying to their right
in the periodic table, GB is typically about 0.2 eV [13]. We note that the
quantity

p = Ceq
1V exp

(
GB

kBT

)
(5.31)

denotes the probability that a vacancy occupies a nearest-neighbour site of
a solute, when Ceq

1V is measured in site fractions. The expressions (5.30) and
(5.31) are of interest for diffusion in dilute alloys, which will be considered in
Chap. 19.

5.2.2 Vacancies in Concentrated Alloys

The Lomer equation is valid for very dilute alloys (CB ≤ 0.01). In its deriva-
tion only associates between one solute atom and vacancy are considered.
In concentrated alloys, associates between several solute atoms and vacancy
and interactions between atoms of an associate become also important. To
the author’s knowledge robust theoretical models for the vacancy population
in concentrated substitutional alloys are not available. An approximation was
treated by Dorn and Mitchell [33]. These authors attribute to each as-
sociate consisting of i solute atoms and one vacancy the (same) Gibbs free
energy Gi. By standard thermodynamic reasoning, they derive the following
expression for the total vacancy concentration in a concentrated alloy

Ceq
V (CB) =

Z∑
i=0

(
Z

i

)
CZ−i

A Ci
B exp

(
− Gi

kBT

)
, (5.32)
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where Z denotes the coordination number. The term for i = 0 represents
the vacancy content of free vacancies in the solvent. A limitation to the
terms for i = 0 and i = 1 reproduces Lomer’s equation using G0 ≡ GF

1V (A)
and Gi = GF

1V (B). In the derivation of Eq. (5.32) a random distribution of
atoms has been assumed. For a generalisation of Eq. (5.32) by including an
interaction between atoms we refer to [34].

5.3 Ionic Compounds

Let us consider thermal defects in ionic crystals such as the alkali halides,
silver chloride and bromide. These materials crystallise in sodium chloride
and cesium chloride structures. They are strongly stoichiometric and have
wide band gaps so that thermally produced electrons or holes can be ignored.
These materials are the classical ion conductors, whose conductivity arises
from the presence and mobility of vacancies and/or self-interstitials.

The classical ionic conductors are to be distinguished from the fast ion
conductors. As a general rule, fast ion conductors are materials with an open
structure, which allows for the rapid motion of relatively small ions. A fa-
mous example is silver iodide, for which fast ionic conduction was reported as
early as 1914 [35]. It displays a first order phase transition between a fast ion-
conducting phase (α-AgI) above 147 ◦C and a normal conducting phase at
lower temperatures. α-AgI has a body-centered cubic sublattice of practically
immobile I− ions. Each unit cell displays 42 interstitial sites (6 octahedral,
12 tetrahedral, 24 trigonal) over which the two Ag+ ions per unit cell are dis-
tributed (see Fig. 27.2). Since there are many more sites than Ag+ ions, the
latter can migrate easily. Other examples are β-alumina, some compounds
with fluorite structure such as some halides such as CaF2 and PbF2 and
oxides like doped ZrO2, which are fluorine or oxygen ion conductors at el-
evated temperatures. These materials require a different approach, because
in the sublattice of one ionic species the fraction of vacant sites is high (see
Chap. 27).

To be specific, we consider here classical ionic crystals with CA stoichiom-
etry (C=cation, A=anion). They are composed of anions and cations which
carry equal charges opposite in sign. Let us further assume that all cation
sites are equivalent and all anion sites likewise; in other words, there are two
filled sublattices. The defect population that can develop in such a crystal
has the structural constraint that the number of C atoms and of A atoms
must be equal. This can also be viewed as a condition of electroneutrality by
assigning ionic charges to the atoms C and A.3 Then, only charge-preserving
3 Electroneutrality must be fulfilled in the volume of ionic crystal. In the vicinity

of charged dislocations, grain boundaries or surfaces, unbalanced point defect
populations can develop. In compounds with additional electronic defects the
requirements of structure and of electroneutrality are different (see, e.g., the
textbook of Maier [36]).
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defect populations can develop. In addition, the formation of antisite defects
need not to be considered due to the high Coulomb energy of an ion placed
in the ‘wrong’ sublattice. In what follows, we consider two important cases
of disorder in CA ionic crystals. For a more general treatment the reader is
referred, e.g., to the textbook of Allnatt and Lidiard [37].

5.3.1 Frenkel Disorder

Let us suppose that vacancies (VC) and self-interstitials (IC) in the C sub-
lattice are formed from cations on cation sites (CC) according to the quasi-
chemical reaction

CC � VC + IC . (5.33)

This type of disorder is called Frenkel disorder (Fig. 5.8), as it was first
suggested by the Russian scientist Frenkel [1]. Pairs of vacancies and self-
interstitials are denoted as Frenkel pairs. According to the law of mass action
we may write

Ceq
VC

Ceq
IC

= exp
(

SFP

kB

)
exp

(
−HFP

kBT

)
≡ KFP . (5.34)

Here Ceq
VC

and Ceq
IC

denote equilibrium site fractions of vacancies and self-
interstitials in the C sublattice. KFP is called the Frenkel product. The for-
mation enthalpy HFP and entropy SFP for (non-interacting) Frenkel pairs
can be split according to

HFP = HF
VC

+ HF
IC

and SFP = SF
VC

+ SF
IC

(5.35)

into sums of formation enthalpies, HF
VC

+ HF
IC

, and formation entropies,
SF

VC
+ SF

IC
, of vacancies and self-interstitials. Charge neutrality of undoped

Fig. 5.8. Frenkel disorder in the cation sublattice of a CA ionic crystal
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crystals requires that the numbers of vacancies and self-interstitials are equal,
i.e. Ceq

VC
= Ceq

IC
. Then we get

Ceq
VC

= Ceq
IC

= exp
(

SFP

2kB

)
exp

(
− HFP

2kBT

)
. (5.36)

Frenkel disorder occurs in the silver sublattices of silver chloride and bro-
mide [38, 39]. Frenkel-pair formation properties of these silver halides are
listed in Table 5.2.

5.3.2 Schottky Disorder

Let us consider once more a binary ionic CA compound composed of cations
on the C sublattice, CC , and anions on the A sublattice, AA. The constraint
of electroneutrality is fulfilled, when vacancies in both sublattices, VC and
VA, are formed according to the reaction

CC + AA + 2 new lattice sites � VC + VA. (5.37)

in equal numbers (Fig. 5.9). Applying the law of mass-action to this reaction,
we get for thermal equilibrium

Ceq
VC

Ceq
VA

= exp
(

SSP

kB

)
exp

(
−HSP

kBT

)
≡ KSP , (5.38)

where CVC and CVA denote site fractions of cation and anion vacancies, re-
spectively. HSP and SSP denote enthalpy and entropy for the formation of
a Schottky pair (cation vacancy plus anion vacancy).

Fig. 5.9. Schottky disorder in an CA ionic crystal
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Table 5.2. Formation enthalpies of Schottky- and Frenkel pairs of ionic crystals

Ionic compound (HSP or HFP)/eV (SSP or SFP)/kB Type of disorder

NaCl 2.44 9.8 Schottky
KCl 2.54 7.6 Schottky
NaI 2.00 7.6 Schottky
KBr 2.53 10.3 Schottky
LiF 2.68 Schottky
LiCl 2.12 Schottky
LiBr 1.80 Schottky
LiI 1.34 Schottky

AgCl 1.45–1.55 5.4–12.2 Frenkel
AgBr 1.13–1.28 6.6–12.2 Frenkel

This type of disorder is called Schottky disorder and KSP is denoted as
the Schottky product. Charge neutrality in an undoped crystal requires equal
concentrations of cation and anion vacancies:

Ceq
VC

= Ceq
VA

= exp
(

SSP

2kB

)
exp

(
− HSP

2kBT

)
. (5.39)

For non-interacting Schottky pairs, the enthalpy and entropy of pair forma-
tion according to

HSP = HF
VC

+ HF
VA

and SSP = SF
VC

+ SF
VA

(5.40)

can be expressed in terms of the formation enthalpies, HF
VC

and HF
VA

, and
entropies, SF

VC
and SF

VA
, of cation and anion vacancies. Experience shows that

Schottky disorder dominates the defect population in most alkali halides and
in many oxides. Schottky-pair formation properties are listed in Table 5.2.
Crystals doped with aliovalent ions are considered in detail in Chap. 26. In
doped crystals, the Schottky product is still valid.

5.4 Intermetallics

Intermetallics are a fascinating group of materials, which attract attention
from the viewpoints of fundamentals as well as applications [40, 41]. Binary
intermetallics are composed of two metals or of a metal and a semimetal.
Their crystal structures are different from those of the elements. This def-
inition includes both intermetallic phases and ordered alloys. Intermetallics
form a numerous and manifold group of materials and comprise a greater
variety of crystal structures than metallic elements [48]. They crystallise in
structures with ordered atomic distributions in which atoms are preferen-
tially surrounded by unlike atoms. Some frequent structures are illustrated
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in Chap. 20. Some intermetallics are ordered up to their melting tempera-
ture, others undergo order-disorder transitions in which an almost random
arrangement of atoms is favoured at high temperatures. Such transitions
occur, for example, between the β′ and β phases of the Cu–Zn system or
in Fe–Co. There are intermetallic phases with wide phase fields and others
which exist as stoichiometric compounds. Examples for both types can even
be found in the same binary alloy system. For example, the Laves phase in
the Co-Nb system (approximate composition Co2Nb) exists over a composi-
tion range of about 5 at. %, whereas the phase Co7Nb2 is a line compound.
Some intermetallics occur for certain stoichiometric compositions only. Oth-
ers are observed for off-stoichiometric compositions. Some phases compensate
off-stoichiometry by vacancies, others by antisite atoms.

Thermal defect populations in intermetallics can be rather complex and
we shall confine ourselves to a few remarks. Intermetallic compounds are
physically very different from the ionic compounds considered in the previous
section. Combination of various types of disorder are conceivable: vacancies
and/or antisite defects on both sublattices can form in some intermetallics.
As self-interstitials play no rôle in thermal equilibrium for pure metals, it is
reasonable to assume that this holds true also for intermetallics.

To be specific, let us suppose a formula AxBy for the stoichiometric com-
pound and that there is a single A sublattice and a single B sublattice. This
is, for example, the case in intermetallics with the B2 and L12 structure (see
Fig. 20.1). The basic structural elements of disorder are listed in Table 5.3.

A first theoretical model for thermal disorder in a binary AB intermetal-
lic with two sublattices was treated in the pioneering work of Wagner and
Schottky [2]. Some of the more recent work on defect properties of inter-
metallic compounds has been reviewed by Chang and Neumann [42] and
Bakker [43].

In some binary AB intermetallics so-called triple defect disorder occurs.
These intermetallics form VA defects on the A sublattice on the B rich side
and AB antisites on the B sublattice on the A rich side of the stoichiometric
composition. This is, for example, the case for some intermetallics with B2
structure where A = Ni, Co, Pd . . . and B = Al, In, . . . Some other inter-
metallics also with B2 structure such as CuZn, AgCd, . . . can maintain high
concentrations of vacancies on both sublattices.

Table 5.3. Elements of disorder in intermetallic compounds

AA = A atom on A sublattice
BB = B atom on B sublattice
VA = vacancy on A sublattice
VB = vacancy on B sublattice
BA = B antisite on A sublattice
AB = A antisite on B sublattice
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Triple defects (2VA + AB), bound triple defects (VAABVA) and vacancy
pairs (VAVB) have been suggested by Stolwijk et al. [46]. They can form
according to the reactions

VA + VB � 2VA + AB︸ ︷︷ ︸
triple defect

� VAABVA︸ ︷︷ ︸
bound triple defect

and VA + VB � VAVB︸ ︷︷ ︸
vacancy pair

.

(5.41)
Very likely bound agglomerates are important in intermetallics for thermal
disorder and diffusion in addition to single vacancies. In this context it is
interesting to note that neither triple defects nor vacancy pairs disturb the
stoichiometry of the compound.

The physical understanding of the defect structure of intermetallics is
still less complete compared with metallic elements. However, considerable
progress has been achieved. Differential dilatometry (DD) and positron an-
nihilation studies (PAS) performed on intermetallics of the Fe-Al, Ni-Al and
Fe-Si systems have demonstrated that the total content of vacancy-type de-
fects can be one to two orders of magnitude higher than in pure metals [44,
45]. The defect content depends strongly on composition and its temperature
dependence can show deviations from simple Arrhenius behaviour. According
to Schaefer et al. [44] and Hehenkamp [45] typical defect concentrations
in these compounds near the solidus temperature can be as high as several
percent.

5.5 Semiconductors

Covalent crystals such as diamond, Si, and Ge are more different from the
defect point of view as one might expect from their chemical classification
as group IV elements. Diamond is an electrical insulator, whose vacancies
are mobile at high temperatures only. Si is a semiconductor which supports
vacancies and self-interstitials as intrinsic defects. By contrast, Ge is a semi-
conductor in which vacancies as intrinsic defects predominate like in the
metallic group IV elements Sn and Pb.

Because Si and Ge crystallise in the diamond structure with coordination
number 4, the packing density is considerably lower than in metals. This
holds true also for compound semiconductors. Most compound semiconduc-
tors formed by group III and group V elements like GaAs crystallise in the
zinc blende structure, which is closely related to the diamond structure. Semi-
conductor crystals offer more space for self-interstitials than close-packed
metal structures. Formation enthalpies of vacancies and self-interstitials in
semiconductors are comparable. In Si, both self-interstitials and vacancies
are present in thermal equilibrium and are important for self- and solute dif-
fusion. In Ge, vacancies dominate in thermal equilibrium and appear to be
the only diffusion-relevant defects (see Chap. 23 and [47, 50]).
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Semiconductors have in common that the thermal defect concentrations
are orders of magnitude lower than in metals or ionic crystals. This is a con-
sequence of the covalent bonding of semiconductors. Defect formation ener-
gies in semiconductors are higher than in metals with comparable melting
temperatures. Neither thermal expansion measurements nor positron annihi-
lation studies have sufficient accuracy to detect the very low thermal defect
concentrations.

Point defects in semiconductors can be neutral and can occur in various
electronic states. This is because point defects introduce energy levels into the
band gap of a semiconductor. Whether a defect is neutral or ionised depends
on the position of the Fermi level as illustrated schematically in Fig. 5.10.
A wealth of detailed information about the electronic states of point defects
in these materials has been obtained by a variety of spectroscopic means and
has been compiled, e.g., by Schulz [14].

Let us consider vacancies and self-interstitials X ∈ (V, I) and suppose that
both occur in various ionised states, which we denote by j ∈ (0, 1±, 2±, . . . ).
The total concentration of the defect X at thermal equilibrium can be written
as

Ceq
X = Ceq

X0 + Ceq
X1+ + Ceq

X1− + Ceq
X2+ + Ceq

X2− + . . . . (5.42)

Whereas the equilibrium concentration of uncharged defects depends only
on temperature (and pressure), the concentration of charged defects is ad-
ditionally influenced by the position of the Fermi energy and hence by the
doping level. If the Fermi level changes due to, e.g., background doping the
concentration of charged defects will change as well.

The densities of electrons, n, and of holes, p, are tied to the intrinsic
carrier density, ni, via the law of mass action relation

np = n2
i . (5.43)

Fig. 5.10. Electronic structure of semiconductors, with a defect with double ac-
ceptor character (left) and donor character (right)
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Then, Eq. (5.42) can be rewritten as

Ceq
X =Ceq

X0 + Ceq
X1+(ni)

ni

n
+ Ceq

X1−(ni)
n

ni
+ Ceq

X2+(ni)
(ni

n

)2

+ Ceq
X2−(ni)

(
n

ni

)2

+ . . . , (5.44)

where Ceq
Xj±(ni) denotes the equilibrium concentration under intrinsic con-

ditions for defect X with charge state j±. From Eq. (5.44) it is obvious
that n-doping will enhance (decrease) the equilibrium concentration of neg-
atively (positively) charged defects. Correspondingly, p-doping will enhance
(decrease) the equilibrium concentration positively (negatively) charged de-
fects.

Furthermore, the ratio n/ni varies with temperature because the intrinsic
carrier density according to

ni =
√

N c
effNv

eff exp
(
− Eg

2kBT

)
(5.45)

increases with increasing temperature. N c
eff and Nv

eff denote the effective den-
sities of states in the conduction and valence band, respectively. The values
of ni at different temperatures are determined mainly by the band gap en-
ergy Eg of the semiconductor. For a given background doping concentration
the ratio n/ni will be large at low temperatures and approaches unity at
high temperatures. Then, the semiconductor reaches intrinsic conditions. The
band gap energy is characteristic for a given semiconductor. It increases in
the sequence Ge (0.67 eV), Si (1.14 eV), GaAs (1.43 eV). The intrinsic carrier
density at a fixed temperature is highest for Ge and lowest for GaAs. Thus,
doping effects on the concentration of charged defects are most prominent
for GaAs and less pronounced for the elemental semiconductors.

Let us consider as an example a defect X which introduces a single X1−

and a double X2− acceptor state with energy levels EX1− and EX2− above the
valence band edge. Then, the ratios between charged and uncharged defect
populations in thermal equilibrium are given by

Ceq
X1−

Ceq
X0

=
1

gX1−
exp

(
Ef − EX1−

kBT

)
,

Ceq
X2−

Ceq
X0

=
1

gX2−
exp

(
2Ef − EX2− − EX1−

kBT

)
, (5.46)

where Ef denotes the position of the Fermi level. The degeneracy factors
gX1− and gX2− take into account the spin degeneracy of the defect and the
degeneracy of the valence band. The total concentration of point defects in
thermal equilibrium for the present example is given by

Ceq
X = Ceq

X0

(
1 +

Ceq
X1−

Ceq
X0

+
Ceq

X2−

Ceq
X0

)
. (5.47)
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Diffusion in semiconductors is affected by doping since defects in various
charge states can act as diffusion-vehicles. Diffusion experiments are usually
carried out at temperatures between the melting temperature Tm and about
0.6 Tm. As the intrinsic carrier density increases with increasing temperature,
doping effects in diffusion are more pronounced at the low temperature end
of this interval. One can distinguish two types of doping effects:

– Background doping is due to a homogeneous distribution of donor or ac-
ceptor atoms, that are introduced during the process of crystal growing.
Background doping is relevant for diffusion experiments, when at the dif-
fusion temperature the carrier density exceeds the intrinsic density.

– Self-doping is relevant for diffusion experiments of donor or acceptor ele-
ments. If the in-diffused dopant concentration exceeds either the intrinsic
carrier density or the available background doping, complex diffusion pro-
files can arise.
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6 Diffusion Mechanisms

Any theory of atom diffusion in solids should start with a discussion of dif-
fusion mechanisms. We must answer the question: ‘How does this particular
atom move from here to there?’ In crystalline solids, it is possible to describe
diffusion mechanisms in simple terms. The crystal lattice restricts the posi-
tions and the migration paths of atoms and allows a simple description of
each specific atom displacements. This contrasts with a gas, where random
distribution and displacements of atoms are assumed, and with liquids and
amorphous solids, which are neither really random nor really ordered.

In this chapter, we catalogue some basic atomic mechanisms which give
rise to diffusion in solids. As discussed in Chap. 4, the hopping motion of
atoms is an universal feature of diffusion processes in solids. Furthermore, we
have seen that the diffusivity is determined by jump rates and jump distances.
The detailed features of the atomic jump process depend on various factors
such as crystal structure, size and chemical nature of the diffusing atom, and
whether diffusion is mediated by defects or not. In some cases atomic jump
processes are completely random, in others correlation between subsequent
jumps is involved. Correlation effects are important whenever the atomic
jump probabilities depend on the direction of the previous atom jump. If
jumps are mediated by atomic defects, correlation effects always arise. The
present chapter thus provides also the basis for a discussion of correlation
effects in solid-state diffusion in Chap. 7.

6.1 Interstitial Mechanism

Solute atoms which are considerably smaller than the solvent atoms are in-
corporated on interstitial sites of the host lattice thus forming an interstitial
solid solution. Interstitial sites are defined by the geometry of the host lat-
tice. In fcc and bcc lattices, for example, interstitial solutes occupy octahedral
and/or tetrahedral interstitial sites (Fig. 6.1). An interstitial solute can diffuse
by jumping from one interstitial site to one of its neighbouring sites as shown
in Fig. 6.2. Then the solute is said to diffuse by an interstitial mechanism.

To look at this process more closely, we consider the atomic movements
during a jump. The interstitial starts from an equilibrium position, reaches
the saddle-point configuration where maximum lattice straining occurs, and



96 6 Diffusion Mechanisms

Fig. 6.1. Octahedral and tetrahedral interstitial sites in the bcc (left) and fcc
(right) lattice

Fig. 6.2. Direct interstitial mechanism of diffusion

settles again on an adjacent interstitial site. In the saddle-point configuration
neighbouring matrix atoms must move aside to let the solute atom through.
When the jump is completed, no permanent displacment of the matrix atoms
remains. Conceptually, this is the simplest diffusion mechanism. It is also de-
noted as the direct interstitial mechanism. It has to be distinguished from the
interstitialcy mechanism discussed below, which is also denoted as the indi-
rect interstitial mechanism. We note that no defect is necessary to mediate
direct interstitial jumps, no defect concentration term enters the diffusiv-
ity and no defect formation energy contributes to the activation energy of
diffusion. Since the interstitial atom does not need to ‘wait’ for a defect to
perform a jump, diffusion coefficients for atoms migrating by the direct in-
terstitial mechanism tend to be fairly high. This mechanism is relevant for
diffusion of small foreign atoms such as H, C, N, and O in metals and other
materials. Small atoms fit in interstitial sites and in jumping do not greatly
displace the solvent atoms from their normal lattice sites.
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Fig. 6.3. Direct exchange and ring diffusion mechanism

6.2 Collective Mechanisms

Solute atoms similar in size to the host atoms usually form substitutional
solid solutions. The diffusion of substitutional solutes and of solvent atoms
themselves requires a mechanism different from interstitial diffusion. In the
1930s it was suggested that self- and substitutional solute diffusion in metals
occurs by a direct exchange of neighbouring atoms (Fig. 6.3), in which
two atoms move simultaneously. In a close-packed lattice this mechanism
requires large distortions to squeeze the atoms through. This entails a high
activation barrier and makes this process energetically unfavourable. Theoret-
ical calculations of the activation enthalpy for self-diffusion of Cu performed
by Huntington et al. in the 1940s [1, 2], which were confirmed later by
more sophisticated theoretical approaches, led to the conclusion that direct
exchange at least in close-packed structures was not a likely mechanism.

The so-called ring mechanism of diffusion was proposed for crystalline
solids by the American metallurgist Jeffries [3] already in the 1920s and
advocated by Zener in the 1950s [4]. The ring mechanism corresponds to
a rotation of 3 (or more) atoms as a group by one atom distance. The required
lattice distortions are not as great as in a direct exchange. Ring versions of
atomic exchanges have lower activation energies but increase the amount of
collective atomic motion, which makes this more complex mechanism unlikely
for most crystalline substances.

Direct exchange and ring mechanisms have in common that lattice de-
fects are not involved. The observation of the so-called Kirkendall effect in
alloys by Kirkendall and coworkers [5, 6] during the 1940s had an im-
portant impact on the field (see also Chaps. 1 and 10). The Kirkendall effect
showed that the self-diffusivities of atoms in a substitutional binary alloy dif-
fuse at different rates. Neither the direct exchange nor the ring mechanism
can explain this observation. As a consequence, the ideas of direct or ring
exchanges were abandoned in the diffusion literature. It became evident that
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Fig. 6.4. Atom chain motion in an amorphous Ni-Zr alloy according to molecular
dynamics simulations of Teichler [13]

vacancies are responsible for self-diffusion and diffusion of substitutional so-
lutes in metals in practically all cases. Further historical details can be found
in [7].

There is, however, some renewed interest in non-defect mechanisms of
diffusion in connection with the enhanced diffusivity near phase transitions [8,
9]. For substitutionally dissolved boron in Cu there appears to be evidence
from β-NMR experiments for a non-defect mechanism of diffusion [10].

Collective mechanisms, which involve the simultaneous motion of sev-
eral atoms appear to be quite common in amorphous systems. Molecular
dynamic simulations by Teichler [13] as well as diffusion and isotope ex-
periments on amorphous metallic alloys reviewed by Faupel et al. [11, 12]
suggest that collective mechanism operate in undercooled metallic melts and
in metallic glasses. Such collective mechanisms involve the simultaneous mo-
tion of several atoms in a chain-like or caterpillar-like fashion. An example
observed in molecular dynamic simulations of an amorphous Ni-Zr alloy is
illustrated in Fig. 6.4.

It appears that collective jump processes play also a rôle for the motion
of alkali ions in ion-conducting oxide glasses [14]. Finally, we note that in-
terstitialcy mechanisms involving self-interstitials are collective in the sense
that more than one atom is displaced permanently during a jump event (see
Sect. 6.5).

6.3 Vacancy Mechanism

As knowledge about solids expanded, vacancies have been accepted as the
most important form of thermally induced atomic defects in metals and ionic
crystals (see Chaps. 5, 17, 26). It has also been recognised that the dominant



6.3 Vacancy Mechanism 99

Fig. 6.5. Monovacancy mechanism of diffusion

mechanism for the diffusion of matrix atoms and of substitutional solutes in
metals is the vacancy mechanism. An atom is said to diffuse by this mecha-
nism, when it jumps into a neighbouring vacancy (Fig. 6.5). The constriction,
which inhibits motion of an adjacent atom into a vacancy in a close-packed
lattice is small, as compared to the constriction against the direct or ring ex-
change. Each atom moves through the crystal by making a series of exchanges
with vacancies, which from time to time are in its vicinity.

In thermal equilibrium, the site fraction of vacancies in a monoatomic
crystal, Ceq

1V , is given by Eq. (5.11), which we repeat for convenience:

Ceq
1V = exp

(
−GF

1V

kBT

)
= exp

(
SF

1V

kB

)
exp

(
−HF

1V

kBT

)
. (6.1)

GF
1V is the Gibbs free energy of vacancy formation. SF

1V and HF
1V denote the

formation entropy and the formation enthalpy of a monovacancy, respectively.
Typical values for the site fraction of vacancies near the melting temperature
of metallic elements lie between 10−4 and 10−3. From Eqs. (4.31) and (6.1)
we get for the exchange jump rate Γ of a vacancy-mediated jump of a matrix
atom to a particular neighbouring site

Γ = ω1V Ceq
1V = ν0 exp

(
SF

1V + SM
1V

kB

)
exp

(
−HF

1V + HM
1V

kBT

)
. (6.2)

ω1V denotes the exchange rate between an atom and a vacancy and ν0 the
pertinent attempt frequency. HM

1V and SM
1V denote the migration enthalpy and

eutropy of vacancy migration, respectively. The total jump rate of a matrix
atom in a coordination lattice with Z neighbours is given by Γtot = ZΓ . The
vacancy mechanism is the dominating mechanism of self-diffusion in metals
and substitutional alloys. It is also relevant for diffusion in a number of ionic
crystals, ceramic materials, and in germanium (see Parts III, IV and V of
this book).

In substitutional alloys, attractive or repulsive interactions between solute
atoms and vacancies play an important rôle. These interactions modify the
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probability, p, to find a vacancy on a nearest-neighbour site of a solute atom.
For a dilute alloy this probability is given by the Lomer equation (see Chap. 5)

p = Ceq
1V exp

(
GB

kBT

)
, (6.3)

where GB denotes the Gibbs free energy of binding of a solute-vacancy pair.
The quantity GF

1V − GB is the Gibbs free energy for the formation of a va-
cancy on a nearest-neighbour site of the solute. For an attractive interaction
(GB > 0) p is enhanced and for a repulsive interaction (GB < 0) p is reduced
compared to the vacancy concentration in the pure solvent. For the total
jump rate of a solute atom in a coordination lattice we get

Γ2 = Zω2p = Zω2C
eq
1V exp

(
GB

kBT

)
, (6.4)

where ω2 is the rate of solute-vacancy exchange and Z the coordination num-
ber.

6.4 Divacancy Mechanism

When a binding energy exists, which tends to create agglomerates of vacancies
(divacancies, trivacancies, . . . ), diffusion can also occur via aggregates of va-
cancies. This is illustrated for divacancies in Fig. 6.6. At thermal equilibrium
divacancies are formed from monovacancies and their concentration is given
by Eq. (5.15). The concentrations of mono- and divacancies at equilibrium
increase with temperature. However, the concentration of divacancies rises
more rapidly and may become significant at high temperatures (see Fig. 5.2).
Furthermore, divacancies in fcc metals are more mobile than monovacancies.
Thus, self-diffusion of fcc metals usually has some divacancy contribution
in addition to the monovacancy mechanism. The latter is the dominating
mechanism at temperatures below 2/3 of the melting temperature [15, 16].
Because of divacancay binding and the lower defect symmetry, diffusion via
divacancies obeys slightly modified equations as compared to monovacancies
(see Chap. 17). Otherwise, the two mechanisms are very similar. Diffusion by
bound trivacancies is usually negligible.

6.5 Interstitialcy Mechanism

When an interstitial atom is nearly equal in size to the lattice atoms (or the
lattice atoms on a given sublattice in a compound), diffusion may occur by
the interstitialcy mechanism also called the indirect interstitial mechanism.
Let us illustrate this for self-diffusion. Self-interstitials – extra atoms located
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Fig. 6.6. Divacancy mechanism of diffusion in a close-packed structure

Fig. 6.7. Interstitialcy mechanism of diffusion (colinear jumps)

between lattice sites – act as diffusion vehicles. Figure 6.7 illustrates a colin-
ear interstitialcy mechanism. Both atoms move in unison – a self-interstitial
replaces an atom on a substitutional site, which then itself replaces a neigh-
bouring lattice atom. Non-colinear versions of the interstitialcy mechanism,
whereby the atoms move at an angle to one another also can occur (see
Fig. 26.8). As already mentioned, interstitialcy mechanisms are collective
mechanisms because at least two atoms move simultaneously.

The equilibrium configuration of a self-interstitial in metals is that of
a ‘dumbbell’ (see Chap. 5). The dumbbell axis is 〈100〉 for fcc metals and
〈110〉 for bcc metals. In a dumbbell configuration two atoms occupy a lattice
site symmetrically, and each atom is displaced by an equal amount from
the regular lattice position. The motion of a dumbbell interstitial is a fairly
collective process, because the simultaneous displacements of three atoms is
necessary to move the center of the dumbbell from one lattice site to the next
one.

In metals the interstitialcy mechanism is negligible for thermal diffu-
sion. This is because self-interstitials have fairly high formation enthalpies
compared to vacancies (see Chap. 5). The interstitialcy mechanism is, how-
ever, important for radiation-induced diffusion. When a crystal is irradiated
with energetic particles (protons, neutrons, electrons, . . . ), lattice atoms are
knocked out from their lattice positions. The knocked-out atom leaves behind
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a vacancy. The atom itself is deposited in the lattice as a self-interstitial. In
this way, pairs of vacancies and self-interstitials (Frenkel pairs) are formed
athermally. When these defects become mobile, they both mediate diffusion
and give rise to radiation-induced diffusion, which is a topic of radiation
damage in crystals.

Self-interstitials are responsible for thermal diffusion in the silver sublat-
tice of some silver halides (see Chap. 26). In silicon, the base material of
microelectronic devices, both the interstitialcy and the vacancy mechanism
contribute to self-diffusion. Self-interstitials also play a prominent rôle in the
diffusion of some solute atoms including important doping elements in silicon
(see Chap. 23). This is not surprising, since the diamond lattice of silicon is
a relatively open structure with sufficient space for interstitial species.

6.6 Interstitial-substitutional Exchange Mechanisms

Some solute atoms (B) may be dissolved on both interstitial (Bi) and sub-
stitutional sites (Bs) of a solvent crystal (A). Then, they can diffuse via one
of the interstitial-substitutional exchange mechanisms ilustrated in Fig. 6.8.
Such foreign atoms are denoted as ‘hybrid solutes’. The diffusivity of hybrid
solutes in the interstitial configuration, Di, is usually much higher than their
diffusivity in the substitutional configuration, Ds. In contrast, the solubility
in the interstitial state, Ceq

i , is often less or much less than the solubility in
the substitutional state, Ceq

s :

Di � Ds but Ceq
s > Ceq

i . (6.5)

Under such conditions the incorporation of B atoms can occur by fast dif-
fusion of Bi and subsequent change-over to Bs. Two types of interstitial-
substitutional exchange mechanisms can be distinguished (see also Chap. 25):

When the change-over involves vacancies (V ) according to

Bi + V � Bs , (6.6)

the mechanism is denoted as the dissociative mechanism. This mechanism was
proposed by Frank and Turnbull [17] for the rapid diffusion of copper in
germanium. Later on, diffusion of some foreign metallic elements in polyvalent
metals such as lead, titanium, and zirconium was also attributed to this
mechanism.

When the change-over involves self-interstitials (Ai) according to

Bi � Bs + Ai , (6.7)

the mechanism is denoted as the kick-out mechanism. This mechanism was
proposed by Gösele et al. [18, 19] for the fast diffusion of Au in silicon.
Nowadays, the diffusion of several hybrid foreign elements, e.g., Au, Pt, Zn
in silicon and Zn in gallium arsenide is also attributed to this mechanism.
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Fig. 6.8. Interstitial-substitutional exchange mechanisms of foreign atom diffusion.
Top: dissociative mechanism. Bottom: kick-out mechanism

For a description of diffusion processes which involve interstitial-substitu-
tional exchange reactions, Fick’s equations must be supplemented by reaction
terms which account for either Eq. (6.6) and/or Eq. (6.7). Because several
species (interstitial solute, substitutional solute, defects) are involved, sets
of coupled (non-linear) diffusion-reaction equations are necessary to describe
the diffusion process. Solutions of these equations – apart from a few (but in-
teresting) special cases – can only be obtained by numerical methods [20, 21].
These solutions also explain unusual (non-Fickian) shapes of concentration-
distance profiles observed for hybrid diffusers. Details are discussed in Part
IV of this book.
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F. Kroll, F. Mai, K. Marbach, D. Peters, G. Sulzer, Phys. Rev. Letters 77, 4784
(1996)

11. F. Faupel, W. Frank, H.-P. Macht, H. Mehrer, V. Naundorf, K. Rätzke, H.
Schober, S. Sharma, H. Teichler, Diffusion in Metallic Glasses and Supercooled
Melts, Rev. of Mod. Phys. 75, 237 (2003)

12. F. Faupel, K. Rätzke, Diffusion in Metallic Glasses and Supercooled Melts, Ch.
6 in: Diffusion in Condensed Matter – Methods, Materials, Models, P. Heitjans,
J. Kärger (Eds:), Springer-Verlag, 2005

13. H. Teichler, J. Non-cryst. Solids 293, 339 (2001)
14. S. Voss, S. Divinski, A.W. Imre, H. Mehrer, J.N. Mundy, Solid State Ionics 176,

1383 (2005); and: A.W. Imre, S. Voss, H. Staesche, M.D. Ingram, K. Funke,
H. Mehrer, J. Phys. Chem. B, 111, 5301–5307 (2007)

15. N.L. Peterson, J. Nucl. Materials 69–70, 3 (1978)
16. H. Mehrer, J. Nucl. Materials 69–70, 38 (1978)
17. F.C. Frank, D. Turnbull, Phys. Rev. 104, 617 (1956)
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7 Correlation in Solid-State Diffusion

It was not until 1951 that Bardeen1 and Herring [1, 2] drew attention
to the fact that, for the vacancy mechanism, correlation exists between the
directions of consecutive jumps of tracer atoms. After this pioneering work,
it was soon appreciated that correlation effects play an important rôle for
any solid-state diffusion process, when point defects act as diffusion vehicles.

In pure random-walk diffusion, it is assumed that the jump probabili-
ties of atoms do not depend on the direction of the preceding jump. In real
crystals, however, the jump probabilities often depend on the directions of
preceding jumps. Then, successive atom jumps are correlated. Instead of fol-
lowing a pure random walk, each atom follows a correlated walk. This is why
we have introduced the correlation factor in Chap. 4. We shall see below that
the correlation factor depends on both the diffusion mechanism and on the
lattice geometry. Clearly, an understanding of correlation effects is an impor-
tant topic of solid-state diffusion. Considerable effort has gone into the study
of the effects of correlation on diffusion rates in solids. In addition, methods
have been devised whereby its contribution to the diffusivity can be isolated
and measured experimentally (see Chap. 9).

Detailed calculations of correlation factors can be quite involved. It is the
aim of the present chapter to explain the physical nature of correlation for
some basic diffusion mechanisms and to describe the added understanding of
diffusion that was achieved as a result of it. More comprehensive treatments
of correlation effects can be found in the literature cited at the end of this
chapter.

We remind the reader to the result of Chap. 4 for the correlation factor
given in Eq. (4.27). For convenience, we repeat its derivation in a slightly more
detailed way. Our starting point was the Einstein-Smoluchowski relation

〈R2〉 = 6D∗t , (7.1)

1 John Bardeen is one of the few scientist who received the Nobel prize twice.
Schockley, Bardeen and Brattain were awarded for their studies of semi-
conductors and the development of the transistor in 1956. Bardeen, Cooper,
and Schriefer received the 1972 price for the so-called BCS theory of super-
conductivity.
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which relates the diffusion coefficient of tagged atoms, D∗, and the mean
square displacement of an ensemble of N such atoms, where

〈R2〉 =
1
N

N∑
k=1

R2
k . (7.2)

It is assumed that the net displacement of the kth atom is the result of a large
number of nk jumps with microscopic jump vectors ri (i=1, . . . k), so that

Rk =

(
nk∑
i=1

ri

)
k

. (7.3)

Thus

〈R2〉 =
1
N

N∑
k=1

(
nk∑
i=1

r2
i

)
k

+
2
N

N∑
k=1

⎛
⎝nk−1∑

i=1

nk−i∑
j=1

riri+j

⎞
⎠

k

. (7.4)

For simplicity, we restrict our discussion to cases for which all jump vec-
tors have the same length |ri| = d, i.e. to coordination lattices and nearest-
neighbour jumps. We then obtain

〈R2〉 = d2〈n〉
⎡
⎣1 +

2
N

N∑
k=1

(
n∑

i=1

r2
i

)
k

+
2
N

N∑
k=1

⎛
⎝n−1∑

i=1

n−i∑
j=1

cos θi,i+j

⎞
⎠

k

⎤
⎦

= d2〈n〉f . (7.5)

Here

〈n〉 =
1
N

N∑
k=1

nk (7.6)

is the average number of jumps per tracer atom during time t, (cos θi,i+j)k

the cosine of the angle between the ith and (i + j)th jump vectors of the kth

atom and f , the quantity in square brackets, the correlation factor.
It is then argued that, when the ensemble average is performed and

〈n〉 → ∞ as t → ∞, the correlation factor can be written as

f = 1 + lim
n→∞

2
n

n−1∑
i=1

n−i∑
j=1

〈cos θi,i+j〉 . (7.7)

We note that Eq. (7.7) is a rather complex expression, because the double
summation contains correlation between an infinite number of pairs of jumps.
In what follows, we consider whether and to what extent correlation effects
play a rôle in some of the basic diffusion mechanisms catalogued in Chap. 6.
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7.1 Interstitial Mechanism

Not all diffusion processes in solids entail correlation effects. Let us briefly
address the question, why interstitial diffusion in crystals is usually not cor-
related. In a dilute interstitial solution each interstitial atom has a high prob-
ability of being surrounded by empty interstitial sites (see Fig. 6.2). All di-
rections for jumps of an interstitial solute to neighbouring empty sites are
equally probable and independent of the prior jump. Hence 〈cos θi,i+j〉 = 0;
the jump sequence of the interstitial is uncorrelated and the correlation factor
equals unity:

f = 1 . (7.8)

This statement is correct as long as the number of interstitial atoms is much
less than the number of the available sites, which is the case for many in-
terstitial solutions of the elements boron (B), carbon (C), or nitrogen (N)
in metals. A famous example is C in iron (Fe). In fcc Fe, C is incorporated
in octahedral interstitial sites and in bcc iron in tetrahedral interstitial sites.
The solubility of C in bcc Fe is less than 0.02wt. % and in fcc Fe it is less than
2 wt. %. Hence the probability that neighbouring interstitial sites to a certain
C atom are unoccupied is close to unity.

In some systems, concentrated interstitial alloys form. Examples are hy-
drides, carbides, and nitrides of some metals. In such cases, some or even
most sites in the H, C, or N sublattices are occupied by atoms and thus
blocked for interstitial jumps. Then, the probability for a jump depends on
the local arrangement of unoccupied neighbouring sites and

f < 1 . (7.9)

For an almost filled sublattice a vacancy-type mechanism is a suitable con-
cept.

7.2 Interstitialcy Mechanism

Interstitialcy mechanisms are important for crystals in which self-interstitials
are present at thermal equilibrium. One can distinguish colinear and non-
colinear versions of this mechanism. For examples of non-colinear intersti-
tialcy mechanisms, we refer to Chap. 26 and [3, 4]. The colinear interstitialcy
mechanism is illustrated in Fig. 6.7. In a colinear jump-event tracer and sol-
vent atom move in the same direction. An atom in an interstitial position
migrates by ‘pushing’ an atom on a regular lattice site onto an adjacent in-
terstitial site. During a long sequence of jumps the tracer atom changes many
times between substitutional (As) and interstitial positions (Ai) according to
(see Fig. 6.7):

As → Ai → As → Ai → As . . . . (7.10)
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Let us suppose that a tracer jumps first from an interstitial to a substitutional
site and then pushes a lattice atom into an interstitial site. Immediately after
this jump the tracer atom – now on a lattice site – has a self-interstitial next to
it. Therefore, the second tracer jump has a greater than random probability
of being the reverse of the first one. Hence 〈cos θ1,2〉 is negative. However, the
third jump of the tracer – now located at an interstitial site – takes place again
in random direction. Thus, alternate pairs of consecutive tracer jumps are
correlated only. In other words, jumps from an interstitial site to regular sites
occur in random direction, jumps from a regular site to an interstitial site are
correlated. Correlation concerns the sequence Ai → As → Ai of Eq. (7.10),
whereas the sequence As → Ai → As is uncorrelated. For the sequence
Ai → As → Ai we have 〈cos θi,i+1〉 ≡ 〈cos θ〉 �= 0, whereas 〈cos θ〉 = 0 for
As → Ai → As. Substituting everything in Eq. (7.7) yields

f = 1 + 〈cos θ〉 , (7.11)

where 〈cos θ〉 is the average of cosines of the angles between pairs of corre-
lated, consecutive tracer jumps.

7.3 Vacancy Mechanism of Self-diffusion

The vacancy mechanism is the most important diffusion mechanism in crys-
talline solids (see Chap. 6). In this section, we consider diffusion of self-
atoms and of substitutional solutes via vacancies. To measure a self- or so-
lute diffusion coefficients one usually studies the diffusion of very small con-
centrations of ‘tracers’ labelled by their radioactivity or their isotopic mass
(see Chap. 13). This ‘label’ permits to distinguish of tracer from matrix
atoms.

7.3.1 A ‘Rule of Thumb’

Let us consider the motion of a tracer atom. The qualitative nature of corre-
lation can easily be seen and a crude estimate of f is gained by considering
Fig. 6.5. Vacancies migrate (in the absence of driving forces) in random di-
rections. They approach a tracer atom with equal probabilty from any of its
Z neighbouring sites. Thus, the initial vacancy-tracer exchange will occur at
random in any of the possible Z directions. After a vacancy has exchanged
its site with the tracer atom, the tracer-vacancy configuration is no longer
random but depends on the direction of the initial jump. The probability for
a vacancy jump to any of its Z neighbouring sites is 1/Z, when we neglect
small differences in the isotopic masses between tracer and matrix atoms.
However, the probabilities for the tracer to jump to any of its Z neighbour-
ing sites are not equal. Immediately after a first vacancy-tracer exchange, the
vacancy is in a position which permits a reverse jump. The tracer thus has
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a higher probability to jump backward. Consecutive pairs of tracer jumps in
opposite direction lead to no net displacement of the tracer. This ‘backward
correlation’ effectively ‘cancels’ a pair of tracer jumps. In other words, the
effective number of jumps is n(1−2 1

Z ) rather than n. Using this hand-waving
argument, the diffusion coefficient is reduced by the factor

f ≈ 1 − 2
1
Z

. (7.12)

An extreme example is a linear chain of atoms, for which Z = 2. Then
Eq. (7.12) yields f = 0, which is in this case the correct value. Suppose that
there is a vacancy in the chain and the tagged atom hops to a neighbouring
site with the aid of this vacancy. The atom can only jump to and fro between
two neighbouring positions. It cannot perform a long-range motion; thus
f = 0. Equation (7.12) also indicates that the influence of correlation effects
on self-diffusion in three-dimensional coordination lattices should amount to
not more than a factor of 2. A comparison with the exact values shows that
Eq. (7.12) is indeed a reasonable estimate (see below).

7.3.2 Vacancy-tracer Encounters

We now consider self-diffusion by a monovacancy mechanism in detail. To
perform a jump the tracer atom must wait for the appearance of a vacancy
on one of its neighbouring sites. At thermal equilibrium, the probability that
a vacancy occupies a certain lattice site of an elemental crystal is given by
the equilibrium fraction of vacancies, Ceq

1V . The total number of atomic (and
tracer) jumps per unit time ( jump rate Γtot), is proportional to this proba-
bility and to the rate of vacancy-atom exchanges, ω1V :

Γtot = ZCeq
1V ω1V . (7.13)

The explicit form of Ceq
1V ω1V is given by Eq. (6.2). The mean residence time

of the tracer atom, τ̄ , on a particular lattice site is

τ̄ =
1

Γtot
=

1
Zω1V Ceq

1V

. (7.14)

On the other hand, the mean residence time of a vacancy, τ̄1V , on a particular
lattice site is given by

τ̄1V =
1

Zω1V
. (7.15)

In Chap. 5 we have seen that for metals the site fraction of vacancies, Ceq
1V ,

is a very small number. Even close to the melting temperature it never ex-
ceeds 10−3 to 10−4; in semiconductors the site fractions of point defects in
equilibrium are even much smaller. Due to its Arrhenius type temperature
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Table 7.1. Return probability of a vacancy, π0, and mean number of tracer jumps
in a tracer-vacancy encounter, nenc, for various lattices according to Allnatt and
Lidiard [30]

Lattice π0 nenc

linear chain 1 ∞
square planar 1 ∞
diamond 0.4423 1.7929
imple cubic 0.3405 1.5164
bcc 0.2822 1.3932
fcc 0.2536 1.3447

bcc, octahedral interstices 0.4287 1.7504
bcc, tetrahedral interstices 0.4765 1.9102

dependence the defect fractions decrease further with decreasing tempera-
tures. Thus, the average residence time of an atom on a given lattice site, τ̄ ,
is much larger than that of a vacancy:

τ̄ � τ̄1V . (7.16)

Following a first vacancy-tracer exchange, the vacancy will perform a random
walk in the lattice. The longer this random walk continues, the less likely the
vacancy returns to the tracer atom. The return probability π0 that a random
walker (vacancy) starting from a particular lattice site will return to this
site depends on the dimension and the type of the lattice (see Table 7.1).
On a two-dimensional square lattice the vacancy will revisit its site adjacent
to a tracer atom with a probability of unity. For three dimensional lattices
the return probability is smaller than unity and decreases with increasing
coordination number. The results for the cubic Bravais lattices were obtained
by Montroll [5] (see also [6]). The calculations have been extended to non-
Bravais lattices by Koiwa and coworkers [7, 8], who obtained the last
two entries in Table 7.1.

Non-vanishing return probabilities show that correlation effects for vacan-
cy-mediated diffusion are unavoidable, since the same vacancy may return
several times to the tracer atom. The sequence of exchanges of the tracer
atom with the same vacancy is called an encounter. A ‘fresh’ vacancy will
approach the tracer from a random direction and terminate the encounter
with the ‘old’ vacancy. A complete encounter can develop in lattices, which
contain low vacancy concentrations (e.g., metallic elements). The average
number of vacancy-tracer exchanges in a complete encounter, nenc, is given
by [30]

nenc =
1

1 − π0
. (7.17)

Numerical values of nenc are listed in Table 7.1. For three-dimensional lattices
nenc is a number not much larger than unity.
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Fig. 7.1. Encounter model: tracer displacement due to encounters with several
different vacancies. The numbers pertain to tracer jumps promoted by a particular
vacancy

A macroscopic displacement of a tracer atom is the result of many en-
counters with different vacancies (Fig. 7.1). The displacements of the tracer
that occur in different encounters are uncorrelated. Only tracer jumps within
the same encounter are correlated. Each encounter gives rise to a path Renc

and to a mean square displacement 〈R2
enc〉. The tracer diffusion coefficient in

a cubic Bravais lattice can be written as

D∗ =
1
6
〈R2

enc〉
τenc

, (7.18)

where τenc = τ̄nenc. In terms of the jump length d we have

D∗ = f
1
6

d2

τ̄
. (7.19)

By comparing Eq. (7.18) and Eq. (7.19) we get for the correlation factor

f =
〈R2

enc

〉
nencd2

. (7.20)

The quantities 〈R2
enc〉 and nenc can be evaluated by computer simulations

as functions of the number of vacancy jumps. For example, in an fcc lattice
nenc = 1.3447 and 〈R2

enc〉 = 1.0509 d2 has been obtained, when the number
of vacancy jumps goes to infinity (see, e.g., Wolf [9]). Then, Eq. (7.20) yields
f = 0.7815 in agreement with the value given in Table 7.2. Computer simula-
tions also show that sequences of more than three vacancy-tracer exchanges
within one encounter are rather improbable.
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7.3.3 Spatial and Temporal Correlation

The correlation factor is also called the spatial correlation factor. The term
‘spatial’ refers to correlation between the jump directions of the tracer. Spa-
tial correlations develop after a first vacancy-tracer exchange, because the
vacancy retains its memory with respect to the position of the tracer atom
during its excursion. Correlation effects between tracer jumps develop to its
full extent only if Eq. (7.16) is fulfilled. A fresh vacancy will approach the
tracer from a random direction. Its arrival destroys the chain of correlation
developed in the encounter with the old vacancy. In materials with vacancy
concentrations much higher than in pure metals (not considered here) en-
counters are no longer clearly separated and the correlation factor increases.

During an encounter between vacancy and tracer, jumps occur mainly
a few multiples of τ̄1V after the first vacancy-tracer exchange. As recognised
by Eisenstadt and Redfield [10], tracer jumps experience a bunching ef-
fect in time illustrated in Fig. 7.2. They form small packets of jumps following
the first tracer jump of an encounter. Such a packet is followed by a dead-
time during which the tracer waits for a fresh vacancy. This bunching effect
is equivalent to temporal correlation of the jump events.

Some microscopic techniques for diffusion studies such as nuclear magnetic
relaxation (NMR) and Mössbauer spectroscopy (MBS) are sensitive to times
between jumps. This is because these techniques have inherent time scales. In
NMR experiments the Larmor frequency of the nuclear magnetic moments
and in MBS the lifetime of the Mössbauer level provide such time scales.
A quantitative interpretation of such experiments (see Chap. 15) must take
into account temporal correlation effects in addition to the spatial ones.

7.3.4 Calculation of Correlation Factors

Various mathematical procedures for calculating correlation factors are avail-
able, to which references can be found at the end of this section. We refrain

Fig. 7.2. Temporal correlation: bunching of tracer jumps within encounters
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from giving a comprehensive review of all methods. Instead we rather strive
for a physical understanding of the underlying ideas: we consider explicitely
low vacancy concentrations and cubic coordination lattices. Then, the aver-
ages in Eq. (7.7) refer to one complete encounter. Since for a given value of
n there are (n− j) pairs of jump vectors separated by j jumps, and since all
vacancy-tracer pairs immediately after their exchange are physically equiva-
lent, we introduce the abbreviation 〈cos θj〉 ≡ 〈cos θi,j〉 and get:

f = 1 + lim
n→∞

2
n

n−1∑
j=1

(n − j)〈cos θj〉 . (7.21)

Here 〈cos θj〉 is the average of the cosines of the angles between all pairs of
vectors separated by j jumps in the same encounter. With increasing j the
averages 〈cos θj〉 converge rapidly versus zero. Executing the limit n → ∞,
Eq. (7.21) can be written as:

f = 1 + 2
∞∑

j=1

〈cos θj〉

= 1 + 2 (〈cos θ1〉 + 〈cos θ2〉 + . . . ) . (7.22)

To get further insight, we consider – for simplicity reasons – the x-dis-
placements of a series of vacancy-tracer exchanges. For a suitable choice of
the x-axis only two x-components of the jump vector need to be considered2,
which are equal in length and opposite in sign. Since then cos θj = ±1, we
get from Eq. (7.22)

f = 1 + 2
∞∑

j=1

(
p+

j − p−j
)

, (7.23)

where p+
j (p−j ) denote the probabilities that tracer jump j occurs in the same

(opposite) direction as the first jump. If we consider two consecutive tracer
jumps, say jumps 1 and 2, the probabilities fulfill the following equations:

p+
2 = p+

1 p+
1 + p−1 p−1 ,

p−2 = p+
1 p−1 + p−1 p+

1 . (7.24)

Introducing the abbreviations tj ≡ p+
j − p−j and t1 ≡ t, we get

t2 = p+
1

(
p+
1 − p−1

)︸ ︷︷ ︸
t

−p−1
(
p+
1 − p−1

)︸ ︷︷ ︸
t

= t2 . (7.25)

From this we obtain by induction the recursion formula

tj = tj . (7.26)

2 Jumps with vanishing x-components can be omitted.



114 7 Correlation in Solid-State Diffusion

The three-dimensional analogue of Eq. (7.26) was derived by Compaan
and Haven [20] and can be written as

〈cos θj〉 = (〈cos θ〉)j , (7.27)

where θ is the angle between two consecutive tracer jumps. With this recur-
sion expression we get from Eq. (7.22)

f = 1 + 2〈cos θ〉
[
〈cos θ〉 + (〈cos θ〉)2 + . . .

]
. (7.28)

The expression in square brackets is a converging geometrical series with the
sum 1/(1 − 〈cos θ〉). As result for the correlation factor of vacancy-mediated
diffusion in a cubic coordination lattice, we get

f =
1 + 〈cos θ〉
1 − 〈cos θ〉 . (7.29)

We note that Eq. (7.29) reduces correlation between non-consecutive pairs
of tracer jumps within the same encounter to the correlation between two
consecutive jumps. Equation (7.29) is valid for self- and solute diffusion via
a vacancy mechanism.

The remaining task is to calculate the average value 〈cos θ〉. At this point,
it may suffice to make a few remarks: starting from Eq. (7.29), we consider
the situation immediately after a first vacancy-tracer exchange (Fig. 7.3).
The next jump of the tracer atom will lead to one of its Z neighbouring sites
l in the lattice. Therefore, we have

〈cos θ〉 =
Z∑

l=1

Pl cos δl . (7.30)

In Eq. (7.30) δl denotes the angle between the first and the second tracer
jump, which displaces the tracer to site l. Pl is the corresponding probability.
A computation of Pl must take into account all vacancy trajectories in the
lattice which start at site 1 and promote the tracer in its next jump to
site l. An infinite number of such vacancy trajectories exist in the lattice.
One example for a vacancy trajectory, which starts at site 1 and ends at site
4, is illustrated in Fig. 7.3. Some trajectories are short and consist of a small
number of vacancy jumps, others comprise many jumps.

A crude estimate for the correlation factor can be obtained as follows: we
consider the shortest vacancy trajectory, which consists of only one further
vacancy jump after the first displacement of the tracer, i.e. we disregard the
infinite number of all longer vacancy trajectories. Then, nothing else than the
immediate back-jump of the tracer to site 1 in Fig. 7.3 can occur. Any other
tracer jump requires vacancy trajectories with several vacancy jumps. For
example, for a tracer jump to site 4 the vacancy needs at least 4 jumps (e.g.,
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Fig. 7.3. Example of a vacancy trajectory immediately after vacancy-tracer ex-
change in a two-dimensional lattice

1 → 2 → 3 → 4 → tracer). The probability for an immediate back-jump is
Pback = 1/Z and we have

〈cos θ〉 ≈ Pback · cos 180◦ = − 1
Z

. (7.31)

Inserting this estimate in Eq. (7.29), we get

f ≈ Z − 1
Z + 1

= 1 − 2
Z + 1

. (7.32)

This equation is similar to the ‘rule of thumb’, Eq. (7.12), discussed at the
beginning of this section. Exact values of f are presented in the next section.

7.4 Correlation Factors of Self-diffusion

There are a number of publications devoted to calculations of correlation
factors for defect-mediated self-diffusion. Values of f are collected in Table 7.2
for various lattices and for several diffusion mechanisms (see also the reviews
by Le Claire [27], Allnatt and Lidiard [30], and Murch [31]).

The correlation factor depends on the type of the lattice and on the
diffusion mechanism considered. The correlation factor decreases the tracer
diffusion coefficient with respect to its (hypothetical) ‘random-walk value’.
For self-diffusion this effect is often less than a factor of two. Nevertheless,
for a complete description of the atomic diffusion process it is necessary to
include f .

There are, however, additional good reasons why a study of correlations
factors is of interest. The correlation factor is quite sensitive to the diffusion
mechanism. For example, the correlation factor for diffusion via divacancies
is smaller than that for monovacancies. An experimental determination of f
could throw considerable light on the mechanism(s) of diffusion. The identifi-
cation of the diffusion mechanism(s) is certainly of prime importance for the
understanding of diffusion processes in solids. Unfortunately, a direct mea-
surement of f is hardly possible. However, measurements of the isotope effect
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Table 7.2. Correlation factors of self-diffusion in several lattices

Lattice Mechanism Correlation factor f Reference

1d chain vacancy 0 see text

honeycomb vacancy 1/3 [20]
2d-square vacancy 0.467 [20, 18]
2d hexagonal vacancy 0.56006 [20]

diamond vacancy 1/2 [20]
simple cubic vacancy 0.6531 [18]
bcc cubic vacancy 0.7272, (0.72149) [18, 20]
fcc cubic vacancy 0.7815 [20, 18]

fcc cubic divacancy 0.4579 [19]
bcc cubic divacancy 0.335 to 0.469 [17]

fcc cubic 〈100〉 dumb-bell interstitial 0.4395 [25]

any lattice direct interstital 1

diamond colinear interstitialcy 0.727 [21]

CaF2(F ) non-colinear interstitialcy 0.9855 [20]
CaF2(Ca) colinear interstitialcy 4/5 [20]
CaF2(Ca) non-colinear interstitialcy 1 [20]

of diffusion, which is closely related to f (see Chap. 9), and in some cases
also measurements of the Haven ratio (see Chap. 11) can throw some light
on the diffusion mechanism.

The ‘rule of thumb’ values from Eq. (7.12) for vacancy-mediated diffusion
are listed in Table 7.3. These values are mostly within 10% of the correct
values, indicating that a large amount of correlation results from the first
backward exchange of vacancy and tracer. For the diamond and honeycomb
lattices and the 1d chain the ‘rule of thumb’ values coincide with the exact
values. The exact values confirm a trend suggested already by the ‘rule of
thumb’: correlation becomes more important, when the coordination number
Z decreases.

7.5 Vacancy-mediated Solute Diffusion

Diffusion in binary alloys is more complex than self-diffusion in pure crystals.
For dilute alloys there are two major aspects of diffusion: solute diffusion and
solvent diffusion. In this section, we confine ourselves to correlations effects
of solute diffusion in dilute alloys. Correlation effects of solvent diffusion in
dilute fcc alloys have been treated by Howard and Manning [12] on the
basis of the ‘five-frequency-model’ (see below) proposed by Lidiard [13].
Here we concentrate on the more important case of solute diffusion. Results
for correlation effects of solvent diffusion can be found in Chap. 19.
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Table 7.3. Comparison between ‘rule of thumb’ estimates of correlation factors
based on Eq. (7.12) and exact values

Lattice Z 1 − 2/Z Correlation factor

fcc 12 0.833 0.781
bcc 8 0.750 0.727
simple cubic 6 0.667 0.653
diamond 4 0.500 0.500

honeycomb 3 1/3 1/3
2d square 4 0.5 0.467
2d hexagonal 6 2/3 0.56006

1d chain 2 0 0

In a dilute alloy, isolated solute atoms are surrounded by atoms of the
solvent on the host lattice. Accordingly, each solute atom can be considered
to diffuse in a pure solvent. In Chap. 5 we have already discussed vacancies
in dilute substitutional alloys. We remind the reader to the Lomer expression
(5.31), which we repeat for convenience:

p = Ceq
1V exp

(
GB

kBT

)
. (7.33)

The probability p to find a vacancy on a nearest-neighbour site of a solute
atom is different from the probability Ceq

1V to find a vacancy on an arbitrary
site of the solvent. This difference is due to the Gibbs free energy of binding
GB for the vacancy-solute pair. For GB > 0 (GB < 0) the probability p is
enhanced (reduced) with respect to Ceq

1V .
The presence of the solute also influences atom-vacancy exchange rates

in its surroundings. The exchange rates between vacancy and solute and
between vacancy and solvent atoms near a solute atom are different from
those in the pure solvent. The exchange rates enter the expression for the
correlation factor. Correlation factors of solute diffusion in the fcc, bcc, and
diamond lattices are considered in what follows. Note that it is common
practice in the diffusion literature to use the index ‘2’ to distinguish the
solute correlation factor, f2, from the correlation factor of self-diffusion in
the pure solvent, f , and the solute diffusivity, D2, from the self-diffusivity in
the pure solvent, D.

7.5.1 Face-Centered Cubic Solvents

The influence of a solute atom on the vacancy-atom exchange rates is often
described by the so-called ‘five-frequency model’ proposed by Lidiard [13,
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Table 7.4. Vacancy-atom exchange rates of the ‘five-frequency model’

ω2: solute-vacancy exchange rate
ω1: rotation rate of the solute-vacancy pair
ω3: dissociation rate of the solute-vacancy pair
ω4: association rate of the solute-vacancy pair
ω: vacancy-atom exchange rate in the solvent

Fig. 7.4. Left : ‘Five-frequency model’ for diffusion in dilute fcc alloys. Right : ‘En-
ergy landscape’ for vacancy jumps in the neighbourhood of a solute atom

14]3. The five types of vacancy-atom exchange rates are illustrated in Fig. 7.4
and listed in Table 7.4. Each exchange leads to a different local configura-
tion of solute atom, vacancy, and solvent atoms. In the framework of this
model two categories of vacancies can be distinguished: vacancies located
in the first coordination shell of the solute and vacancies located on lattice
sites beyond this shell. The vacancy jump with rate ω4 (ω3) forms (dissoci-
ates) the vacancy-solute pair. Association and dissociation rate are related
to the Gibbs free energy of binding of the pair via the detailed balancing
equation

ω3

ω4
= exp

(
−GB

kT

)
. (7.34)

Before we discuss the correct expression for the correlation factor of solute
diffusion, let us consider – as we did in the case of self-diffusion – an esti-
mate, which may provide a better understanding of the final result. Suppose
that a first solute-vacancy exchange has occurred. The crudest approxima-
tion for f2 takes into account only that vacancy trajectory which leads to an

3 Lidiard uses the word ‘frequency’ instead of rate. Frequency and rate have the
same dimension, but they are physically different. In the authors opinion, the
term ‘rate’ is more appropriate.
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immediate reversal of the first solute atom jump. The pertinent probability
expressed in terms of jump rates is

Pback ≈ ω2

ω2 + 4ω1 + 7ω3
, (7.35)

since the vacancy from its site next to the tracer can perform one ω2 jump,
four ω1 jumps, and seven ω3 jumps. Herewith, we get from Eqs. (7.29) and
(7.35) for the solute correlation factor

f2 ≈ 2ω1 + 7ω3/2
ω2 + 2ω1 + 7ω3/2

. (7.36)

This expression illustrates that a combination of vacancy jump rates enters
the correlation factor.

An exact expression for f2 was derived by Manning [15]:

f2 =
ω1 + 7F3ω3/2

ω2 + ω1 + 7F3ω3/2
. (7.37)

It has some similarity with the approximate relation. In Eq. (7.37) F3 is
the probability that, after a dissociation jump ω3, the vacancy will not
return to a neighbour site of the solute. F3 is sometimes called the es-
cape probability. It is illustrated in Fig. 7.5 as a function of the ratio
α = ω4/ω. Manning derived the following numerical expression for the escape
probability:

7F3(α) = 7 − 10α4 + 180.5α3 + 927α2 + 1341α

2α4 + 40.2α3 + 254α2 + 597α + 436
. (7.38)

When α goes to zero, no association of the vacancy-solute complex occurs
and we have F3 = 1. For ω = ω4 the escape probability is F3 = 0.7357. When
α goes to infinity, we have F = 2/7 (see Fig. 7.5). The correlation factor f2

is a function of all vacancy-atom exchange rates. We mention several special
cases:

1. For self-diffusion all jump rates are equal (when isotope effects are ne-
glected): ω = ω1 = ω2 = ω3 = ω4 and we get f2 = 0.7814. This value
agrees (as it should) with the value listed in Table 7.2.

2. If the vacancy-solute exchange is much slower than vacancy-solvent ex-
changes, i.e. for ω2 � ω1, ω3, . . ., the correlation factor tends towards
unity. Frequent vacancy-solvent exchanges randomise the vacancy posi-
tion before the next solute jump. Then, solute diffusion is practically
uncorrelated.

3. If vacancy-solute exchanges occur much faster than vacancy-solvent ex-
changes, i.e. for ω2 � ω1, ω3, . . ., the correlation factor tends to zero
and the motion of the solute atom is highly correlated. The solute atom
‘rattles’ frequently back and forth between two adjacent lattice sites.
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Fig. 7.5. Escape probabilities F3 for the fcc, bcc, and diamond structure. For fcc
and bcc lattices F3 is displayed as function of ω4/ω. For the diamond structure F3

is a function of ω4/ω5. After Manning [15]

4. Dissociation jumps ω3 are very unlikely for a tightly bound solute-vacancy
pair. Then, we get from Eq. (7.37)

f2 ≈ ω1

ω2 + ω1
. (7.39)

In this case the vacancy-solute pair can migrate as an entity via ω1 and
ω2-jumps. Such pairs are sometimes called ‘Johnson molecules’.

7.5.2 Body-Centered Cubic Solvents

The simplest model for vacancy-exchange rates of solute diffusion in a bcc
lattice is illustrated in Fig. 7.6. It distinguishes four jump rates: the solute-
vacancy exchange rate ω2, the dissociation rate ω3, the association rate ω4,
and the vacancy-solvent exchange rate ω. As in the case of the fcc lattice,
the rates ω3 and ω4 are related via the detailed balancing relation Eq. (7.34).
In contrast to the fcc lattice, the bcc structure has no lattice sites which are
simultaneously nearest neighbours to both the solute atom and the vacancy of
a solute-vacancy pair. Hence an analogue to the rotation rate in the fcc lattice
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Fig. 7.6. ‘Four-frequency model’ of solute diffusion in the bcc lattice

does not exist in the bcc lattice. According to Manning [15] the correlation
factor for solute diffusion can be written as

f2 =
7ω3F3

2ω2 + 7ω3F3
, (7.40)

where the escape probability F3(α) is given by

7F3(α) =
528.4 + 779.03α + 267.5α2 + 24α3

75.50 + 146.83α + 69.46α2 + 8α3
(7.41)

illustrated in Fig. 7.5. The ratio α = ω4/ω has the same meaning as for the
fcc case.

More sophisticated models for solute diffusion in bcc metals are available
in the literature (see, e.g., [16]), which we will, however, not describe here.
They take into account different solute-vacancy interactions for nearest and
next-nearest solute-vacancy pairs and then also several additional dissociation
and association jump rates.

7.5.3 Diamond Structure Solvents

In the diamond structure one usually considers the following vacancy-jump
rates (see Fig. 7.7): ω2 for exchange with the solute, ω3 for vacancy jumps
from first to second-nearest neighbours of the solute, ω4 for the reverse jump
of ω3, ω5 for jumps from second- to third- or fifth-nearest neighbours of the
solute, and ω for jumps originating at third-nearest neighbours or further
apart from the solute. Manning [15] derived the following expression for the
correlation factor

f2 =
3ω3F3

2ω2 + 3ω3F3
(7.42)
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Fig. 7.7. ‘Five frequency model’ for jump rates in the diamond structure. ω2:
jump rate of vacancy-tracer exchange, ω3 (ω4): jump rate of vacancy jump from
first (second) to second (first) nearest neighbour of solute atom, ω5: jump rate of
vacancy jump from second to third nearest neighbour of tracer

where the escape probability

F3(α) =
2.76 + 4.93α + 2.05α2

2.76 + 6.33α + 4.52α2 + α3
(7.43)

is a function of the ratio α = ω4/ω5. For self-diffusion, all frequencies are
identical, F3 = 2/3 and f2 agrees with the value 1/2 of Table 7.2. When α
goes to zero, F3 goes to unity. In the other limit where α goes to infinity, F3

goes to zero (see Fig.7.5).
Additional complexity can arise in semiconducting solvents, when solute

and vacancy carry electrical charges. In contrast to metallic solvents, where
the solute-vacancy interaction is short-ranged, the Coulomb interaction can
modify the vacancy behaviour over larger distances in the surroundings of
a charged solute.

7.6 Concluding Remarks

Nowadays, a number of methods for calculating correlation factors are avail-
able: Compaan and Haven developed an analogue simulation method based
on the similarity between Fick’s and Ohm’s law [20, 21]. A matrix method
was proposed by Mullen [22], generalised by Howard [23], and revisited by
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Bakker [24]. A rather elegant method based on Laplace and Fourier trans-
forms was developed by Benoist et al. [25]. Koiwa [26] designed a ma-
trix method for return probabilities. Reviews among others were provided
by Le Claire [27], Mehrer [28], and in appropriate chapters of textbooks
by Manning [29], Allnatt and Lidiard [30], and by Murch [31]. Monte
Carlo simulations were introduced by Murch and coworkers [32, 33]. Mean-
while Monte Carlo methods and combinations between analytical schemes
and Monte Carlo simulations play an important rôle in the calculations of
correlation factors. For a recent example see, e.g., [34].

Correlation factors of self-diffusion in elements and in the sublattice of
compounds are often well-defined numbers. For a given lattice they are char-
acterstic of a certain diffusion mechanism as indicated in Table 7.2. Often
the ‘rule of thumb’ permits already a good guess.

Correlation factors for substitutional solutes are temperature-dependent.
The reason is that each vacancy-atom exchange rate is temperature depen-
dent according to

ωi = ν0
i exp

(
−GM

i

kBT

)
. (7.44)

In Eq. (7.44) the quantity GM
i denotes the Gibbs free energy of activation

for jump ωi and ν0
i is the pertaining attempt frequency. At a first glance,

the temperature dependence of f2 looks rather complex. However, in a cer-
tain temperature interval it can always be approximated by an Arrhenius
expression

f2 ≈ f0
2 exp

(
− C

kT

)
, (7.45)

where C is the ‘activation enthalpy of the correlation factor’ and f0
2 some

temperature-independent number. The correlation factor enters the expres-
sion for the solute diffusivity, D2, as a multiplier. Therefore, the activation
enthalpy of the correlation factor will contribute to the total activation en-
thalpy of solute diffusion (see Chaps. 8 and 19).

The correlation factors of solute diffusion in fcc, bcc, and diamond lattices
have the following mathematical form, called ‘impurity form’, in common:

f2 =
u

ω2 + u
. (7.46)

The quantity u depends on vacancy-solvent exchange rates only and not on
the vacancy-solute exchange rate ω2. This should be remembered, when we
discuss isotope effects of diffusion in Chap. 9.

We stress once more that Eq. (7.29) has been derived for a vacancy mech-
anism in a cubic coordination lattice with one type of jumps. Equation (7.29)
is valid, when the defect-tracer complex contains at least a twofold rotation
axis [20]. This is indeed the case for vacancy-tracer pairs in cubic coordi-
nation lattices. These condition are, however, violated for divacancy-tracer
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complexes in cubic crystals and for monovacancy-tracer complexes in non-
cubic lattices. For generalisations of Eq. (7.29) to non-cubic lattices and to
more complex diffusion mechanisms the reader should consult the literature
cited at the entrance to this section.

We also remind the reader that our discussion of correlation effects has
been limited to pure solids, very dilute alloys and to low defect concentrations.
There are a number of solid compounds with high disorder in (at least)
one of their sublattices. Examples are non-stoichiometric compounds with
structural vacancies, certain concentrated interstitial alloys, and fast ion-
conductors such as silver iodide. Such compounds can be viewed as solids
with high apparent defect concentrations. Then the encounter model is no
longer useful. In addition ‘defects’ may interact and correlation effects tend
to be magnified and become highly temperature dependent.

In the last two decades or so intermetallic compounds have attracted
considerable interest because of the substantial technological importance of
some intermetallics such as aluminides and silicides. Correlation effects in
intermetallic compounds are complicated by the fact that at least two sub-
lattices are involved. In addition, several diffusion mechanisms have been
suggested. Examples are the six-jump cycles of vacancies, the triple defect
mechanism in B2 lattices, migration of minority atoms as antisite atoms in the
majority sublattice of L12 and D03 structures, diffusion by intra-sublattice
jumps of vacancies (see Chap. 20). Along with the growth in computational
materials science, a number of computer simulations of atomic transport in
intermetallics have been performed. The progress with analytical and ran-
dom walk calculations of correlation effects for diffusion in intermetallics is
reviewed by Belova and Murch [35]. Atomistic computer simulations of
diffusion mechanisms using molecular dynamics methods are reviewed by
Mishin [36].
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8 Dependence of Diffusion on Temperature

and Pressure

So far, nothing has been said about the dependence of diffusion upon thermo-
dynamic variables such as temperature, pressure, and composition. Diffusion
in solids generally depends rather strongly on temperature, being low at low
temperatures but appreciable at high temperatures. In an Arrhenius diagram
the logarithm of the diffusivity is plotted versus the reciprocal absolute tem-
perature. The wide range of diffusivities and activation parameters, which
can occur in a solid is illustrated in the Arrhenius diagram of Fig. 8.1, where
diffusion coefficients for various elements in lead are displayed. The ‘spec-
trum’ of diffusivities covers many orders of magnitude from the very fast
diffusion of copper to the rather slow self-diffusion of lead. For semiconduc-
tors, an even wider spectrum of foreign atom diffusivities has been reported
(see Chap. 24).

The variation of the diffusion coefficient with pressure, at least for pres-
sures accessible in laboratory devices, is far less striking than that with tem-
perature. Usually, the diffusivity decreases with pressure not more than a fac-
tor of ten for pressures of 1GPa (104 bar). The variation of the diffusivity with
composition can range from the very slight to significant. Examples of the
influence of composition on diffusion can be found in Parts III to VI of this
book. In this chapter, we concentrate on the dependence of the diffusivity on
temperature and pressure.

8.1 Temperature Dependence

8.1.1 The Arrhenius Relation

The temperature dependence of diffusion coefficients is frequently, but by no
means always, found to obey the Arrhenius formula

D = D0 exp
(
−∆H

kBT

)
. (8.1)

In Eq. (8.1) D0 denotes the pre-exponential factor also called the frequency
factor, ∆H the activation enthalpy of diffusion1, T the absolute temperature,
1 In the literature the symbol Q is also used instead of ∆H .
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Fig. 8.1. Arrhenius plot of diffusion for various elements in Pb; activation param-
eters from [1]

and kB the Boltzmann constant. Both ∆H and D0, are called the activation
parameters of diffusion2. The activation enthalpy of a diffusion process

∆H = −kB
∂ lnD

∂(1/T )
(8.4)

corresponds to the negative slope of the Arrhenius diagram. For a tempera-
ture-independent activation enthalpy, the Arrhenius diagram is a straight
line with slope −∆H/kB. The intercept of the extrapolated Arrhenius line

2 Equation (8.1) is also written as

D = D0 exp

„
−∆H

RT

«
, (8.2)

where R denotes the gas constant. Then,

R = NAkB = 8.3145 × 10−3 kJ mol−1 K−1 (8.3)

with NA denoting the Avogadro number. The activation enthalpy ∆H is either
measured in SI units kJmol−1 K−1 or in eV per atom. Note that 1 eV per atom
= 96.472 kJmol−1.
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for T−1 ⇒ 0 yields the pre-exponential factor D0. It can usually be written
as

D0 = gfν0a2 exp
(

∆S

kB

)
, (8.5)

where ∆S is called the diffusion entropy, g is a geometrical factor, f is the
correlation factor, ν0 is the attempt frequency, and a some lattice parameter.
Combining Eqs. (8.1) and (8.5) we can write

D = gfν0a2 exp
(

∆S

kB

)
exp

(
−∆H

kBT

)
= gfν0a2 exp

(
− ∆G

kBT

)
. (8.6)

On the right-hand side of Eq. (8.6), the Gibbs free energy of activation

∆G = ∆H − T∆S (8.7)

has been introduced to combine the activation enthalpy and entropy. Ther-
modynamics tells us that

∂∆H

∂T
= T

∂∆S

∂T
. (8.8)

Thus, the temperature variations of enthalpy and entropy are coupled. If ∆H
is temperature independent, this must hold for ∆S as well and vice versa.

Activation parameters for diffusion in metals and alloys can be found in
the data collection edited by the present author [1] and for semiconductors
and other non-metallic materials in a collection edited by Beke [2].

The physical interpretation of the activation parameters ∆H and of D0

depends on the diffusion mechanism, on the type of diffusion process, and
on the lattice geometry. Simple Arrhenius behaviour should not, however, be
assumed to be universal. Departures from it may arise for reasons which range
from fundamental aspects of the mechanisms of atomic migration (multiple
mechanisms, multiple jump vectors, . . . ) to effects associated with impurities
and/or with microstructural features such as grain boundaries or dislocations.
In this chapter, we consider lattice diffusion. Diffusion along high-diffusivity
paths is the subject of Chaps. 31 and 32.

If several diffusion mechanisms with diffusion coefficients DI , DII , . . . and
activation parameters ∆HI , ∆HII , . . . and D0

I , D0
II , . . . contribute to the

total lattice diffusivity, D, we have

D = DI +DII + . . . = D0
I exp

(
−∆HI

kBT

)
+D0

II exp
(
−∆HII

kBT

)
+ . . . . (8.9)

In such cases, the Arrhenius diagram will show an upward curvature. With
increasing (decreasing) temperature the contribution of the process with the
highest (lowest) activation enthalpy becomes more and more important. The
activation enthalpy defined by Eq. (8.4) is then an effective (or apparent)
value
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∆Heff = ∆HI
DI

DI + DII + . . .
+ ∆HII

DII

DI + DII + . . .
+ . . . , (8.10)

which represents a weighted average of the individual activation enthalpies.
A well-studied example is self-diffusion in metals. Compared with divacancies
(index: 2V), usually the monovacancy mechanism (index: 1V) is the dominat-
ing contribution to self-diffusion in fcc metals at temperatures below about
2/3 of the melting temperature since ∆H1V < ∆H2V . At higher temper-
atures divacancies contribute with a magnitude that varies from metal to
metal (see [3, 4] and Chap. 17).

8.1.2 Activation Parameters – Examples

In what follows, we consider explicitly the physical interpretation of the acti-
vation parameters for three examples, all concerning cubic lattices: interstitial
diffusion, self-diffusion via vacancies, and solute diffusion in a dilute substi-
tutional alloy.

For direct interstitial diffusion (see Chap. 6) in a dilute interstitial
alloy an unoccupied interstice is available next to the jumping atom. Random
walk theory of Chap. 4 tells us that the diffusivity of solute interstitials can
be written as

D = ga2ω = ga2ν0 exp
(
− GM

kBT

)
, (8.11)

where g is a geometrical factor, a the lattice parameter, and ω the jump rate
to a neighbouring interstitial site. For octahedral interstitials in the fcc lattice
we have g = 1 and in the bcc lattice g = 1/6.

As discussed in Chap. 5, the Gibbs free energy of migration GM – the
major parameter in the jump rate ω – can be separated according to

GM = HM − TSM , (8.12)

where HM denotes the enthalpy and SM the entropy of migration of the
interstitial solute. Comparing Eqs. (8.1) and (8.11), the activation parameters
of interstitial diffusion have the following meaning:

∆H ⇒ HM and ∆S ⇒ SM . (8.13)

Direct interstitial diffusion is the simplest diffusion process. The enthalpy and
entropy of diffusion are identical with the pertinent migration quantities of
the interstitial. Activation enthalpies of interstitial diffusers, such as H, C, N,
and O in metals, tend to be fairly low since no defect formation enthalpy is
required. For the same reason, interstitial diffusion is a much faster process
than self- or substitutional solute diffusion.

Self-diffusion and diffusion of substitutional solutes (impurities)
are defect-mediated. The diffusivity is, in essence, a product of geometrical



8.1 Temperature Dependence 131

terms ga2, a correlation factor (f for self-diffusion or f2 for impurity diffusion)
and of the atomic jump rate (Γ for self-diffusion or Γ2 for impurity diffusion):

D = fga2Γ (self-diffusion), D2 = f2ga2Γ2 (impurity diffusion) . (8.14)

In the case of self-diffusion, the defect availability equals the equilibrium
site fraction of the defect, Ceq

D , discussed in Chap. 5. For a monovacancy
mechanism in an elemental crystal, we have Ceq

D ≡ Ceq
1V . The jump rate of

a self-atom can be written as

Γ = Ceq
D ω = gD exp

(
− GF

D

kBT

)
ω , (8.15)

where ω denotes the defect jump rate. On the right-hand side of Eq. (8.15),
the expression for the equilibrium fraction of defects from Chap. 5 has been
inserted with the Gibbs free energy of defect formation GF

D. gD is a geometric
factor depending on the lattice geometry and the type of the defect. For
monovacancies in a monoatomic solid gD = 1. For self-interstitials in 〈100〉-
dumbbell configuration in an fcc crystal gD = 3.

For solute diffusion in a very dilute substitutional alloy (often denoted as
impurity diffusion) the Lomer relation Eq. (5.31) from Chap. 5 describes the
defect-availability, p, on a site adjacent to a solute. We then find for the jump
rate of a substitutional impurity:

Γ2 = pω2 = Ceq
D exp

(
GB

kBT

)
ω2 = gD exp

(
−GF

D − GB

kBT

)
ω2 . (8.16)

GB denotes the Gibbs free energy of binding between defect and solute and
ω2 the defect-solute exchange rate. The quantity GF

D − GB is the Gibbs free
energy of defect formation on a site adjacent to the solute. For an attractive
interaction (GB > 0) the defect availability p is enhanced whereas for a re-
pulsive interaction (GB < 0) it is reduced compared to the equilibrium defect
concentration in the pure host lattice. As usual, GB can be decomposed ac-
cording to GB = HB − TSB, where HB is the binding enthalpy and SB the
binding entropy (see Chap. 5).

The Gibbs free energies of the defect-mediated jumps can be separated
into the enthalpic and entropic terms according to:

GM = HM − TSM (self-atom), GM
2 = HM

2 − TSM
2 (impurity). (8.17)

GM is the Gibbs free energy of motion for an exchange of the self-atom with
the defect in a pure solvent. GM

2 is the barrier for an exchange-jump between
impurity and defect (e.g., a vacancy). Then, the exchange jump rates read
either

ω = ν0 exp
(
− GM

kBT

)
= ν0 exp

(
SM

kB

)
exp

(
−HM

kBT

)
, (8.18)
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or

ω2 = ν0
2 exp

(
− GM

2

kBT

)
= ν0

2 exp
(

SM
2

kB

)
exp

(
−HM

2

kBT

)
, (8.19)

where ν0, ν0
2 denote the corresponding attempt frequencies. Usually, the De-

bye frequency of the lattice is an adequate approximation for the attempt
frequencies. Of course, values of the Gibbs energies, enthalpies, and entropies
of motion depend on the defect involved and on the material considered.

Inserting the expressions of f and Γ or f2 and Γ2 into Eq. (8.14), we
arrive at the following activation parameters:

– For self-diffusion via one type of defect (subscript D) we get

∆H ⇒ HF
D + HM

D and ∆S ⇒ SF
D + SM

D . (8.20)

The activation enthalpy (entropy) of self-diffusion equals the sum of the
formation and migration enthalpies (entropies) of the diffusion-mediating
defect. For a monovacancy we have ∆H = HF

1V + HM
1V .

– For solute diffusion in a dilute substitutional alloy the activation enthalpy
is a more slightly complex quantity. Combining Eqs. (8.4), (8.14), and
(8.16) we get

∆H2 ⇒ HF
D − HB + HM

2 + C . (8.21)

The correlation term
C = −kB

∂ ln f2

∂(1/T )
(8.22)

arises from the temperature dependence of the correlation factor f2 of im-
purity diffusion (see Chap. 7). The quantity HF

D−HB is the formation en-
thalpy of the defect-impurity complex and HM

2 the barrier for a impurity-
defect exchange. Depending on the various contributions, the activation
enthalpy of substitutional impurity diffusion, ∆H2, can be higher or lower
than the activation enthalpy of self-diffusion (see Chap. 19).

8.2 Pressure Dependence

The effect of hydrostatic pressure p on diffusion can easily be recognised from
the Arrhenius expression Eq. (8.6). A variation of the diffusivity with pressure
is largely due to the fact that the Gibbs free energy of activation varies with
pressure according to

∆G = ∆H − T∆S = ∆E − T∆S + p∆V . (8.23)

Here ∆E denotes the activation energy (∆E is the change in internal energy)
and ∆V the activation volume of diffusion. Thermodynamic tells us that

∆V =
(

∂∆G

∂p

)
T

. (8.24)
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Equation (8.24) can be considered as the definition of the activation volume.
A comprehensive characterisation of a diffusion process requires informa-

tion about three activation parameters, namely:

∆E, ∆S, and ∆V .

The activation energy ∆E and the entropy ∆S are usually well appreciated
in the diffusion literature, whereas the activation volume ∆V is often a ‘for-
gotten’ parameter. Activation enthalpy and activation energy are related via

∆H = ∆E + p∆V . (8.25)

The term p∆V can be significant at high pressures. At ambient pressure, it
is almost negligible for solids. Then ∆E ≈ ∆H and activation energy and
activation enthalpy are synonymous.

Equations (8.6) and (8.24) show that the activation volume can be ob-
tained from measurements of the pressure dependence of the diffusion coeffi-
cient at constant temperature via

∆V = −kBT ·
(

∂ lnD

∂p

)
T

+ kBT · ∂ ln
(
fa2ν0

)
∂p︸ ︷︷ ︸

corr. term

. (8.26)

As an example, Fig. 8.2 shows the self-diffusion coefficient of gold as a function
of pressure at constant temperature. The slope of the logarithm of D as
a function of p corresponds to the first term of Eq. (8.26). The second term
on the right-hand side of Eq. (8.26) is a correction term. It can be estimated
from the isothermal compressibility κT and the Grüneisen constant γG [5–7]:

corr. term ≈ kBTκT γG . (8.27)

Estimates for the correction terms on the basis of Eq. (8.27) lead to small
corrections in the range of 0.01 to 0.03 Ω, where Ω denotes the atomic volume.
Often the correction term can be neglected within the experimental accuracy.
In the case of Fig. 8.2, the activation volume is ∆V = 0.76 Ω.

If several mechanisms with diffusivities DI , DII , . . . operate simultane-
ously (see Eq. 8.9), measurements of the pressure dependence give an effective
activation volume

∆Veff = ∆VI
DI

DI + DII + . . .
+ ∆VII

DII

DI + DII + . . .
+ . . . , (8.28)

which is a weighted average of the activation volumes of the individual ac-
tivation volumes ∆VI , ∆VII , . . . . Since the relative contributions of several
mechanisms vary with temperature (and pressure) the effective activation
volume is temperature (and pressure) dependent.

Activation volumes of ionic conduction (see Chaps. 26 and 27) can be de-
termined from the pressure dependence of the dc conductivity, σdc, according
to
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Fig. 8.2. Pressure dependence of 198Au diffusion in Au single crystals at constant
temperature according to Werner and Mehrer [11]. Ω denotes the atomic volume
of Au

∆Vσ ≈ −kBT
∂ lnσdc

∂p
. (8.29)

The atomistic meaning of ∆Vσ depends on the type of the ion-conducting
material, on the type of disorder (Frenkel or Schottky disorder), and on the
temperature region studied (intrinsic or extrinsic region). Examples are dis-
cussed below.

There are good reasons why the study of pressure effects has consumed
energies of many researcher in the past. First, a thorough understanding of
diffusion requires knowledge about the influence of pressure on the diffusivity.
Second, in favourable cases the value of ∆V itself, its magnitude and sign,
can throw light on the mechanism(s) of diffusion that is (are) operating (see
below). Some selected values for activation volumes are listed in Table 8.1.
For elemental crystals the unit is the atomic volume Ω; for compounds the
unit is the molar volume Vm. For a comprehensive collection of activation
volumes for metals and alloys available until 1990 the reader is referred to
Chap. 10 in [1]. A more recent review about the effects of pressure on self-
and solute diffusion in metals and semiconductors is given in [6].

The microscopic interpretation of the activation volume ∆V depends on
the mechanism of diffusion as it also does for ∆H and ∆S. As discussed in
Chap. 6, self-diffusion in crystalline solids is mediated by defects. In metals,
monovacancies dominate self-diffusion at low and moderate temperatures,
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Table 8.1. Activation volumes of diffusion and ionic conduction; in units of the
atomic volume Ω for elements; in units of the molar volume Vm for compounds.

Diffusion process ∆V/Ω or ∆V/Vm Reference

Cu self-diffusion +0.93 to +1.09 Beyeler and Adda [8]
Ag self-diffusion +0.66 to +0.88 Beyeler and Adda [8],

Rein and Mehrer [9]
Au self-diffusion +0.72 to +0.75 Dickerson et al. [10],

Beyeler and Adda [8]
Werner and Mehrer [11],
Rein and Mehrer [9]

Na self-diffusion +0.4 to +0.75 Mundy [12]

Ge diffusion in silicon -0.68 to -0.28 Södervall et al. [15],
Aziz et al. [16]

N in α-iron +0.05 Bosman et al. [13]
C in α-iron -0.08 to -0.02 Bosman et al. [14]

Al self-diffusion +1.29 Beyeler and Adda [8]

Ge in Al +1.16 to + 1.24 Thürer et al. [17]
Zn in Al +0.74 to +1.09 Erdelyi et al. [18]
Mn in Al +1.67 Rummel et al. [19]
Co in Al +1.64 to 1.93 Rummel et al. [19]

Schottky pair formation:
V F

SP

1.63 for KBr
2.04 for NaCl
1.23 for KBr
1.37 for NaBr

Yoon and Lazarus [22]

Cation migration:
V M

VC

0.21 for KCl
0.26 for NaCl
0.25 for KBr
0.25 for NaBr

Yoon and Lazarus [22]

Intrinsic conduction:
V M

VC
+ V F

SP /2
1.03 for KCl
1.28 for NaCl
0.87 for KBr
0.93 for NaBr

Yoon and Lazarus [22]

Ag ion conduction
α-AgI ≈ 0 Mellander [23]

whereas divacancies contribute to some extent as temperatures approach the
melting temperature. Self-interstitials are important, for example, in silicon.
In what follows, we illustrate the activation volumes for various mechanisms.

8.2.1 Activation Volumes of Self-diffusion

For a defect mechanism of self-diffusion the Gibbs free energy of activation
is composed of a formation (superscript F) and a migration (superscript M)
term (see Sect. 8.1):
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∆G = GF
D + GM

D . (8.30)

Considering Eq. (8.24) it is obvious that the activation volume is also com-
posed of a formation volume, V F

D , and a migration volume, V M
D , of the

diffusion-mediating defect according to

∆V = V F
D + V M

D . (8.31)

The formation volume of a monovacancy is illustrated in Fig. 8.3.
The left-hand side of the figure indicates a vacancy in a ‘rigid’ lattice. Without
relaxation the volume of the crystal would increase by one atomic volume Ω.
The situation illustrated on the right-hand side corresponds to a vacancy
with some relaxation of the neighbouring atoms. This picture indicates for
the formation volume of a monovacancy:

V F
1V = +Ω − Vrel,1V . (8.32)

Usually, inward relaxation is found, which implies that the formation volume
of the vacancy V F

1V is somewhat smaller than Ω as the relaxation volume
Vrel,1V is positive. The amount and sign of relaxation depend on the material.

The formation volume of a divacancy encompasses the increase of
the crystal volume due to the creation of two new lattice sites minus the
relaxation volume Vrel,2V :

V F
2V = +2Ω− Vrel,2V . (8.33)

The formation volume of the divacancy is larger than that of a monovacancy,
i.e. V F

2V > V F
1V . For a material in which diffusion is mediated by mono-

and divacancies the total activation volume increases as the relative diva-
cancy contribution to the total diffusivity increases with temperature (see
Chap. 17).

The formation volume of a self-interstitial is illustrated in Fig. 8.4.
Without relaxation the formation of a self-interstitial would decrease the
crystal volume by one atomic volume. On the other hand, the formation of
a self-interstitial causes (considerable) outward relaxation of the surrounding
lattice.

Fig. 8.3. Schematic illustration of the formation volume of a vacancy
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Fig. 8.4. Illustration of the formation volume of a self-interstitial

Fig. 8.5. Illustration of the migration volume. Upper part: interstitial migration.
Lower part : vacancy migration

V F
I = −Ω + Vrel,I . (8.34)

Whether V F
I is positive or negative depends on the amount of outward relax-

ation. If the relaxation volume Vrel,I is positive and larger than one atomic
volume – as is the case for close-packed metals [20] – the formation volume
is positive. For a less densely packed structure such as silicon, a negative
formation volume of a self-interstitial can be expected.

The migration volume of an atom (or of a defect) refers to the volume
change when the jumping atom is transferred from its equilibrium position
to the saddle-point position. Its illustration is a somewhat ‘dangerous’ pro-
cedure. The jump event occurs in a short time interval of about 10−12 s.
During this short period a complete relaxation of the saddle-point configu-
ration cannot occur because atomic displacements in a solid proceed by the
velocity of sound. Nevertheless, with some precaution Fig. 8.5 may serve as
an illustration of the migration volume.
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Fig. 8.6. Activation volumes for self-diffusion in Au versus temperature: trian-
gles [8], square [9], full circles [11]

The migration volume of a vacancy in close-packed metals is fairly small.
Experimental values around V M = 0.15 Ω have been reported for Au. These
value were determined by studying the effect of hydrostatic pressure on the
annealing rate of vacancies, which had been produced by quenching Au wires
from high temperatures [21]. Similar numbers are reported for Pt. These val-
ues suggest that the major part of the activation volume of vacancy-mediated
self-diffusion in metallic elements (see Table 8.1) must be attributed to the
formation volume.

Figure 8.6 shows the activation volumes ∆V for self-diffusion of Au be-
tween about 600K and the melting temperature TM . ∆V is almost inde-
pendent of temperature indicating that a single mechanism dominates in
the whole temperature range. For Au this is the monovacancy mechanism.
Values between 0.6 and 0.9 Ω are typical for vacancy-mediated diffusion in
close-packed metals such as Cu, Ag, and Au (see Table 8.1). For silver, an in-
crease of the activation volume from about 0.6 to 0.9 Ω has been reported [6,
9] and taken as evidence for the simultaneous action of mono- and divacancies
(see Chap. 17).

A comparison between the activation volumes of self-diffusion of noble
metals and of sodium indicates (see Table 8.1) that the relaxation around
a vacancy is more pronounced for bcc metal. Negative activation volumes
between about −0.6Ω and −0.3Ω have been reported for the diffusion of Ge
in silicon (see Table 8.1). Solute diffusion of Ge in silicon is very similar to
Si self-diffusion and Ge diffuses by the same mechanism as Si. Negative acti-
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vation volumes are considered as evidence (among others) for self-interstitial
mediated diffusion in silicon (see [6, 15] and Chap. 23).

8.2.2 Activation Volumes of Solute Diffusion

For diffusion of interstitial solutes no defect formation term is required.
Then, from Eqs. (8.11) and (8.24) the activation volume is

∆V = V M , (8.35)

where V M is the migration volume of the interstitial solute. As already men-
tioned, ‘small’ atoms such as C, N, and O in metals diffuse by this mechanism.
The effect of pressure was studied for C and N in α-Fe, for C in Co and for
C in Ni and for N and O diffusion in V (for references see Chap. 10 in [1]).
Interstitial diffusion is characterised by small values of the activation volume.
For example, for C and N diffusion in α-iron small values between -0.08 and
+0.05 Ω were reported (see Table 8.1). This implies that interstitial diffusion
is only very weakly pressure dependent.

Diffusion of substitutional impurities is mediated by vacancies. Ac-
cording to Sect. 8.1 the diffusivity can be written as

D2 = ga2ν0 exp
(
−GF

1V − GB

kBT

)
exp

(
−HM

2

kBT

)
f2 , (8.36)

where GB is the Gibbs ebergy of binding between solute and vacancy. HM
2

denotes the activation enthalpy for defect-impurity exchange and f2 the corre-
lation factor of impurity diffusion. Using Eq. (8.24), we get for the activation
volume of solute diffusion:

∆V2 = V F
1V − V B + V M

2 −kBT
∂ ln f2

∂p︸ ︷︷ ︸
C2

. (8.37)

The term V F
1V −V B represents the formation volume of the impurity-vacancy

pair. It is different from the formation volume of the vacancy in the pure sol-
vent due to the volume change V B associated with pair formation. V M

2 is
the migration volume of the vacancy-solute exchange, which in general is
different from the migration volume V M

1V of the vacancy in the pure matrix.
Finally, the term C2 arises from the pressure dependence of the solute cor-
relation factor. V M

2 + C2 can be interpreted as the migration volume of the
solute-vacancy complex.

The activation volumes for various solutes in aluminium listed in Ta-
ble 8.1 show a considerable variation. As we shall see in Chap. 19, transition
metal solutes are slow diffusers, whereas non-transition elements are normal
diffusers in Al. Self-diffusion in Al has been attributed to the simultaneous
action of mono- and divacancies and a similar interpretation is tenable for the
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diffusion of non-transition elements such as Zn and Ge. On the other hand,
transition elements in Al have high activation enthalpies and entropies of
diffusion, which can be attributed to a repulsive interaction between vacancy
and solute (see Chapt 19). The high activation volumes for the transition met-
als diffusers Mn and Co indicate large formation and/or migration volumes
of the solute-vacancy complex [6].

8.2.3 Activation Volumes of Ionic Crystals

The pressure dependence of the ionic conductivity has been studied in sev-
eral alkali halide crystals (KCl, NaCl, NaBr, KBr) with Schottky disorder
by Yoon and Lazarus [22]. These crystals consist of sublattices of cations
(index C) and anions (index A). In the intrinsic region, i.e. at high temper-
atures, cation and anion vacancies, VC and VA, are simultaneously present
in equal numbers (Schottky pairs). In the extrinsic region of crystals, doped
with divalent cations, additional vacancies in the cation sublattice are formed
to maintain charge neutrality (see Chaps. 5 and 26):

(i) In the intrinsic region the conductivity is due to Schottky pairs. The
formation volume of Schottky pairs is

V F
SP = V F

VC
+ V F

VA
, (8.38)

where V F
VC

and V F
VA

denote the formation volumes of cation and anion
vacancies, respectively. The following values for the formation volume of
Schottky pairs have been reported [22] in units cm3 mol−1:

V F
SP : 61 ± 9 for KCl, 55 ± 9 for NaCl, 54 ± 9 for KBr, 44 for NaBr.

(ii) In the extrinsic region the conductivity is dominated by the motion
of cation vacancies because anion vacancies are less mobile. Thus, from
the pressure dependence of the conductivity one obtains the migration
volume of the cation vacancy, V M

VC
. The following values have been re-

ported [22]:

V M
VC

:8 ± 1 for KCl, 11± 1 for NaCl, 11 ± 1 for KBr, 8 ± 1 for NaBr.

Due to the higher mobility of cation vacancies the activation volume of
the ionic conductivity in the intrinsic region, ∆Vσ, is practically given by

∆Vσ = V F
SP /2 + V M

VC
. (8.39)

In principle, anion vacancies also contribute to the conductivity (see
Chap. 26). However, as the anion component of the total conductivity
is usually small this contribution has been neglected in Eq. (8.39).

A comparison between activation volumes in metals and ionic crystals with
Schottky disorder may be useful. In units of the molar volumes of the crystals,
Vm, the activation volumes of the ionic conductivity in the intrinsic region
are:
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∆Vσ:1.03 Vm for KCl, 1.28 Vm for NaCl, 1.23 Vm for KBr, 1.37 Vm for NaBr.

The activation volumes for intrinsic ionic conduction, which is due to the
motion of vacancies, are of the order of one molar volume. These values are
similar to activation volumes of self-diffusion in close-packed metals, where
the activation volume is also an appreciable fraction of the atomic volume
of the material (see above). In contrast, the migration volumes of cation
vacancies are smaller:

V M
VC

:0.21 Vm for KCl, 0.26 Vm for NaCl, 0.25 Vm for KBr, 0.25 Vm for NaBr.

These values indicate a further similarity between metals and ionic crystals.
In both cases, the migration volumes of vacancies are only a small fraction
of the atomic (molar) volume.

The α-phase of silver iodide is a typical example of a fast ion conductor
(see Chap. 27). The immobile I− ions form a body-centered cubic sublattice,
while no definite sites can be assigned to the Ag+ ions. In the cubic unit cell 42
sites are available for only two Ag+ ions. Because of these structural features,
Ag+ ions are easily mobile and no intrinsic defect is needed to promote their
migration. The pressure dependence of the dc conductivity in α-AgI was
studied up to 0.9GPa by Mellander [23]. The activation volume is 0.8 to
0.9 cm3 mol−1. This very low value can be attributed to the migration of Ag+

ions, confirming the view that migration volumes are small.

8.3 Correlations between Diffusion and Bulk Properties

Thermodynamic properties of solids such as melting points, heats of melting,
and elastic moduli reflect different aspects of the lattice stability. It is thus
not surprising that the diffusion behaviour correlates with thermodynamic
properties. Despite these correlations, diffusion remains a kinetic property
and cannot be based solely on thermodynamic considerations. In this sec-
tion, we survey some correlations between self-diffusion parameters and bulk
properties of the material. These relationships, which can be qualified as ‘en-
lightened empirical guesses’, have contributed significantly to the growth of
the field of solid-state diffusion. The most important developments in this
area were: (i) the establishment of correlations between diffusion and melting
parameters and (ii) Zener’s hypothesis to relate the diffusion entropy with
the temperature dependence of elastic constants. These old and useful corre-
lations have been re-examined by Brown and Ashby [24] and by Tiwari
et al. [25].

8.3.1 Melting Properties and Diffusion

Diffusivities at the Melting Point: The observation that the self-diffusi-
vity of solids at the melting point, D(Tm), roughly equals a constant is an old
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one, dating back to the work of van Liempt from 1935 [27]. But it was not
until the mid 1950s that enough data of sufficient precision were available
to recognise that D(Tm) is only a constant for a given structure and for
a given type of bonding: the bcc structure, the close-packed structures fcc
and hdp, and the diamond structured elements all differ significantly. As
data became better, additional refinements were added: the bcc metals were
subdivided into two groups each with characteristic values of D(Tm) [26];
also alkali halides were seen to have a characteristic value of D(Tm) [31].
Figure 8.7 shows a comparison of self-diffusion coefficients extrapolated to the
melting point for various classes of crystalline solids according to Brown and
Ashby [24]. The width of the bar is either twice the standard deviation of the
geometric mean, or a factor of four, whichever is greater. Data for the solidus
diffusivities of bcc and fcc alloys coincide with the range shown for pure
metals. It is remarkable that D(Tm) varies over about 6 orders of magnitude,
being very small for semiconductors and fairly large for bcc metals.

At the melting temperature Tm according to Eq. (8.6) the self-diffusivity
is given by

D(Tm) = D0 exp
(
− ∆H

kBTm

)
= gfa2ν0 exp

(
∆S

kB

)
exp

(
− ∆H

kBTm

)
. (8.40)

The constancy of the diffusivity at the melting point reflects the fact that for
a given crystal structure and bond type the quantities D0 and ∆H/(kBTm)
are roughly constant:

Fig. 8.7. Self-diffusivities at the melting point, D(Tm), for various classes of crys-
talline solids according to Brown and Ashby [24]
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The pre-exponential factor D0 is indeed almost a constant. According
to Eq. (8.5) it contains the attempt frequency ν0, the lattice parameter a,
geometric and correlation factors, and the diffusion entropy ∆S. Attempt
frequencies are typically of the order of the Debye frequency, which lies in
the range of 1012 to 1013 s−1 for practically all solids. The diffusion entropy
is typically of the order of a few kB. Correlation factors and geometric terms
are not grossly different from unity.

The physical arguments for a constancy of the ratio ∆H/(kBTm) are
less clearcut. One helpful line of reasoning is to note that the formation of
a vacancy, like the process of sublimation, involves breaking half the bonds
that link an atom in the interior of the crystal to its neighbours; the enthalpy
required to do so should scale as the heat of sublimation, Hs. The migration
of a vacancy involves a temporary loss of positional order – it is somehow
like local melting – and involves an energy that scales as the heat of melting
(fusion), Hm. One therefore may expect

∆H

kBTm
≈ α

Hs

kBTm
+ β

Hm

kBTm
, (8.41)

where α and β are constants. The first term on the right-hand side contains
the sublimation entropy at the melting temperature, Ss = Hs/Tm; the second
term contains the entropy of melting, Sm = Hm/Tm. These entropy changes
are roughly constant for a given crystal structure and bond type; it follows
that ∆H/(kBTm) should be approximately constant, too.

Activation Enthalpy and Melting Properties: From practical consider-
ations, correlations between melting and activation enthalpy are particularly
useful. Figure 8.8 shows the ratio ∆H/(kBTm) for various classes of crys-
talline solids. It is approximately a constant for a given structure and bond
type. The constants defined in this way vary over a factor of about 3.5. The
activation enthalpy was related to the melting point many years ago [27–29].
These correlations have been reconsidered for metals and alloys by Brown
and Ashby [24] and for pure metals recently by Tiwari et al. [25]. The
activation enthalpy of diffusion is related via

∆H ≈ K1Tm (8.42)

to the melting temperature (expressed in Kelvin) of the host crystal. This
relation is called the van Liempt rule or sometimes also the Bugakov – van
Liempt rule [30].

One may go further by invoking the thermochemical rule of Trouton,
which relates the melting point of materials to their (nearly) constant entropy
of melting, Sm. Trouton’s rule, Sm = Hm/Tm ≈ 2.3 cal/mol = 9.63 J/mol,
allows one to replace the melting temperatuire in Eq. (8.42) by the enthalpy
of melting, Hm. Then, the van Liempt rule may be also expressed as

∆H ≈ K1

Sm
Hm ≡ K2Hm . (8.43)
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Fig. 8.8. Normalised activation enthalpies of self-diffusion, ∆H/(kBTm), for classes
of crystalline solids according to Brown and Ashby [24]

Fig. 8.9. Activation enthalpies of self-diffusion in metals, ∆H , versus melting
temperatures, Tm, according to Tiwari et al. [25]

K1 and K2 are constants for a given class of solids. Plots of Eqs. (8.42) and
(8.43) for metals are shown in Figs. 8.9 and 8.10. Values of the slopes for
metals are: K1 = 146 Jmol−1K−1 and K2 = 14.8 [25].

The validity of Eq. (8.42) has been demonstrated for alkali halides by
Barr and Lidiard [31]. For inert gas solids and molecular organic solids,
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Fig. 8.10. Activation enthalpies of self-diffusion in metals, ∆H , versus melting
enthalpies, Hm, according to Tiwari et al. [25]

the validity of Eqs. (8.42) and (8.43) has been established by Chadwick
and Sherwood [32].

The correlations above are based on self-diffusion, which is indeed the
most basic diffusion process. Diffusion of foreign elements introduces addi-
tional complexities such as the interaction between foreign atom and vacancy
and temperature-dependent correlation factors (see Chaps. 7 and 19). Corre-
lations between the activation enthalpies of self-diffusion and substitutional
impurity diffusion have been proposed by Beke et al. [33].

Activation Volume and Melting Point: The diffusion coefficient is pres-
sure dependent due to the term p∆V in the Gibbs free energy of activation.
The activation volume of diffusion, ∆V , has been discussed in Sect. 8.2.
Nachtrieb et al. [34, 35] observed that the diffusivity at the melting point
is practically independent of pressure. For example, in Pb and Sn the lat-
tice diffusivity, as for most metals, decreases with increasing pressure in such
a way that the increased melting point resulted in a constant rate of diffu-
sion at the same homologous temperature. If one postulates that D(Tm) is
independent of pressure, we have

d [lnD(Tm)]
dp

= 0 . (8.44)

Then, we get from Eq. (8.6)

∆V =
∆H(p = 0)
Tm(p = 0)

dTm

dp
(8.45)
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if the small pressure dependence of the pre-exponential factor is neglected.
This equation predicts that ∆V is controlled by the sign and magnitude
of dTm/dp. In fact, Brown and Asby report reasonable agreement of
Eq. (8.45) with experimental data [24]. In general, dTm/dp is positive for
most metals and indeed their activation volumes are positive as well. For
plutonium dTm/dp is negative and, as expected from Eq. (8.45), the activa-
tion volume of Pu is negative [36].

Later, however, also remarkable exceptions have been reported, which
violate Eq. (8.45). For example, dTm/dp is negative for Ge [37], but the acti-
vation volume of Ge self-diffusion is positive [38] (see also Chap. 23). Neither
the variation of the activation volume with temperature due to varying contri-
butions of different point defects to self-diffusion nor the differences between
the activation volumes of various solute diffusers are reflected by this rule.

8.3.2 Activation Parameters and Elastic Constants

A correlation between the elastic constants and diffusion parameters was
already proposed in the pioneering work of Wert and Zener [39, 40]. They
suggested that the Gibbs free energy for migration (of interstitials), GM ,
represents the elastic work to deform the lattice during an atomic jump.
Thus, the temperature variation of GM should be the same as that of an
appropriate elastic modulus µ:

∂(GM/GM
0 )

∂T
=

∂(µ/µ0)
∂T

. (8.46)

The subscript 0 refers to values at absolute zero. The migration entropy SM

is obtained from the thermodynamic relation

SM = −∂GM

∂T
(8.47)

and HM = GM + TSM yields the migration enthalpy. In the Wert-Zener
picture both HM and SM are independent of T if µ varies linearly with tem-
perature. If this is not the case, both SM and HM are temperature dependent.
Substituting the thermodynamic relation and GM

0 ≈ HM in Eq. (8.46), we
get:

SM ≈ −HM

Tm
· ∂(µ/µ0)
∂(T/Tm)

= Θ
HM

Tm
. (8.48)

At temperatures well above the Debye temperature, elastic constants usu-
ally vary indeed linearly with temperature. The derivative Θ ≡ −∂(µ/µ0)/
∂(T/Tm) is then a constant. Its values lie between −0.25 to −0.45 for most
metals. Then HM and SM are proportional to each other and the model of
Zener predicts a positive migration entropy.

For a vacancy mechanism, Zener’s idea is strictly applicable only to the
migration and not to the formation property of the defect. One can, however,
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always deduce a diffusion entropy via ∆S = kB ln[D0/(gfa2ν0)] from the
measured value of D0. Experimental observations led Zener to extend his
relation to the activation properties of atoms on substitutional sites:

∆S = λΘ
∆H

Tm
. (8.49)

Then the pre-exponential factor can be written as

D0 = fga2ν0 exp
(

λΘ
∆H

Tm

)
. (8.50)

λ is a constant that depends on the structure and on the diffusion mechanism.
For self-diffusion in fcc metals λ ≈ 0.55 and for bcc metals λ ≈ 1. The relation
Eq. (8.49) is often surprisingly well fulfilled. We note that this relation also
suggests that the diffusion entropy ∆S = SM +SF is positive. This conclusion
is supported by the well-known fact that the formation entropy for vacancies,
SF , is positive (see Chap. 5).

8.3.3 Use of Correlations

The value of the correlations discussed above is that they allow diffusivi-
ties to be estimated for solids for which little or no data are available. For
example, when diffusion experiments are planned for a new material, these
rules may help in choosing the experimental technique and adequate thermal
treatments. The correlations should be used with clear appreciation of the
possible errors involved; in some instances, the error is small.

We emphasise that the correlations have been formulated for self-diffusion.
Solute diffusion of substitutional solutes in most metals differs by not more
than a factor of 100 for many solvent metals and the activation enthalpies by
less than 25% from that of the host metal (see Chap. 19).

There are, however, remarkable exceptions: examples are the very slow
diffusion of transition metals solutes in Al and the very fast diffusion of
noble metals in lead and other ‘open metals’ (see Chap. 19). Also diffusion
of interstitial solutes (see Sect. 18.1), hydrogen diffusion (see Sect. 18.2), and
fast diffusion of hybrid foreign elements in Si and Ge (see Chap. 25) do not
follow these rules.
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9 Isotope Effect of Diffusion

In this chapter, we consider the diffusion of two chemically identical atoms
that differ in their atomic masses. Their diffusivities are different and this dif-
ference is denoted as isotope effect. The isotope effect, sometimes also called
the mass effect, is of considerable interest. It provides an important experi-
mental means of gaining access to correlation effects. Correlation factors of
self- and solute diffusion are treated in Chap.7 and values for correlation fac-
tors of self-diffusion in several lattices and for various diffusion mechanisms
are listed in Table 7.2. Correlation factors of solute diffusion are the subject
of Sect. 7.5. We shall see below that the isotope effect is closely related to the
correlation factor. Since correlation factors of self-diffusion often take values
characteristic for the diffusion mechanism, isotope effects experiments can
throw light on the mechanism.

9.1 Single-jump Mechanisms

Let us consider two isotopes α and β of the same element labelled by their
isotopic masses mα and mβ . Because of their different masses, the two iso-
topes have different diffusion coefficients in the same host lattice. For self-
and impurity-diffusion in coordination lattices the tracer diffusivities can be
written as:

D∗
α = Aωαfα, and D∗

β = Aωβfβ . (9.1)

The quantity A contains a geometrical factor, the lattice parameter squared,
and for a defect mechanism also the equilibrium fraction of defects or the
defect availability next to the solute. The atom-defect exchange rates ωα

or ωβ are factors in Eq. (9.1). The correlation factors for vacancy-mediated
diffusion in fcc, bcc, and diamond lattices according to Eq. (7.46) have the
same mathematical form, sometimes called the ‘impurity form’ :

fα =
u

ωα + u
, and fβ =

u

ωβ + u
. (9.2)

The quantity u in Eq. (9.2) depends on the exchange rates between vacancy
and solvent atoms but not on the vacancy-tracer exchange rate (see Chap. 7).
Correlation factors of self- and impurity diffusion have the ‘impurity form’
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because tracer isotopes of the same element as the matrix itself are formally
‘solutes’, whose jump rates differ slightly from those of the host atoms due
to the different masses. When the small differences between vacancy-tracer
and vacancy-host atom exchange rates are neglected the correlation factor of
self-diffusion is reduced to one of the values listed in Table 7.2.

After taking the ratio D∗
α/D∗

β and eliminating u and fβ using Eqs. (9.1)
and (9.2), we find

D∗
α − D∗

β

D∗
β

= fα
ωα − ωβ

ωβ
. (9.3)

The tracer-defect exchange rates can be written as

ωα,β = ν0
α,β exp

(
−GM

α,β

kBT

)
(9.4)

where ν0
α,β denote the attempt frequencies of the isotopes α and β, and GM

α,β

the Gibbs free migration energies of their jumps. In the following discussion
we assume

GM
α = GM

β = GM . (9.5)

In other words, the activation enthalpies and entropies of the jump are inde-
pendent of the isotopic masses of the tracers. This is usually well justified,
since the barrier for an atomic jump is determined by the electronic inter-
action, which is identical for two isotopes of the same element, and not by
the masses of the nuclei1. Because of Eq. (9.5) the ratio of the jump rates
reduces to the ratio of the attempt frequencies:

ωα

ωβ
=

ν0
α

ν0
β

. (9.6)

In what follows, we first mention a simple approximation to this frequency
ratio: Einstein’s model for the vibration frequencies of atoms in a solid de-
scribes a crystal as a set of independent harmonic oscillators. Wert [1] has
shown in 1950 that in the classical rate theory, ν0 is the vibration frequency
of an atom in its jump direction. Harmonic oscillator theory tells us that the
vibration frequencies are inversely proportional to the square-root of their
isotopic masses:

ν0
α

ν0
β

≈
√

mβ

mα
. (9.7)

1 Hydrogen diffusion is an exception. For hydrogen isotopes quantum effects (see
Sect. 18.2), such as zero-point vibrations and tunnelling are relevant. Both effects
are mass-dependent. For atoms heavier than Li, quantum effects are usually
negligible.
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Inserting Eq. (9.7) into Eq. (9.3) and making use of Eq. (9.6) yields

(D∗
α − D∗

β)/D∗
β√

mβ/mα − 1
≈ fα . (9.8)

This result was derived by Schoen in 1958 [2]. It suggests that a measure-
ment of the isotope effect permits a determination of the correlation factor.

Unfortunately the derivation of Eq. (9.8) is based on the Einstein approx-
imation, which assumes that all atoms in the crystal vibrate independently.
In other words, the Einstein model neglects many-body effects. Lattice dy-
namics shows that the coupling between atomic vibrations is important and
manifests itself, among other effects, in a spectrum of phonon frequencies.
Based on Vineyard’s [3] classical statistical mechanics treatment of the
atomic jump process (see Chap. 4), Mullen [4] and Le Claire [5, 6] took
into account the influence of many-body effects. They obtain the relation

ωα − ωβ

ωβ
= ∆K

(√
mβ

mα
− 1
)

, (9.9)

where ∆K is denoted as the kinetic energy factor. It is a dimensionless pa-
rameter and denotes the fraction of the kinetic energy of the jumping atom
at the saddle-point with respect to the total kinetic energy, associated with
the motion of all atoms in the jump direction. From Eqs. (9.3) and (9.9) we
find

(D∗
α − D∗

β)/D∗
β√

mβ/mα − 1
= fα∆K ≡ Eα,β , (9.10)

which replaces the approximation of Eq. (9.8). The abbreviation Eα,β intro-
duced in Eq. (9.10) is denoted as the isotope-effect parameter. In an analogous
way, we arrive at

(D∗
β − D∗

α)/D∗
α√

mα/mβ − 1
= fβ∆K ≡ Eβ,α. (9.11)

In principle, the two isotope-effect parameters, Eα,β and Eβ,α, are differ-
ent because fα and fβ are also slightly different. However, the relative mass
differences between two isotope pairs are often small. Then, the differences
between Eβ,α and Eα,β are usually of the order of a few percent and often
smaller than the errors in a typical isotope effect experiment. Therefore, it is
common practice in the literature to use the following approximation:

fα ≈ fβ ≈ f . (9.12)

Equation (9.12) drops the distinction between fα and fβ. f is sometimes
called the geometric correlation factor. f refers to a ‘hypothetical’ tracer
isotope with the same jump rate as the isotopes of the solvent. Then, we may
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drop the distinction between the two isotope effect parameters (i.e. Eα,β ≈
Eβ,α ≈ E) and get

E = f∆K . (9.13)

Because both f and ∆K are positive and not larger than unity we have the
following limits for the isotope effect parameter

0 < E ≤ 1 . (9.14)

Equation (9.13) expresses in compact form the relation between isotope effect
and correlation factor mentioned at the beginning of this chapter. If the
tracer jump is completely decoupled from the motion of other atoms, we have
∆K = 1. This represents the upper limit for the kinetic energy factor. Since
a certain amount of coupling between the diffusing atom and the surrounding
atoms always exists, we expect ∆K < 1.

For the interstitial mechanism we have

E = ∆K (9.15)

since f = 1. If several mechanisms with tracer diffusivities D∗
I , D∗

II , . . . oper-
ate simultaneously (see Eq. 8.9), measurements of the isotope-effect give an
effective isotope-effect parameter, which corresponds to a weighted average

Eeff = EI
D∗

I

D∗
I + D∗

II + . . .
+ EII

D∗
II

D∗
I + D∗

II + . . .
+ . . . , (9.16)

of the isotope effect parameters EI , EII , . . . of the individual mechanisms [7].
A measurement of the isotope effect parameter may not uniquely deter-

mine f and hence the diffusion mechanism. Nevertheless, it is definitely useful
to identify mechanisms, which are consistent with an experimental value of
E, and to reject ones, which are not acceptable.

We remind the reader that in the derivation of Eq. (9.13) we have made
use of the mathematical form of Eq. (9.2). Chap. 7 has shown that there
are indeed important mechanisms for which the correlation factor has this
form. This is the case for the monovacancy mechanisms in cubic coordination
lattices and also for the divacancy mechanism in an fcc lattice [8]. There are,
however, mechanisms where the correlation factor does not have the impu-
rity form (9.2). Examples are mechanisms which have several jump rates such
as diffusion in non-cubic crystals and diffusion mechanisms in cubic crystals,
which involve more than one tracer jump rate (e.g., for nearest-neighbour and
next-nearest neighbour jumps). Sometimes it is possible to derive equations
equivalent to Eq. (9.10) [6]. An example is divacancy diffusion in bcc crys-
tals involving several configurations of a divacancy and transitions between
these configurations [9, 10]. For a more detailed discussion of the validity of
Eq. (9.13) we refer the reader to a review on isotope effects in diffusion by
Peterson [11].
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9.2 Collective Mechanisms

Equation (9.10) has been derived for single-jump mechanisms, where in
a jump event only the tracer atom changes permanently its site. A more
general jump process involves the simultaneous (or collective) jumping of
more than one atom. A simple example is the colinear interstitialcy mecha-
nism (see Fig. 6.7), where two atoms jump simultaneously. For a dumbbell-
interstitialcy mechanism even three atoms are displaced permanently. Other
examples are direct exchange, ring mechanism an chain-like motion of several
atoms. All these mechanisms involve the collective motion of several atoms
(see Chap. 6).

For a mechanism in which n atoms move collectively during one jump
event, the masses in Eq. (9.7) must be replaced by (n − 1)m + mα,β, where
m denotes the average mass of the host atoms [5]. Then,

ν0
α

ν0
β

=

√
(n − 1)m + mβ

(n − 1)m + mα
(9.17)

and the isotope effect parameter is given by [6]

E =
(D∗

α − D∗
β)/D∗

β√
[mβ + (n − 1)m])/[mα + (n − 1)m] − 1

. (9.18)

As a consequence, the isotope effect is reduced. For a highly collective mech-
anism, a very small isotope effect is plausible, due to the ‘dilution’ of the
mass effect by the participation of many solvent atoms in the jump event.
For example, in metallic glasses, collective jump events of chains of atoms
dominate, which typically involve ten to twenty atoms. Indeed the isotope
effect parameter is close to zero (see [15, 16] and Chap. 29).

9.3 Isotope Effect Experiments

Isotope effects in diffusion are usually small effects. An exception is diffusion
of hydrogen isotopes, which is considered later in Sect. 18.2. Depending on
the isotope pair (see Table 9.1), the quantity (D∗

α−D∗
β)/D∗

β is typically of the
order of a few percent. For example, for the isotope pair 105Ag and 110mAg
the term in brackets of Eq. (9.9) is about 0.024. Thus, resolving the effects of
a relatively small mass difference on the diffusion coefficient is a challenging
task. Since the errors in tracer measurements are typically a few percent, it
is not feasible to deduce the isotope effect parameter from determinations of
D∗

α and D∗
β in separate experiments.

Typical experimental situations for isotope effect studies are illustrated
in Fig. 9.1. Two isotopes of one element are diffused simultaneously into the
same sample [11–13]. In this way, errors arising from temperature and time
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Fig. 9.1. Schematic illustration of various isotope effect experiments. Left : isotope
pair A∗/A∗∗ in a solid element A. Middle: isotope pair B∗/B∗∗ in a pure solid A.
Right : isotope pairs A∗/A∗∗ or B∗/B∗∗ in a binary AxBy compound

measurements and from the profiling procedure drop out, since these errors
affect both isotopes in the same way. If the isotopes α and β are co-deposited
in a very thin layer, the diffusion penetration curves of both isotopes (see
also Chap. 13) are given by

Cα,β = C0
α,β exp

(
− x2

4D∗
α,βt

)
, (9.19)

where Cα,β denote their concentrations in depth x after a diffusion anneal
during time t. For a given time the quantities C0

α,β are constants. By taking
the logarithm of the ratio Cα/Cβ, we get from Eq. (9.19)

ln
Cα

Cβ
= ln

C0
α

C0
β

− x2

4D∗
αt

+
x2

4D∗
βt

= ln
C0

α

C0
β

+
x2

4D∗
αt

(
D∗

α

D∗
β

− 1

)
. (9.20)

Using Eq. (9.19) to eliminate x2, we obtain

ln
Cα

Cβ
= const −

(
D∗

α

D∗
β

− 1

)
lnCα . (9.21)

Equation (9.21) shows that from the slope of a plot of ln(Cα/Cβ) versus lnCα

the quantity (D∗
α − D∗

β)/D∗
β can be deduced.

Isotope effect experiments are usually performed with radioisotope pairs.
Examples of such pairs suitable for isotope effect studies are listed in Ta-
ble 9.1. Suppose, for example, that the radioisotopes 195Au and 199Au are
diffused into a single crystal of gold. Then, the isotope effect of self-diffusion
in gold is studied. With the radioisotopes 65Zn and 69Zn diffusing in gold,
the isotope effect of Zn solute diffusion is accessible. In an isotope effect ex-
periment the specific activities (proportional to the concentrations) of both
isotopes must be determined separately. Separation techniques can be based
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Table 9.1. Examples for pairs of radioisotopes suitable for isotope experiments in
diffusion studies

12C 22Na 55Fe 57Co 65Zn 64Cu 105Ag 195Au
13C 24Na 59Fe 60Co 69Zn 67Cu 110Ag 198Au

on the different half-lives of the isotopes, on the differences in the emitted
γ- or β-radiation using γ-spectroscopy, or on a combination of γ- and β-
counting. Half-life separation requires a short-lived and a long-lived isotope.
Scintillation spectroscopy can be used, if the γ spectra are favourable. High-
resolution intrinsic Ge or Ge(Li) detectors are recommended for separation
and corrections for the Compton-scattered radiation must be made. All meth-
ods require careful monitoring of radioactive impurities by either half-life
measurements or by spectroscopy. Very good counting statistics is necessary
to resolve the small differences between the diffusivities of the two isotopes.

Fig. 9.2. Simultaneous diffusion of the radioisotope pair 199Au and 195Au in
monocrystalline Au according to Herzig et al. [14]
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Fig. 9.3. Isotope effect parameters of self-diffusion in Au according to Herzig
et al. [14]

Further details about the experimental techniques in isotope effect experi-
ments can be found in the review of Rothman [12]. In a few experiments,
stable isotope pairs were utilised as diffusers. Then, the separation is achieved
by secondary ion mass spectroscopy (SIMS), which requires good mass reso-
lution and careful background corrections.

Figure 9.2 shows isotope effect measurements for self-diffusion in single
crystals of gold according to Herzig et al. [14]. In this experiment the iso-
tope pair 199Au and 195Au was used. The profile measurement was achieved
by serial sectioning on a microtome. The isotope concentrations Cα and Cβ

in each section were separated by combining γ spectroscopy and half-life
separation. The logarithm of the ratio C(199Au)/C(195Au) is plotted versus
the logarithm of C(199Au), as suggested by Eq. (9.21). Isotope effect param-
eters deduced therefrom are shown in Fig. 9.3. The correlation factor for
self-diffusion via monovacancies in an fcc crystal is f1V = 0.78146 (see Ta-
ble 7.2). The experimental results demonstrate that self-diffusion in gold is
dominated by the monovacancy mechanism with a kinetic energy factor of
∆K ≈ 0.9, which is close to its upper limit 1. The slight decrease of the
isotope effect parameter with increasing temperature has been attributed to
a small contribution of divacancies according to Eq. (9.16). The divacancy
correlation factor (f2V = 0.458, see Table 7.2) is smaller than that of mono-
vacanices. Near the melting temperature Tm, the divacancy contribution in
Au is, however, not more than 20% of the total diffusivity [14].

Reviews of isotope effects in diffusion were given by Le Claire [6] and by
Peterson [11]. A comprehensive collection of isotope effect data, which were
available until 1990, can be found in Chap. 10 of [13]. Diffusion and isotope
effects in metallic glasses have been reviewed by Faupel et al. [15, 16].
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In metallic glasses, isotope effects parameters are usually small and indi-
cate a collective mechanism, which involve the simultaneous chain- or ring-like
motion of several (10 to 20) atoms. As an example, isotope effect measure-
ments involving the isotopes 57Co and 60Co were carried out in the deeply
supercooled liquid state of bulk metallic glasses. The isotope effect parameter
is very small (around 0.1) over the whole temperature range and exhibits no
significant temperature dependence (see Chap. 29) . The magnitude of the
isotope effect is similar to that of the isotope effect found in the glassy state of
conventional metallic glasses [15, 16]. This lends support to the view that the
diffusion mechanism in metallic glasses does not change at the calorimetric
glass transition temperature. Highly collective hopping processes occurring in
the glassy state still determine long-range diffusion in a deeply undercooled
melt.
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10 Interdiffusion and Kirkendall Effect

Diffusion processes in alloys with composition gradients are of great practical
interest. In the preceding chapters, we have assumed that the concentra-
tion gradient is the only cause for flow of matter. Such situations can be
studied using small amounts of trace elements in otherwise homogeneous
materials. We will discuss the experimental procedure for tracer experiments
in Chap. 13. From a general viewpoint, the diffusion flux is proportional
to the gradient of the chemical potential. The chemical potential is propor-
tional to the concentration gradient only for dilute systems or ideal solid
solutions. The gradient of the chemical potential gives rise to an ‘internal’
driving force and the intermixing of a binary A-B system can be described
by a concentration-dependent chemical or interdiffusion coefficient. In a bi-
nary alloy there is a single interdiffusion coefficient that characterises inter-
diffusion. The interdiffusion coefficient is usually a composition-dependent
quantity. On the other hand, interdiffusion is due to the diffusive motion
of A and B atoms, which in general have different intrinsic diffusion coef-
ficients. This difference manifests itself in the Kirkendall effect, a shift of
the diffusion zone with respect to the ends of the diffusion couple. We con-
sider first interdiffusion and the Boltzmann-Matano and Sauer-Freise meth-
ods for the determination of the interdiffusion coefficient. Further sections
are devoted to intrinsic diffusion, Kirkendall effect, and to the Darken rela-
tions. The Darken-Manning relations, the so-called vacancy-wind effect, and
the stability or instability of Kirkendall planes are described. A discussion
of interdiffusion in ionic systems and the Nernst-Planck equation and its
relation to the Darken equation is postponed to the end of the next chap-
ter.

10.1 Interdiffusion

Let us consider a binary diffusion couple, in which the chemical composi-
tion varies in the diffusion zone over a certain range. Diffusing atoms then
experience different chemical environments and hence have different diffu-
sion coefficients. As already mentioned in Chap. 2, this situation is called
interdiffusion or chemical diffusion. We use the symbol D̃ to indicate that
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the diffusion coefficient is concentration-dependent and call it the interdif-
fusion or chemical diffusion coefficient. Fick’s second law Eq. (2.5) then
reads

∂C

∂t
=

∂

∂x

[
D̃(C)

∂C

∂x

]
= D̃(C)

∂2C

∂x2
+

dD̃(C)
dC

(
∂C

∂x

)2

. (10.1)

The second term on the right-hand side represents an ‘internal driving force’
(see also Chap. 11). Mathematically, Eq. (10.1) is a non-linear partial dif-
ferential equation. For an arbitrary concentration dependence of D̃(C) it
can usually be not solved analytically. In addition, theoretical models which
permit the calculation of the composition-dependent diffusivity from deeper
principles are at present not broadly available.

The strategy illustrated in Chaps. 2 and 3 for calculating the concen-
tration field for given initial and boundary conditions is not applicable
to interdiffusion. We shall see, however, that it is possible to determine
the concentration-dependent diffusivity, D̃, from a measured concentration
field by using Eq. (10.1). Two methods for extracting diffusivities from
concentration-depth profiles – the classical Boltzmann-Matano method and
related approaches proposed by Sauer and Freise – are considered below.
Boltzmann’s transformation of Fick’s second law is fundamental for both
methods and is discussed first.

10.1.1 Boltzmann Transformation

In 1894 the famous Ludwig Boltzmann [1] showed that the nonlinear par-
tial differential equation (10.1) can be transformed to a nonlinear but ordi-
nary differential equation if D̃ is a function of C(x) alone. He introduced the
variable

η ≡ x − xM

2
√

t
, (10.2)

which is a combination of the space and time variables x and t, respectively.
xM refers to a special reference plane – the so-called Matano plane – to be
defined below. Applying chain-rule differentiation to Eq. (10.1), we get the
following identity:

∂

∂x
≡ d

dη

∂η

∂x
=

1
2
√

t

d
dη

. (10.3)

The operator on the left-hand side of Eq. (10.1) is

∂

∂t
≡ d

dη

∂η

∂t
= −x − xM

4t3/2

d
dη

= − η

2t

d
dη

. (10.4)

The right-hand side of Eq. (10.1) can also be written in terms of η as

∂

∂x

[
D̃(C)

∂C

∂x

]
=

d
dη

∂η

∂x

[
D̃(C)
2
√

t

dC

dη

]
=

1
4t

d
dη

[
D̃(C)

dC

dη

]
. (10.5)
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Fig. 10.1. Schematic illustration of the Boltzmann-Matano method for a binary
diffusion couple with starting compositions CL and CR

By recombining left- and right-hand sides and using the Boltzmann variable
we get Fick’s second law as an ordinary differential equation for C(η):

−2η
dC

dη
=

d
dη

[
D̃(C)

dC

dη

]
. (10.6)

Some authors omit the factor 2 in the definition Eq. (10.2) of η. Then, a factor
of 1/2 instead of 2 appears in the equation corresponding to Eq. (10.6).
However, when finally transformed in ordinary time and space coordinates,
the solutions obtained are identical.

10.1.2 Boltzmann-Matano Method

The Boltzmann-transformed version of Fick’s second law Eq. (10.6) is a non-
linear ordinary differential equation. This equation allows us to deduce
the concentration-dependent interdiffusion coefficient from an experimen-
tal concentration-depth profile, C(x). Appropriate boundary conditions for
an interdiffusion experiment have been suggested by the Japanese scientist
Matano in 1933 [2]. He considered a binary diffusion couple, which consists
of two semi-infinite bars joined at time t = 0. The initial conditions are

C = CL for (x < 0, t = 0),
C = CR for (x > 0, t = 0) . (10.7)

During a diffusion anneal of time t, a concentration profile C(x) develops.
This profile can be measured on a cross section of the diffusion zone, e.g., by
electron microprobe analysis (see Chap. 13). Such a profile is schematically
illustrated in Fig. 10.1.
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Carrying out an integration between CL and a fixed concentration C∗, we
get from Eq. (10.6)

−2
∫ C∗

CL

ηdC = D̃

(
dC

dη

)
C∗

− D̃

(
dC

dη

)
CL

. (10.8)

Matano’s geometry guarantees vanishing gradients dC/dη as C∗ approaches
CL (or CR). Using (dC/dη)CL = 0 and solving Eq. (10.8) for D̃ yields

D̃(C∗) = −2

∫ C∗

CL
ηdC

(dC/dη)C=C∗
. (10.9)

We transform Eq. (10.9) back to space and time coordinates using the Boltz-
mann variable Eq. (10.2) and get

D̃(C∗) = − 1
2t

∫ C∗

CL
(x − xM )dC

(dC/dx)C∗
. (10.10)

This relation is called the Boltzmann-Matano equation. It permits us to deter-
mine D̃ for any C∗ from an experimental concentration-distance profile. For
the analysis, the position of the Matano plane, xM , must be known. Carrying
out the integration between the limits CL and CR, we get from Eq. (10.6)∫ CR

CL

ηdC = 0 . (10.11)

Equation (10.11) can be considered as the definition of the Matano plane.
xM must be chosen in such a way that Eq. (10.11) is fulfilled.

In order to determine the Matano plane, we have to remember that at
the beginning of the experiment the concentration of the diffusing species
was CL (CR) on the left-hand (right-hand) side. Let us suppose, for example,
CL < CR. Then, at the end of the experiment, the surplus of the diffusing
species found on the left-hand side must have arrived by diffusion from the
right-hand side. The location of the Matano plane can be determined from
the conservation condition

xM∫
−∞

[C(x) − CL] dx

︸ ︷︷ ︸
gain

=

∞∫
xM

[CR − C(x)] dx

︸ ︷︷ ︸
loss

. (10.12)

When integrated by parts, the integrals in Eq. (10.12) transform to integrals
with C as the running variable instead of x. If we apply the Matano boundary
conditions Eq. (10.7), we get

(CL − CR)xM +

CM∫
CL

xdC +

CR∫
CM

xdC = 0 , (10.13)
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where CM denotes the concentration at the Matano plane. If we choose the
Matano plane as origin of the x-axis (xM = 0), the first term in Eq. (10.13)
vanishes. Then, the following integrals balance across the Matano plane:

CM∫
CR

xdC +

CL∫
CM

xdC = 0 . (10.14)

Although the location of the Matano plane is not known a priori, it can
be found from experimental concentration-distance data by balancing the
horizontally hatched areas in Fig. 10.1.

In summary, the determination of interdiffusion coefficients from an ex-
perimental concentration-distance profile via the Boltzmann-Matano method
requires the following steps:

1. Determine the position of the Matano plane from Eq. (10.11) and use
this position as the origin of the x-axis.

2. Choose C∗ and determine the integral
∫ C∗

CL
xdC from the experimen-

tal concentration-distance data. The integral corresponds to the double-
hatched area A∗ in Fig. 10.1.

3. Determine the concentration gradient S = (dC/dx)C∗ . S corresponds to
the slope of the concentration-distance curve at the position x∗.

4. Determine the interdiffusion coefficient D̃ for C = C∗ from the Boltz-
mann-Metano equation (10.10) as: D̃(C∗) = −A∗/(2tS).

We draw the readers attention to the following points:

(i) The Boltzmann-Matano equation (10.10) refers to an ‘infinite’ system.
Its application to an experiment requires that the concentration changes
must not have reached the boundaries of the system.

(ii) Close to the end-member compositions, the Boltzmann-Matano proce-
dure may incur relatively large errors in D̃ because far away from the
Matano plane both the integral A∗ and the slope S become very small.

(iii) The initial interface of a diffusion couple can be tagged by inert diffu-
sion markers (e.g., ThO2 particles, thin Mo or W wires). The plane of
the markers in the diffusion couple is denoted as the Kirkendall plane.
Usually, for t �= 0 the positions of the Matano plane and of the Kirk-
endall plane will be different. This is called the Kirkendall effect and is
discussed in Sect. 10.2.

(iv) This method is applicable when the volume of the diffusion couple does
not change during interdiffusion.

The Boltzmann-Matano method has been modified by Sauer and Freise [3]
and later by den Broeder [4]. These authors introduce a normalised con-
centration variable Y defined by:

Y =
C − CR

CL − CR
. (10.15)
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If no volume change occurs upon interdiffusion, the Sauer-Freise solution can
be written in the following way:

D̃(C∗) =
1

2t(dC/dx)x∗

⎡
⎣(1 − Y ))

∞∫
x∗

(C∗ − CR)dx + Y

x∗∫
−∞

(CL − C∗)dx

⎤
⎦ .

(10.16)
Here C∗ is the concentration at the position x∗. The Sauer-Freise approach
circumvents the need to locate the Matano plane. In this way, errors associ-
ated with finding its position are eliminated. On the other hand, application
of Eq. (10.16) to the analysis of an experimental interdiffusion profile, like
the Boltzmann-Matano method, requires the computation of two integrals
and of one slope.

10.1.3 Sauer-Freise Method

When the volume of a diffusion couple changes during interdiffusion neither
the Boltzmann-Matano equation (10.10) nor Eq. (10.16) can be used. Fick’s
law then needs a correction term [5, 6]. Volume changes in a binary diffusion
couple occur whenever the total molar volume Vm of an A-B alloy deviates
from Vegard’s rule, which states that the total molar volume of the alloy is
obtained from Vm = VANA +VBNB, where VA, VB denote the molar volumes
of the pure components and NA, NB the molar fractions of A and B in the
alloy. Vegard’s rule is illustrated by the dashed line in Fig. 10.2.

Non-ideal solid solution alloys exhibit deviations from Vegard’s rule, as
indicated by the solid line in Fig. 10.2. Diffusion couples of such alloys change
their volume during interdiffusion. Couples with positive deviations from Ve-
gard’s rule swell, couples with negative deviations shrink. The partial molar
volumes of the components A and B, ṼA ≡ ∂Vm/∂NA and ṼB ≡ ∂Vm/∂NB,
are related to the total molar volume via:

Vm = ṼANA + ṼBNB . (10.17)

As indicated in Fig. 10.2, the partial molar volumes can be obtained graphi-
cally as intersections of the relevant tangent with the ordinate.

Sauer and Freise [3] deduced a solution for interdiffusion with volume
changes. Instead of Eq. (10.15), they introduced the ratio of the mole fractions

Y =
Ni − NR

i

NL
i − NR

i

, (10.18)

with NL
i and NR

i being the unreacted mole fractions of component i at
the left-hand or right-hand side of the diffusion couple. The interdiffusion
coefficient D̃ is then obtained from
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Fig. 10.2. Molar volume of an A-B solid solution alloy (solid line) versus composi-
tion. The dashed line repesents the Vegard rule. The partial molar volumes, ṼA and
ṼB , and the molar volumes of the pure components, VA and VB, are also indicated

D̃(Y ∗) =
Vm

2t(dY/dx)x∗

⎡
⎣(1 − Y ∗)

x∗∫
−∞

Y

Vm
dx + Y ∗

+∞∫
x∗

1 − Y

Vm
dx

⎤
⎦ . (10.19)

In order to evaluate Eq. (10.19), it is convenient to construct from the ex-
perimental composition-distance profile and from the Vm data two graphs,
namely the integrands Y/Vm and (1 − Y )/Vm versus x, as illustrated in
Fig. 10.3. The two integrals in Eq. (10.19) correspond to the hatched areas.
Equations (10.19) and (10.16) contain two infinite integrals in the running
variable. Their application to the analysis of an experimental concentration-
depth profile requires accurate computation of a gradient and of two integrals.

Fig. 10.3. Composition profiles constructed according to the Sauer-Freise method.
Vm,L and Vm,R are the molar volumes of the left-hand and right-hand end-members
of the diffusion couple



168 10 Interdiffusion and Kirkendall Effect

10.2 Intrinsic Diffusion and Kirkendall Effect

So far, we have described diffusion of a two-component system by a single
interdiffusion coefficient, which depends on composition. In general, the rate
of transfer of A atoms is greater/smaller than that of B atoms. Thus, there
are two diffusion coefficients, DI

A and DI
B, which are denoted as the intrinsic

diffusion coefficients of the components. They are concentration dependent
as well. On the other hand, there is only one diffusion process, namely the
intermixing of A and B. These two apparently contradictory facts are closely
related to the question of how we specify the reference frame for the diffusion
process. We know that the atoms in a crystalline solid are held in a lattice
structure and we shall therefore retain the form of Fick’s first law for the
diffusion fluxes relative to a frame fixed in the local crystal lattice (intrinsic
diffusion fluxes):

jA = −DI
A

∂CA

∂x
, jB = −DI

B

∂CB

∂x
. (10.20)

The inequality of these fluxes leads to a net mass flow accompanying the
interdiffusion process, which causes the diffusion couple to shrink on one side
and to swell on the other side. This observation is called the Kirkendall ef-
fect. It was discovered by Kirkendall and coworkers in a copper-brass
diffusion couple in the 1940s [7, 8]. The Kirkendall shift can be observed by
incorporating inert inclusions, called markers (e.g., Mo or W wires, ThO2

particles), at the interface where the diffusion couple is initially joined. The
original Kirkendall experiment is illustrated in Fig. 10.4. It showed that Zn
atoms diffused faster outwards than Cu atoms inward (DI

Zn > DI
Cu) causing

the inner brass core to shrink. This in turn resulted in the movement of the
inert Mo wires. In the period since, it has been demonstrated that the Kirk-
endall effect is a widespread phenomenon of interdiffusion in substitutional
alloys.

Fig. 10.4. Schematic illustration of a cross section of a diffusion couple composed
of pure Cu and brass (Cu-Zn) prepared by Smigelskas and Kirkendall [8] before
and after heat treatment. The Mo markers placed at the original contact surface
moved towards each other. It was concluded that Zn atoms diffused faster outwards
than Cu atoms move inwards (DI

Zn > DI
Cu)
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The Kirkendall effect was received by contemporary scientists with much
surprise. Before the 1940s it was commonly believed that diffusion in solids
takes place via direct exchange or ring mechanism (see Chap. 6), which im-
ply that the diffusivities of both components of a binary alloy are equal. The
fact that in a solid-state diffusion process the species diffuse at different rates
changed the existing atomistic models on solid-state diffusion completely.
The Kirkendall effect lended much support to the vacancy mechanism of
diffusion1.

The position of the Kirkendall plane, xK , moves parabolically in time
with respect to the laboratory-fixed frame:

xK = K
√

t . (10.21)

Here K is a (temperature-dependent) constant. The parabolic shift indicates
that we are dealing with a diffusion-controlled process. We also note that
the Kirkendall plane is the only marker plane that starts moving from the
beginning. The Kirkendall velocity vK is given by

vK ≡ dxK

dt
=

xK

2t
(10.22)

From the position of the Kirkendall plane one can deduce information about
the intrinsic diffusivities. Van Loo showed that their ratio is given by [10]:

DI
A

DI
B

=
ṼA

ṼB

⎡
⎢⎢⎢⎣

NR
A

xK∫
−∞

1
Vm

(NA − NL
A)dx − NL

A

∞∫
xK

1
Vm

(NR
A − NA)dx

−(NR
B )

xK∫
−∞

1
Vm

(NA − NL
A)dx + NL

B

∞∫
xK

1
Vm

(NR
A − NA)dx

⎤
⎥⎥⎥⎦ .

(10.23)
Ni is the mole fraction of component i, with NL

i and NR
i the unreacted left-

hand (x → −∞) and right-hand (x → −∞) ends of the couple, respectively.
Since the discovery of the Kirkendall effect by Smigelskas and Kirk-

endall [8] and its analysis by Darken [9], this effect assumed a promi-
nent rôle in the diffusion theory of metals. It was considered as evidence
for vacancy-mediated diffusion in solids. There are also technological fields
in which the Kirkendall effect is of great interest. Examples are composite
materials, coating technologies, microelectronic devices, etc. The interactions
accompanying the Kirkendall effect between constituents of such structures
can, for example, induce stress and even deformation on a macroscopic scale.
It can also cause migration of microscopic inclusions inside a reaction zone
and Kirkendall porosity.
1 Nowadays, we know that the Kirkendall effect can manifest itself in many phe-

nomena such as the development of diffusional porosity (Kirkendall voids), gen-
eration of internal stresses [13, 14], and even by deformation of the material
on a macroscopic scale [15]. These diffusion-induced processes are of concern
in a wide variety of structures including composite materials, coatings, welded
components, and thin-film electronic devices.
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10.3 Darken Equations

The first theoretical desciption of interdiffusion and Kirkendall effect was
attempted by Darken in 1948 [9]. For a binary substitutional alloy he used
the two intrinsic diffusivities introduced above to describe the interdiffusion
process. The Kirkendall velocity vK can be expressed in terms of the intrinsic
fluxes, jA and jB , and partial molar volumes, ṼA and ṼB , as

vK = −(ṼAjA + ṼBjB) . (10.24)

Given the fact that dCA = −(ṼB/ṼA)dCB , we can write for the Kirkendall
velocity

vK = ṼB(DI
B − DI

A)
∂CB

∂x
, (10.25)

where ∂CB/∂x denotes the concentration gradient at the Kirkendall plane.
Following Darken’s approach, the laboratory-fixed interdiffusion flux J (at
the Kirkendall plane) can be written as the sum of an intrinsic diffusion flux
of one of the components i plus (or minus) a Kirkendall drift term vKCi:

J = −DI
i

∂Ci

∂x
± vKCi i = A, B . (10.26)

Substituting Eq. (10.25) in Eq. (10.26) one arrives at a general expression for
the interdiffusion coefficient:

D̃ = CBṼBDI
A + CAṼADI

B . (10.27)

Equations (10.25) and (10.27) provide a description of isothermal diffusion
in a binary substitutional alloy. They also provide a possibility to determine
the intrinsic diffusivities from measurements of the interdiffusion coefficient
and the Kirkendall velocity.

From a fundamental point of view, the assumption that the concentration
gradients are the driving forces of diffusion as given by Fick’s laws is not cor-
rect. Instead, as already stated at the beginning of this chapter, the gradient
of the chemical potential µi of component i is the real driving force. The flux
of component i (i = A, B) in a binary alloy can be written as [16, 17]

ji = −BiCi
∂µi

∂x
, (10.28)

where Bi denotes the mobility of component i. The chemical potential can
be expressed in terms of the thermodynamic activity, ai, via

µi = µ0
i + RT ln ai , (10.29)

where µ0
i is the standard chemical potential (at 298K and 1bar) and R is

the ideal gas constant (R = 8.3143 J mol−1K−1). The atomic mobility Bi
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is connected to the tracer diffusion coefficient D∗
i of component i via the

Nernst-Einstein relation (see Chap. 11):

D∗
i = BiRT . (10.30)

Substituting Eqs. (10.30) and (10.28) in Eq. (10.20) and knowing that CA =
NA/Vm and dNA = (V 2

m/ṼA)dCA one obtains relations between the intrinsic
and the tracer diffusion coefficients:

DI
A = D∗

A

Vm

ṼB

∂ ln aA

∂ lnNA
and DI

B = D∗
B

Vm

ṼA

∂ ln aB

∂ lnNB
. (10.31)

The quantity Φ ≡ ∂ ln ai/∂ lnNi is denoted as the thermodynamic factor.
The thermodynamics of binary systems tells us that the thermodynamic

factor can also be expressed as follows [21]:

Φ =
NA NB

R T

d2G

dN2
i

=
∂ln ai

∂lnNi
= 1 +

∂ln γi

∂lnNi
, (10.32)

Here G denotes the Gibbs free energy and γi ≡ ai/Ni the coefficient of
thermodynamic activity of species i ( = A or B). In addition, as a consequence
of the Gibbs-Duhem relation there is only one thermodynamic factor for
a binary alloy:

Φ =
∂ ln aA

∂ lnNA
=

∂ ln aB

∂ lnNB
(10.33)

Substiting Eq. (10.31) in Eq. (10.27) and knowing the relation Ci ≡ Ni(CA +
CB) = Ni/Vm between concentrations and mole fractions, we obtain for the
interdiffusion coefficient

D̃Darken = (NAD∗
B + NBD∗

A) Φ . (10.34)

Equations (10.31) and (10.34) are called the Darken equations. Sometimes the
name Darken-Dehlinger equations is used. These relations are widely used in
practice for substitutional binary alloys. Their simplicity provides an obvious
convenience. We shall assess its accuracy below and also in Chap. 12.

If thermodynamic data are available, either from activity measurements
or from theoretical models, Eqs. (10.31) or (10.34) allow to relate the intrinsic
diffusivities and the interdiffusion coefficient to the tracer diffusivities. For
an ideal solid solution alloy we have γi = 1 and ai = Ni and hence Φ = 1
(Raoult’s law). For non-ideal solutions Φ deviates from unity. It is larger
than unity for phases with negative deviations of G from ideality and smaller
than unity in the opposite case. Negative deviations are expected for systems
with order. Therefore, thermodynamic factors of intermetallic compounds
are often larger, sometimes even considerably larger than unity due to the
attractive interaction between the constituents of the intermetallic phase. As
a consequence, interdiffusion coefficients are often larger than the term in
paranthesis of Eq. (10.34).
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10.4 Darken-Manning Equations

Soon after the detection of the Kirkendall effect and its phenomenological
description via the Darken equations, Seitz in 1948 [11] and Bardeen in
1949 [12] recognised that the original Darken equations are approximations.
From an atomistic point of view, interdiffusion in substitutional alloys is medi-
ated by vacancies. It was shown that the Darken equations are obtained if the
concentration of vacancies is in thermal equilibrium during the interdiffusion
process. For the Kirkendall effect to occur, vacancies must be created at one
site and annihilated on the other side of the interdiffusion zone so that a va-
cancy flux is created to maintain local equilibrium. This implies that sources
and sinks for vacancies are abundant in the diffusion couple. The vacancy
flux causes the so-called vacancy-wind effect – a correction term that must
be added to the original Darken equations to obtain the Darken-Manning
relations.

The relations between tracer diffusivities and intrinsic diffusivities and
the interdiffusion coefficient discussed in the previous section are incomplete
for a vacancy mechanism, because of correlation effects. The exact expres-
sions are similar to those discussed above but with vacancy-wind factors (see,
e.g., [17, 21, 22]). The intrinsic diffusion coefficients Eq. (10.31) with vacancy-
wind corrections, rA and rB, can be written as

DI
A = D∗

A

Vm

ṼB

ΦrA and DI
B = D∗

B

Vm

ṼA

ΦrB . (10.35)

The vacancy-wind factors can be expressed in terms of the tracer and collec-
tive correlation factors:

rA =
fAA − NAf

(A)
AB /NB

fA
and rB =

fBB − NAf
(B)
AB /NA

fA
. (10.36)

The fi are the tracer correlation factors and fij the collective correlation
factors sometimes also called correlations functions [22] (see also Chap. 12).

Perhaps the best-known vacancy-wind factor is the total vacancy-wind
factor, S, occuring in the generalised Darken equation:

D̃ = (NAD∗
B + NBD∗

A) ΦS = D̃DarkenS . (10.37)

Equation (10.37) is also called the Darken-Manning equation and S is also
denoted as the Manning factor. It can be expressed as

S =
NAD∗

BrB + NBD∗
ArA

NAD∗
B + NBD∗

A

. (10.38)

Manning [18, 19] developed approximate expressions for vacancy-wind
factors in the framework of a model called the random alloy model. The term
random alloy implies that vacancies and A and B atoms are distributed at
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random on the same lattice, although the rates at which atoms exchange
with vacancies are allowed to be different. For a random alloy, the individual
vacancy-wind factors are

rA = 1 +
(1 − f)

f

NA(D∗
A − D∗

B)
(NAD∗

A + NBD∗
B)

and

rB = 1 +
(1 − f)

f

NA(D∗
B − D∗

A)
(NAD∗

A + NBD∗
B)

, (10.39)

where f is the tracer correlation factor for self-diffusion. A transparent deriva-
tion of Eq. (10.39) can be found in [20]. For convenience let us assume that
D∗

A ≥ D∗
B. Then, from these expressions we see that the factors rA and rB

take the limits
1.0 ≤ rA ≤ 1

f
and 0.0 ≤ rB ≤ 1.0 . (10.40)

There is also a ‘forbidden region’ NA ≤ 1 − f , where rB can take negative
values (unphysical for this model) if D∗

A/D∗
B > NB/(NB−f). In other words,

there is a concentration-dependent upper limit for the ratio of the tracer
diffusivities in this region. Manning also provides an expression for the total
vacancy-wind factor:

S = 1 +
(1 − f)

f

NANB(D∗
A − D∗

B)2

(NAD∗
A + NBD∗

B)(NAD∗
B + NBD∗

A)
. (10.41)

From Eq. (10.41) it is seen that S varies within narrow limits:

1 ≤ S ≤ 1/f . (10.42)

Thus, in the framework of the random alloy model the total vacancy-wind
factor S is not much different from unity. The Manning expressions for the
vacancy-wind factors have been used for some 30 years. Extensive computer
simulations studies in simple cubic, fcc, and bcc random alloys by Belova
and Murch [23] have shown that the Manning formalism is not as accurate
as commonly thought. It is, however, a reasonable approximation when the
ratio of the atom vacancy exchange rates are not too far from unity.

Vacancy-wind corrections for chemical diffusion in intermetallic com-
pounds depend on the structure, the type of disorder and on the diffu-
sion mechanism. Belova and Murch have also contributed significantly to
chemical diffusion in ordered alloys by considering among others L12 struc-
tured compounds [24], D03 and A15 structured alloys [26], and B2 structured
compounds [25].

10.5 Microstructural Stability of the Kirkendall Plane

Kirkendall effect induced migration of inert markers inside the diffusion zone
and the uniqueness of the Kirkendall plane have not been questioned for
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quite a long time. In recent years, the elucidation of the Kirkendall effect
accompanying interdiffusion has taken an additional direction. Cornet and
Calais [29] were the first to describe hypothetical diffusion couples in which
more than one ‘Kirkendall marker plane’ can emerge. Experimental discov-
eries also revealed a more complex behaviour of inert markers situated at
the original interface of a diffusion couple in both spatial and temporal do-
mains. Systematic studies of the microstructural stability of the Kirkendall
plane were undertaken by van Loo and coworkers [30–35]. Clear evi-
dence for the ideas of Cornet and Calais was found and led to further
developments in the understanding of the Kirkendall effect. In particular, it
was found that the Kirkendall plane, under predictable circumstances, can
be multiple, stable, or unstable.

The diffusion process in a binary A-B alloy can best be visualised by
considering the intrinsic fluxes, jA and jB , of the components in Eq. (10.20)
with respect to an array of inert markers positioned prior to annealing along
the anticipated diffusion zone. According to Eq. (10.25) the sum of the oppo-
sitely directed fluxes of the components is equal to the velocity of the inert
markers, v, with respect to the laboratory-fixed frame of reference:

v = ṼB(DI
B − DI

A)
∂CB

∂x
, (10.43)

with ṼB being the partial molar volume of component B. Multifoil experi-
ments, in which a diffusion couple is composed of many thin foils with mark-
ers at each interface, permit a determination of v at many positions inside
a diffusion couple. Thus a v versus x curve (marker-velocity curve) can be
determined experimentally.

In a diffusion-controlled intermixing process, those inert markers placed
at the interface where the concentration step is located in the diffusion couple
is the Kirkendall plane. The markers in the Kirkendall plane are the only ones
that stay at a constant composition and move parabolically with a velocity
given by Eq. (10.22), which we repeat for convenience:

vK =
dx

dt
=

xK

2t
. (10.44)

xK is the position of the Kirkendall plane at time t.
The location of the Kirkendall plane(s) in the diffusion zone can be found

graphically at the point(s) of intersection(s) between the marker-velocity
curve and the straight line given by Eq. (10.44) (see Fig. 10.5). In order
to draw the line vK = xK/2t, one needs to know the position in the diffusion
zone where the ‘Kirkendall markers’ were located at time t = 0. If the total
volume does not change during interdiffusion this position can be determined
via the usual Boltzmann-Matano analysis. If the partial molar volumes are
composition dependent, the Sauer-Freise method should be used.

The nature of the Kirkendall plane(s) in a diffusion couple depends on
the gradient of the marker-velocity curve at the point of intersection with the
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straight line xK/2t. For illustration, let us consider a hypothetical diffusion
couple of A-B alloys with the end-members AyB1−y and AzB1−z where y > z.
Let us suppose that on the A-rich side of the diffusion zone A is the faster
diffusing species, whereas on the B-rich side B is the faster diffusing species.
Figure 10.5 shows schematic representations of the marker-velocity curves in
different situations. For some diffusion couples the straight line, vK = x/2t,
may intersect the marker-velocity curve in the diffusion zone once at a point
with a negative gradient (upper part). At this point of intersection one can
expect one stable Kirkendall plane. Markers, which by some perturbation

Fig. 10.5. Schematic velocity diagrams, pertaining to diffusion couples between
the end-members AyB1−y and AzB1−z for y > z. On the A-rich side A diffuses
faster and on the B-rich side B diffuses faster. Different situations are shown, which
pertain to one stable Kirkendall plane (upper part), to an unstable plane (middle
part), and to two stable Kirkendall planes, K1 and K3, and an unstable plane K2
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move ahead of the Kirkendall plane, will slow down, because of the lower
velocity; markers behind this plane will move faster. The stable Kirkendall
plane acts as an ‘attractor for inert markers’. By changing the end-member
compositions the straight line, vK = x/2t, may intersect the marker-velocity
curve at a point with a positive velocity gradient (middle part). Markers
slightly ahead of this plan will move faster, whereas markers behind this
plane will move slower. This will result in scatter of the markers and there
will be no unique plane acting as the Kirkendall plane (unstable Kirkendall
plane). The lower part of Fig. 10.5 illustrates a situation where the straight
line intersects the marker-velocity curve three times at K1, K2, and K3. In
this case one might expect that three Kirkendall planes will be present in
the sample. In reality, one finds two stable Kirkendall planes, K1 and K3.
An unstable plane, K2, is located between two stable Kirkendall planes and
the stable planes will accumulate the markers during the initial stage of
interdiffusion.

The presence of stable and unstable Kirkendall planes has been verified,
for example, in Ni-Pd and Fe-Pd diffusion couples [31]. The marker-velocity
curves over the whole homogeneity range have been determined in multifoil
experiments. It was indeed found that for Ni-Pd a stable Kirkendall plane
is present and the straight line, vK = x/2t, intersects the marker-velocity
curve at a point with a negative gradient. An unstable Kirkendall plane is
found in Fe-Pd and the gradient of the marker-velocity curve is positive at
the intersection point.
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11 Diffusion and External Driving Forces

11.1 Overview

Diffusing particles experience a drift motion in addition to random diffusion,
when an external driving force is applied. Table 11.1 lists examples of driving
forces. An electric field is the most common example of an external force
and is treated in detail below. Another example is the gradient of the non-
ideal part of the chemical potential, which we have considered already in the
previous chapter on interdiffusion. The nature of and analytic expressions for
the driving forces can be deduced from the thermodynamics of irreversible
processes (see Chap. 12 and [1, 2]).

For many ionic solids (see Chaps. 26 and 27) the electrical conductivity
results from the transport of ions rather than electrons as is the case in metals
and semiconductors. When the charge carriers are ions in an electronically
insulating crystal or glass, the ionic motion under the influence of an electric
field is described by the ionic conductivity. The dc conductivity, σdc, relates
the electrical current density, je, via Ohm’s law to the applied electric field E:

je = σdcE . (11.1)

If the ions in the material are labelled i (= 1, 2, . . .), the conductivity can be
written in terms of mobilities ui and charges qi as

σdc =
∑

i

Ci | qi | ui , (11.2)

where Ci is the number density of ions of kind i. An appropriate comparison
between mobility and diffusivity of ions is obtained via the Nernst-Einstein
relation discussed below.

The interplay of electron currents and atomic fluxes is necessary in the
consideration of electromigration in metals [5, 6]. In metals ions are screened
by the conduction electrons. Then, the effective charge of an ion can be very
different from the charge of the ionic cores. An electronic current also exerts
a force on the atomic species. The origin of this force is the scattering of elec-
trons at the ion cores and the associated momentum transfer. The coupling
between electronic and atomic current in metals at elevated temperatures is of
considerable technical relevance, because it is the origin of electromigration.



180 11 Diffusion and External Driving Forces

Table 11.1. Examples of driving forces for drift motion of atoms

Force Expression Remarks

Gradient of electrical potential
E = −∇U

q∗E q∗: effective electric charge

Gradient of chemical potential
(non-ideal part)

−∇µ µ: chemical potential

Temperature gradient
∇T

−(Q∗/T )∇T
or −S∇T

Q∗: heat of transport
S: Soret coefficient

Stress gradient −∇Uel Uel: elastic interaction energy
due to stress field

Gravitational force mgz m: particle mass
g: acceleration due to gravity

Centrifugal force m∗ω2r m∗: effective atomic mass
ω: angular velocity
r: distance from rotation axis

The latter is a major reason for the degradation of metallic interconnects in
microelectronic devices.

Temperature gradients in a material can also act as driving force on dif-
fusing atoms. The resulting effect is called thermotransport (also thermomi-
gration). If there are simultaneous gradients of temperature and of concen-
tration, we can combine Fick’s first law and thermotransport to give

j = −D
∂C

∂x
− S

∂T

∂x
. (11.3)

A steady state (index ss) can be established for j = 0. We then have(
∂C

∂x

)
ss

= − S

D

(
∂T

∂x

)
ss

. (11.4)

This equation describes the concentration gradient established by thermo-
transport. This effect is called the Ludwig-Soret effect or often just the Soret
effect. The Soret coefficient, S, and the heat of transport, Q∗ ≡ S/T , may be
of either sign, whereas D is always positive. Thermotransport is a relatively
complex phenomenon since the system is, per se, not isothermal. For a more
detailed discussion the reader is referred to [3–5].

In the case of non-ideal alloys the gradient of the chemical potential gives
rise to a driving force. The gradient of the chemical potential can be expressed
as a sum of two terms: the first term contains the concentration gradient and
the second term the gradient of the activity coefficient. This case is discussed
in detail in Chaps. 10 and 12.

A uniform stress field cannot generate a particle flux. However, a driv-
ing force can arise from the stress gradient. Its effects must be considered
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whenever the interaction energy of the particle with the stress field is large
enough. Examples are the Gorski effect, which can be observed for hydrogen
diffusion in metals (see Chap. 14), and the formation of Cottrell atmospheres
in the stress field of dislocations [7].

Gravitational forces are weak and accordingly play no rôle in solid-state
diffusion. In gases and liquids, however, gravitational forces can cause sedi-
mentation effects. The experimental observation of effects of centrifugal forces
requires rapid rotation. Equilibrium sedimentation of Au in solid sodium and
lead has been studied in centrifuge experiments [8]. The results have been
discussed to demonstrate the interstitial nature of fast diffusers.

11.2 Fick’s Equations with Drift

Suppose that an external driving force F acts on diffusing particles. After
a short transition period, a steady state particle flux develops. The drift
velocity v̄ of the particles under the action of the driving force is

v̄ = uF . (11.5)

u is called the mobility. The mobility is the drift velocity for a unit driving
force, i.e. for F = 1. The particle flux is Cv̄ = CuF . The total flux due to
diffusion plus the action of the driving force is

j = −D
∂C

∂x
+ v̄C . (11.6)

The first term is the well-known Fickian term and the second term is the drift
term. Thermodynamics of irreversible processes shows that the distinction
between these two terms is more practical than fundamental (see Chap. 12).
Formally, the second term in Eq. (11.6) is also a flux which is proportional
to a gradient. In the case of an electrical driving force, this is the electrical
potential gradient. If we combine Eq. (11.6) with the continuity equation
(2.4), we get

∂C

∂t
=

∂

∂x

(
D

∂C

∂x

)
− ∂

∂x
(v̄C). (11.7)

If the driving force and, consequently, the drift velocity v̄ and the diffusion
coefficient are independent of x, Eq. (11.7) reduces to

∂C

∂t
= D

∂2C

∂x2
− v̄

∂C

∂x
. (11.8)

Then, it is possible to reduce the problem of solving the differential equation
(11.8) by applying the following transformation [9, 10]

C = C∗ exp
(

v̄

2D
x − v̄2t

4D

)
. (11.9)



182 11 Diffusion and External Driving Forces

Fig. 11.1. Schematic illustration of diffusion and drift

Substitution of Eq. (11.9) in Eq. (11.8) yields a linear differential equation
for C∗

∂C∗

∂t
= D∆C∗ . (11.10)

Hence solutions for Eq. (11.8) are available, if Eq. (11.10) can be solved for
the given boundary condition.

The concentration field C(x, t) originating from a thin-film diffusion
source is modified by a constant driving force. The appropriate diffusion
equation is Eq. (11.8). Its solution can be obtained by inserting the thin-film
solution without drift, Eq. (3.9), into Eq. (11.9). We get

C(x, t) =
N

2
√

πDt
exp

[
− (x − v̄t)2

4Dt

]
. (11.11)

This corresponds to a Gaussian distribution, the center of which shifts with
the velocity v̄. Equation (11.11) somehow justifies the distinction between
the Fickian term and the drift term in Eq. (11.6). The first term leads to
a broadening of the distribution of diffusing particles and the second term
causes a translation of the whole distribution (Fig.11.1).

The fact that diffusion leads to a Gaussian distribution of the diffusing
particles reveals their underlying random movement, whereas under the influ-
ence of an external force an additional directed motion occurs. On the other
hand, both processes involve the same elementary jumps of the particles. This
indicates that D and v̄ must be related to each other. This relation is known
as the Nernst-Einstein relation. Its derivation and some of its implications
are considered in the following.

11.3 Nernst-Einstein Relation

We consider a system with one mobile component, where the flux resulting
from an external driving force exactly counterbalances the diffusion flux. The
combined effect of a concentration gradient and of a driving force can lead
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to a steady state, if the corresponding fluxes are equal and opposite in sign,
i.e. if the total flux vanishes. Then, we get from Eq. (11.6)

0 = −D̃
∂C

∂x
+ v̄C . (11.12)

The diffusion coefficient D̃ in Eq. (11.12) refers to a chemical composition
gradient as will become evident below. It is definitely conceived as a chemical
diffusion coefficient not as a tracer diffusion coefficient. Lack of appreciation
of this fact leads to misunderstandings and inconsistencies.

Let the diffusing substance be contained in a cylinder and let us suppose
that v̄ = uF is the stationary velocity in negative x-direction due to an
external field. Then, the solution of Eq. (11.12) is

C = C0 exp
(
− v̄

D̃
x

)
, (11.13)

where C0 denotes the stationary concentration at x = 0. Let us further
assume that the external force is the derivative of a potential U :

F = −∂U

∂x
. (11.14)

At thermodynamic equilibrium, the distribution of non-interacting particles
must also follow the Boltzmann distribution1

C(x) = α exp
(
− U

kBT

)
, (11.16)

where kB denotes the Boltzmann constant, T absolute temperature, and α
a constant. Differentiation with respect to x yields

∂C

∂x
= − C

kBT

∂U

∂x
=

CF

kBT
. (11.17)

Substituting this equation in Eq. (11.12), we get

D̃ =
v̄

F
kBT = ukBT = u

RT

NA
. (11.18)

R = kBNA denotes the gas constant and NA the Avogadro number. Equation
(11.18) relates the chemical coefficient D̃ and the mobility u of the diffusing
particles. This relation is called the Nernst-Einstein relation.
1 For a gas in the gravitational field of the earth the potential acting on gas

molecules is U = mgz, where m is their mass, g the acceleration in the gravita-
tional field, and z the height. Then we get

C = C0 exp

„
−mgz

kBT

«
. (11.15)

This is the well-known formula for the decrease of gas concentration in the at-
mosphere with increasing height.



184 11 Diffusion and External Driving Forces

11.4 Nernst-Einstein Relation
for Ionic Conductors and Haven Ratio

Let us now suppose that the external driving force is the result of an electric
field E acting on ions with charge q. Then we have

F = qE . (11.19)

Using Eq. (11.18) the flux of ions in the electric field can be written as

j = v̄C =
qCD̃

kBT
E . (11.20)

The associated electric current density is

je = qj =
q2CD̃

kBT
E . (11.21)

This equation is Ohm’s law, je = σdcE, with the ionic d.c. conductivity

σdc =
q2CD̃

kBT
. (11.22)

caused by the mobile ions. In the solid-state diffusion literature this relation is
often called in a rather misleading way the Nernst-Einstein relation. However,
we remind the reader that we used in its derivation Eq. (11.16) – an equation
which holds for non-interacting particles only.

More generally, interactions are present between the particles. For this
case, Murch [11] showed that the general form of the Nernst-Einstein rela-
tion is

σdc =
q2CD̃

kBT

(
∂ lnN

∂µ

)
, (11.23)

where µ is the chemical potential of the particles and N their site fraction.
When the distribution of particles is completely ideal (no interaction, not

even site blocking effects), the thermodynamic factor is unity and Eq. (11.23)
reduces to Eq. (11.22). In this special case, the diffusion coefficient D̃ equals
the tracer diffusion coefficient D∗, so that

σdc =
q2CD∗

kBT
. (11.24)

When the particles are ideally distributed but subject to site blocking effects,
Eq. (11.23) can be written as [11]

σdc =
q2CD∗

fkBT
, (11.25)
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where f is the tracer correlation factor (see Chap. 4). This equation is appro-
priate to very dilute solutions. Ionic crystals having a virtually perfect lattice
of ions fall into this category.

Charge diffusion coefficient: In the solid-state diffusion literature
Eq. (11.22) is often used to calculate another ‘diffusion coefficient’ called
the charge diffusion coefficient (sometimes denoted also as the conductivity
diffusion coefficient or the electrical diffusion coefficient) via:

Dσ =
kBTσdc

Cq2
=

RTσdc

NACq2
. (11.26)

R denotes the gas constant and NA the Avogadro number. Dσ has indeed
the dimensions of a diffusion coefficient. However, it does not correspond to
any diffusion coefficient that can be measured by way of Fick’s laws. The
identification of Dσ with a diffusion coefficient is only adequate for non-
interacting particles.

What can be done is to use Eq. (11.26) as a definition of Dσ, recognising
that at the same time Dσ has no Fickian meaning. It is, however, misleading
in these circumstances to call Eq. (11.26) the Nernst-Einstein equation. Equa-
tion (11.26) is then used purely as a means of changing the d.c. conductivity
σdc to a quantity that has the dimensions of a diffusion coefficient.

Haven ratio: It is common practice in solid-state ionics to define the so-
called Haven ratio HR, which is simply the ratio of the tracer diffusion coef-
ficient, D∗, and the charge diffusion coefficient, Dσ:

HR ≡ D∗

Dσ
. (11.27)

In view of the remarks about Dσ, it is appropriate to ask whether the Haven
ratio has a straightforward physical meaning. Apart from some simple models
(mentioned below) a general theory of HR is not yet available.

For a hopping model of ionic conduction, provided that the ionic jumps
are mediated by low concentrations of vacancies like in NaCl (see Chap. 26),
one gets [11, 13]

HR =
f

fAA
. (11.28)

Here f is the tracer correlation factor of the atoms and fAA the physical
or collective correlation factor (see Chap. 12). If one can neglect collective
correlations, which is justified for an almost full or empty lattice of charge
carriers, the interpretation of the Haven ratio is straightforward. This is the
case for diffusion mechanisms such as the vacancy mechanism. Then, the
Haven ratio simply equals the tracer correlation factor:

HR ≈ f . (11.29)
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In such a case, from a measurement of the Haven ratio the correlation factor
and then the mechanism of diffusion can be exposed (see Chap. 7).

For a collective mechanism, such as the interstitialcy mechanism, the dis-
placement of the charge is different from the displacement of the tracer atom.
For a colinear interstitialcy mechanism the charge moves two jump distances
whereas the tracer moves only one (see Chap. 6). The Haven ratio then be-
comes

HR =
fd2

fAAd2
q

, (11.30)

where d and dq are the jump distances of the tracer and of the charge, re-
spectively.

A classic example for identifying the mechanism using experimental Haven
ratios is the work of Friauf [12] on the motion of Ag in AgBr. It was ob-
served that the Haven ratio varies from 0.5 at low temperatures to 0.65
at high temperatures. This behaviour of the Haven ratio was attributed to
the simultaneous action of colinear and non-colinear interstitialcy jumps (see
Chap. 26).

Much less satisfactorily interpreted are Haven ratios for fast ion conduc-
tors with highly disordered sublattices and for ion-conducting glasses. Haven
ratios in such materials have been reviewed by Murch [13] and by Jain and
Kanert [14]. Further comments on the subject of correlations effects and
ionic diffusion can be found in the review by Murch [11] and the literature
cited therein, as well as in a paper on Monte Carlo simulations of the Haven
ratio of alkali ions in oxide glasses [15]. Pressure-dependent diffusivities and
Haven ratios in alkali borate glasses are considered by Imre et al. [18].

11.5 Nernst-Planck Equation – Interdiffusion
in Ionic Crystals

Let us now consider two ionic system AX and BX with two ionic species
A and B, which share the same sublattice of a crystal. Let us assume that
only the species A and B are mobile, the X sublattice being fixed. During
interdiffusion the two mobile species compete for vacancies on the common
sublattice of A and B. Let us first consider the case of an ideal solution and
the absence of an electric driving force. Then fluxes jA and jB are connected
to the concentration gradients via

jA = −D∗
A

∂CA

∂x
and jB = −D∗

B

∂CB

∂x
(11.31)

with
∂CA

∂x
= −∂CB

∂x
. (11.32)
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Since D∗
A and D∗

B are not equal, a net flux of electric charge jA �= jB would
develop. However, the condition of electrical neutrality requires that this net
flux must be zero.

Any electrical field E gives rise to drift fluxes. More general, the flux
equations should then be written as

jA = −D∗
A

∂CA

∂x
+

qCAD∗
A

kBT
E and jB = −D∗

B

∂CB

∂x
+

qCBD∗
B

kBT
E . (11.33)

Here we have introduced the drift term from the Nernst-Einstein equation and
q denotes the (identical) charges of ions A and B. The condition of electrical
neutrality requires

jA + jB = 0 . (11.34)

It follows that
E =

kBT

q

D∗
A − D∗

B

CAD∗
A + CBD∗

B

∂CA

∂x
. (11.35)

We now recall the intrinsic diffusivities of Eq. (10.20), which we repeat for
convenience:

jA = −DI
A

∂CA

∂x
and jB = −DI

B

∂CA

∂x
. (11.36)

Inserting Eqs. (11.33) and (11.35), we arrive at:

DI
A = DI

B =
D∗

AD∗
B

NAD∗
A + NBD∗

B

. (11.37)

This equation is called the Nernst-Planck equation for ideal solutions. For
interdiffusion between ionic crystals AX and BX, there is no Kirkendall effect
because there is no separation of charge and therefore no net vacancy flow.
Equation (11.37) can also be written as

1
DI

A

+
1

DI
B

=
NA

D∗
B

+
NB

D∗
A

. (11.38)

For a non-ideal solution Eq. (11.37) must be multiplied by the thermodynamic
factor Φ:

DI
A = DI

B =
D∗

AD∗
B

NAD∗
A + NBD∗

B

Φ ≡ D̃Nernst−Planck . (11.39)

We mention without prove that in terms of the transport coefficients discussed
in Chap. 12 one gets:

D̃Nernst−Planck =
2f

1 − f

LAB

NANB
. (11.40)

This equation shows that interdiffusion in ionic crystals is completely due to
the off-diagonal term LAB of the Onsager matrix.
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11.6 Nernst-Planck Equation versus Darken Equation

The Nernst-Planck equation (11.39) and the Darken equation (10.34) differ
significantly if the ratio of the tracer diffusivities is far from unity:

D̃Nernst−Planck �= D̃Darken . (11.41)

We have seen above that the interdiffusion coefficient described by the Nernst-
Planck equation corresponds to a consecutive connection of the two diffusiv-
ities; it is controlled by the slower diffusing component. By contrast, the
Darken expression is analogous to the paralled connection of the two diffu-
sivities, which is controlled by the faster diffusing component.

In addition, we note that the Nernst-Planck and the Darken equations
represent two limiting cases of interdiffusion in a binary metallic alloy:

We recall that the Darken equation has been derived under the assump-
tion that vacancies are practically at thermal equilibrium during the inter-
diffusion process and that the vacancy flux compensates the unequal fluxes
of the atomic species A and B. Usually, this is justified for a macroscopic
diffusion sample, when sufficient sinks and sources for vacancies (e.g., dis-
locations) keep the vacancy concentration close to equilibrium in spite of
non-vanishing vacancy fluxes.

Non-equilibrium vacancy distributions can be generated by the difference
of the intrinsic fluxes of atoms, if the density and/or efficiency of vacancy
sources/sinks are insufficient. Nazarov and Gurov have performed an ana-
lysis of interdiffusion in binary alloys taking into account non-equilibrium va-
cancies [16]. They have shown that the evolution of an interdiffusion profile
is then governed by

D̃Nazarov−Gurov =
D∗

AD∗
B

NAD∗
A + NBD∗

B

Φ ≡ D̃Nernst−Planck . (11.42)

The Nernst-Planck expression for interdiffusion in ionic crystals and the
Nazarov-Gurov expression for interdiffusion in a binary alloy with non-
equilibrium vacancies are identical.

Furthermore, the interdiffusion coefficients of Darken and of Nazarov-
Gurov correspond to different space and time regimes. This has been pointed
out by Gusak and coworkers (see, e.g., [17]):

– The Darken expression, Eq. (10.34), governs the interdiffusion process for
long diffusion times

t � τV

CV
. (11.43)

Here τV is the mean life-time of vacancies between their creation at va-
cancy sources and their annilhilation at vacancy sinks. CV denotes the
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vacancy concetration. This condition is fulfilled when the average dis-
tance between vacancy sources and sinks,

√
DV τV , is small as compared

to the width of the interdiffusion zone, i.e. for

D̃Darken t � DV τV , (11.44)

DV denotes the vacancy diffusivity.
– The Nazarov-Gurov equation governs the interdiffusion process for short

diffusion times
t � τV

CV
. (11.45)

This corresponds to

D̃Nazarov−Gurov t � DV τV , (11.46)

Then, the width of the interdiffusion zone is much smaller than the average
distance between vacancy sources and sinks.

Loosely speaking, non-equilibrium vacancies and the Nazarov-Gurov equation
are important on ‘nanoscopic scales’, whereas the Darken equation is relevant
for interdiffusion on ‘macroscopic scales’.
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12 Irreversible Thermodynamics and Diffusion

12.1 General Remarks

So far, we have discussed the usual descriptions of atomic transport in solids
such as diffusion and ionic conduction. Fick’s first law was introduced as
a postulate describing a linear relationship between the flux of a diffusing
species i and its concentration gradient. Ohm’s law describes a linear relation
between the flux of charged species and the gradient of the electric potential.
Fourier’s law is a linear relation between the flux of heat and the temperature
gradient. However, these simple laws may not be sufficient even within the
stated limitation of linear effects. For example, Fick’s first law is sometimes
insufficient for attaining equilibrium of species i because it does not recognise
all driving forces, direct or indirect, acting on i. It may be necessary to allow
that a concentration gradient in one species gives rise to a flux of another.

Diffusion, electrical conduction, and heat flow are examples of irreversible
processes. Non-equilibrium thermodynamics provides a general phenomeno-
logical theory of such processes. In this chapter, we briefly introduce the
macroscopic equations of this theory suggested for the first time by Lars
Onsager (1903–1976), the Norwegian Nobel laureate of 1968. Wide-ranging
treatments, especially of macroscopic formulations of this theory can be found
in textbooks of de Groot and Mazur [1] and Haase [2]. A treatment with
emphasis on the foundations of irreversible thermodynamics by statistical
mechanics has been provided by Kreuzer [3].

Non-equilibrium thermodynamics is based on three major assumptions:

1. The Onsager transport equations of atoms, heat, and electrons are linear
relations between the fluxes J i and the so-called generalised thermody-
namic forces Xi. The phenomenological response for the complete set of
n fluxes assumes a linear form

J i =
n∑

j=1

LijXj , (12.1)

where Lij are called the phenomenological coefficients or transport coef-
ficients. The matrix of coefficients is also called the Onsager matrix or
simply the L matrix. The great importance of the phenomenological co-
efficients stems from their independence of driving forces. For example,
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in solid-state diffusion problems the coefficients Lij are functions of tem-
perature and pressure, but they do not depend on the gradient of the
chemical potential.

2. The Onsager matrix is composed in part of diagonal terms, Lii, connect-
ing each generalised force with its conjugate flux. For example, a gradient
of the chemical potential causes a generalised diffusion ‘force’, and the
associated diffusion response is determined by the material’s diffusivity.
Similarly, an applied temperature gradient creates a generalised force as-
sociated with heat flow. In this case, the amount of heat flow is determined
by the thermal conductivity.
The Onsager matrix also contains off-diagonal coefficients, Lij . Each off-
diagonal coefficient determines the influence of a generalised force on
a non-conjugate flux. For example, a concentration gradient of one species
can give rise to a flux of another species. The electric field, which exerts
a force on electrons in metals to produce an electric current has a cross-
influence on the flow of heat, known as the Peltier effect. Conversely,
the thermal force (temperature gradient) that normally causes heat flow,
also has a cross-influence on the distribution of electrons – known as the
Thomson effect. The Thomson and Peltier effects combine and provide
the basis for thermoelectric devices: thermopiles can be used to convert
heat flow into electric current; in thermocouples a voltage is produced by
a temperature difference. Another example is that an electronic current
and the associated ‘electron wind’ causes a flow of matter called electro-
migration (see also Chap. 11). Electromigration can be a major cause for
the failure of interconnects in microelectronic devices.
The Onsager matrix is symmetric, provided that no magnetic field is
present. The relationship

Lij = Lji (12.2)

is known as the Onsager reciprocity theorem.
3. The central idea of non-equilibrium thermodynamics is that each of the

thermodynamic forces acting with its flux response dissipates free energy
and produces entropy. The characteristic feature of an irreversible process
is the generation of entropy. The rate of entropy production, σ, is basic
to the theory. It can be written as:

Tσ =
n∑
i

J iX i + JqXq . (12.3)

J i denotes the flux of atoms i and Jq the flux of heat.
The thermodynamic forces require some explanation: X i and Xq are
measures for the imbalance generating the pertinent fluxes. The thermal
force Xq

Xq = − 1
T

∇T (12.4)
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is determined by the temperature gradient∇T . When only external forces
are acting, the Xi are identical with these forces. If, for example, an ionic
system with ions of charge qi is subject to an electric field E, each ion
of type i experiences a mechanical force F i = qiE. In the presence of
a composition gradient the appropriate force is related to the gradient of
chemical potential ∇µi. Then, the thermodynamic force Xi is the sum
of the external force exerted by the electric field and the gradient of the
chemical potential of species i:

Xi = F i − T∇
(µi

T

)
= F i − ∇µi . (12.5)

Here the gradient of the chemical potential is that part due to gradients
in concentration, but not to temperature.
Thermodynamic equilibrium is achieved when the entropy production
vanishes:

σ = 0 . (12.6)

Then, there are no irreversible processes any longer and the thermody-
namic forces and the fluxes vanish.

12.2 Phenomenological Equations
of Isothermal Diffusion

In this section, we apply the phenomenological transport equations to solid-
state diffusion problems. We give a brief account of some major aspects rel-
evant for transport of matter, which are treated in more detail in [4–6]. The
phenomenological equations are on the one hand very powerful. On the other
hand, they lead quickly to cumbersome expressions. Therefore, only a few
examples will be given. Detailed expressions for the phenomenological coef-
ficients in terms of the elementary jump characteristics must be provided by
atomistic models.

Here, we consider the consequences of phenomenological equations for
isothermal diffusion. In a binary system we have 3 transport coefficients –
two diagonal ones and one off-diagonal coefficient. For a ternary system six
transport coefficients must be taken into account. One of the crucial questions
is, whether the off-diagonal terms are sufficiently different from zero to be
important for data analysis. If they are negligible, the analysis can be largely
simplified. This assumption in made in some models for diffusion, e.g., in
the derivation of the Darken equations for a binary system (see Chap. 10).
We shall see below, however, that neglecting off-diagonal terms is not always
justified.

12.2.1 Tracer Self-Diffusion in Element Crystals

Fundamental mobilities of atoms in solids can be obtained by monitoring
radioactive isotopes (‘tracers’) (see Chap. 13). Let us consider the diffusion
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of an isotope A∗ in a solid A, where A∗ and A are chemically identical. Let
us further suppose that diffusion occurs via vacancies (index V ). Taking into
account the reciprocity relations, the Onsager flux equations can be written
as1:

JA∗ = LA∗A∗XA∗ + LA∗AXA + LA∗V XV ,

JA = LA∗AXA∗ + LAAXA + LAV XV ,

JV = LA∗V XA∗ + LAV XA + LV V XV . (12.7)

Let us now suppose that in an isothermal experiment vacancies are always
maintained at thermal equilibrium. This is possible if sources and sinks of
vacancies such as dislocations are sufficiently numerous and active during the
diffusion process. Under such conditions, the chemical potential of vacancies
is constant everywhere and hence XV = 0. Then, the flux equations for the
components apply directly in the laboratory reference frame:

JA∗ = LA∗A∗XA∗ + LA∗AXA

JA = LA∗AXA∗ + LAAXA . (12.8)

Tracer atoms A∗ and matrix atoms A form an ideal (isotopic) solution. Let
CA∗ and CA denote their concentrations and µA∗ and µA their chemical
potentials, respectively. These are:

µA∗ = µ0
A∗(p, T ) + kBT lnCA∗ ,

µA = µ0
A(p, T ) + kBT lnCA . (12.9)

The reference potentials µ0
A∗(p, T ) and µ0

A(p, T ) depend on pressure and tem-
perature but not on concentration. The corresponding forces are

XA∗ = −kBT
1

CA∗

∂CA∗

∂x
,

XA = −kBT
1

CA

∂CA

∂x
. (12.10)

For tracer self-diffusion in an element crystal we have

JA∗ + JA = 0 , (12.11)

i.e. the fluxes are equal in magnitude and opposite in sign. Furthermore, since
CA∗ +CA is constant, the concentration gradients are equal in magnitude and
opposite in sign, i.e. ∂CA∗/∂x = −∂CA/∂x. We then have

JA∗ = −
(

LA∗A∗

CA∗
− LA∗A

CA

)
kBT︸ ︷︷ ︸

DA∗
A

∂CA∗

∂x
, (12.12)

JA = −
(

LAA

CA
− LA∗A

CA∗

)
kBT

∂CA

∂x
. (12.13)

1 For simplicity reasons we consider unidirectional flow (in x direction) and omit
the vector notation.
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Since JA∗ = −JA we get:

LA∗A∗

CA∗
− LA∗A

CA
=

LAA

CA
− LA∗A

C∗
A

. (12.14)

Recalling that the diffusivity of a tracer is defined through Fick’s law

JA∗ = −DA∗
A

∂CA∗

∂x
, (12.15)

we obtain by comparison with Eqs. (12.12):

DA∗
A =

(
LA∗A∗

CA∗
− LA∗A

CA

)
kBT =

(
LAA

CA
− LA∗A

CA∗

)
kBT (12.16)

Since for tracer diffusion always CA∗ � CA, we also have

DA∗
A =

LA∗A∗

CA∗
kBT =

(
LAA

CA
− LA∗A

CA∗

)
kBT . (12.17)

The first term on the right-hand side of Eq. (12.17) is sometimes denoted
as the ‘true’ self-diffusion coefficient, DA

A ≡ kBTLAA/CA. The quantity DA
A

denotes self-diffusion in the absence of a tracer – a quantity that is difficult
to measure directly2. We then get

DA∗
A =

[
1 − LA∗A

LAA

CA

CA∗

]
︸ ︷︷ ︸

f

DA
A , (12.18)

where f is the correlation factor of tracer self-diffusion (see Chap. 7). This
equation shows that the coupling between the fluxes is the origin of correlation
effects. For LA∗A = 0 the correlation factor would be unity. We also note that
in addition to the defect two atomic species (here A∗ and A) must be present
to obtain correlation. This is a rule that we have already stated in Chap. 4.

12.2.2 Diffusion in Binary Alloys

In this section, we discuss the Onsager equations for solid-state diffusion
via vacancies in a substitutional binary alloy and the structure and physical
meaning of the pertinent phenomenological coefficients. We suppose that the
system is isothermal and that external forces are absent, i.e. Xq = 0 and
Fi = 0. We then have a system of two atomic components A and B and
vacancies (index V) on a single lattice. Taking into account the reciprocity
relations the Onsager flux equations can be written as:
2 In favourable cases, PFG-NMR (see Chap. 13) can be applied to measure this

quantity.
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JA = LAAXA + LABXB + LAV XV ,

JB = LABXA + LBBXB + LBV XV ,

JV = LAV XA + LBV XB + LV V XV . (12.19)

To promote atomic diffusion, either A or B atoms exchange with vacancies
on the same lattice. Therefore, the fluxes defined relative to that lattice (in
regions outside the diffusion zone) necessarily must obey

JV = −(JA + JB) . (12.20)

In other words, the flux of vacancies is equal and opposite in sign to the total
flux of atoms3. In view of the constraint imposed by Eq. (12.20), each term
on the right-hand side of Eq. (12.19) must vanish column by column. We get:

(LAA + LAB + LAV )XA = 0,

(LAB + LBB + LBV )XB = 0,

(LAV + LBV + LV V )XV = 0 . (12.21)

These equations must hold for arbitrary values of the forces Xi. Hence each
bracket term must vanish separately:

−LAV = LAA + LAB ,

−LBV = LAB + LBB ,

−LV V = LAV + LBV . (12.22)

These equations show that the kinetic coefficients of the vacancy flux are
related to those of the atomic species. If Eq. (12.22) is combined with the
flux equations (12.19), the following expressions for the fluxes of the atomic
species are obtained:

JA = LAA(XA − XV ) + LAB(XB − XV ),
JB = LAB(XA − XV ) + LBB(XB − XV ) . (12.23)

The vacancy flux may be written as

JV = LAV (XA − XV ) + LBV (XB − XV ) . (12.24)

Let us now assume that vacancies are always maintained close to their ther-
mal equilibrium concentration. Then, the chemical potential of vacancies is
constant everywhere and XV = 0. Equations (12.23) then reduce to

JA = LAAXA + LABXB ,

JB = LABXA + LBBXB . (12.25)
3 In this context the reader should also see the discussion of the ‘vacancy wind’ in

Chap. 10.
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The chemical potential of a real solid solution is given by

µi = µ0
i (p, T ) + kBT ln(Niγi) , (12.26)

where γi is the activity coefficient and Ni mole fractions of species i. Using
NA + NB ≈ 1, i.e. CV � CA + CB , we obtain:

JA = −
(

LAA

NA
− LAB

NB

)
kBTΦ︸ ︷︷ ︸

DI
A

∂NA

∂x
,

JB = −
(

LBB

NB
− LAB

NA

)
kBTΦ︸ ︷︷ ︸

DI
B

∂NB

∂x
. (12.27)

Here we have used that the Gibbs-Duhem relation of thermodynamics
provides an additional constraint: the factors (1 + ∂ ln γA/∂ lnNA) and
(1+∂ ln γB/∂ lnNB) are equal to each other. This common factor is abbrevi-
ated by Φ and denoted as the thermodynamic factor (see Chap. 10). We note
that one common thermodynamic factor exists for binary alloys. For ternary
or higher order systems several thermodynamic factors are necessary.

Equations (12.27) have the form of Fick’s first law with diffusion coeffi-
cients, DI

A and DI
B, denoted as the intrinsic diffusion coefficients :

DI
A =

LAA

NA

(
1 − LABNA

LAANB

)
kBTΦ,

DI
B =

LBB

NB

(
1 − LABNB

LBBNA

)
kBTΦ . (12.28)

The intrinsic diffusivities are in general different and can be determined sep-
arately. The two quantities that are usually measured to obtain the intrinsic
diffusivities are (i) the chemical interdiffusion coefficient D̃, and (ii) the Kirk-
endall velocity vK (see Chap. 10):

In interdiffusion plus Kirkendall experiments, diffusion couples (either A-
B or AxB1−x-AyB1−y) are studied and the initial interfaces contain inert
markers. The fluxes JA and JB relative to the local crystal lattice are gener-
ally such that their sum is non-zero, which according to Eq. (12.20) implies
that the vacancy flux is also non-zero. Since the fluxes vary with position one
also has:

divJV = div(−JA − JB) �= 0 . (12.29)

This condition requires vacancies to disappear or to be created at inner
sources or sinks (e.g., dislocations) in the diffusion zone of the sample. When
this occurs, regions where diffusion fluxes are large will move relative to
regions where fluxes are small. The concentration distribution after an in-
terdiffusion experiment, analysed with respect to the unaffected ends of the



198 12 Irreversible Thermodynamics and Diffusion

couple, links the concentration gradients to the fluxes of atoms relative to
the fixed parts of the sample. In the simplest case these fluxes are

J ′
A = JA − NA(JA + JB) ,

J ′
B = JB − NB(JA + JB) . (12.30)

Here we have assumed that the velocity v of the local lattice relative to the
non-diffusing parts of the sample is −v(JA + JB). This implies that there is
no change in the cross-section or shape of the sample, i.e. that the vacancies
condense on lattice planes perpendicular to the diffusion flow. It also implies
that the volume per lattice site remains constant. From Eqs. (12.27), (12.30),
and NA + NB = 1, because the vacancy site fraction is very small, it also
follows

J ′
A = −(NBDI

A + NADI
B)

∂NA

∂x
,

J ′
B = −(NBDI

A + NADI
B)

∂NB

∂x
. (12.31)

The quantity
D̃ = NBDI

A + NADI
B . (12.32)

is the interdiffusion coefficient introduced already in Chap. 10. It is the same
for both components. The Kirkendall velocity vK characterises the motion of
the diffusion zone relative to the fixed end of the sample and can be observed
by inserting inert markers (see Chap. 10). Since ∂NA/∂x = −∂NB/∂x it is
given by:

vK = (DI
A − DI

B)
∂NA

∂x
. (12.33)

The Kirkendall effect is a consequence of unequal intrinsic diffusivities and
results from the non-zero vacancy flux in the diffusion zone.

We now have convinced ourselves that the equations of Darken and Man-
ning discussed in Chap. 10 have a basis in the phenomenological equations.
We note, however, that although measurements of interdiffusion and the Kirk-
endall shift have been made on a number of alloy systems it is clear that only
two quantities, DI

A and DI
B, can be obtained. This is insufficient to deduce

the three independent phenomenological coefficients LAA, LAB, and LBB for
a binary alloy system.

Such a situation, in which the number of experimentally accessible quan-
tities is less than the number of the independent Onsager coefficients, is not
uncommon. This is one reason for the theoretical interest in these coefficients.
It is also the reason for the interest in relations between the phenomenolog-
ical coefficients. Such relations are called ‘sum rules’. Sum rules have been
identified in several cases [6] and some of them are discussed in Sect. 12.3.2.
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12.3 The Phenomenological Coefficients

The physical meaning of diffusion coefficients is well appreciated. However,
this is less so for the phenomenological coefficients. The purpose of this sec-
tion is to provide some insight into the phenomenological coefficients, their
structure, relations between phenomenological coefficients and diffusion coef-
ficients, and relations among phenomenological coefficients. An introduction
for non-specialists in this area, which we follow in parts below, has been given
by Murch and Belova [6].

Consider, for example, diffusion in a binary alloy. We have eliminated
the vacancies as a third component because we have made the assumption
that vacancies are maintained at their equilibrium concentration. Then, it
suffices to introduce the phenomenological coefficients LAA, LAB, and LBB

as we have done in the previous section. According to the Onsager reci-
procity theorem the L matrix is symmetric, i.e. LAB = LBA. We simply
have three independent coefficients, two diagonal ones and one off-diagonal
coefficient.

Let us now consider a ‘thought experiment’: suppose that A atoms in
a binary AB alloy can respond to an external electric field E but the B atoms
cannot. This is expressed by writing the driving force on A with charge qA as
XA = qAE, whereas the driving force on B is XB = 0. One might first expect
that the A atoms would simply drift in the field and the B atoms would be
unaffected. The Onsager flux equations show indeed that the flux of A atoms
is given by JA = LAAqAE. But the Onsager flux equations also show that
the flux of B atoms is not zero but given by JB = LABqAE. This equation
says that the B atoms should also drift in the field, although the B atoms do
not feel the field directly. The drifting A atoms appear to drag the B atoms
along with them, thereby giving rise to a flux of B atoms. In principle, the
off-diagonal coefficient LAB can be either positive or negative depending on
the type of interaction. If LAB were to be negative, it would mean that the B
atoms would drift up-field whilst the A atoms drift down-field. This example
may suffice to illustrate that the off-diagonal coefficient can be responsible
not only for an atomic flux but also that it can change the magnitude and
even the direction of an atom flux.

As discussed in Chap. 4, the tracer diffusion coefficient is related to the
mean square of the displacement R of a particle during time t as [8]:

D∗ =
〈R2〉
6t

, (12.34)

where the brackets 〈〉 indicate an average over an ensemble of a large number
of particles. This relation is called the Einstein relation or sometimes also the
Einstein-Smoluchowski relation. The diffusion coefficient is understood to be
a tracer diffusion coefficient indicated by the superscript * placed on D. The
implication is that in principle we can follow each particle explicitly.
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The Einstein expression for tracer diffusion coefficient is usually expanded
for solid-state diffusion according to ‘hopping models’, in which atoms jump
from one site to another in a lattice with a long residence time at lattice sites
between the jumps. For the simplest case, diffusion on a cubic Bravais lattice
with jump distance d and jump rate Γ , we have (see Chap. 6)

D∗ =
1
6
d2Γf (12.35)

where f is the tracer correlation factor. This equation shows that the tracer
diffusion coefficient is the product of two parts: a correlated part embodied
in the tracer correlation factor and an uncorrelated part that contains the
jump distance squared and the jump rate. We remember that according to
Eq. (7.22) the tracer correlation factor can be expanded as

f = 1 + 2
∞∑

j=1

〈cos θ(j)〉 . (12.36)

〈cos θ(j)〉 is the average of the cosine of the angle between the first and the j’s
succeeding tracer jump. In vacancy-mediated solid-state diffusion 〈cos θ(1)〉 is
invariably negative because the first jump is more likely to be reversed, either
as the result of the vacancy being still present at the nearest-neighbour site to
the tracer, or perhaps as a result of re-ordering jump immediately following
a disordering one, or a combination of both. For a vacancy mechanism the
values of 〈cos θ(j)〉 also alternate in sign. The phenomenon of tracer correla-
tion has been the subject of an extensive literature over several decades and
is discussed in Chap. 7.

In 1982 Allnatt [7] showed on the basis of a linear response theory
that the phenomenological coefficients for isothermal diffusion in solids can
be expressed via generalised Einstein formulae, similar in character to the
Einstein-Smoluchowski relation. These relations can be written as:

Lii =
〈Ri · Ri〉
6V kBT t

,

Lij =
〈Ri · Rj〉
6V kBT t

, (12.37)

where Ri and Rj are the collective displacements of atoms i and j, V is
the volume of the system. The collective displacement of a species in each
case can be thought of as the displacement of the centre of mass of that
species. Imagine in a ‘thought experiment’ a volume V containing N lattice
sites on which two species A and B are randomly distributed. This might
represent a binary alloy. Let diffusion occur for some time t. Then, we cal-
culate the displacements of the centres of mass of A atoms, RA, and of B
atoms, RB, and repeat the experiment a large number of times in order to
produce the ensemble average. In this way, we would be able to calculate the
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phenomenological coefficients LAA, LBB, and LAB from Eqs. (12.37). This
provides indeed a convenient route for the evaluation of the phenomenological
coefficients in Monte Carlo computations (see, e.g., [9, 10]).

Similar to the tracer diffusion coefficient the phenomenological coefficients
can be decomposed into correlated and into non-correlated parts

Lii =
fiid

2Cini

6kBT t
, (12.38)

Lij =
f

(i)
ij d2Cini

6kBT t
, or alternatively (12.39)

Lij =
f

(j)
ij d2Cjnj

6kBT t
. (12.40)

ni denotes the number of jumps of species i during the time t. Ci = NiN/V
with Ni denoting the fraction of species i and N the total number of sites in
volume V . The correlated parts of the phenomenological coefficients, the fij ,
are denoted as the correlation functions or collective correlation factors. In
very much the same way that the tracer correlation factors can be expressed
in terms of the average cosines of the angles between a given jump of the
tracer and its succeeding jumps via Eq. (12.36), the diagonal and off-diagonal
collective correlation factors can also be expressed in terms of the average of
the cosines of the angle between a given jump of a species and the subsequent
jump of the same (diagonal) or another (off-diagonal) species. The diagonal
correlation factors are given by

fii = 1 + 2
∞∑

k=1

〈cos θ
(k)
ii 〉 , (12.41)

where 〈cos θ
(k)
ii 〉 is the average of the cosine of the angle between some jump

of an atom of species i and the k’th succeeding jump of the same or another
atom of species i. The expressions for the off-diagonal collective correlation
factors are a bit more complicated in notation, but they are structurally
related to Eq. (12.41). For simplicity, the following expression are given only
for a binary system:

f
(A)
AB =

∞∑
k=1

〈cos θ
(k)
AB〉 +

CBnB

CAnA

∞∑
k=1

〈cos θ
(k)
BA〉, (12.42)

f
(B)
AB =

CAnA

CBnB

∞∑
k=1

〈cos θ
(k)
AB〉 +

∞∑
k=1

〈cos θ
(k)
BA〉 , (12.43)

where 〈cos θ
(k)
ij 〉 is the average cosine of the angle between any given jump of

the i species and the k’th succeeding jump of the j species.
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12.3.1 Phenomenological Coefficients, Tracer Diffusivities,
and Jump Models

Tracer diffusion coefficients are directly accessible from experiments (see
Chap. 13). On the other hand, direct measurements of phenomenological co-
efficients are difficult. Accordingly, there is interest in relations between the
tracer diffusivities and phenomenological coefficients. There are also expres-
sions for phenomenological coefficients in terms of atomistic hopping models.
In what follows, we consider examples of such relations and expressions.

Relations for Self-diffusion: In the previous section, we obtained equa-
tions which related kinetic coefficients for an element crystal to the tracer
self-diffusion coefficient. After some algebra we get

LA∗A∗ ≈ CA∗DA∗
A

kBT
(12.44)

and

LAA∗ = LA∗A =
CA∗DA∗

A

kBT

(1 − f)
f

. (12.45)

The off-diagonal transport coefficient is related to tracer correlation. For un-
correlated diffusion, i.e. for f = 1, it vanishes.

Relations for Dilute Binary Alloys: For a dilute alloy of solute B in
solvent A, i.e. for NB → 0 we have Φ → 1. It can be shown that �LBB/NB

approaches a finite value, whereas LAB/NA goes to zero. Then, we get from
the second equation (12.28):

DI
B(0) = kBT

LBB

NB
= DB∗

A (0) , (12.46)

where DB∗
A (0) is the solute diffusion coefficient at infinite dilution. It is mea-

surable, e.g. by using tracer B∗. From the first equation (12.28) we have

DI
A(0) =

LAA

CA

(
1 − LABNA

LBBNB

)
kBT �= LAA

NA
kBT . (12.47)

In this case the off-diagonal term LAB cannot be neglected.
It may be of some interest to consider in a very dilute alloy the phe-

nomenological coefficients in the framework of the five-frequency model of
diffusion suggested by Lidiard. This model is described in Chap. 7. It is
very useful for describing solute and solvent diffusion in a very dilute bi-
nary alloy. We remind the reader that in this model five exchange jump-rates
between vacancies and A or B atoms are specified, namely: ω2 for solute-
vacancy exchange, ω1 for rotation of the vacancy-solute complex, ω3 (ω4) for
dissociation (association) of the vacancy-solute complex, and ω for vacancy
jumps in the solvent. According to [4] the phenomenological coefficients are:



12.3 The Phenomenological Coefficients 203

LAA =
d2ωCV

kBT

(
1 − 12NB

ω4

ω3

)
ω

−d2CV NB

kBT

ω4

ω3

[
40ω1ω3 + 40ω2

3 + 14ω2ω3 + 4ω1ω2

ω1 + ω2 + 7ω3/2
+

7ω3ω

ω4

]

LBB =
d2CV NB

kBT

ω4

ω3

ω2(ω1 + 7ω3/2)
ω1 + ω2 + 7ω3/2

LAB =
d2CV NB

kBT

ω4

ω3

ω2(−2ω1 + 7ω3)
ω1 + ω2 + 7ω3/2

(12.48)

The so-called Heumann relation [18] was also derived on the basis of the
five-frequency model. It can be shown that in the limit CB → 0, the ratio of
LAB(0)/LBB(0) is given by:

LAB(0)
LBB(0)

=
DA∗

A (0)
DB∗

A (0)

[
1
f
− DI

A(0)
DA∗

A (0)

]
, (12.49)

where DA∗
A (0), DB∗

A (0) are the tracer diffusivities of A and B and DI
A(0) the

intrinsic diffusion coefficient of A in the limit CB → 0.

Relations for Concentrated Binary Alloys: Let us first briefly consider
relations based on the original Darken equations [11]. In essence, Darken
neglects the off-diagonal coefficients entirely. If this is assumed, the diago-
nal phenomenological coefficients can be related to the corresponding tracer
diffusion coefficient in a binary alloy:

LAA ≈ NADA∗
A

kBT
, LBB ≈ NBDB∗

B

kBT
, LAB = 0 . (12.50)

The Darken equations neglect all correlation information as embodied in
tracer correlation factors, collective correlation factors, and vacancy-wind
factors [24]. The neglect of the off-diagonal phenomenological coefficients can
be dangerous. However, in most cases, it is reasonable as a first approxima-
tion.

The random alloy model with the vacancy mechanism introduced by
Manning is probably the most important model for dealing with diffusion
in concentrated alloys that are disordered [12, 13]. The atomic species A and
B exchange sites with vacancies with the jump rates ωA or ωB, respectively.
Then, the Darken relation is replaced by the Darken-Manning relation which
includes the vacancy wind corrections (see Chap. 10). In the random alloy
model, the phenomenological coefficients are directly related to the tracer
diffusion coefficients via the Manning relations :

Lii =
NiD

i∗
i

kBT

[
1 +

(1 − f)
f

NiD
i∗
i

NADA∗
A + NBDB∗

B

]
,

LAB =
(1 − f)

f

NADA∗
A NBDB∗

B

kBT (NADA∗
A + NBDB∗

B )
. (12.51)
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f is the tracer correlation factor: e.g., f = 0.781 for the fcc lattice and
f = 0.732 for the bcc lattice.

The random alloy model seems to have more general validity. Computer
simulations by Murch and coworkers have shown that the Manning re-
lations are quite good approximations, even for ordered alloys, at least at low
levels of order [14–16]. The Manning relations have also been re-derived for
ordered alloys [17].

12.3.2 Sum Rules – Relations
between Phenomenological Coefficients

Various relations usually called sum rules have been identified between the
phenomenological coefficients in randomly mixed systems. Sum rules reduce
the number of independent phenomenological coefficients.

As an example, we consider the sum rules between the phenomenological
coefficients in the random alloy model with a vacancy mechanism. The atom-
vacancy exchange rates ωi can be considered in two rather different ways.
In the first way, one can consider them as explicit jump rates that depend
only on the species i and not on the surroundings. For example, ωA in the
binary random alloy then simpls represents the average jump rate of a given
A atom at all compositions and environments. In the second more general
way, one considers that the ωi represent an average jump rate of species i as
it migrates through the lattice sampling the various environments. Since the
average environment of an atom will change with composition, the ωi can
also be expected to change with composition.

Moleko and Allnatt [19] identified the following sum rules for an
n-component random alloy for diffusion via a vacancy mechanism:

n∑
i=1

Lij
ωj

ωi
=

Zd2

6kBT
CV ωjNj, j = 1, . . . , n . (12.52)

Here Z is the coordination number and d the jump distance. Equations
(12.52) relate the phenomenological coefficients to the vacancy-atom ex-
change rates and reduce the number of independent phenomenological co-
efficients.

In addition, we mention that the sum rules can be restated in terms of
collective correlation factors as:

n∑
i=1

f
(j)
ij

ωj

ωi
= 1, j = 1, . . . n . (12.53)

For a binary random alloy the sum rule relations (12.52) reduce to two equa-
tions:
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LAA + LAB
ωA

ωB
=

Zd2

6kBT
CV ωANA, (12.54)

LBB + LAB
ωB

ωA
=

Zd2

6kBT
CV ωBNB . (12.55)

Hence there is only one independent coefficient and not three. In a ternary
random alloy, the number of independent coefficients is reduced from six to
three. On the other hand, the reader should keep in mind that the random
alloy model introduces two vacancy jump rates for a binary alloy and three
jump rates for a ternary alloy.

For the derivation of sum rules we refer the reader to the original papers.
The sum rules introduced by Moleko and Allnatt for the random alloy
model were the first ones that were discovered. In the meantime, various sum
rules have been identified for a number of other mechanisms and situations by
Murch and coworkers. Such situations include the dumb-bell interstitial
mechanism in the binary random alloy [20], the divacancy mechanism in
the fcc random alloy [21], the vacancy-pair mechanism in ionic materials
with randomly mixed cations [22], and for an intermetallic compound with
randomly mixed sublattices [23]. Interdiffusion data in multicomponent alloys
as a source of quantitative fundamental diffusion information are summarised
in [24].
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Part II

Experimental Methods



13 Direct Diffusion Studies

13.1 Direct versus Indirect Methods

There are numerous experimental methods for studying diffusion in solids.
They can be grouped roughly into two major categories (see Table 13.1).

Direct methods are based on the laws of Fick and the phenomenological
definition of the diffusion coefficient therein. They are sensitive to long-range
diffusion and in this sense they are macroscopic.

The radiotracer method is the standard technique for the study of self-
and solute diffusion, if radioisotopes with suitable half-lives are available. The
tracer method is element-selective and due to the use of nuclear counting fa-
cilities highly sensitive. It can cover a large range of diffusivities provided that
both mechanical and sputter sectioning techniques are used for depth profil-
ing. Further profiling techniques for diffusion studies are secondary ion mass

Table 13.1. Survey of experimental methods for direct and indirect diffusion stud-
ies in solids

Direct methods Indirect methods

Tracer diffusion Mechanical spectroscopy
plus depth profiling (after effect, internal friction,

Gorski effect)
Chemical diffusion plus profiling Magnetic relaxation
Profiling techniques: (for ferromagnetc materials)
- Mechanical and sputter profiling Nuclear magnetic relaxation

(NMR):
- Secondary ion mass spectrometry (SIMS) - Line-shape spectroscopy
- Electron microprobe analysis (EMPA) - Spin lattice relaxation spectroscopy
- Auger electron spectroscopy (AES) - Spin alignment experiments (SAE)
Spreading resistance profiling (SRP) Impedance spectroscopy (IS)
for semiconductors for ion conductors
Rutherford backscattering (RBS) Mössbauer spectroscopy (MBS)
Nuclear reaction analysis (NRA) Quasielastic neutron scattering

(QENS)
Field gradient NMR (FG-NMR)
Pulsed fieldgradient NMR (PFG-NMR)
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spectrometry (SIMS), electron microprobe analysis (EMPA), Auger electron
spectroscopy (AES). SIMS and AES both utilise sputter profiling and are
appropriate for small diffusion distances and low diffusivities. AES is appli-
cable for diffusion of foreign atoms, since it discriminates between different
elements but not between isotopes of the same element. EMPA is the ma-
jor tool for the study of chemical diffusion (interdiffusion) and suitable for
relatively large diffusion coefficients, since the size of the specimen volume
excited by the electron beam limits the depth resolution. Rutherford back
scattering (RBS) or nuclear reaction analysis (NRA) are both nuclear tech-
niques, which use ion beams of several MeV energy for profile analysis. RBS
is particular suitable for heavy solutes in a light solvent whereas NRA is ap-
propriate for some light solutes including hydrogen. A prerequisite for NRA
studies is a nuclear reaction with a narrow resonance. The penetration depth
and energy straggling of the ion beam limit RBS and NRA to small dif-
fusivities. Spreading resistance profiling (SRP) of dopant diffusion profiles
in semiconductors is direct in the sense that it provides a depth profile of
the spreading resistance. However, some transformation is needed to convert
spreading resistance to dopant concentration. Usually, NMR techniques are
indirect (see below). However, field-gradient NMR, either with static field
gradients (FG-NMR) or with pulsed field gradients (PFG-NMR), are meth-
ods that permit diffusivity measurements without referring to a microscopic
model.

Indirect methods are not directly based on the laws of Fick. Indi-
rect methods usually study phenomena which are influenced by the diffusion
jumps of atoms.

Some of these methods are sensitive to one or a few atomic jumps only.
Quantities such as relaxation times, relaxation rates, or line-widths are mea-
sured and the mean residence time of the diffusing atoms, τ̄ , is deduced
therefrom. A microscopic model of the atomic jump process is needed to de-
duce the diffusivity via the Einstein-Smoluchowski relation (see Chap. 4). In
simple cases, the (uncorrelated) diffusivity DE is given by

DE =
d2

6τ̄
, (13.1)

where d denotes the length of an atomic jump.
The numbers of atomic jumps performed by the diffusing species during

anelastic or magnetic after-effect measurements (e.g., Snoek or Zener effect)
are typically of the order of one. Internal friction studies are particularly sen-
sitive to diffusion processes, when the atomic jump rate, 1/τ̄ , is comparable
with the vibration frequency of the internal friction device. When applicable,
these techniques can monitor very small to small diffusion coefficients. The
Gorski effect is an anelastic after-effect, which can be observed in hydrogen-
metal systems. Its origin is the hydrogen redistribution in a strained sample.
The associated after-effect can be monitored because hydrogen diffusion is
a very fast process.
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Among the nuclear methods, nuclear magnetic relaxation (NMR) covers
the widest range of diffusivities. Spin-alignment experiments (SAE), line-
shape spectroscopy, and spin-lattice relaxation spectroscopy can be used.
Favourable are materials with large gyromagnetic ratios and small non-
diffusive contributions to line-width or relaxation rates. Mössbauer spec-
troscopy (MBS) requires a suitable Mössbauer isotope. The usual workhorse
of MBS is 57Fe, which permits studies of Fe diffusion. There is a short list
of further Mössbauer probes such as 119Sn, 151Eu, and 161Dy. Quasielastic
neutron scattering (QENS) is applicable to isotopes with large enough quasi-
elastic scattering cross sections. Both techniques are limited to relatively fast
diffusion processes. The main virtues of MBS and QENS are that these tech-
niques can unravel microscopic information such as jump length and jump
direction of the diffusing atoms.

Impedance spectroscopy (IS) measures the complex conductivity of ion-
conducting materials as a function of the frequency. For materials in which
only one type of ion contributes to the dc conductivity, Eq. (11.26) can be
used to ‘translate’ the dc conductivity, σdc, into a charge diffusion coefficient
of the ions, Dσ (see Chap. 11).

Fig. 13.1. Typical ranges of the diffusivity D and the mean residence time τ̄ of
direct and indirect methods for diffusion studies
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Figure 13.1 shows typical ranges of diffusivity (D: upper abscissa) and
mean residence time (τ̄ : lower abscissa) for direct and indirect methods,
respectively. D and τ̄ have been converted via Eq. (13.1), adopting a typical
jump length d in solids of some tenths of a nanometer. The length scale
for the diffusion processes which are probed by IS and NMR varies with
the applied measuring frequency. Thus a combination of various techniques
and/or experimental devices may be desirable.

The present chapter is devoted to direct methods. Diffusion of atoms in
a certain direction x is described by one of the following versions of Fick’s
second law (see Chaps. 2 and 10)

∂C

∂t
= D

∂2C

∂x2
or

∂C

∂t
=

∂

∂x

[
D̃(C)

∂C

∂x

]
. (13.2)

The first version corresponds to a concentration-independent diffusivity. As
outlined below, in experiments with trace elements very tiny amounts of the
diffusing species can be studied and the chemical composition of the sample
is unchanged. The second version is applicable for a concentration-dependent
diffusion coefficient, D̃(c), denoted as the interdiffusion- or chemical diffusion
coefficient (see Chap. 10). We discuss relaxation and internal friction methods
based on the anelastic behaviour of materials in Chap. 14, the nuclear meth-
ods NMR, MBS, and QENS in Chap. 15, and the electrical methods IS and
SRP in Chap. 16. For further details the reader may consult textbooks [1–3],
reviews [4, 5], and conference proceedings [6–9].

13.2 The Various Diffusion Coefficients

Before discussing experimental methods in detail, we describe situations
which entail various types of diffusion coefficients. In this section, we distin-
guish the various diffusion coefficients by lower and upper indices. We drop
the indices in the following text again, whenever it is clear which diffusion
coefficient is meant. We concentrate on lattice (bulk) diffusion in unary and
binary systems. Diffusion in ternary systems produces complexities, which
are not treated in this book. We focus on lattice diffusion since diffusion
along grain boundaries and dislocations is considered separately in Chaps. 32
and 33.

13.2.1 Tracer Diffusion Coefficients

In diffusion studies with trace elements (labelled by their radioactivity or by
their isotopic mass) tiny amounts of the diffusing species (in the ppm range
or even less) can be used. Although in a diffusion experiment a concentra-
tion gradient of the trace element is necessary, the total tracer concentration
can be kept so small that the overall composition of the sample during the
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investigation practically does not change. From an atomistic viewpoint this
implies that a tracer atom is not influenced by other tracer atoms. The ana-
lysis of such a diffusion experiment yields a tracer diffusion coefficient, which
is independent of tracer concentration. Tracers are appropriate to study self-
diffusion of matrix atoms. They can also be used to study diffusion of foreign
atoms under very dilute conditions. The latter phenomenon is called impurity
diffusion. The expressions foreign diffusion or solute diffusion are also used.

Self-diffusion: The diffusion of A atoms in a solid element A is called self-
diffusion. Studies of self-diffusion with tracers utilise an isotope A∗ of the
same element. A typical initial configuration for a tracer self-diffusion exper-
iment is illustrated in Fig. 13.2a. The tracer self-diffusion coefficient DA∗

A is
obtained from the diffusion broadening of a narrow initial distribution.

The connection between the macroscopically defined tracer self-diffusion
coefficient and the atomistic picture of diffusion is the Einstein-Smoluchowski
relation discussed in Chap. 4. In simple cases, it reads

DA∗
A = fDE with DE =

d2

6τ̄
, (13.3)

where d denotes the jump length and τ̄ the mean residence time of an atom
on a particular but arbitrary site of the crystal. Equation (13.3) is applica-
ble for cubic structures when only jumps to nearest-neighbour sites occur.
f is the tracer correlation factor discussed in Chap. 7. For self-diffusion in
cubic crystals f is usually a known numeric factor, which depends on the lat-
tice geometry and the diffusion mechanism. In some textbooks the quantity
DE is denoted as the Einstein diffusion coefficient. In the author’s opinion,
the notation Einstein diffusion coefficient is misleading, since the original
Einstein-Smoluchowski equation relates the total macroscopic mean square
displacement of atoms to the diffusion coefficient (see Chap. 4), in which
correlation effects are included.

In a homogeneous binary AXB1−X alloy or compound two tracer self-
diffusion coefficients for A∗ and B∗ tracer atoms can be measured using the
initial configuration displayed in Fig. 13.2b. We denote the corresponding
tracer diffusion coefficients by DA∗

AXB1−X
and DB∗

AXB1−X
. In general, the two

tracer diffusivities are not equal:

DA∗
AXB1−X

�= DB∗
AXB1−X

.

Depending on the specific alloy system one component will be more mo-
bile than the other. The difference depends on the crystal structure of the
material, on the atomic mechanisms which mediate diffusion, and on the con-
stituents themselves. For example, in B2 structured intermetallic compounds
the tracer diffusivities of the constituents are usually similar, whereas in L12

or DO3 structured compounds the component diffusivities can be very differ-
ent (see [10–12] and Chap. 20). In ionic crystals and ceramics the diffusivities
of the components also can differ significantly (see Chaps. 26 and 27). Of
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Fig. 13.2a–f Initial configurations for direct diffusion studies: a) Thin layer of A∗

on solid A: tracer self-diffusion in pure elements. b) Thin layer of A∗ or B∗ on
homogeneous A-B alloy: tracer self-diffusion of alloy components. c) Thin layer of
C∗ on solid A or on a homogeneous alloy: Impurity diffusion. d) Diffusion couple
between metal-hydrogen alloy and a pure metal. e) Diffusion couple between pure
end-members. f) Diffusion couple between two homogeneous alloys

course, both component diffusivities are also functions of the thermodynamic
variables temperature and pressure and in general also depend on the com-
position.

Impurity Diffusion: When the diffusion of a trace solute C∗ in a monoato-
mic solvent A or in a homogeneous binary solvent AXB1−X (Fig. 13.2c) is
measured, the tracer diffusion coefficients

DC∗
A and DC∗

AXB1−X

are obtained. These diffusion coefficients are denoted as the impurity diffusion
coefficients or sometimes also as the foreign diffusion coefficients.

13.2.2 Interdiffusion and Intrinsic Diffusion Coefficients

For interdiffusion studies on binary alloys, diffusion couples are formed con-
sisting either of two elements from a continuous solid solution alloy or of
two homo-phase alloys with different compositions (AXB1−X and AY B1−Y )
within the same phase field (Fig. 13.2 e and f). Usually the thicknesses of the
couple members are chosen large as compared to the average diffusion length.
Then, each couple member can be considered to be semi-infinite. Some typical
examples are:

– Pure end-member diffusion couples consisting of two slices of pure ele-
ments joined together (Ni|Pd, Au|Ag, Si|Ge, . . . ).
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– Incremental diffusion couples consisting of two slices of homogenous alloys
joined together
(Fe75Al25|Fe60Al40, Ni50Pd50|Ni70Pd30, Ni|Ni70Pd30, . . . ).

– Diffusion couples which involve solutions of hydrogen
(Pd-H|Pd, Ag1−XHX |Ag1−Y HY , . . . ).

During hydrogen interdiffusion the metal atoms are practically immobile.
Then the intrinsic diffusion coefficient and the chemical diffusion coefficient
of hydrogen are identical.

Interdiffusion: The phenomenon of interdiffusion or chemical diffusion has
been discussed in Chap. 10. We have seen that the interdiffusion coefficient D̃
can be deduced either by a Boltzmann-Matano analysis for systems without
volume change or for systems with volume changes from a Sauer-Freise type
analysis of the experimental concentration-distance profile. Using one of these
methods, an interdiffusion coefficient

D̃ = D̃(C)

for each composition C in the diffusion zone is obtained (see Chap. 10). D̃
characterises the intermixing of A and B atoms.

Intrinsic Diffusion: The intrinsic diffusion coefficients DI
A and DI

B describe
diffusion of the components A and B of a binary alloy relative to the lattice
planes. As discussed in Chap. 10, a determination the intrinsic diffusivities
requires two measurements. The Kirkendall velocity, vK , and the interdif-
fusion coefficient, D̃, permit to deduce intrinsic diffusivities as described in
Chap. 10. Either the Darken equations or the more precise Darken-Manning
equations can be used.

13.3 Tracer Diffusion Experiments

Many of the reliable diffusion studies on solids have been performed by radio-
tracer techniques as evidenced in textbooks [1–3], reviews [4, 5, 10–12] and
conference proceedings [6–9]. Due to the high sensitivity of nuclear counting
facilities, radiotracer studies are often superior to other techniques. A very
important advantage is the fact that self-diffusion – the most basic diffusion
process in a solid material – can be studied in a straightforward manner us-
ing radioisotopes of matrix atoms. Then, the tracer self-diffusion coefficient
is obtained. Foreign atom diffusion studies can also be performed with tiny
amounts of tracer. Typical tracer concentrations are less or even much less
than a ppm, if radioisotopes with high specific activity are used. In this way,
diffusion in a chemically homogeneous solid can be investigated. Complica-
tions due to chemical gradients play no rôle and the thermodynamic factor
equals unity. In a tracer diffusion experiment atoms are usually labelled by
their radioactivity. When stable isotopes are used as tracers the ‘label’ is
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Fig. 13.3. Schematic illustration of the tracer method: The major steps – de-
position of the tracer, diffusion anneal, serial sectioning, and evaluation of the
penetration profile – are indicated

the isotopic mass. Sometimes, in the case of impurity diffusion atoms are
labelled just by their chemical nature. The major steps of a tracer diffusion
experiment are indicated in Fig. 13.3.

Preparation of a diffusion sample usually involves preparation of a flat,
strain-free surface. Polishing of metals, intermetallics, semiconductors, and
glasses is usually performed by standard metallographic procedures. Soft ma-
terials such as organic crystals or polymers can be cut with a microtome.
Mechanical methods produce the best flatness but introduce strain. Etching
or electropolishing and/or a pre-diffusion anneal should be used to remove
cold-worked material.

The tracer is deposited onto the polished, flat surface of the diffusion sam-
ple. Evaporation, dripping of a liquid solution, and electrodeposition of the
radiotracer onto the surface are the major deposition techniques. Complete
homogeneity of the deposit is not necessary as long as iregularties in its thick-
ness are small as compared to the mean diffusion length and as long as the
same sample area is counted in each section [13]. Implantation of the radioiso-
tope is more laborious but offers sometimes advantages [4, 14]: for example,
tracer hold-up by surface oxide layers can be avoided by implantation.

Following the tracer deposition, an isothermal diffusion anneal is per-
formed at temperature T for some diffusion time t. During the diffusion
anneal the sample is usually encapsulated in a quartz ampoule under vac-
uum or inert atmosphere (e.g., Ar). For temperatures below 1500K quartz
ampoules and resistance furnaces are frequently used. For higher tempera-
tures more sophisticated annealing techniques (e.g., electron-beam heating)
are necessary.

Suppose that a thin layer of tracer atoms (M atoms per unit area) has
been deposited at the surface x = 0 of a semi-infinite sample. Let us further
suppose that tracer losses and tracer hold-up at the surface can be avoided.
Then, the concentration distribution after a diffusion anneal is described by
(see Chap. 3)
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C(x, t) =
M√
πDt

exp
(
− x2

4Dt

)
. (13.4)

We recall that Eq. (13.4) is the thin-film solution (Gaussian solution) of
Fick’s second law and that the quantity

√
Dt is a typical diffusion length.

An alternative possibility of tracer deposition is ion-implantation using
an accelerator. Implantation can be a very suitable deposition technique for
materials like Al, which readily form a thin oxide layer when exposed to
air. After implantation the tracer atoms form a buried layer. For a fixed
implantation energy their distribution as a function of range x is given by1

C(x, 0) =
M√

2π∆Rp

exp
[
− (x − Rp)2

4Dt

]
. (13.5)

Rp denotes the mean projected range of implantation and ∆Rp the standard
deviation of the projected range. Both quantities depend on the implantation
energy, on the tracer, and on the matrix. Typical values of Rp lie in the range
20 to 100nm for implantation energies of 50 keV. A layer buried in great depth
broadens during diffusion annealing to

C(x, t) =
M√

2π∆Rp + 4Dt
exp

[
− (x − Rp)2

2∆Rp + 4Dt

]
. (13.6)

However, after implantation the tracer layer will usually be close to the sam-
ple surface. Then, Eq. (13.6) must be modified. If the surface acts either as
a ‘perfect mirror’ or as a ‘perfect sink’ for tracer atoms the solution of Fick’s
second equation can be written as

C(x, t) =
M√

2π∆Rp + 4Dt

(
exp

[
− (x − Rp)2

2∆Rp + 4Dt

]
± exp

[
− (x + Rp)2

2∆Rp + 4Dt

])
.

(13.7)
The minus-sign stands for a perfect sink and the plus-sign for a perfect re-
flection at x = 0. Both boundary conditions are approximations and may not
always hold in practical cases. If this is the case, numerical solutions of Fick’s
equation should be used.

13.3.1 Profile Analysis by Serial Sectioning

The major task of a diffusion experiment is to study the concentration-depth
profile and to deduce the diffusion coefficient by comparison with the corre-
sponding solution of Fick’s second law. Let us assume that the experimental
conditions were chosen in such a way that the deposited layer is thin com-
pared with the diffusion length

√
Dt. Then, the distribution after the diffusion

anneal is described by Eq. (13.4).
1 For simplicity reasons we neglect channelling effects. Channeling can be neglected

if the direction of the implntation beam avoids directions of high crystal sym-
metry,
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The best way to determine the resulting concentration-depth profile is
serial sectioning of the sample and subsequent determination of the amount
of tracer per section. To understand sectioning the reader should think in
terms of isoconcentration contours. For lattice diffusion these are parallel to
the original surface, on which the thin layer is deposited, and perpendicu-
lar to the diffusion direction. The most important criterion of sectioning is
the parallelness of sections to the isococentration contours. For radioactive
tracers the specific activity per section, A(x), is proportional to the tracer
concentration:

A(x) = kC(x) . (13.8)

Here k is a constant, which depends on the nature and energy of the nuclear
radiation and on the efficiency of the counting device. The specific activ-
ity is obtained from the section mass and the count rate. The latter can
be measured in nuclear counting facilities such as γ- or β-counting devices.
Usually, the count-rate must be corrected for the background count-rate of
the counting device. For short-lived radioisotopes half-life corrections are also
necessary. According to Eq. (13.4) a diagram of the logarithm of the specific
activity versus the penetration distance squared is linear. From its slope,
(4Dt)−1, and the diffusion time the tracer diffusivity D is obtained.

In an ordinary thin-layer sectioning experiment, one wishes to measure
diffusion over a drop of about three orders of magnitude in concentration.
About twenty sections suffice to define a penetration profile. The section
thickness ∆x required to get a concentration decrease of three orders of mag-
nitude over 20 sections is ∆x ≈ √

Dt/3.8. Thicker sections should be avoided
for the following reason: in a diffusion penetration profile the average con-
centrations (specific activities) per section are plotted versus the position of
the distance of the center of each section from the surface. Errors caused by
this procedure are only negligible if the sections are thin enough.

The radiotracer deposited on the front face of a sample may rapidly reach
the side surfaces of a sample by surface diffusion or via transport in the
vapour phase and then diffuse inward. To eliminate lateral diffusion effects,
one usually removes about 6

√
Dt from the sample sides before sectioning. For

studies of bulk diffusion, single crystalline samples rather than polycrystalline
ones should be used to eliminate the effects of grain-boundary diffusion, which
is discussed in Chap. 31. If no single crystals are available coarse-grained
polycrystals should be used.

The following serial-sectioning techniques are frequently used for the de-
termination of diffusion profiles:

Mechanical sectioning: For diffusion lengths,
√

Dt, of at least several mi-
crometers mechanical techniques are applicable (for a review see [4]). Lathes
and microtomes are appropriate for ductile samples such as some pure met-
als (Na, Al, Cu, Ag, Au, . . . ) or polymers. For brittle materials such as
intermetallics, semiconductors, ionic crystals, ceramics, and inorganic glasses
grinding is a suitable technique.
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Fig. 13.4. Penetration profile of the radioisotope 59Fe in Fe3Si obtained by grinder
sectioning [15]. The solid line represents a fit of the thin-film solution of Fick’s
second law

For extended diffusion anneals and large enough diffusivities, D >
10−15 m2 s−1, lathe sectioning can be used. Diffusivities D > 10−17 m2 s−1

are accessible via microtome sectioning. In cases where the half-life of the
isotope permits diffusion anneals of several weeks, grinder sectioning can be
used for diffusivities down to 10−18 m2 s−1. Figure 13.4 shows a penetration
profile of the radioisotope 59Fe in the intermetallic Fe3Si, obtained by grinder
sectioning [15]. Gaussian behaviour as stated by Eq. (13.4) is observed over
several orders of magnitude in concentration.

Ion-beam Sputter Sectioning (IBS): Diffusion studies at lower tempera-
tures often require measurements of very small diffusivities. Measurements of
diffusion profiles with diffusion lengths in the micrometer or sub-micrometer
range are possible using sputtering techniques. Devices for serial sectioning
of radioactive diffusion samples by ion-beam sputtering (IBS) are described
in [16, 17]. Figure 13.6 shows a schematic drawing of such a device. Oblique
incidence of the ion beam and low ion energies between 500 and 1000 eV are
used to minimise knock-on and surface roughening effects. The sample (typ-
ically several mm in diameter) is rotated to achieve a homogeneous lateral
sputtering rate. The sputter process is discussed in some detail below and
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Fig. 13.5. Penetration profile of the radioisotope 59Fe in Fe3Al obtained by sputter
sectioning [18]. The solid line represents a fit of the thin-film solution of Fick’s
second law

illustrated in Fig. 13.8, in connection with secondary ion mass spectroscopy
(SIMS). An advantage of IBS devices lies in the fact that neutral atoms are
collected, which comprise by far the largest amount (about 95 to 99%) of
the off-sputtered particles. In contrast, SIMS devices (see below) analyse the
small percentage of secondary ions, which depends strongly on sputter- and
surface conditions.

Sectioning of shallow diffusion zones, which correspond to average diffu-
sion lengths between several ten nm and 10µm, is possible using IBS devices.
For a reasonable range of annealing times up to about 106 s, a diffusivity range
between 10−23 m2 s−1 and 10−16 m2 s−1 can be examined. Depth calibration
can be performed by measuring the weight loss during the sputtering process
or by determining the depth of the sputter crater by interference microscopy
or by profilometer techniques. The depth resolution of IBS and SIMS is lim-
ited by surface roughening and atomic mixing processes to about several nm.
A penetration profile of 59Fe in the intermetallic Fe3Al [18], obtained with
the sputtering device described in [17] is displayed in Fig. 13.5.

From diffusion profiles of the quality of Figs. 13.4 and 13.5, diffusion
coefficients can be determined with an accuracy of a few percent. A determi-



13.3 Tracer Diffusion Experiments 221

Fig. 13.6. Ion-beam sputtering device for serial sectioning of diffusion samples

nation of the absolute tracer concentration is not necessary since the diffusion
coefficient is obtained from the slope, −1/(4Dt), of such profiles.

Deviations from Gaussian behaviour in experimental penetration profiles
(not observed in Figs. 13.4 and 13.5) may occur for several reasons:

1. Grain-boundary diffusion: Grain boundaries in a polycrystalline sample
act as diffusion short-circuits with enhanced mobility of atoms. Grain
boundaries usually cause a ‘grain-boundary tail’ in the deeper penetrat-
ing part of the profile (see Chap. 32 and [19]). In the ‘tail’ region the
concentration of the diffuser is enhanced with respect to lattice diffusion.
Then, one should analyse the diffusion penetration profile in terms of
lattice diffusion and short-circuit diffusion terms:

C(x, t) =
M√
πDt

exp
(
− x2

4Dt

)
+ C0 exp(−A x6/5) . (13.9)

Here C0 is constant, which depends on the density of grain bound-
aries. The quantity A is related to the grain-boundary diffusivity, the
grain-boundary width, and to the lattice diffusivity. The grain-boundary
tails can be used for a systematic study of grain-boundary diffusion in
bi- or polycrystalline samples. Grain-boundary diffusion is discussed in
Chap. 32.

2. Evaporation losses of tracer : A tracer with high vapour pressure will
simultaneously evaporate from the surface and diffuse into the sample.
Then, the thin-film solution (13.4) is no longer valid. The outward flux of
the tracer will be proportional to the tracer concentration at the surface:

D
(∂C

∂x

)
x=0

= −KC(0) . (13.10)
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K is the rate constant for evaporation. The solution for Fick’s second
equation for this boundary condition is [1]

C(x, t) = M

[
1√
πDt

exp
(
− x2

4Dt

)
− K

D
exp

(
K2

D2
Dt +

K

D
x

)

erfc
(

x

2
√

Dt
+

K

D

√
Dt

)]
. (13.11)

Evaporation losses of the tracer cause negative deviations from Gaussian
behaviour in the near-surface region.

3. Evaporation losses of the matrix : For a matrix material with a high
vapour pressure the surface of the sample may recede due to evaporation.
A solution for continuous matrix removal at a rate v and simultaneous
in-diffusion of the tracer has been given by [20]

C(x′, t) = M

[
1√
πDt

exp(−η2) − v

2D
erfc(η)

]
, (13.12)

where x′ is the distance from the surface after diffusion and η = (x′ +
vt)/2

√
Dt.

13.3.2 Residual Activity Method

Gruzin has suggested a radiotracer technique, which is called the residual ac-
tivity method [21]. Instead of analysing the activity in each removed section,
the activity remaining in the sample after removing a section is measured.
This method is applicable if the radiation being detected is absorbed expo-
nentially. The residual activity A(xn) after removing a length xn from the
sample is then given by

A(xn) = k

∫ ∞

xn

C(x) exp[−µ(x − xn)]dx , (13.13)

where k is a constant and µ is the absorption coefficient. According to
Seibel [22] the general solution of Eq. (13.13) – independent of the func-
tional form of C(x) – is given by

C(xn) = kA(xn)
[
µ − d lnA(xn)

dxn

]
. (13.14)

If the two bracket terms in Eq. (13.14) are comparable, the absorption co-
efficient must be measured accurately in the same geometry in which the
sample is counted. Thus, the Gruzin method is less desirable than counting
the sections, except for two limiting cases:

1. Strongly absorbed radiation: Suppose that the radiation is so weak that it
is absorbed in one section, i.e. µ � d lnA(xn)/dxn. Isotopes such as 63Ni,
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14C, or 3H emit weak β-radiation. Their radiation is readily absorbed and
Eq. (13.14) reduces to

C(xn) = µkA(xn) (13.15)

and the residual activity A(xn) follows the same functional form as C(xn).
In this case, the Gruzin technique has the advantage that it obviates the
tedious preparation of sections for counting.

2. Slightly absorbed radiation: For µ � d lnA(xn)/dxn the radiation is so
energetic that absorption is negligible. Then, the activity An in section
n is obtained by subtracting two subsequent residual activities:

An = A(xn) − A(xn+1) . (13.16)

The Gruzin technique is useful, when the specimen can be moved to the
counter repeatedly without loosing alignment in the sectioning device. In
general, this method is not as reliable as sectioning and straightforward mea-
surement of the section activity.

13.4 Isotopically Controlled Heterostructures

The use of enriched stable isotopes combined with modern epitaxial growth
techniques enables the preparation of isotopically controlled heterostructures.
Either chemical vapour deposition (CVD) or molecular beam epitaxy (MBE)
are used to produce the desired heterostructures. After diffusion annealing,
the diffusion profiles can be studied using, for example, conventional SIMS
or TOF-SIMS techniques (see the next section).

We illustrate the benefits of this method with an example of Si self-
diffusion. In the past, self-diffusion experiments were carried out using the
radiotracer 31Si with a half-life of 2.6 hours. However, this short-lived radio-
tracer limits such studies to a narrow high-temperature range near the melt-
ing temperature of Si. Other self-diffusion experiments utilising the stable
isotope 30Si (natural abundance in Si is about 3.1%) in conjunction with neu-
tron activation analysis, SIMS profiling and nuclear reaction analysis (NRA)
overcame this diffuculty (see also Chap. 23). However, these methods have
the disadvantage that the 30Si background concentration is high.

Figure 13.7 illustrates the technique of isotopically controlled heterostruc-
tures for Si self-diffusion studies. The sample consists of a Si-isotope het-
erostructure, which was grown by chemical vapour deposition on a natural
floating-zone Si substrate. A 0.7µm thick 28Si layer was covered by a layer
of natural Si (92.2% 28Si, 4.7% 29Si, 3.1% 30Si). The 28Si profile in the as-
grown state (dashed line), after a diffusion anneal (crosses), and the best fit
to the data (solid line) are shown. Diffusion studies on isotopically controlled
heterostructures have been used by Bracht and Haller and their asso-
ciates mainly for self- and dopant diffusion studies in elemental [24, 25] and
compound semiconductors [26–28].
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Fig. 13.7. SIMS depth profiles of 30Si measured before and after annealing at
925 ◦C for 10 days of a 28Si isotope heterostructure. The initial structure consisted
of a layer of 28Si embedded in natural Si

13.5 Secondary Ion Mass Spectrometry (SIMS)

Secondary ion mass spectroscopy (SIMS) is an analytical technique whereby
layers of atoms are sputtered off from the surface of a solid, mainly as neu-
tral atoms and a small fraction as ions. Only the latter can be analysed in
a mass spectrometer. Several aspects of the sputtering process are illustrated
in Fig. 13.8. The primary ions (typically energies of a few keV) decelerate
during impact with the target by partitioning their kinetic energy through
a series of collisions with target atoms. The penetration depth of the primary
ions depends on their energy, on the types of projectile and target atoms and
their atomic masses, and on the angle of incidence. Each primary ion initiates
a ‘collision cascade’ of displaced target atoms, where momentum vectors can
be in any direction. An atom is ejected after the sum of phonon and colli-
sional energies focused on a target atom exceeds some threshold energy. The
rest of the energy dissipates into atomic mixing and heating of the target.

The sputtering yield of atomic and molecular species from a surface de-
pends strongly on the target atoms, on the primary ions and their energy.
Typical yields vary between 0.1 to 10 atoms per primary ion. The great ma-
jority of emitted atoms are neutral. For noble gas primaries the percentage of
secondary ions is below 1%. If one uses reactive primary ions (e.g., oxygen-
or alkali-ions) the percentage of secondary ions can be enhanced through
the interaction of a chemically reactive species with the sputtered species by
exchanging electrons.

In a SIMS instrument, schematically illustrated in Fig. 13.9, a primary
ion beam hits the sample. The emitted secondary ions are extracted from
the surface by imposing an electrical bias of a few kV between the sample
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Fig. 13.8. Sputtering process at a surface of a solid

and the extraction electrode. The secondary ions are then transferred to the
spectrometer via a series of electrostatic and magnetic lenses. The spectrom-
eter filters out all but those ions with the chosen mass/charge ratios, which
are then delivered to the detector for counting. The classical types of mass
spectrometers are equipped either with quadrupole filters, or electric and
magnetic sector fields.

Time-of-flight (TOF) spectrometers are used in TOF-SIMS instruments.
The TOF-SIMS technique developed mainly by Benninghoven [35] com-
bines high lateral resolution (< 60 nm) with high depth resolution (< 1 nm).
It is nowadays acknowledged as one of the major techniques for the surface
characterisation of solids. In different operational modes - surface spectrom-
etry, surface imaging, depth profiling - this technique offers several features:
the mass resolution is high; in principle all elements and isotopes can be de-
tected and also chemical information can be obtained; detection limits in the
range of ppm of a monolayer can be achieved. For details of the construction
of SIMS devices we refer to [33, 34, 36, 37].

When SIMS is applied for diffusion profile measurements, the mass spec-
trum is scanned and the ion current for tracer and host atoms can be recorded
simultaneously. In conventional SIMS, the ion beam is swept over the sample
and, in effect, digs a crater. An aperture prevents ions from the crater edges
from reaching the mass spectrometer. The diffusion profile is constructed from
the plots of instantaneous tracer/host atom ratio versus sputtering time. The
distance is deduced from a measurement of the total crater depth, assuming
that the material is removed uniformly as a function of time. Large changes
of the chemical composition along the diffusion direction can invalidate this
assumption.
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Fig. 13.9. SIMS technique (schematic illustration)

One must keep in mind that the relationship between measured secondary-
ion signals and the composition of the target is complex. It involves all as-
pects of the sputtering process. These include the atomic properties of the
sputtered ions such as ionisation potentials, electron affinities, the matrix
composition of the target, the environmental conditions during the sputter-
ing process such as the residual gas components in the vacuum chamber, and
instrumental factors. Diffusion analysis by SIMS also depends on the accu-
racy of measuring the depth of the eroded crater and the resolution of the
detected concentration profile. A discussion of problems related to quantifi-
cation and standardisation of composition and distance in SIMS experiments
can be found in [34, 39].

SIMS, like the IBS technique discussed above, enables the measurement
of very small diffusion coefficients, which are not attainable with mechanical
sectioning techniques. The very good depth resolution and the high sensitivity
of mass spectrometry allows the resolution of penetration profiles of solutes
in the 10nm range and at ppm level. Several perturbing effects, inherent to
the method and limiting its sensitivity are: degradation of depth resolution
by surface roughening, atomic mixing, and near surface distortion of profiles
by transient sputtering effects.

SIMS has mainly been applied for diffusion of foreign atoms although the
high mass resolution especially of TOF-SIMS also permits separation of stable
isotopes of the same element. SIMS has found particularly widespread use in
studies of implantation- and diffusion profiles in semiconductors. However,
SIMS is applicable to all kinds of solids. As an example, Fig. 13.10 shows
diffusion profiles for both stable isotopes 69Ga and 71Ga of natural Ga in
a ternary Al-Pd-Mn alloy (with a quasicrystalline structure) according to [38].
For metals, the relatively high impurity content of so-called ‘pure metals’ as
compared to semiconductors can limit the dynamic range of SIMS profiles.
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Fig. 13.10. Diffusion profiles for both stable isotopes 69Ga and 71Ga of natural
Ga in AlPdMn (icosahedral quasicrystalline alloy) according to [38]. The solid lines
represent fits of the thin-film solution

SIMS has in few cases also been applied to self-diffusion. This requires
that highly enriched stable isotopes are available as tracers. Contrary to self-
diffusion studies by radiotracer experiments, in the case of stable tracers
diffused into a matrix with a natural abundance of stable isotopes the latter
limits the concentration range of the diffusion profile. A fine example of this
technique can be found in a study of Ni self-diffusion in the intermetallic com-
pound Ni3Al, in which the highly enriched stable 64Ni isotope was used [40].
The limitation due to the natural abundance of a stable isotope in the host
has been avoided in some SIMS studies of self-diffusion on amorphous Ni-
containing alloys by using the radioisotope 63Ni as tracer [42, 43].

An elegant possibility to overcome the limits posed by the natural abun-
dance of stable isotopes are isotopically controlled heterostructures. This
method is discussed in the previous section and illustrated in Fig. 13.7.

13.6 Electron Microprobe Analysis (EMPA)

The basic concepts of electron microprobe analysis (EMPA) can be found
already in the PhD thesis of Castaing [44]. The major components of an
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Fig. 13.11. Schematic view of an electron microprobe analyser (EMPA)

EMPA equipment are illustrated in Fig. 13.11. An electron-optical column
containing an electron gun, magnetic lenses, a specimen chamber, and vari-
ous detectors is maintained under high vacuum. The electron-optical column
produces a finely focused electron beam, with energies ranging between 10
and 50 keV. Scanning coils and/or a mechanical scanning device for the spec-
imen permit microanalysis at various sample positions. When the beam hits
the specimen it stimulates X-rays of the elements present in the sample. The
X-rays are detected and characterised either by means of an energy dispersive
X-ray spectrometer (EDX) or a crystal diffraction spectrometer. The latter
is also referred to as a wave-length dispersive spectrometer (WDX).

The ability to perform a chemical analysis is the result of a simple and
unique relationship between the wavelength of the characteristic X-rays, λ,
emitted from an element and its atomic number Z. It was first observed by
Moseley [45] in 1913. He showed that for K radiation

Z ∝ 1√
λ

. (13.17)

The origin of the characteristic X-ray emission is illustrated schematically in
Fig. 13.12. An incident electron with sufficient energy ejects a core electron
from its parent atom leaving behind an orbital vacancy. The atom is then
in an excited state. Orbital vacancies are quickly filled by electronic relax-
ations accompanied by the release of a discrete energy corresponding to the
difference between two orbital energy levels. This energy can be emitted as
an X-ray photon or it can be transferred to another orbital electron, called
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Fig. 13.12. Characteristic X-ray and Auger-electron production

an Auger electron, which is ejected from the atom. The fraction of electronic
relaxations which result in X-ray emission rather than Auger emission de-
pends strongly on the atomic number. It is low for small atomic numbers and
high for large atomic numbers. The characteristic radiation is superimposed
to the continuous radiation also denoted as ‘Bremsstrahlung’. The continuum
is the major source of the background and the principal factor limiting the
X-ray sensitivity. For details about EMPA, the reader may consult, e.g., the
reviews of Hunger [46] and Lifshin [47].

A diffusion profile is obtained by examining on a polished cross-section
of a diffusion sample the intensity of the characteristic radiation of the ele-
ment(s) involved in the diffusion process along the diffusion direction. The
detection limit in terms of atomic fractions is about 10−3 to 10−4, depend-
ing on the selected element. It decreases with decreasing atomic number.
Light elements such as C or N are difficult to study because their fluores-
cence yield is low. The diameter of the electron beam is typically 1 µm or
larger depending on the instrument’s operating conditions. Accordingly, the
volume of X-ray generation is of the order of several µm3. This limits the
spatial resolution to above 1 to 2 µm. Thus, only relatively large diffusion
coefficients D > 10−15 m2 s−1 can be measured (Fig. 13.1). Because of its de-
tection limit, EMPA is mainly appropriate for interdiffusion- and multiphase-
diffusion studies. An example of a single-phase interdiffusion profile for an
Al50Fe50–Al30Fe70 couple is shown in Fig. 13.13 [23].

The Boltzmann-Matano method [29, 30] is usually employed to evaluate
interdiffusion coefficients D̃ from an experimental profile. Related procedures
for non-constant volume have been developed by Sauer and Freise and
den Broeder [31, 32]. These methods for deducing the interdiffusion coeffi-
cient, D̃(c), from experimental concentration-depth profiles are described in
Chap. 10.
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Fig. 13.13. Interdiffusion profile of a Fe70Al30–Fe50Al50 couple measured by EMPA
according to Salamon et al. [23]. Dashed line: composition distribution before the
diffusion anneal

13.7 Auger-Electron Spectroscopy (AES)

Auger-electron spectroscopy (AES) is named after Pierre Auger, who dis-
covered and explained the Auger effect in experiments with cloud chambers in
the mid 1920s (see [48]). An Auger electron is generated by transitions within
the electron orbitals of an atom following an excitation an electron from one
of the inner levels (see Fig. 13.12). Auger-electron spectroscopy (AES) was
introduced in the 1960s. In AES instruments the excitation is performed by
a primary electron beam.

The kinetic energy of the Auger electron is independent of the primary
beam but is characteristic of the atom and electronic shells involved in its
production. The probability that an Auger electron escapes from the surface
region decreases with decreasing kinetic energy. The range of analytical depth
in AES is typically between 1 and 5 nm. AES is one of the major techniques
for surface analysis.

When a primary electron beam strikes a surface, Auger electrons are only
a fraction of the total electron yield. Most of the electrons emitted from the
surface are either secondary electrons or backward scattered electrons. These
and the inelastically scattered Auger electrons constitute the background in
an Auger spectrum. Auger-electron emission and X-ray fluorescence after
creation of a core hole are competing processes and the emission probability
depends on the atomic number. The probability for Auger-electron emission
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Fig. 13.14. Schematic representation of Rutherford backscattering (RBS) and of
nuclear reaction analysis (NRA)

decreases with increasing atomic number whereas the probability for X-ray
fluorescence increases with atomic number. AES is thus particularly well
suited for light elements.

The combined operation of an AES spectrometer for chemical surface ana-
lysis and an ion sputtering device can be used for depth profiling. Information
with regard to the quantification and to factors affecting their resolution can
be found, e.g., in [49, 50]. AES is applicable to diffusion of foreign atoms,
since AES only discriminates between different elements. It has, for example,
been used to measure Au and Ag diffusion in amorphous Cu-Zr [41] and Cu
and Al diffusion in amorphous Zr61Ni39-alloys [51].

13.8 Ion-beam Analysis: RBS and NRA

High-energy ion-beam analysis has several desirable features for depth pro-
filing of diffusion samples. The technique is largely non-destructive, it offers
good depth resolution, and measurements of both concentration and depth
can be achieved. The depth resolution is in the range from about 0.01 to 1µm.
This is inferior to the depth resolution achieved in IBS or SIMS devices but
substantially better than the resolution of mechanical sectioning techniques.

Atomic species are identified in ion-beam analysis by detecting the prod-
ucts of nuclear interactions, which are created by the incident MeV ions. There
are several different techniques. The two more important ones are Rutherford
backscattering (RBS) and nuclear reaction analysis (NRA). These two are
depicted schematically in Fig. 13.14.
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Rutherford Backscattering (RBS): The first scattering experiment was
performed by Rutherford in 1911 [53] and his students Geiger and
Marsden [54] for verifications of the atomic model. A radioactive source
of α-particles was used to provide energetic probing ions and the particles
scattered from a gold foil were observed with a zinc blende scintillation
screen. Nowadays, elastic backscattering analysis also denoted as Ruther-
ford backscattering (RBS) is probably the most frequently used ion-beam
analytical technique among the surface analysis tools.

In RBS experiments a high-energy beam of monoenergetic ions (usually
α-particles) with energies of some MeV is used for depth profiling. The sam-
ple is bombarded along the diffusion direction with ions and one studies the
number of elastically backscattered ions as a function of their energy. The
particles of the analysing beam are scattered by the nuclei in the sample and
the energy spectrum of scattered particles is used to determine the concen-
tration profile of scattering nuclei. The signals from different nuclei can be
separated in the energy spectrum, because of the different kinematic factors
K of the scattering process. K is related to the masses of analysing particles
and scattering nuclei. It is a monotonically decreasing function of the mass
of the target nuclei. The backscattered particles re-emerge unchanged except
for a reduction in energy. The depth information comes from the continuous
energy loss of the ions in the sample. The yield of the backscattered ions is
proportional to the concentration of the scattering nuclei.

RBS is illustrated schematically in Fig. 13.15 for a layer of heavy atoms
(mass M) deposited on a substrate of light atoms (Mass m). Yield and en-
ergy of the backscattered ions are monitored by an energy-sensitive particle
detector and a multichannel analyser. The high energy end of the spectrum
(M -signal) corresponds to ions backscattered from heavy atoms at the sample
surface. The low energy end of the M -signal corresponds to ions backscat-
tered from the heavy atoms near the interface. The signals from the heavy
and light nuclei are separated in the spectrum due to the different kinematic
factors for heavy and light nuclei.

Although widely applicable, RBS has two inherent limitations for diffusion
studies: First, the element of interest must differ in mass sufficiently – at
least several atomic masses – from other constituents of the sample. Second,
adequate sensitivity is achieved only when the solutes are heavier than the
majority constituents of the matrix. Then, the backscattering yield from the
diffuser appears at higher energies than the yield from the majority nuclei.
Therefore, RBS is particular suitable for detecting heavy elements in a matrix
of substantially lower atomic weight. Because of the limited penetration range
of ions (several micrometers) and the associated energy straggling in a solid,
only relatively small diffusion coefficients are accessible.

Nuclear Reaction Analysis (NRA): In a NRA profiling experiment mo-
noenergetic high-energy particles (protons, α-particles, . . . ) are used as in
RBS. NRA is applicable if the analysing particles undergo a suitable nu-
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Fig. 13.15. Rutherford backscattering spectrometry: high-energy ion beam, elec-
tronics for particle detection and a schematic example of a RBS spectrum. The
technique is illustrated for a thin layer of atoms with mass M deposited on a sub-
strate of lower mass m

clear reaction with narrow resonance with the atoms of interest. The yield
of out-going reaction products is measured as a function of the energy of the
incident beam. From the yield versus energy curve the concentration profile
can be deduced.

As shown schematically in Fig. 13.14, the analysis-beam particles un-
dergo an inelastic, exothermic nuclear reaction with the target nuclei thus
producing two or more new particles. Depending on the conditions it may
be preferable to detect either charged reaction products, neutrons or γ-rays
from the reaction. This method distinguishes specific isotopes and is there-
fore free from the mass-related restrictions of RBS. Suitable resonant nuclear
reactions occur for at least one readily available isotope of all elements from
hydrogen to fluorine and for beam energies below 2MeV. NRA can mainly
be used to investigate the diffusion of light solutes in a heavier matrix.

Concluding Remarks: Depth profiling is possible in RBS and NRA be-
cause the charged particles continuously loose energy as they traverse the
specimen. Usually, this loss is almost entirely due to electronic excitations,
although there is some additional contribution from small-angle nuclear scat-
tering. The consequences may be appreciated by considering the RBS ex-
periment illustrated in Fig. 13.15. In RBS the energy of the analysis-beam
particle decreases during both inward and outward passages. When the par-
ticle is detected, the accumulated energy loss is superimposed on the recoil
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loss via the kinematic factor. Hence the measured energy decreases mono-
tonically with the depth of the scattering nucleus. In NRA the situations are
analogous but more varied. For example, the relevant energy loss may occur
only during the inward or outward passage. Nevertheless, depth resolution is
always a consequence of the charged-particle energy loss in the sample. For
example, the diffusion of ion-implanted boron in amorphous Ni59.5Nb40.5 was
measured by irradiating the amorphous alloy with high energy protons and
detecting α-particles emitted from the nuclear reaction 11B + p → 8B + α,
and determining the concentration profile of 11B from the number and energy
of emitted α-particles as a function of the incident proton energy [52].

In NRA and in RBS the penetration range of ions is not more than several
micrometer. This limits the diffusion depth. Diffusion coefficients between
about 10−17 and 10−23 m2 s−1 are accessible (see also Fig. 13.1). Both RBS
and NRA methods need a depth calibration, which is based on not always very
accurate data of the stopping power in the matrix for the relevant particles.
Also the depth resolution is usually inferior to that achievable in careful IBS
radiotracer and SIMS profiling studies. For a comprehensive discussion of ion-
beam techniques the reader may consult reviews by Myers [55], Lanford
et al. [56], and Chu et al. [57].
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14 Mechanical Spectroscopy

14.1 General Remarks

The discoveries of thermally-activated anelastic relaxation processes in solids
by Snoek [1], Zener [2, 3] and Gorski [4] were made more than half a cen-
tury ago. Since then, anelastic measurements have become an established
tool for the study of atomic movements in solids. Relaxation methods and
the closely related internal friction (or damping) methods make use of the
fact that atomic motion in a solid can be induced by the application of con-
stant or oscillating mechanical stress. Nowadays, anelastic measurements are
also denoted by the title mechanical spectroscopy.

Under the influence of an applied stress or strain, an instantaneous elastic
effect (Hooke’s law) is observed, followed by strain or stress which varies with
time. The latter effect is called anelasticity or anelastic relaxation. Anelastic
behaviour is reversible. If stress (strain) is removed the sample will return –
after some time – to its initial shape. This distinguishes anelastic from plastic
behaviour.

Light interstitials, such as H, C, N, and O as well as substitutional so-
lutes and solute-defect complexes are accompanied by local straining of the
surrounding lattice. The presence of microstrains surrounding a diffusing
atom allows interaction between a macroscopic stress field arising from ex-
ternal forces applied to the material. This interaction generates a rich va-
riety of stress-assisted diffusion effects. Stress-mediated motion can cause
time-dependent anelastic (recoverable) strains that result in several types of
internal friction processes encountered in many materials.

Sometimes, anelastic relaxation involves the reorientation of point defects
which act as elastic dipoles as illustrated in Fig. 14.1. Reorientation relax-
ations are short-range processes, which in some cases involve only one or few
atomic jump(s). However, only in some special cases, exemplified by Snoek re-
laxation, the same jump produces both reorientation and diffusion. Only then,
a simple relationship exists between the relaxation time and the long-range
diffusion coefficient. Long-range diffusion controls the so-called Gorski relax-
ation illustrated in Fig. 14.2. Gorsky relaxation can be produced by bending
a sample containing defects, which act as dilatation centers. In practice, the
only experimentally known example of Gorski relaxation is due to hydrogen
diffusion metals. It can be observed because hydrogen diffusion is very fast.
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Fig. 14.1. Schematic illustration of anelastic relaxation caused by reorientation of
elastic dipoles (represented by grey ellipses)

Fig. 14.2. Schematic illustration of Gorski-effect

One should, however, keep in mind that mechanical relaxation and in-
ternal friction may arise from various sources. These can range from point-
defect reorientations, long-range diffusion, dislocation effects, grain-boundary
processes, and phase transformations to visco-elastic behaviour and plastic
deformation. Some point-defect relaxations are diffusion-related, some are
not. For point-defect relaxations of trapped and paired defects, the nature
and the activation enthalpy of the reorientation jump can be significantly
different from those associated with long-range diffusion. A review of the
substantial body of work that has been accumulated on the study of atomic
movement by anelastic methods is beyond the scope of this chapter.

Several textbooks, e.g., those of Zener [3] and Nowick and Berry [5]
and reviews by Berry and Pritchet [6, 7] are available for the interested
reader. A review about the potential of mechanical loss spectroscopy for in-
organic glasses and glass ceramics has been given by Roling [8]. A compre-
hensive treatment of magnetic relaxation effects can be found in a textbook
of Kronmüller [9].

In the present chapter, we first mention the basic concepts of mechanical
loss spectroscopy, i.e. of anelastic behaviour and internal friction. Then, we
describe some examples of diffusion-related anelasticity such as the Snoek
effect, the Zener effect, the Gorski effect, and give an example of a mechanical
loss spectrum of glasses.
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14.2 Anelasticity and Internal Friction

From the viewpoint of mechanical stress-strain behaviour, we may regard an
ideal solid as one which obeys Hooke’s law and thus behaves in an ideally
elastic manner. Such a solid would always recover completely and instanta-
neously on removal of an applied stress. If set into vibration, the solid would
vibrate forever with undiminished amplitude if totally isolated from its sur-
roundings. The mechanical behaviour of real solids at low stress levels (below
the yield stress) is modified by the appearance of anelasticity, which develops
at a rate controlled by the atomic movements. It can often be traced back to
the presence of mobile atoms or point defects.

A quantitative description of the anelastic behaviour of materials can be
found by analysing a model having the name standard linear solid, which was
originally proposed by Voigt [10] and by Poynting and Thomson [11].
In this model, stress σ, strain ε, and their respective time derivatives, σ̇ and
ε̇, are related through a linear response equation:

σ + τεσ̇ = MR(ε + τσ ε̇) . (14.1)

This anelastic equation of state is a generalisation of Hooke’s law of linear
elasticity. Equation (14.1) contains three material parameters: the strain re-
laxation time τε, the stress relaxation time τσ (sometimes also denoted as
the stress retardation time), and the relaxed elastic modulus MR. Figure 14.3
illustrates in its left part the strain response of a standard linear solid in-
duced by an instantaneous application and subsequent removal of a constant
stress. The continued relaxation of the strain after removal of the stress is also
termed the elastic aftereffect. The stress response induced by instantaneous
application and removal of strain is illustrated in the right part. Note that
τσ and τε are different. It is obvious from Eq. (14.1) that for vanishing time
derivatives Eq. (14.1) reduces to Hooke’s law. Under uniaxial stress MR is
termed the Young modulus, whereas under applied shear MR is termed the
shear modulus.

Periodic Stress and Strain: Let us now suppose that a uniaxial, periodic
stress-time function of frequency ω and amplitude σ0 of the form

σ = σ0 exp [iωt] (14.2)

is imposed on the material. The time-dependent strain response of an anelas-
tic solid then is

ε = ε0 exp [i(ωt − δ)] , (14.3)

where δ is the phase shift between σ and ε. For a completely elastic material,
σ and ε are in phase and the phase shift is zero for all frequencies. The stress-
strain behaviour for an anelastic material under periodic stress is illustrated
in Fig. 14.4. For an anelastic material a hysteresis loop is obtained. The area
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Fig. 14.3. Schematic illustration of anelastic behaviour. The strain response for
an instantaneous stress-time function is shown in the left half. The stress response
for an instantaneous strain-time function corresponds to the right half

Fig. 14.4. Stress-strain relations for a periodically driven anelastic material at
three different frequencies

inside the hysteresis represents the dissipated energy per unit volume and
per cycle (see below).

It is convenient to introduce a complex elastic modulus M̂ via

σ = M̂ε, (14.4)

which can be split up according to

M̂ = M ′ + iM ′′ , (14.5)

i.e. into real and imaginary parts M ′ and M ′′, respectively. Assuming peri-
odic strain with a frequency ω and substituting Eqs. (14.4) and (14.5) into
Eq. (14.1) yields after a few steps of algebra

M̂ = MR
1 + τσiω

1 + τεiω
. (14.6)
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After separation into real and imaginary parts we get

M ′(ω) = MR
1 + τετσω2

1 + ω2τ2
ε

= MR + ∆M
ω2τ2

ε

1 + ω2τ2
ε

(14.7)

and

M ′′(ω) = MR
(τσ − τε)ω
1 + ω2τ2

ε

= ∆M
ωτε

1 + ω2τ2
ε

, (14.8)

where the abbreviations

∆M ≡ MU − MR and ∆ ≡ ∆M/MR (14.9)

have been introduced. At high frequencies, the time scale for stress and
strain removals becomes small compared to the relaxation times. Then M ′

approaches an unrelaxed elastic modulus

MU =
MRτσ

τε
, (14.10)

which denotes the stress increment per unit strain at high frequency. Note
that MU and MR are different because τσ and τε are different. The tangent
of the loss angle δ is given by

tan δ ≡ M ′′/M ′ = ∆M
ωτε

MR + MUω2τ2
ε

≡ ∆
ω(τσ − τε)
1 + τστεω2

. (14.11)

Internal Friction: Internal friction is the dissipation of mechanical energy
caused by anelastic processes occurring in a strained solid. The internal fric-
tion, usually called Q−1, in a cyclically driven anelastic solid is defined as

Q−1 ≡ ∆Edissipated

Estored
, (14.12)

where ∆Edissipated is the energy dissipated as heat per unit volume of the
material over one cycle. Estored denotes the peak elastic energy stored per
unit volume. For a periodically strained solid subject to sinusoidal stress, the
internal friction is given by the following ratio of energy integrals:

Q−1 =

∫ 2π

0
σ(ωt)ε̇(ωt)out−of−phased(ωt)∫ 2π

0 σ(ωt)ε̇(ωt)in−phased(ωt)
. (14.13)

Substituting the out-of-phase and in-phase components of the strain rate ε̇
yields after some algebra the following relation between internal friction and
the tangent of the loss angle:

Q−1 = π tan δ . (14.14)
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It is convenient to combine the stress and strain relaxation times to a mean
relaxation time τ , which is defined as the geometric mean of the two funda-
mental times:

τ ≡ √
τστε . (14.15)

We will see later that τ sometimes can be associated with atomic jump pro-
cesses occurring in the strained solid, having a well-defined activation en-
thalpy. It is also convenient to combine the relaxed and the unrelaxed moduli
to a mean modulus M via

M ≡
√

MRMU =
√

τσ

τε
MR =

√
τε

τσ
MU . (14.16)

Using the definitions of the mean modulus Eq. (14.16), the mean relaxation
time Eq. (14.15) and Eq. (14.11), yields a basic expression for internal friction:

Q−1 = π tan δ = π
∆M

M

ωτ

1 + ω2τ2
. (14.17)

The term π∆M/M is called the relaxation strength. The second term de-
scribes the frequency dependence of internal friction. Figure 14.5 shows a di-
agram of Q−1 versus the logarithm of ωτ . The frequency-dependent modulus
M ′ is also shown, which varies between the relaxed modulus MR at low fre-
quencies and the unrelaxed modulus MU at high frequencies. The maximum
of internal friction occurs when

ωτ = 1 (14.18)

is fulfilled. This relation is an important condition for the analysis of anelas-
ticity. If an anelastic solid is strained periodically with a frequency ω the
maximum energy loss occurs, when the imposed frequency and relaxation
time of the process match.

14.3 Techniques of Mechanical Spectroscopy

Usually, the relaxation time τ is thermally activated according to

τ ∝ exp
(

∆H

kBT

)
, (14.19)

where ∆H denotes some activation enthalpy. Thus, by varying the temper-
ature at constant frequency ω a maximum of internal friction occurs on the
temperature scale. This is the usual way of measuring internal friction peaks,
as temperature is easier to vary than frequency. The latter is often more or
less fixed by the internal friction device.

By using different experimental techniques, the mechanical loss can be
determined at frequencies roughly between 10−5 and 5×1010 Hz. It is conve-
nient to perform temperature-dependent measurements at fixed frequencies.
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Fig. 14.5. Internal friction, Q−1 = π tan δ, and frequency dependent modulus, M ′,
as functions of ωτ

In this case, a thermally activated process manifests itself in a loss peak,
which shifts to higher temperatures as the frequency is increased. Informa-
tion on the activation enthalpy is then obtained from the peak temperatures,
Tpeak, shifting with frequencies ω by using the equation:

∆H = −kB
d lnω

d(1/Tpeak)
. (14.20)

In the Hz regime torsional pendulums operating at their natural frequen-
cies can be used. A major disadvantage of this technique is that the range of
available frequencies is very narrow, often less than half a decade. This makes
it difficult to determine accurate values of the activation enthalpies and to
analyse frequency-temperature relations in detail. In order to overcome this
limitation devices with forced oscillations are in use. The frequency window
of this technique ranges approximately from 30Hz up to 105 Hz.

At higher frequencies, the mechanical loss of solids can be studied by
resonance methods [14, 15]. At even higher frequencies, in the MHz and GHz
regimes, ultrasonic absorption and Brillouin light scattering can be used.
However, most mechanical loss studies have been done and are still done
with the help of low-frequency methods.

Starting in the 1990s, there have been efforts to make use of commercially
available instrumentation for dynamic mechanical thermal analysis (DMTA)
These devices usually operate in the three-point-bending mode. Among other
systems, this technique has been applied to study relaxation processes in
oxide glasses [16–18].
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Fig. 14.6. Octahedral interstitial sites in the bcc lattice

14.4 Examples of Diffusion-related Anelasticty

14.4.1 Snoek Effect (Snoek Relaxation)

The Snoek effect is the stress-induced migration of interstitials such as C,
N, or O in bcc metals. Although effects of internal friction in bcc iron were
reported as early as the late 19th century, this phenomenon was first carefully
studied and analysed by the Dutch scientist Snoek [1]. Interstitial solutes in
bcc crystals usually occupy octahedral interstitial sites illustrated in Fig. 14.6.
Octahedral sites in the bcc lattice have tetragonal symmetry inasmuch the
distance from an interstitial site to neighbouring lattice atoms is shorter along
〈100〉 than along 〈110〉 directions. The microstrains surrounding interstitial
solutes have tetragonal symmetry as well, which is lower than the cubic sym-
metry of the matrix. Another way of expressing this is to say that interstitial
solutes give rise to permanent elastic dipoles.

Figure 14.6 illustrates the three possible orientations of octahedral sites
denoted as X-, Y-, and Z-sites. Without external stress all sites are energet-
ically equivalent, i.e. EX = EY = EZ , and the population n0

j of interstitial
sites by solutes is n0

X = n0
Y = n0

Z = n0/3. n0 denotes the total number of
interstitials. If an external stress is applied this degeneracy is partly or com-
pletely removed, depending on the orientation of the external stress. For ex-
ample, with uniaxial stress in the Z-direction Z-sites are energetically slightly
different from X- and Y-sites, i.e. EZ �= EX = EY . In contrast, uniaxial stress
in 〈111〉 direction does not not remove the energetic degeneracy, because all
sites are energetically equivalent. In thermodynamic equilibrium the distri-
bution of interstitial solutes on the X-, Y-, and Z-sites is given by

neq
i = n0 exp(−Ei/kBT )∑

j=X,Y,Z exp(−Ej/kBT )
. (14.21)

In general, under the influence of a suitable oriented external stress the ‘solute
dipoles’ reorient, if the interstitial atoms have enough mobility. This redis-
tribution gives rise to a strain relaxation and/or to an internal friction peak.
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The relaxation time or the frequency/temperature position of the internal
friction peak can be used to deduce information about the mean residence
time of a solute on a certain site.

In order to deduce this information, we consider the temporal develop-
ment of interstitial subpopulations nX , nY , nZ on X-, Y-, and Z-sites. Suppose
that uniaxial stress is suddenly applied in Z-direction. This stress disturbs
the initial equipartition of interstitials on the various types of sites and redis-
tribution will start. Fig 14.6 shows that every X-site interstitial that performs
a single jump ends either on a Y- or on a Z-site. Interstitials on Y- and Z-sites
jump with equal probabilities to X-sites. The rate of change of the interstitial
subpopulations can be expressed in terms of the interstitial jump rate, Γint,
as follows:

dnX

dt
= −2ΓintnX + Γint(nY + nZ) . (14.22)

The first term on the right-hand side in Eq. (14.22) represents the loss of
interstitials located at X-sites due to hops to either Y- or Z-sites. The second
term on the right-hand side represents the gain of interstitials at X-sites from
other interstitials jumping from either Y- or Z-sites. Corresponding equations
are obtained for nY and nZ by cyclic permutation of the indices. Since the
total number of interstitials, n0, is conserved, we have

n0 = nX + nY + nZ . (14.23)

Substitution of Eq. (14.23) into Eq. (14.22) yields

dnX

dt
= −ΓintnX +

Γint

2
(n0 − neq

X ) = −3
2
Γint

(
nX − n0/3

)
. (14.24)

Equation (14.24) is an ordinary differential equation for the population dy-
namics of interstitial solutes. Its solution can be written in the form

nX(t) = neq
X +

(
n0

X − neq
X

)
exp

(
− t

τR

)
, (14.25)

where the relaxation time τR is given by

τR =
2

3Γint
. (14.26)

The relaxation time is closely related to the mean residence time, τ̄ , of an in-
terstitial solute on a given site. Because an interstitial solute on an octahedral
site can leave its site in four directions with jump rate Γint, we have

τ̄ =
1

4Γint
. (14.27)
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The solute jump rate can be written in the form

Γint = ν0 exp
(
−HM

int

kBT

)
, (14.28)

where ν0 and HM
int denote attempt frequency and activation enthalpy of a so-

lute jump. Then, the relaxation time of the Snoek effect is

τR =
4
3
τ̄ =

1
6ν0

exp
(

HM
int

kBT

)
. (14.29)

The jump of an interstitial solute which causes Snoek relaxation and the
elementary diffusion step (jump length d = a/2, a = lattice parameter) are
identical. The diffusion coefficient developed from random walk theory for
octahedral interstitials in the bcc lattice is given by

D =
1
6
Γintd

2 =
1
24

Γinta
2 . (14.30)

Substituting Eqs. (14.27) and (14.29) into Eq. (14.30) yields

D =
1
36

a2

τR
. (14.31)

This equation shows that Snoek relaxation can be used to study diffusion
of interstitial solutes in bcc metals by measuring the relaxation time. It is
also applicable to interstitial solutes in hcp metals since the non-ideality
of the c/a-ratio gives rise to an asymmetry in the octahedral sites. Very
pure and very dilute interstitial alloys must be used, if the Snoek effect of
isolated interstitials is in focus. Otherwise, solute-solute or solute-impurity
interactions could cause complications such as broadening or shifts of the
internal friction peak.

Figure 14.7 shows an Arrhenius diagram of carbon diffusion in α-iron. For
references the reader may consult Le Claire’s collection of data for intersti-
tial diffusion [12] and/or a paper by da Silva and McLellan [13]. The data
above about 700K have been obtained with various direct methods including
diffusion-couple methods, in- and out-diffusion, or thin layer techniques. The
data below about 450K were determined with indirect methods, including in-
ternal friction, elastic after-effect, or magnetic after-effect measurements. The
data cover an impressive range of about 14 orders of magnitude in the carbon
diffusivity. Extremely small diffusivities around 10−24 m2 s−1 are accessible
with the indirect methods, illustrating the potential of these techniques. The
Arrhenius plot of C diffusion is linear over a wide range at lower temper-
atures. There is some small positive curvature at higher temperatures. One
possible origin of this curvature could be an influence the magnetic transition,
which takes place at the Curie temperature TC . In the case of self-diffusion
of iron this influence is well-studied (see Chap. 17).
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Fig. 14.7. Diffusion coefficient for C diffusion in α-Fe obtained by direct and
indirect methods: DIFF = in- and out-diffusion or diffusion-couple methods;
IF = internal friction; EAE = elastic after effect, MAE = magnetic after effect

It is interesting to note that the Snoek effect cannot be used to study
interstitial solutes in fcc metals. Interstitial solutes in fcc metals are also
incorporated in octahedral sites. In contrast to octahedral sites in the bcc
lattice, which have tetragonal symmetry, octahedral sites in the fcc lattice
and the microstrains associated with an interstitial solute in such sites have
cubic symmetry. Interstitial solutes produce some lattice dilation but no elas-
tic dipoles. Therefore, an external stress will not result in changes of the
interstitial populations in an fcc matrix.

14.4.2 Zener Effect (Zener Relaxation)

The Zener effect, like the Snoek effect, is a stress-induced reorientation of
elastic dipoles by atomic jumps. Atom pairs in substitutional alloys, pairs
of interstitial atoms, solute-vacancy pairs possessing lower symmetry than
the lattice can form dipoles responsible for Zener relaxation. For example, in
strain-free dilute substitutional fcc alloys solute atoms are distributed ran-
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domly and isotropically. Solute-solute pairs on nearest-neighbour sites are
uniformly distributed among the six 〈110〉 directions. The size difference be-
tween solute and solvent atoms causes pairs to create microstrains with strain
fields of lower symmetry than that of the cubic host crystal.

A well-studied example of solute-solute pair reorientation in fcc materials
was reported already by Zener [2]. He observed a strong internal friction
peak in Cu-Zn alloys (α-brass) around 570K. The stress-mediated reorienta-
tion of random Zn-Zn pairs along 〈110〉 in fcc crystals is somewhat analogous
to the Snoek effect. Le Claire and Lomer interpreted this relaxation on the
basis of changing directional short-range order under the influence of external
stress. In reality, the Zener effect in dilute substitutional fcc alloys depends
on several exchange jump frequencies between solute atoms and vacancies.
Therefore, it is difficult to relate the effect to the diffusion of solute atoms
in a quantitative manner. A satisfactory model, such as is available for the
Snoek effect of dilute interstitial bcc alloys, is not straightforward. The acti-
vation enthalpy of the process can be determined. However, in a pair model
for low solute concentrations the activation energy is more characteristic of
the rotation of the dipoles than of long-range diffusion.

14.4.3 Gorski Effect (Gorski Relaxation)

In contrast to reorientation relaxations discussed above, the Gorski effect is
due to the long-range diffusion of solutes B which produce a lattice dilatation
in a solvent A. This effect is named after the Russian scientist Gorski [4]. Re-
laxation is initiated, for example, by bending a sample to introduce a macro-
scopic strain gradient. This gradient induces a gradient in the chemical poten-
tial of the solute, which involves the size-factor of the solute and the gradient
of the dilatational component of the stress. Solutes redistribute by ‘up-hill’
diffusion and develop a concentration gradient, as indicated in Fig. 14.2. This
transport produces a relaxation of elastic stresses, by the migration of solutes
from the regions in compression to those in dilatation. The associated anelas-
tic relaxation is finished when the concentration gradient equalises with the
chemical potential gradient across the sample. For a strip of thickness d, the
Gorski relaxation time, τG, is given by

τG =
d2

π2ΦDB
, (14.32)

where DB is the diffusion coefficient of solute B and Φ is the thermody-
namic factor. A thermodynamic factor is involved, because Gorski relaxation
establishes a chemical gardient.

Equation (14.32) shows that with the Gorski effect one measures the time
required for diffusion of B atoms across the sample. The Gorski relaxation
time is a macroscopic one, in contrast to the relaxation time of the Snoek
relaxation. If the sample dimensions are known, an absolute value of the
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Fig. 14.8. Mechanical loss spectrum of a Na2O4SiO4 at a frequency of 1Hz ac-
cording to Roling and Ingram [18, 19]

diffusivity is obtained. For a derivation of Eq. (14.32) we refer the reader
to the review by Völkl [20]. The Gorski effect is detectable if the diffusion
coefficient of the solute is high enough. Gorski effect measurements have been
widely used for studies of hydrogen diffusion in metals [6, 20–22].

14.4.4 Mechanical Loss in Ion-conducting Glasses

Diffusion and ionic conduction in ion-conducting glasses is the subject of
Chap. 30. Mechanical loss spectroscopy is also applicable for the characteri-
sation of dynamic processes in glasses and glass ceramics. This method can
provide information on the motion of mobile charge carriers, such as ions and
polarons, as well as on the motion of network forming entities. Mixed mo-
bile ion effects in different types of mixed-alkali glasses, mixed alkali-alkaline
earth glasses, mixed alkaline earth glasses, and mixed cation anion glasses.
For references see, e.g., a review of Roling [8].

Let us consider an example: Fig. 14.8 shows the loss spectrum of a sodium
silicate glass according to Roling and Ingram [18, 19]. Such a spectrum
is typical for ion conducting glasses. The low-temperature peak near 0 ◦C is
attributed to the hopping motion of sodium ions, which can be studied by
conductivity measurements in impedance spectroscopy and by tracer diffusion
techniques as well (for examples see Chap. 30). The activation enthalpy of
the loss peak is practically identical to the activation enthalpy of the dc
conductivity, which is due to the long-range motion of sodium ions [19]. The
intermediate-temperature peak at 235 ◦C is attributed to the presence of
water in the glass. The increase of tan δ near 350 ◦C is caused by the onset
of the glass transition.
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14.5 Magnetic Relaxation

In ferromagnetic materials, the interaction between the magnetic moment
and local order can give rise to various relaxation phenomena similar to those
observed in anelasticity. Their origin lies in the induced magnetic anisotropy
energy, the theory of which was developed by the French Nobel laureate
Neel [24].

An example, which is closely related to the Snoek effect, was reported for
the first time in 1937 by Richter [23] for α-Fe containing carbon. The direc-
tion of easy magnetisation in α-iron within a ferromagnetic domain is one of
the three 〈100〉 directions. Therefore, the octahedral X-, Y-, and Z-positions
for carbon interstitials are energetically not equivalent. A repopulation among
these sites takes place when the magnetisation direction changes. This can
happen when a magnetic field is applied. Suppose that the magnetic suscepti-
bility χ is measured by applying a weak alternating magnetic field. Beginning
with a uniform population of the interstitials, after demagnetisation a redis-
tribution into the energetically favoured sites will occur. This stabilises the
magnetic domain structure and reduces the mobility of the Bloch walls. As
a consequence, a temporal decrease of the susceptibility χ is observed, which
can be described by

χ(t) = χ0 − ∆χs

[
1 − exp

(
− t

τR

)]
, (14.33)

where ∆χs = χ0−χ(∞) is denoted as the stabilisation susceptibility, t is the
time elapsed since demagnitisation, and τR is the relaxation time. The rela-
tionship between jump frequency, relaxation time, and diffusion coefficient is
the same as for anelastic Snoek relaxation.

The magnetic analogue to the Zener effect is directional ordering of fer-
romagnetic alloys in a magnetic field, which produces an induced magnetic
anisotropy. The kinetics of the establishment of magnetic anisotropy after
a thermomagnetic treatment can yield information about the activation en-
ergy of the associated diffusion process. The link between the relaxation time
and diffusion coefficient is as difficult to establish as in the case of the Zener
effect.

A magnetic analogue to the Gorski effect is also known. In a magnetic
domain wall, the interaction between magnetostrictive stresses and the strain
field of a defect (such as interstitials in octahedral sites of the bcc lattice, diva-
cancies, etc.) can be minimised by diffusional redistribution in the wall. This
diffusion gives rise to a magnetic after-effect. The relaxation time is larger by
a factor δB/a (δB = thickness of the Bloch wall, a = lattice parameter) than
for magnetic Snoek relaxation. The variation of the susceptibility with time
is more complex than in Eq. (14.33). A comprehensive treatment of mag-
netic relaxation effects can be found in the textbook of Kronmüller [9].
Obviously, magnetic methods are applicable to ferromagnetic materials at
temperatures below the Curie point only.
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15 Nuclear Methods

15.1 General Remarks

Several nuclear methods are important for diffusion studies in solids. They
are listed in Table 13.1 and their potentials are illustrated in Fig. 13.1. The
first of these methods is nuclear magnetic resonance or nuclear magnetic
relaxation (NMR). NMR methods are mainly appropriate for self-diffusion
measurements on solid or liquid metals. In favourable cases self-diffusion co-
efficients between about 10−20 and 10−10 m2 s−1 are accessible. In the case of
foreign atom diffusion, NMR studies suffer from the fact that a signal from
nuclear spins of the minority component must be detected.

Mössbauer spectroscopy (MBS) and quasielastic neutron scattering
(QENS) are techniques, which have considerable potential for understand-
ing diffusion processes on a microscopic level. The linewidths ∆Γ in MBS
and in QENS have contributions which are due to the diffusive motion of
atoms. This diffusion broadening is observed only in systems with fairly high
diffusivities since ∆Γ must be comparable with or larger than the natural
linewidth in MBS experiments or with the energy resolution of the neutron
spectrometer in QENS experiments. Usually, the workhorse of MBS is the
isotope 57Fe although there are a few other, less favourable Mössbauer iso-
topes such as 119Sn,115Eu, and 161Dy. QENS experiments are suitable for
fast diffusing elements with a large incoherent scattering cross section for
neutrons. Examples are Na self-diffusion in sodium metal, Na diffusion in
ion-conducting rotor phases, and hydrogen diffusion in metals.

Neither MBS nor QENS are routine methods for diffusion measurements.
The most interesting aspect is that these methods can provide microscopic
information about the elementary jump process of atoms. The linewidth for
single crystals depends on the atomic jump frequency and on the crystal
orientation. This orientation dependence allows the deduction of the jump
direction and the jump length of atoms, information which is not accessible
to conventional diffusion studies.

15.2 Nuclear Magnetic Relaxation (NMR)

The technique of nuclear magnetic relaxation has been widely used for many
years to give detailed information about condensed matter, especially about
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its atomic and electronic structure. It was recognised in 1948 by Bloem-
bergen, Purcell and Pound [1] that NMR measurements can provide
information on diffusion through the influence of atomic movement on the
width of nuclear resonance lines and on relaxation times. Atomic diffusion
causes fluctuations of the local fields, which arise from the interaction of nu-
clear magnetic moments with their local environment. The fluctuating fields
either can be due to magnetic dipole interactions of the magnetic moments or
due to the interaction of nuclear electric quadrupole moments (for nuclei with
spins I > 1/2) with internal electrical field gradients. In addition, external
magnetic field gradients can be used for a direct determination of diffusion
coefficients.

We consider below some basic principles of NMR. Our prime aim is an
understanding of how diffusion influences NMR. Solid state NMR is a very
broad field. For a comprehensive treatment the reader is referred to textbooks
of Abragam [2], Slichter[3], Mehring [4] and to chapters in monographs
and textbooks [5–9]. In addition, detailed descriptions of NMR relaxation
techniques are available, e.g., in [10]). Corresponding pulse programs are
nowadays implemented in commercial NMR spectrometers.

15.2.1 Fundamentals of NMR

NMR methods are applicable to atoms with non-vanishing nuclear spin mo-
ment, �I, and an associated magnetic moment

µ = γ�I , (15.1)

where γ is the gyromagnetic ratio, I the nuclear spin, and � the Planck
constant divided by 2π. In a static magnetic field B0 in z-direction, a nuclear
magnetic moment µ performs a precession motion around the z-axis governed
by the equation

dµ

dt
= µ ⊗ B0 . (15.2)

The precession frequency is the Larmor frequency

ω0 = γB0. (15.3)

The degeneracy of the 2I+1 energy levels is raised due to the nuclear Zeeman
effect. The energies of the nuclear magnetic dipoles are quantised according
to

Um = −mγ�B0 , (15.4)

where the allowed values correspond to m = −I,−I + 1, . . . , I − 1, I. For
example, for nuclei with I = 1/2 there are only two energy levels with the
energy difference �ω0.

At thermal equilibrium, the spins are distributed according to the Boltz-
mann statistics on the various levels. Since the energy difference between
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Fig. 15.1. Set-up for a NMR experiment (schematic)

levels for typical magnetic fields (0.1 to 1 Tesla) is very small, the population
difference of the levels is also small. A macroscopic sample in a static magnetic
field B0 in the z-direction displays a magnetisation Meq along the z-direction
and a transverse magnetisation M⊥ = 0. The equilibrium magnetisation of
an ensemble of nuclei (number density N) is given by

M eq = N
γ2

�
2I(I + 1)
3kBT

B0 . (15.5)

A typical experimental set-up for NMR experiments (Fig. 15.1) consists of
a sample placed in a strong, homogeneous magnetic field B0 of the order of
a few Tesla. A coil wound around the sample permits the application of an
alternating magnetic field B1 perpendicular to the z-direction with frequency
ω. Typically, these fields are radio-frequency (r.f.) fields. If the frequency ω
of the transverse r.f. field B1 is close to the Larmor frequency, this field
will induce transitions between the Zeeman levels of the nuclear spins. In
NMR-spectrometers the coil around the sample is used for several steps of
the experiment, such as irradiation of r.f. pulses and detection of the free
induction decay of the ensemble of nuclei (see below).

The analysis of NMR experiments proceeds via a consideration of de-
tailed interactions among nuclear moments and between them and other
components of the solid such as electrons, point defects, and paramagnetic
impurities. This theory has been developed over the past decades and can be
found, e.g., in the textbooks of Abragam [2] and Slichter [3]. Although
this demands the use of quantum mechanics, much can be represented by
semi-classical equations proposed originally by Bloch. The effect of rf-pulse
sequences on the time evolution of the total magnetisation M in an external
field

B = B0 + B1 (15.6)
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is given by the Bloch equation [2, 3]:

dM

dt
= γM ⊗ B − M⊥

T2
− Mz − M eq

z

T1
+ ∇ [D∇(M − Meq)] . (15.7)

The first term in Eq. (15.7) describes the precession of the spins around the
magnetic field B. The second and third terms give the rate of relaxation of
the magnetisation and define two phenomenological constants, T1 and T2,
denoted as relaxation times. They pertain to the longitudinal and transverse
components of the magnetisation. In the absence of any transverse field, T1

determines the rate at which Mz returns to its equilibrium value M eq
z . This

relaxation corresponds to an energy transfer between the spin-system and
the so-called ‘lattice’, where the ‘lattice’ represents all degrees of freedom
of the material with the exception of those of the spin-system. Therefore,
T1 is denoted as the spin-lattice relaxation time. T2 refers to the transverse
part of the nuclear magnetisation and is called the spin-spin relaxation time.
Nuclear spins can be brought to a state of quasi-thermal equilibrium among
themselves without being in thermal equilibrium with the lattice. T2 describes
relaxation to such a state. It follows that T2 ≤ T1. T2 is closely related to the
width of the NMR signal.

The last term in Eq. (15.7) was introduced by Torrey [11] and describes
the time evolution of the magnetisation M , when the sample is also put
into a magnetic field gradient. Meq is the equilibrium value of the magnetic
moment in field B0 and D the diffusion coefficient. Equation (15.7) shows that
various NMR techniques can be used to deduce information about atomic
diffusion.

Elegant pulse techniques of radiofrequency spectroscopy permit the direct
determination of D and of the relaxation times T1 and T2 (see, e.g., Gerstein
and Dybowski [10]).

15.2.2 Direct Diffusion Measurement by Field-Gradient NMR

When a sample is placed deliberately in a magnetic field gradient, G =
∂B/∂z, in addition to a static magnetic field, a direct determination of diffu-
sion coefficients is possible. The basis of such NMR experiments in an inho-
mogeneous magnetic field is the last term of the Bloch equation. In a mag-
netic field gradient the Larmor frequency of a nuclear moment depends on
its positions. Field-gradient NMR (FG-NMR) utilises the fact that nuclear
spins that diffuse in a magnetic field-gradient experience an irreversible phase
shift, which leads to a decrease in transversal magnetisation. This decay can
be observed in so-called spin-echo experiments [12, 13]. The amplitude of the
spin-echo is given by

MG(techo) = M0(techo) exp

⎡
⎣−γ2D

∫ techo

0

(∫ t′

0

G(t′′) dt′′
)2

dt′

⎤
⎦ , (15.8)
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where

M0(techo) = M0(0) exp
(
− techo

T2

)
. (15.9)

techo denotes the time of the spin echo. MG(techo) and M0(techo) are the echo
amplitudes with and without field-gradient G(t). M0(0) is the equilibrium
magnetisation of the spin system.

For a 90-τ -180-τ spin-echo pulse sequence we have techo = 2τ . In a con-
stant magnetic field gradient G0 the solution of Eq. (15.8) is proportional to
the transversal magnetisation M⊥, which is given by

MG(2τ) = M0(0) exp
(
−2τ

T2

)
exp

(
−2

3
γ2DG2

0τ
3

)
. (15.10)

By varying τ or G0 the diffusion coefficient can be determined from the
measured spin-echo amplitude. The diffusion of spins is followed directly by
FG-NMR. Thus, FG-NMR is comparable to tracer diffusion. For a known
G0 value a measurement of the diffusion-related part of the spin echo versus
time can provide the diffusion coefficient without any further hypothesis. In
contrast to tracer diffusion, the FG-NMR technique permits diffusion mea-
surements in isotopically pure systems.

Equation (15.10) shows that the FG-NMR technique is applicable when
the spin-spin relaxation time T2 of the sample is large enough. A signifi-
cant diffusion-related decay of the spin-echo amplitude must occur within T2.
For fixed values of T2 and G0 this requires D-values that are large enough.
The measurement of small D-values requires high field-gradients. This can
be achieved by using pulsed magnetic field-gradients (PFG) as suggested
by McCall [14]. The first experiments with PFG-NMR were performed
by Stejskal and Tanner [13] for diffusion studies in aqueous solutions.
For a comprehensive review of PFG-NMR spectroscopy the reader is re-
ferred, for example, to the reviews of Stilbs [15], Kärger et al. [16], and
Majer [7]. PFG-NMR has been widely applied to study diffusion of hydro-
gen in metals and intermetallic compounds [7]. Applications to anomalous
diffusion processes such as diffusion in porous materials and polymeric ma-
trices can be found in [16]. Diffusion of hydrogen in solids is a relatively fast
process and the proton is particularly suited for NMR studies due to its high
gyromagnetic ratio. Diffusivities of hydrogen between 10−10 and 10−13 have
been studied by PFG-NMR [7].

A fine example for the application of PFG-NMR are measurements of
self-diffusion of liquid lithium and sodium [17]. Figure 15.2 displays self-
diffusivities in liquid and solid Li obtained by PFG-NMR according to Fein-
auer and Majer [18]. At the melting point, the diffusivity in liquid Li is
almost three orders of magnitude faster than in the solid state. Also visible is
the isotope effect of Li diffusion. The diffusivity of 6Li is slightly faster than
that of 7Li.
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Fig. 15.2. Self-diffusion of 6Li and 7Li in liquid and solid Li studied by PFG-NMR
according to Feinauer and Majer [18]

15.2.3 NMR Relaxation Methods

Indirect NMR methods for diffusion studies measure either the relaxation
times T1 and T2, or the linewidth of the absorption line. In addition, other
relaxation times not contained in the Bloch equation can be operationally
defined. The best known of these is the spin-lattice relaxation time in the
rotating frame, T1ρ. This relaxation time characterises the decay of the mag-
netisation when it is ‘locked’ parallel to B1 in a frame of reference rotating
around B0 with the Larmor frequency ω0 = γB0. In such an experiment,
M starts from Meq and decays to B1M

eq/B0. Since T1ρ is shorter than T1,
measurements of T1ρ permit the detection of slower atomic motion than T1.

Let us consider a measurement of the spin-lattice relaxation time T1. If
a magnetic field is applied in the z-direction, T1 describes the evolution of
the magnetisation Mz towards equilibrium according to

dMz

dt
=

M eq
z − Mz

T1
. (15.11)

A measurement of T1 proceeds in two steps. (i) At first, the nuclear mag-
netisation is inverted by the application of an ‘inversion pulse’. (ii) Then, the
magnetisation Mz(t) is observed by a ‘detection pulse’ as it relaxes back to
the equilibrium magnetisation.

The effect of r.f. pulses can be discussed on the basis of the Bloch equation
(15.7). If the resonance condition, ω0 = γB0, is fulfilled for the alternating
B1 field, the magnetisation will precess in the y-z plane with a precession
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Fig. 15.3. Schematic iluustration of a T1 measurement with an inversion-recovery
(π-τ -π/2) pulse sequence

frequency γB1. The application of a pulse of the r.f. field B1 with a duration tp
will result in the precession of the magnetisation to the angle Θp = γB1tp. By
suitable choice of the pulse length the magnetisation can be inverted (Θp = π)
or tilted into the x-y plane (Θp = π/2). During precession in the x-y plane
the magnetisation will induce a voltage in the coil (Fig. 15.1). This signal
is called the free induction decay (FID). If, for example, an initial π-pulse is
applied, Mz(t) can be monitored by the amplitude of FID after a π/2-reading
pulse at the evolution time t, which is varied in the experiment1. This widely
used pulse sequence for the measurement of T1 is illustrated in Fig. 15.3.

NMR is sensitive to interactions of nuclear moments with fields produced
by their local environment. The relaxation times and the linewidth are de-
termined by the interaction between nuclear moments either directly or via
electrons. Apart from coupling to the spins of conduction electrons in met-
als or of paramagnetic impurities in non-metals, two basic mechanisms of
interaction must be considered in relation to atomic movements. The first
interaction is dipole-dipole coupling among the nuclear magnetic moments.
The second interaction is due to nuclear electric quadrupole moments with
internal electric field gradients. Nonzero quadrupolar moments are present
for nuclei with nuclear spins I > 1/2. The diffusion of nuclear moments
causes variations in both of these interactions. Therefore, the width of the
resonance line and the relaxation times have contributions which are due to
the thermally activated jumps of atoms.

1 Without discussing further details, we mention that more complex pulse se-
quences have been tailored to overcome limitations of the simple sequence, which
suffers from the dead-time of the detection system after the strong r.f. pulse.
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Fig. 15.4. Temporal fluctuations of the local field – the origin of motional narrow-
ing

Spin-Spin Relaxation and Motional Narrowing: Let us suppose for the
moment that we need to consider only magnetic dipole interactions, which is
indeed the case for nuclei with I = 1/2. Each nuclear spin precesses, in fact,
in a magnetic field B = B0 +Blocal, where Blocal is the local field created by
the magnetic moments of neighbouring nuclei. The local field experienced by
a particular nucleus is dominated by the dipole fields created by the nuclei
in its immediate neighbourhood, because dipolar fields vary as 1/r3 with
the distance r between the nuclei. Since the nuclear moments are randomly
oriented, the local field varies from one nucleus to another. This leads to
a dispersion of the Larmor frequency and to a broadening of the resonance
line according to

∆ω0 =
1
T2

∝ γ∆Blocal . (15.12)

∆Blocal is an average of the local fields in the sample. In solids without
internal motion, local fields are often quite large and give rise to rather short
T2 values. Typical values without motion of the nuclei are the following:
∆Blocal ≈ 2×10−4 Tesla, T2 ≈ 100µs and ∆ω0 ≈ 104 rad s−1. Such values are
characteristic of a ‘rigid lattice’ regime. The pertaining spin-spin relaxation
time is denoted as T2 (rigid lattice).

Let us now consider how diffusion affects the spin-spin relaxation time
and the linewidth of the resonance line. Diffusion comes about by jumps of
individual atoms from one site to another. The mean residence time of an
atom, τ̄ , is temperature dependent via

τ̄ = τ0 exp
(

∆H

kBT

)
(15.13)

with an activation enthalpy ∆H and a pre-factor τ0. Each time when an
atom jumps into a new site, its nuclear moment will find itself in another
local field. As a consequence, the local field sensed by a nucleus will fluctuate
between ±Blocal on a time-scale characterised by the mean residence time
(Fig. 15.4). If the mean residence time of an atom is much shorter than the
spin-spin relaxation time of the rigid lattice, i.e. for τ̄ � T2 (rigid lattice),
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Fig. 15.5. Schematic illustration of diffusional contributions (random jumps) to
spin-lattice relaxation rates, 1/T1 and 1/T1ρ, and to the spin-spin relaxation rate
1/T2

a nuclear moment will sample many different local fields. The nuclear moment
will behave as though it were in some new effective local field, which is given
by the average of all the local fields sampled. If the sampled local fields
vary randomly in direction and magnitude this average will be quite small,
depending on how many are sampled. The dephasing between the spins grows
more slowly with time than in a fixed local field. The effective local fields of
all the nuclear moments will be small, and the nuclear moments will precess
at nearly the same frequency. Thus, the nuclear moments will not lose their
coherence as rapidly during a FID, and T2 will be longer. A longer FID is
equivalent to a narrower resonance line.

If the diffusion rate is increased, it can be shown by statistical consider-
ations that the width of the resonance line becomes

∆ω′ =
1
T ′

2

= ∆ω2
0 τ̄ . (15.14)

This phenomenon is called motional narrowing. A schematic illustration of
the temperature dependence the spin-spin relaxation rate 1/T2 is displayed
in Fig. 15.5: at low temperatures the relaxation rate of the rigid lattice is
observed, since diffusion is so slow that an atom does not even jump once
during the FID; as τ̄ gets shorter with increasing temperature 1/T ′

2 decreases
and the width of the resonance line gets narrower.

Spin-Lattice Relaxation: When discussing the Bloch equations we have
seen that the spin-lattice relaxation time T1 is the characteristic time during
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which the nuclear magnetisation returns to its equilibrium value. We could
also say the nuclear spin system comes to equilibrium with its environment,
called ‘lattice’. In contrast to spin-spin relaxation, this process requires an
exchange of energy with the ‘lattice’. Spin-lattice relaxation either takes place
by the absorption or emission of phonons or by coupling of the spins to con-
duction electrons (via hyperfine interaction) in metals. The relaxation rate
due to the coupling of nuclear spins with conduction electrons is approxi-
mately given by the Koringa relation(

1
T1

)
e

= const × T, (15.15)

where T denotes the absolute temperature. The relaxation rate due to dipo-
lar interactions, (1/T1)dip, and due to quadrupolar interactions, (1/T1)Q, is
added to that of electrons, so that the total spin-lattice relaxation rate is

1
T1

=
(

1
T1

)
e

+
(

1
T1

)
dip

+
(

1
T1

)
Q

. (15.16)

For systems with nuclear spins I = 1/2, quadrupolar contributions are absent.
The fluctuating fields can be described by a correlation function G(t),

which contains the temporal information about the atomic diffusion pro-
cess [2, 3]. Let us assume as in the original paper by Bloembergen, Pur-
cell and Pound [1] that the correlation function decays exponentially with
the correlation time τc, i.e. as

G(t) = G(0) exp
(
−| t |

τc

)
. (15.17)

This behaviour is characteristic of jump diffusion in a three dimensional sys-
tem and τc is closely related to the mean residence time between successive
jumps. The Fourier transform of Eq. (15.17), which is called the spectral
density function J(ω), is a Lorentzian given by

J(ω) = G(0)
2τc

1 + ω2τ2
c

. (15.18)

Transitions between the energy levels of the spin-system can be induced, i.e.
spin-lattice relaxation becomes effective, when J(ω) has components at the
transition frequency. The spin-lattice relaxation rate is then approximately
given by (

1
T1

)
dip

≈ 3
2
γ4

�
2I(I + 1)J(ω0) . (15.19)

Detailed expressions for the relaxation rates 1
T1

, 1
T2

and 1
T1ρ

can be found,
e.g., in [2, 6].
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Fig. 15.6. Diffusion-induced spin-lattice relaxation rate, (1/T1)dip, of 8Li in solid
Li as a function of temperature according to Heitjans et al. [8]. The B0 val-
ues correspond to Larmor frequencies ω0/2π of 4.32 MHz, 2.14 MHz, 334 kHz, and
53 kHz

The correlation time τc, like the mean residence time τ̄ , will usually obey
an Arrhenius relation

τc = τ0
c exp

(
∆H

kBT

)
, (15.20)

where ∆H is the activation enthalpy of the diffusion process. Since the move-
ment of either atom of a pair will change the correlation function we may
identify τc with one half of the mean residence time τ̄ of an atom at a lattice
site.

The diffusion-induced spin-lattice relaxation rate, (1/T1)dip, is shown in
Fig. 15.6 for self-diffusion of 8Li in lithium according to Heitjans et al. [8].
In a representation of the logarithm of the relaxation rate as function of
the reciprocal temperature, a symmetric peak is observed with a maximum
at ω0τc ≈ 1. At temperatures well above or below the maximum, which
correspond to the cases ω0τc � 1 or ω0τc � 1, the slopes yield ∆H/kB or
−∆H/kB.

The work of Bloembergen, Purcell and Pound [1] is based on the
assumption of the exponential correlation function of Eq. (15.17), which is
appropriate for diffusion in liquids. Later on, the theory was extended to
random walk diffusion in lattices by Torrey [19]. Based on the encounter
model (see Chap. 7) the influence of defect mechanisms of diffusion and the
associated correlation effects have been included into the theory by Wolf [20]
and MacGillivray and Sholl [21]. These refinements lead to results that
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Fig. 15.7. Comparison of self-diffusivities for 6Li in solid Li determined by PFG-
NMR with spin-lattice relaxation results assuming a vacancy mechanism (solid line)
and an interstitial mechanism (dashed line) according to Majer [22]

are broadly similar to those of [1]. However, the refinements are relevant for
a quantitative interpretation of NMR results in terms of diffusion coefficients.
We illustrate this by an example:

Figure 15.7 shows a comparison of diffusion data of 6Li in solid lithium
obtained with PFG-NMR and data deduced from relaxation measurements.
PFG-NMR yields directly 6Li self-diffusion coefficients in solid lithium. No
assumption about the elementary diffusion steps is needed for these data.
The dashed and solid lines are deduced from (1/T1)dip data, assuming two
different atomic mechanisms. Good coincidence of diffusivities from spin-
lattice relaxation and the PFG-NMR data is obtained with the assumption
that Li diffusion is mediated by vacancies. Direct interstitial diffusion clearly
can be excluded [22].

15.3 Mössbauer Spectroscopy (MBS)

The Mössbauer effect has been detected by the 1961 Nobel laureate in physics
R. Mössbauer [23]. The Mössbauer effect is the recoil-free emission and ab-
sorption of γ-radiation by atomic nuclei. Among many other applications,
Mössbauer spectroscopy can be used to deduce information about the move-
ments of atoms for which suitable Mössbauer isotopes exist. There are only
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Fig. 15.8. Mössbauer spectroscopy. Top: moving source experiment; bottom: prin-
ciples

a few nuclei, 57Fe, 119Sn, 151Eu, and 161Dy, for which Mössbauer spectroscopy
can be used. 57Fe is the major ‘workhorse’ of this technique

Information about atomic motion is obtained from the broadening of the
otherwise very narrow γ-line. Thermally activated diffusion of Mössbauer
atoms contributes to the linewidth in a way first recognised by Singwi and
Sjölander in 1960 [24] soon after the detection of the Mössbauer effect.

Mössbauer spectroscopy uses two samples, one playing the rôle of the
source, the other one the rôle of an absorber of γ-radiation as indicated in
Fig. 15.8. In the source the nuclei emit γ-rays, some of which are absorbed
without atomic recoil in the absorber. The radioisotope 57Co is frequently
used in the source. It decays with a half-life time of 271 days into an excited
state of the Mössbauer isotope 57Fe. The Mössbauer level is an excited level
of 57Fe with lifetime τN = 98 ns. It decays by emission of γ-radiation of the
energy Eγ = 14.4 keV to the ground state of 57Fe, which is a stable isotope
with a 2.2% natural abundance. If the Mössbauer isotope is incorporated in
a crystal, the recoil energy of the decay is transferred to the whole crystal.
Then, the width of the emitted γ-line becomes extremely narrow. This is
the effect for which Mössbauer received the Nobel price. The absorber also
contains the Mössbauer isotope. A fraction f of the emitted γ-rays is absorbed
without atomic recoil in the absorber. In the experiment, the source is usually
moved relative to the absorber with a velocity v. Experimantal set-ups with
static source and a moving absorber are also possible. This motion causes
a Doppler shift

∆E =
v

c
Eγ (15.21)

of the source radiation, where c denotes the velocity of light. The linewidth
in the absorber is then recorded as a function of the relative velocity or as
a function of the Doppler shift ∆E.
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Fig. 15.9. Simplified, semi-classical explanation of the diffusional line-broadening
of a Mössbauer spectrum. Q denotes the wave vector of the γ-rays

Diffusion in a solid, if fast enough, leads to a diffusional broadening of
the Mössbauer spectrum. This can be understood in a simplified picture
as illustrated in Fig. 15.9 [25]: at low temperatures, the Mössbauer nuclei
stay on their lattice sites during the emission process. Without diffusion the
natural linewidth Γ0 is observed, which is related to the lifetime of the excited
Mössbauer level, τN , via the Heisenberg uncertainty relation:

Γ0τN ≥ � . (15.22)

At elevated temperatures, the atoms become mobile. A diffusing atom resides
on one lattice site only for a time τ̄ between two successive jumps. If τ̄
is of the same order or smaller than τN , the Mössbauer atom changes its
position during the emission process. When an atom is jumping the wave
packet emitted by the atom is ‘cut’ into several shorter wave packets. This
leads to a broadening of the linewidth Γ , in addition to its natural width Γo.
If τ̄ � τN , the broadening, ∆Γ = Γ − Γ0, is of the order of

∆Γ ≈ �/τ̄ . (15.23)

Neglecting correlation effects (see, however, below) and considering diffusion
on a Bravais lattice with a jump length d the diffusion coefficient is related
to the diffusional broadening via

D ≈ d2

12
∆Γ

�
. (15.24)

Experimental examples for Mössbauer spectra of 57Fe in iron are shown
in Fig. 15.10 according to Vogl and Petry [27]. The Mössbauer source
was 57Co. The linewidth increases with increasing temperature due to the
diffusional motion of Fe atoms. Figure 15.11 shows an Arrhenius diagram
of self-diffusion for γ- and δ-iron, in which the Mössbauer data are com-
pared with tracer results [27]. The jump length d in Eq. (15.24) was as-
sumed to be the nearest neighbour distance of Fe. It can be seen that
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Fig. 15.10. Mössbauer spectra for self-diffusion in polycrystalline Fe from a review
of Vogl and Petry [27]. FWHM denotes the full-width of half maximum of the
Mössbauer line. The spectrum at 1623 K pertains to γ-iron and the spectra at higher
temperatures to δ-iron

the diffusivities determined from the Mössbauer study agree within er-
ror bars with diffusivities from tracer studies. Equation (15.24) is an ap-
proximation and follows from the more general Eq. (15.27). For this aim
Eq. (15.27) is specified to polycrystalline samples and considered for Q �
1/d. For 14.4 keV γ-radiation we have Q = 73 nm−1, which is indeed
much larger than 1/d. The broadening is more pronounced in the high-
temperature δ-phase of iron with the bcc structure as compared to the fcc
γ-phase of iron. This is in accordance with the fact that self-diffusion in-
creases by about one order of magnitude, when γ-iron transforms to δ-iron
(see Chap. 17).
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Fig. 15.11. Self-diffusion in γ- and δ-iron: comparison of Mössbauer (symbols) and
tracer results (solid lines) according to Vogl and Petry [27]

Diffusional Broadening of MBS Signals: A quantitative analysis of
diffusional line-broadening uses the fact that according to van Hove [28]
the displacement of atoms in space and time can be described by the self-
correlation function Gs(r, t). This is the probability density to find an atom
displaced by the vector r within a time interval t. We are interested in the self-
correlation function because the Mössbauer absorption spectrum, σ(Q, ω), is
related to the double Fourier transform of Gs in space and time via

σ(Q, ω) ∝ Re

[∫ ∫
Gs(r, t) exp [i(Q · r − ωt) − Γ0 | t | /2�]drdt

]
,

(15.25)
where Γ0 is the natural linewidth of the Mössbauer transition.

The self-correlation function contains both diffusional motion as well as
lattice vibrations. Usually, these two contributions can be separated. The
vibrational part leads to the so-called Debye-Waller factor, fDW , which gov-
erns the intensity of the resonantly absorbed radiation. The diffusional part
determines the shape of the Mössbauer spectrum. As the wave packets are
emitted by the same nucleus, they are coherent. The interference between
these packets depends on the orientation between the jump vector of the
atom and the wave vector (see Fig. 15.9). If a single-crystal specimen is used,
in certain crystal directions the linewidth is small and in other directions it
is larger.

To exploit Eq. (15.25) a diffusion model is necessary to calculate σ(Q, ω).
For random jumps on a Bravais lattice (Markov process) the shape of the
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resulting Mössbauer spectrum is a Lorentzian [25, 26]

σ(Q, ω) ∝ fDW
∆Γ (Q)/2

[∆Γ (Q)/2]2 + (�ω)2
, (15.26)

where ∆Γ (Q) is the full peak-width at half maximum. This diffusional broad-
ening depends on the relative orientation between radiation and crystal:

∆Γ (Q) =
2�

τ̄

⎛
⎝1 −

∑
j

WjEj

⎞
⎠ where Ej =

1
Nj

Nj∑
k=1

exp(iQ · rk) .

(15.27)
Wj is the probability for a displacement to coordination shell j, Ej the corre-
sponding structure factor, Nj denotes the number of sites in the coordination
shell j, and rk are the displacement vectors to sites in shell j.

For diffusion mediated by vacancies, successive jumps of an atom are
correlated. An extension of Eq. (15.27) for correlated diffusion has been de-
veloped by Wolf [20] on the basis of the so-called encounter model (see
Chap. 7). The mean time between encounters is

τenc = τ̄Zenc , (15.28)

where Zenc is the average number of jumps performed by a Mössbauer atom
in one encounter. Each complete encounter is treated as an effective displace-
ment not correlated to the previous or following encounter. Wolf showed that
the line broadening can be expressed as

∆Γ (Q) =
2�

τ̄Zenc

⎛
⎝1 −

∑
j

W enc
j Ej

⎞
⎠ , (15.29)

where W enc
j is the probability for a displacement of rj by an encounter with

a defect. For further details and for an extension to non-Bravais lattices the
reader is referred to [25, 29].

An important consequence of Eq. (15.26) and of Eq. (15.29) is that both
σ(Q, ω) and ∆Γ depend on the relative orientation between Q and the jump
vector r and hence on the orientation of the crystal lattice. This can be ex-
ploited by measurements on monocrystals. By varying the crystal orientation,
information about the length and direction of the jump vector is obtained.
In that respect MBS and QENS are analogous. Examples for the deduction
of elementary diffusion jumps will be given in the next section.

15.4 Quasielastic Neutron Scattering (QENS)

The scattering of beams of slow neutrons obtained from nuclear reactors or
other high-intensity neutron sources can be used to study structural and dy-
namic properties of condensed matter. Why neutron scattering is a tool with
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Fig. 15.12. Comparison between the dispersion relations of electromagnetic waves
(EM waves) and neutrons

unique properties can be seen from Fig. 15.12, which shows a comparison of
the dispersion relations of electromagnetic waves (EM waves) and neutrons.
For EM waves the frequency ν and the wavelength λ are related via ν = c/λ,
where c is the velocity of light. For (non-relativistic) neutrons of mass mn

the dispersion relation is ν = h/(2mnλ2). Typical atomic vibration frequen-
cies in a solid, νatomic, match with far infrared and microwave frequencies of
EM waves. On the other hand, typical interatomic distances, ratomic, match
with wavelengths of X-rays. Slow and thermal neutrons have the unique fea-
ture that their wavelengths and frequencies match atomic frequencies and
interatomic distances simultaneously.

Neutrons are uncharged probes and interact with nuclei. In contrast to
photons, neutrons have only a weak interaction with matter. This means that
neutron probes permit easy access to bulk properties. Since neutrons can
penetrate suitable sample containers easily. One can also use sophisticated
sample environments, such as wide temperature ranges and high magnetic
fields.

The scattering cross section for neutrons is determined by the sample
nuclei. The distribution of scattering cross sections in the periodic table is
somehow irregular. For example, protons have very high scattering cross sec-
tions and are mainly incoherent scatterers. For deuterons the coherent cross
section is larger than the incoherent scattering cross section. Carbon, nitro-
gen, and oxygen have very small incoherent scattering cross sections and are
mainly coherent scatterers. For sodium, coherent and incoherent scattering
cross sections are similar in magnitude.
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Fig. 15.13. Neutron scattering geometry: in real space (left); in momentum space
(right)

Neutron scattering leads to a spectrum of energy and momentum transfers
(Fig. 15.13). The energy transfer is

�ω = E1 − E0 , (15.30)

where E1 and E0 denote the neutron energies after and before the scatter-
ing process, respectively. The corresponding momentum transfer is �Q. The
scattering vector is

Q = k1 − k0 , (15.31)

where k0 and k1 are the neutron wave vectors before and after the scattering
event. The corresponding neutron wavelenghts are λ1 = 2π/k1 and λ0 =
2π/k0. The values of

Q =
4π

λ0
sin(Θ/2) (15.32)

(Θ = scattering angle Q = modulus of the scattering vector) vary typically
between 1 and 50 nm−1. Therefore, 1/Q can match interatomic distances.
The scattered intensity in such an experiment is proportional to the so-called
scattering function or dynamic structure factor, S(Q, ω), which can be cal-
culated for diffusion processes (see below).

A schematic energy spectrum for neutron scattering with elastic, quasielas-
tic, and inelastic contributions is illustrated in Fig. 15.14. Inelastic peaks are
observed, due to the absorption and emission of phonons.

Quasielastic Scattering: Quasielastic scattering must be distinguished
from the study of periodic modes such as phonons or magnons by inelas-
tic scattering, which usually occurs at higher energy transfers.

For samples with suitable scattering cross sections, diffusion of atoms in
solids can be studied by quasielastic neutron scattering (QENS), if a high-
resolution neutron spectrometer is used. QENS, like MBS, is a technique
which has considerable potential for elucidating diffusion steps on a micro-
scopic level. Both techniques are applicable to relatively fast diffusion pro-
cesses only (see Fig. 13.1). QENS explores the diffusive motion in space for
a range comparable to the neutron wavelength. Typical jump distances and
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Fig. 15.14. Energy spectrum of neutron scattering (schematic)

diffusion paths between 10−8 and 10−10 m can be studied. Let us briefly
anticipate major virtues of QENS. The full peak-width at half maximum of
a Lorentzian shaped quasielastic line is given for small values of Q by

∆Γ = 2DQ2 , (15.33)

where D is the self-diffusion coefficient [31, 32]. Quasielastic line broaden-
ing is due to the diffusive motion of atoms. The pertinent energy trans-
fers �ω typically range from 10−3 to 10−7 eV. For larger scattering vec-
tors, ∆Γ is periodic in reciprocal space and hence depends on the atomic
jump vector like in MBS. For a particle at rest, we have ∆Γ = 0 and
a sharp line at �ω = 0 is observed. This elastic line (Bragg peak) results
from a scattering process in which the neutron transmits the momentum
�Q to the sample as a whole, without energy transfer. For resonance ab-
sorption of γ−rays this corresponds to the well-known Mössbauer line (see
above). We have already seen that in MBS a diffusing particle produces a line
broadening. QENS is described by similar theoretical concepts as used in
MBS [25, 30–32].

Figure 15.15 shows an example of a quasielastic neutron spectrum mea-
sured on a monocrystal of sodium according to Göltz et al. [33]. The
number of scattered neutrons N is plotted as a function of the energy trans-
fer �ω for a fixed scattering vector with Q = 1.3×10−10 m−1. The dashed line
represents the resolution function of the neutron spectrometer. The observed
line is broadened due to the diffusive motion of Na atoms. The quasielastic
linewidth depends on the orientation of the momentum transfer and hence
of the crystallographic orientation of the crystal (see below).

The Dynamic Structure Factor (Scattering Functions): Let us now
recall some theoretical aspects of QENS. The quantity measured in neutron
scattering experiments is the intensity of neutrons, ∆Is, scattered from a col-
limated mono-energetic neutron beam with a current density I0. The intensity
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Fig. 15.15. QENS spectrum of a Na monocrystal at 367.5 K according to Göltz
et al. [33]. Dashed line: resolution functionof the neutron spectrometer

of neutrons scattered into a solid angle element, ∆Ω, and an interval, ∆ω,
from a sample with volume V and number density of scattering atoms, N ,
(see Fig. 15.13) is given by [31]

∆Is = I0NV

(
d2σ

dΩdω

)
∆Ω∆ω , (15.34)

where the double differential scattering cross section is

d2σ

dΩdω
=

k1

k0

σ

4π
S(Q, ω) . (15.35)

The cross section is factorised into three components: the ratio of the wave
numbers k1/k0; the cross section for a rigidly bound nucleus, σ = 4πb2, where
b is the corresponding scattering length of the nucleus; the scattering intensity
is proportional to the dynamical structure factor S(Q, ω). The dynamical
structure factor depends on the scattering vector and on the energy transfer
defined in Eqs. (15.30) and (15.31). It describes structural and dynamical
properties of the sample which do not depend on the interaction between
neutron and nuclei.

The interaction of a neutron with a scattering nucleus depends on the
chemical species, the isotope, and its nuclear spin. In a mono-isotopic sam-
ple, all nuclei have the same scattering length. Then, only coherent scattering
will be observed. In general, however, several isotopes are present according
to their natural abundance. Each isotope i is characterised by its scatter-
ing length bi. The presence of different isotopes distributed randomly in the
sample means that the total scattering cross section is made up of two parts,
called coherent and incoherent.
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The theory of neutron scattering is well developed and can be found,
e.g., in reviews by Zabel [30], Springer [31, 32] and in textbooks of
Squires [37], Lovesey [38], Bee [36], and Hempelmann [39]. Theory shows
that the differential scattering cross section can be written as the sum of a co-
herent and an incoherent part

d2σ

dΩdω
=
(

d2σ

dΩdω

)
coh

+
(

d2σ

dΩdω

)
inc

=
k1

k0

[σcoh

4π
Scoh(Q, ω) +

σinc

4π
Sinc(Q, ω)

]
. (15.36)

Coherent (index: coh) and incoherent (index: inc) contributions depend on
the composition and the scattering cross sections of the nuclei in the sample.
The coherent scattering cross section σcoh is due to the average scattering
from different isotopes

σcoh = 4πb̄2 with b̄ = Σcibi . (15.37)

The incoherent scattering is proportional to the deviations of the individual
scattering lengths from the mean value

σinc = 4π
(
b̄2 − b̄2

)
with b̄2 = Σcib

2
i . (15.38)

The bars indicate ensemble averages over the various isotopes present and
their possible spin states. The ci are the fractions of nuclei i.

Coherent scattering is due to interference of partial neutron waves origi-
nating at the positions of different nuclei. The coherent scattering function,
Scoh(Q, ω), is proportional to the Fourier transform of the correlation func-
tion of any nuclei. Coherent scattering leads to interference effects and col-
lective properties can be studied. Among other things, this term gives rise to
Bragg diffraction peaks.

Incoherent scattering monitors the fate of individual nuclei and inter-
ference effects are absent. The incoherent scattering function, Sinc(Q, ω), is
proportional to the Fourier transform of the correlation function of individual
nuclei. Only a mono-isotopic ensemble of atoms with spin I = 0 would scatter
neutrons in a totally coherent manner. Incoherent scattering is connected to
isotopic disorder and to nuclear spin disorder.

We emphasise that it is the theory of neutron scattering that leads to the
separation into coherent and incoherent terms. The direct experimental de-
termination of two separate functions, Scoh(Q, ω) and Sinc(Q, ω), is usually
not straightforward, unless samples with different isotopic composition are
available. However, sometimes the two contributions can be separated with-
out the luxury of major changes in the isotopic composition. The coherent
and incoherent length bi of nuclei are known and can be found in tables [40].
For example, the incoherent cross section of hydrogen is 40 times larger than
the coherent cross section. Then, coherent scattering can be disregarded.
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Incoherent Scattering and Diffusional Broadening of QENS Sig-
nals: Incoherent quasielastic neutron scattering is particularly useful for
diffusion studies. The incoherent scattering function can be calculated for
a given diffusion mechanism. Let us first consider the influence of diffusion
on the scattered neutron wave in a simplified, semi-classical way: in an ensem-
ble of incoherent scatterers, only the waves scattered by the same nucleus can
interfere. At low temperatures the atoms stay on their sites during the scat-
tering process; this contributes to the elastic peak. The width of the elastic
peak is then determined by the energy resolution of the neutron spectrometer.
At high temperatures the atoms are in motion. Then the wave packets emit-
ted by diffusing atoms are ‘cut’ to several shorter ‘packets’, which leads to
diffusional broadening of the elastic line. This is denoted as incoherent quasi-
elastic scattering. Like in MBS the interference between wave packets emitted
by the same nucleus depends on the relative orientation between the jump
vector of the atom and the scattering direction. Therefore, in certain crystal
direction the linewidth will be small while in other directions it will be large.

For a quantitative description of the incoherent scattering function the
van Hove self-correlation function Gs(r, t) is used as a measure of diffusive
motion. The incoherent scattering function is proportional to the Fourier
transform of the self-correlation function

Sinc(Q, ω) =
1
2π

∫ ∫
Gs(r, t) exp [i(Qr − ωt)]drdt . (15.39)

When atomic motion can simply be described by continuous translational
diffusion in three dimensions, the self-correlation function Gs(r, t) takes the
form of a Gaussian (see Chap. 3)

Gs(r, t) =
1

(4πDt)3/2
exp

(
− r2

4Dt

)
, (15.40)

with D denoting the self-diffusion coefficient of atoms. Its Fourier transform
in space

S(Q, t) = exp
(−Q2Dt

)
(15.41)

is an exponential function of time, the time Fourier transform of which is
a Lorentzian:

Sinc(Q, ω) =
1
π

DQ2

(DQ2)2 + ω2
. (15.42)

This equation shows that for small Q values the linewidth of the quasielastic
line is indeed given by Eq. (15.33). It is thus possible to determine the dif-
fusion coefficient from a measurement of the linewidth as a function of small
scattering vectors.

In the derivation of Eq. (15.42) the continuum theory of diffusion was
used for the self-correlation function. This assumption is only valid for small
scattering vectors |Q| << 1/d, where d is the length of the jump vectors in the
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Fig. 15.16. Top: Self-correlation function Gs for a one-dimensional lattice. Top:
The height of the solid lines represents the probability of occupancy per site.
Asymptotically, the envelope approaches a Gaussian. Bottom: Incoherent contri-
bution Sinc(Q,ω) to the dynamical structure factor and quasi-elastic linewidth ∆Γ
versus scattering vector Q. According to [32]

lattice. For jump diffusion of atoms on a Bravais lattice the self-correlation
function Gs can be obtained according to Chudley and Elliot [41]. The
probability P (rn, t) to find a diffusing atom on a site rn at time t is calculated
using the master equation for P (rn, t):

∂P (rn, t)
∂t

= −1
τ̄

P (rn, t) +
1

Zτ̄

Z∑
i=1

P (rn + li, t) . (15.43)

li (i =1, 2, . . .Z) is a set of jump vectors connecting a certain site with its Z
neighbours. τ̄ denotes the mean residence time. The two terms in Eq. (15.43)
correspond to loss and gain rates due to jumps to and from adjacent sites re-
spectively. With the initial condition P (rn, 0) = δ(rn), the probability P (r, t)
becomes equivalent to the self-correlation function Gs(rn, t). A detailed the-
ory of the master equation can be found in [42, 43]. If P (rn, t) is known
the incoherent scattering function is obtained by Fourier transformation in
space and time according to Eq. (15.39). For a one-dimensional lattice Gs is
illustrated in Fig. 15.16.

The classical model for random jump diffusion on Bravais lattices via
nearest-neighbour jumps was derived by Chudley and Elliot in 1961 [35]
(see also [36]). The incoherent scattering function for random jump motion
on a Bravais lattice is given by
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Sinc(Q, ω) =
2
π

∆Γ (Q)
∆Γ (Q)2 + ω2

. (15.44)

The function ∆Γ (Q) is determined by the lattice structure, the jumps which
are possible, and the jump rate with which they occur. For the scattering of
neutrons in a particular direction Q, the variation with change in energy �ω
is Lorentzian in shape with a linewidth given by ∆Γ .

In the case of polycrystalline samples, the scattering depends on the mod-
ulus Q = |Q| only, but still consists of a single Lorentian line with linewidth

∆Γ =
2
τ̄

[
1 − sin(Qd)

Qd

]
. (15.45)

Here τ̄ is the mean residence time for an atom on a lattice site and d the
length of the jump vector.

For a monocrystal with a simple cubic Bravais lattice one gets for the
orientation dependent linewidth

∆Γ (Q) =
2
3τ̄

[3 − cos(Qxd) − cos(Qyd) − cos(Qzd)] , (15.46)

where Qx, Qy, Qz are the components of Q and d is the length of the jump
vector. The linewidth is a periodic function in reciprocal space. It has a max-
imum at the boundary of the Brillouin zone and it is zero if a reciprocal
lattice point G is reached. This line narrowing is a remarkable consequence
of quantum mechanics.

For vacancy-mediated diffusion successive jumps of atoms are correlated.
Like in the case of MBS, the so-called encounter model can be used for low
vacancy concentrations (see Chap. 7). A vacancy can initiate several corre-
lated jumps of the same atom, such that one encounter comprises Zenc atomic
jumps. As we have seen in Chap. 7, the time intervals between subsequent
atomic jumps within the same encounter are very short as compared to the
time between encounters. As a consequence, the quasielastic spectrum can
be calculated within the framework of the Chudley and Elliot model, where
the rapid jumps within the encounters are treated as instantaneous. The
linewidth of the quasielastic spectrum is described by [33]

∆Γ =
2

τ̄Zenc

[
1 −

∑
rm

Wenc(rm) cos(Qrm)

]
, (15.47)

where Wenc(rm) denotes the probability that, during an encounter, an atom
originally at rm = 0 has been displaced to lattice site rm by one or sev-
eral jumps. The probabilities can be obtained, e.g., by computer simulations.
A detailed treatment based on the encounter model can be found in a paper
by Wolf [46]. Equation (15.47) is equivalent to Eq. (15.29) already discussed
in the section about Mössbauer spectroscopy.
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Fig. 15.17. Quasielastic linewidth as a function of the modulus Q = |Q| for
polycrystalline Na2PO4 according to Wilmer and Combet [47]. Solid lines: fits
of the Chudley-Elliot model

15.4.1 Examples of QENS studies

Let us now consider examples of QENS studies, which illustrate the potential
of the technique for polycrystalline material and for monocrystals.

Na self-diffusion in ion-conducting rotor phases: Sodium diffusion
in solid solutions of sodium orthophosphate and sodium sulfate, xNa2SO4

(1-x)Na3PO4, has been studied by Wilmer and Combet [47]. These ma-
terials belong to a group of high-temperature modifications with both fast
cation conductivity and anion rotational disorder and are thus termed as
fast ion-conducting rotor phases. The quasielastic linewidth of polycrystalline
samples has been measured as a function of the momentum transfer. In the
case of polycrystalline samples, the scattering depends on the modulus of
Q = |Q| only, but still consist of a single Lorentzian line with linewidth
Eq. (15.45). The Q-dependent linebroadening is shown for Na2PO4 at vari-
ous temperatures in Fig. 15.17. The linewidth parameters τ̄ and d have been
deduced. Obviously, the jump rates τ̄−1 incresase with increasing tempera-
ture. Much more interesting is that the jump distance could be determined.
It turned out that sodium diffusion is dominated by jumps between neigh-
bouring tetrahedrally coordinated sites on an fcc lattice, the jump distance
being half of the lattice constant.

At very low values of Q, quasielastic broadening does no longer depend
on details of the jump geometry since the linewidth is dominated by the
long-range diffusion via Eq. (15.33). The linebroadening at the two lowest
accessible Q values (1.9 and 2.9 nm−1) was used to determine the sodium
self-diffusivites [47]. An Arrhenius plot of the sodium diffusivities is shown in
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Fig. 15.18. Self-diffusion of Na in three xNa2SO4(1-x)Na3PO4 rotor phases ac-
cording to Wilmer and Combet [47]

Fig. 15.18. The activation enthalpies decrease from 0.64 eV for pure Na3PO4

to 0.3 eV for a sulphate content of 50%:

Na self-diffusion in Na single-crystals: Quasielastic scattering of sodium
single crystals has been investigated by Göltz et al. [33] and Ait-Salem
et al. [34] and analysed in terms of Eq. (15.47). It was demonstrated that
self-diffusion of sodium occurs by nearest-neighbour jumps in the bcc lat-
tice. Figure 15.19 shows the linebroadening as a function of the momen-
trum transfer Q in directions parallel to 〈111〉, 〈110〉, and 〈100〉 at 362.2K.
Model calculations are also shown, assuming a monovacancy mechnaism with
nearest-neighbour jumps on with a 〈111〉 jumps. The results show that dif-
fusion proceeds via nearest-neighbour jumps.

H diffusion in palladium: QENS measurements have been widely used to
study diffusion of H-atoms in interstitial solutions of hydrogen in palladium.
Interstitial diffusion is uncorrelated (see Chap. 7). It was shown, for exam-
ple, that H-atoms jump between nearest-neighbour octahedral sites of the
interstitial lattice of fcc Pd [44, 45].

15.4.2 Advantages and Limitations of MBS and QENS

For MBS diffusion studies it is necessary to heat the sample to sufficiently
high temperatures that the mean residence time of an atom on a lattice site,
τ̄ , is comparable to or less than the half-life of the Mössbauer level τN . For
metals, this implies temperatures not much below the melting temperature.

Mössbauer spectroscopy is sensitive to the elementary steps of diffusion
on a microscopic scale. A direct determination of jump vectors and jump rates
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Fig. 15.19. Self-diffusion of Na metal. Dependence of the QENS line broadening
in three major crystallographic directions. Theoretical curves have been calculated
for a monovacancy mechanism assuming nearest-neighbour junps (solid lines) and
a〈111〉 jumps (dotted line). From Vogl and Petry [27] according to [33, 34]

is possible, when single-crystal samples are used and the line-broadening is
measured as a function of crystal orientation. In addition, one can deduce the
diffusion coefficient and compare it with data obtained, e.g., by tracer diffu-
sion studies. However, this is not the main virtue of a microscopic method.

The nuclei studied in MBS must have a large value of the recoilless frac-
tion, which limits the number of good isotopes to a few species. As already
mentioned the major ‘workhorse’ of Mössbauer spectroscopy is 57Fe. The iso-
topes 119Sn, 151Eu, and 161Dy are less favourable but still useful isotopes
for diffusion studies. Mössbauer diffusion studies in practice require a diffu-
sional line-broadening that is comparable or larger than the natural linewidth
of the Mössbauer transition. Only relatively large diffusion coefficients can
be measured. For example, 57Fe diffusion coefficients in the range 10−14 to
10−10 m2 s−1 are accessible.

For diffusion studies by quasielastic neutron scattering (QENS) it is nec-
essary to keep the sample at temperatures where the mean residence time of
atoms on a lattice site, τ̄ , is short enough to produce a diffusional broadening,
which exceeds the energy resolution of the neutron spectrometer. For time-
of-flight spectrometry the resolution is in the range of µeV to 0.1meV. This
allows a range of diffusion coefficients between about 10−12 and 10−8 m2 s−1

to be covered. Diffusion coefficients can be determined directly from the Q2

dependence of the linewidth.
QENS has mainly been used to study hydrogen and sodium diffusion in

solids. A prerequisite of QENS is that the element of interest has a large
enough incoherent scattering cross section as compared to the coherent scat-
tering cross section. Only few elements such as hydrogen, sodium, and vana-
dium fulfill this condition. In these cases QENS is unique, since there are no
Mössbauer isotopes for these elements. Otherwise, in luxury experiments dif-
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ferent mixtures of isotopes can be used to separate coherent and incoherent
contributions to scattering. The major merits of QENS and MBS are that
both permit the investigation of the elementary steps of diffusion in solids
on a scale of atomic dimensions and times. Both techniques are applicable to
fast diffusion processes (see Fig. 13.1).
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24. K.S. Singwi, A. Sjölander, Phys. Rev. 120 1093 (1960)
25. G. Vogl, R. Feldwisch, The Elementary Diffusion Step in Metals Studied by

Methods from Nuclear Solid-State Physics, in: Diffusion in Condensed Matter,
J. Kärger, P. Heitjans, R. Haberlandt (Eds.), Vieweg-Verlag, 1998, p. 40

26. G. Vogl, B. Sepiol, The Elementary Diffusion Step in Metals Studied by the In-
terference of γ-Rays, X-Rays and Neutrons, in: Diffusion in Condensed Matter –
Methods, Materials, Models, P. Heitjans, J. Kärger (Eds.), Springer-Verlag,
2005

27. G. Vogl, W. Petry, Diffusion in Metals studied by Mössbauer Spectroscopy and
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16 Electrical Methods

Measurements of electrical properties of materials are of interest for diffu-
sion experiments in several areas of materials science. Impedance spectroscopy
plays an important rôle for ion-conducting materials. With the availabil-
ity of commercially made impedance bridges covering wide frequency ranges
impedance studies became popular among electrochemists and materials sci-
entists. For an introduction to the field of impedance spectroscopy the reader
may consult the textbook of Macdonald [1]. In semiconducting materials
electrically active foreign atoms have a strong influence on the electrical con-
ductivity. For diffusion studies in semiconductors electrical measurements are
useful. In particular spreading resistance profiling, introduced by Mazur and
Dickey in the 1960s [2], has become a powerful tool for measuring spatial
distributions of electrically active atoms in semiconductors.

Electrical resistivity measurements on metals have sometimes also been
used to study diffusion. These studies utilise the resistivity change that occurs
upon in- or out-diffusion of foreign elements. This method is fairl¡y indirect
and diffusion profiles cannot be obtained. Therfore, we refrain from discussing
such experiments.

16.1 Impedance Spectroscopy

In ion-conducting materials with negligible electronic conduction such as ionic
crystals, ion-conducting glasses, and oxides the conductivity results from the
hopping motion of ions. For such materials the measurement of the electrical
conductivity is an indispensable complement to that of tracer diffusion. As
discussed in Chap. 11, the dc conductivity, σdc, is related to the charge or
diffusivity, Dσ, via

Dσ =
σdckBT

Nionq2
. (16.1)

Nion denotes the number density of mobile ions and q the electrical charge
per ion.

Measurements of the ionic conductivity are carried out with an ac bridge
to avoid polarisation effects at the electrodes. An experimental set-up is illus-
trated in Fig. 16.1. The measurements are usually made with cells which have
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Fig. 16.1. Schematic illustration of an impedance bridge with sample and elec-
trodes

two identical electrodes applied to the faces of a sample in the form of a cir-
cular cylinder or rectangular parallelepiped. The general approach is to apply
an electrical ac stimulus of frequency ν (a known voltage or current) and to
observe the resulting response (current or voltage). Usually, impedance spec-
troscopy can cover a frequency range from about 10−3 Hz to several MHz.
The experimental set-up requires a variable frequency generator and a vector
ammeter and volt-meter for current and voltage measurements including the
phase-shift between current Î(ν) and voltage V̂ (ν). The complex impedance
is defined as

Ẑ(ν) ≡ V̂ (ν)
Î(ν)

. (16.2)

It is composed according to

Ẑ(ν) = Z ′ − iZ ′′ (16.3)

of real and imaginary parts, Z ′ and Z ′′. i denotes the imaginary unit. The
complex conductivity

σ̂(ν) = σ′(ν) + iσ′′(ν) (16.4)

is also composed of a real part, σ′, and an imaginary part, σ′′. Conductivity
and complex impedance are related via

σ̂(ν) =
1

Ẑ(ν)
d0

A
, (16.5)

where d0 and A denote the thickness and the electrode area of the sample,
respectively.
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For a discussion of impedance measurements, it is convenient to recall
that the complex impedance of a circuit formed by an ohmic resistance R
and a capacitance C parallel to it is given by

Ẑ =
R

1 + iωCR
, (16.6)

where ω = 2πν denotes the angular frequency. Then, the real and imaginary
parts of the impedance can be written as

Z ′ =
R

1 + ω2R2C2
and Z ′′ =

ωCR2

1 + ω2R2C2
. (16.7)

The representation of the impedance in the complex Z ′−Z ′′ plane is denoted
as the Cole diagram. For a RC-circuit the values of Ẑ(ω) plotted in the Z ′

versus −Z ′′ plane fall on a semicircle of diameter R, passing through the
origin for ω → ∞, through (R, 0) for ω = 0, and through (R/2, R/2) for
ω = (RC)−1.

When several circuits of this type are connected in series, the graphic
representation is a series of semicircles as illustrated in Fig. 16.2. An ensem-
ble of three RC circuits in series can represent a measurement cell. The cell
may consist of a polycrstalline sample plus electrodes. Each circuit represents
a conductivity process: RV and CV volume conduction, Rb and Cb boundary
conduction, and Re and Ce the electrode process. One should, however, keep
in mind that the representation of the total impedance of an experimental
set-up by RC-circuits can be oversimplified. Sometimes other equivalent cir-
cuits may better represent the actual processes. Furthermore, sometimes the
centers of the arcs are below the Z ′-axis.

As a simple experimental example, Fig. 16.3 shows the Cole diagram
for an ion-conducting alkali-borate glass according to Imre et al. [3]. The
semicircles represent the volume conduction process at various temperatures.
Grain boundaries are absent in a glass and the electrode process is located
at lower frequencies not displayed in the figure. The dc resistance of the
sample is given by the intercept of the arcs with the Z ′-axis. It decreases
with increasing temperature. The dc conductivity can be deduced from the
ohmic resistance observed at the intersection of the ‘semicircle’ with the Z ′-
axis of Fig. 16.3. The real part of the conductivity times temperature (σ′×T )
of the same material is shown in Fig. 16.4 as a function of the frequency ν
for various temperatures. The low frequency plateau in Fig. 16.4 corresponds
to the dc conductivity. This plateau reflects the long-range transport of ions.
The dc-conductivity increases with temperature Arrhenius activated.

Using relation Eq. (16.1), the charge diffusivity, Dσ, can be deduced (see
Chap. 11). This quantity is displayed in the Arrhenius diagram of Fig 16.5
together with the tracer diffusivity of 22Na measured on the same material
according to [4]. As discussed in Chap. 11 the ratio between tracer diffusivity
D∗ and the conductivity diffusivity is denoted as the Haven ratio, HR ≡
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Fig. 16.2. Circuits for the complex impedance and Cole diagram

Fig. 16.3. Complex impedance (Cole diagram) for three temperatures representing
volume conduction of a sodium-borate glass [3]

D∗/Dσ, which is usually less than unity. A measurement of the Haven ratio
can provide useful information about the atomic mechanism of diffusion and
the correlation effects involved. In the illustrated case, the Haven ratio is
temperature-independent indicating that the mechanism of ionic motion does
not change with temperature.

The increase of the conductivity at higher frequencies is called dispersion.
The conductivity dispersion reflects the fact that ionic jumps are correlated
(see, e.g., [5]). An onset frequency of dispersion, νonset, may be defined by
the condition σ′(ν) = 2σdc. The fact that the onset frequencies in Fig. 16.4
lie on a straight line with a slope of unity shows that σdc × T and νonset

are thermally activated with the same activation enthalpy. This behaviour
is sometimes denoted as Summerfield scaling [6]. Microscopically, it implies
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Fig. 16.4. Conductivity spectra of a sodium borate glass in a diagram of logarithm
σ′ × T versus logarithm of the frequency ν. The onset frequencies of dispersion for
various temperatures are connected by a straight line

Fig. 16.5. Arrhenius diagram of the charge diffusivity Dσ and the tracer diffusivity
D∗ of 22Na for a sodium borate glass

that the same jump processes occur at different temperatures. Of course, their
jump rate is higher at higher temperatures. Summerfield scaling is observed
for several materials but by no means in all ion conducting materials. For
more information about conduction in disordered ionic materials the reader
may consult Chap. 30 and reviews, e.g., by Ingram [7], Dieterich and
Maas [8], Funke and coworkers [9], and by Bunde et al. [10].
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16.2 Spreading Resistance Profiling

In semiconductors, the resistivity in the extrinsic domain is related to the con-
centration of electrically active foreign atoms. The concentration distribution
of such atoms can be deduced by measuring the spreading resistance Rs (see
below). Spreading resistance profiling (SRP) [2] has become a useful tool for
measuring spatial distributions of electrically active atoms in semiconducting
samples. SRP is widely used in silicon technology to monitor depth profiles
of dopants after processing steps and to check the lateral uniformity in the
resistivity of virgin Si wafers. In addition, SRP has been successfully applied
in basic studies of diffusion processes in Si (see, e.g., [11, 12]), in Ge [13] and
to a lesser extent in GaAs [14].

SRP is a two-point-probe technique, which measures the electrical resis-
tance on semiconductor surfaces with a much higher spatial resolution than
the traditional four-point-probe technique. The concentration-depth profile
for foreign atoms can be established by measuring the resistance of the sam-
ple between two ‘points’ as indicated in Fig. 16.6. The probe tips, usually
made of a tungsten-osmium alloy, are separated by a distance of typically
100µm or less. The current between the probes spreads over a small space
region near the semiconductor surface, which explains the notion ‘spreading
resistance’. A SRP device is commonly operated in an automatic-stepping
mode with probe-tip steps varying from 5 to 25µm. The measurements can
be either performed on a cross section of the sample or for shallow profiles
on a bevelled section as indicated in Fig. 16.6. An example for an experimen-
tal spreading resistance profile is displayed in the left part of Fig. 16.7. The
right part shows the concentration-depth profile deduced from the spreading
resistance profile. The employed procedure is described below.

Fig. 16.6. Spreading resistance profiling (schematic)
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Fig. 16.7. Spreading resistance profile of Se in Si (left) and concentration depth
profile of Se deduced therefrom (right)

The SRP technique relies on the fact that the ideal resistance of a small-
diameter metal probe in perfect contact with the plane surface of a semi-
infinite semiconductor is given by

Rs =
ρ

4a
, (16.8)

where ρ denotes the resistivity of the semiconductor and a the radius of the
contact area. The spreading resistance, Rs, originates from the radial flow of
the current from the probe tip into the semiconductor. Due to the special
configuration, about 80% of the potential drop occurs within a distance of
5a. In practice, the SRP contact radius can be made as small as a few µm,
which leads to a corresponding small sampling volume. Theoretically, the two-
probe arrangement doubles Rs with regard to Eq. (16.8), provided that the
probe-tip separation is much larger than the contact radius. In reality, the
contacts are not planar circles but irregularly shaped microcontacts. This
gives rise to substantial contact resistance, which cannot be derived with
sufficient accuracy from theory. Therefore, in SRP analysis the relationship
between ρ and Rs is established by calibration using homogeneously doped
samples of the same material, conductivity type, and surface orientation as
the test sample under consideration.

Standard semiconductor theory is used to establish the relation between
the resistivity and the concentration of the electrically active foreign atoms.
We illustrate this procedure for a singly ionizable donor atom X in an oth-
erwise undoped semiconductor. For a given Fermi energy EF , the electron
concentration n is obtained as

n = NC exp
(

EF − EC

kBT

)
, (16.9)
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where EC denotes the energy of the conduction band edge and NC the effec-
tive density of states in the conduction band. The latter quantity is closely
related to the effective electron mass mn according to

NC = 2
(

2πmnkBT

h2

)3/2

, (16.10)

where h is the Planck constant. The hole concentration p follows from

np = n2
i = NCNV exp

[
−EG(T )

kBT

]
(16.11)

with the intrinsic carrier density ni, the temperature-dependent band gap
energy, EG(T ), and the effective density of states, NV , in the valence band.
Having obtained electron and hole concentrations, the charge neutrality con-
dition

n = Cion
X + p (16.12)

yields the concentration Cion
X of ionized foreign atoms. Values of Cion

X dis-
tinctly above 10−16cm−3 lead to enhanced scattering of charge carriers, which
may be taken into account by expressions for the carrier mobilities of elec-
trons µn = µn(Cion

X , T ) and holes µn = µn(Cion
X , T ). Empirical expressions

of this kind can be found in the literature [15]. In a subsequent step the
resistivity is obtained from

1
ρ

= qµnn + qµpp , (16.13)

where q denote the charge per carrier. For singly ionizable donor atoms
the second term on the right hand side of Eq. (16.13) can be neglected for
Cion

X � ni. Once the calculated resistivity ρ(EF , T ) value has converged to
the experimental one, EF and Cion

X (EF , T ) are known. Then, the electrically
neutral foreign atom concentration, C0

X , results from

Cion
X

C0
X

= gX exp
(

EX − EF

kBT

)
. (16.14)

This equation accounts for the electron occupation probability of a foreign
atom with a donor level, EX , and a degeneration factor, gX . The latter equals
2 for common group-V dopants such as P in silicon. Finally, the total foreign
atom concentration follows from

CX = Cion
X + C0

X . (16.15)

Background doping can be taken into account by including additional terms
in the charge neutrality Eq. (16.12). The alternative case in which the foreign
atom X has acceptor character can be treated in a similar set of equations
reflecting the reversed rôle of holes and electrons as majority and minority
charge carriers. For further details about SRP the reader may consult a paper
by Voss et al. [16].
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Part III

Diffusion in Metallic Materials



17 Self-diffusion in Metals

17.1 General Remarks

Self-diffusion is the most fundamental diffusion process in a solid. This is the
major reason in addition to application-oriented motives why self-diffusion
studies have consumed energies of many researchers. Self-diffusion in a metal-
lic element A is the diffusion of A atoms. In practice, in most cases tagged
atoms A∗ – either radioactive or stable isotopes – are used as tracers (see
Chap. 13), which are chemically identical to the atoms of the base metal.

As already mentioned in Chap. 8, the temperature dependence of the
tracer self-diffusion coefficient, D∗, is often, but by no means always, de-
scribed by an Arrhenius relation1

D∗ = D0 exp
(
−∆H

kBT

)
, (17.1)

with a pre-exponential factor D0 and an activation enthalpy ∆H . The pre-
exponential factor can usually be written as

D0 = gfν0a2 exp
∆S

kB
, (17.2)

where ∆S is called the diffusion entropy, g is a geometrical factor of the
order of unity (e.g., g = 1 for the vacancy mechanism in cubic metals),
f the tracer correlation factor, ν0 an attempt frequency of the order of
the Debye frequency, and a the lattice parameter. For a diffusion process
with a temperature-independent activation enthalpy, the Arrhenius diagram
is a straight line with slope −∆H/kB. From its intercept – for T−1 =⇒ 0 –
the pre-exponential factor D0 is obtained. The physical meaning of the ac-
tivation parameters of diffusion depends on the diffusion mechanism and on
the lattice geometry (see also Chap. 8) .

Self-diffusion in metals is mediated by vacancy-type defects [1–6]. Strong
evidence for this interpretation comes from the following observations:

1. The Kirkendall effect has shown that the diffusivities of different kinds of
atoms in a substitutional metallic alloy diffuse at different rates (see also

1 We use in this chapter again the upper index * to indicate tracer diffusivities.
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Chaps. 1 and 10). Neither the direct exchange nor the ring mechanism
can explain this observation. It became evident that vacancies are respon-
sible for self-diffusion and diffusion of substitutional solutes in metals in
practically all cases.

2. Vacant lattice sites are the dominating defect in metals at thermal equi-
librium. Studies which permit the determination of vacancy properties
were discussed in Chap. 5. These studies are based mainly on differential
dilatometry, positron-annihilation spectroscopy, and quenching experi-
ments.

3. Isotope-effect experiments of self-diffusion (see Chap. 9) are in accordance
with correlation factors which are typical for vacancy-type mechanisms [5,
6].

4. Values and signs of activation volumes of self-diffusion deduced from
high-pressure experiments (see Chap. 8) are in favour of vacancy-type
mechanisms [7].

5. Formation and migration enthalpies of vacancy-type defects add up to the
activation enthalpies observed for self-diffusion (see, e.g., [5, 6, 8–10]).

Self-diffusion of many metallic elements has been studied over wide tempera-
ture ranges by the techniques described in Chap. 13. As an example, Fig. 17.1
displays the tracer diffusion coefficient of the radioisotope 63Ni in Ni single-
crystals. A diffusivity range of about 9 orders of magnitude is covered by

Fig. 17.1. Diffusion of 63Ni in monocrystalline Ni. T > 1200 K: data from grinder
sectioning [11]; T < 1200 K: data from sputter sectioning [12]
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the combination of mechanical sectioning [11] and sputter-sectioning tech-
niques [12]. The investigated temperature interval ranges from about 0.47 Tm

to temperatures close the melting temperature Tm. For some metals, data
have been deduced by additional techniques. For example, nuclear magnetic
relaxation proved to be very useful for aluminium and lithium, where no
suitable radioisotopes for diffusion studies are available. A collection of self-
diffusion data for pure metals and information about the method(s) employed
can be found in [8].

A convex curvature of the Arrhenius plot – i.e. deviations from Eq. (17.1) –
may arise for several reasons such as contributions of more than one diffusion
mechanism (e.g., mono- and divacancies), impurity effects, grain-boundary
or dislocation-pipe diffusion (see Chaps. 31–33). Impurity effects on solvent
diffusion are discussed in Chap. 19. Grain-boundary influences are completely
avoided, if mono-crystalline samples are used. Dislocation influences can be
eliminated in careful experiments on well-annealed crystals.

17.2 Cubic Metals

Self-diffusion in metallic elements is perhaps the best studied area of solid-
state diffusion. Some useful empirical correlations between diffusion and bulk
properties for various classes of materials are already discussed in Chap. 8.
Here we consider self-diffusivities of cubic metals and their activation param-
eters in greater detail.

17.2.1 FCC Metals – Empirical Facts

Self-diffusion coefficients of some fcc metals are shown in Fig. 17.2 as Ar-
rhenius lines in a plot which is normalised to the respective melting temper-
atures (homologous temperature scale). The activation parameters listed in
Table 17.1 were obtained from a fit of Eq. (17.1) to experimental data. The
following empirical correlations are evident:

– Diffusivities near the melting temperature are similar for most fcc metals
and lie between about 10−12 m2 s−1 and 10−13 m2 s−1. An exception is
self-diffusion in the group-IV metal lead, where the diffusivity is about
one order of magnitude lower and the activation enthalpy higher2.

– The diffusivities of most fcc metals, when plotted in a homologous tem-
perature scale, lie within a relatively narrow band (again Pb provides an
exception). This implies that the Arrhenius lines in the normalised plot
have approximately the same slope. Since this slope equals −∆H/(kBTm)

2 The group-IV semiconductors Si and Ge have even lower diffusivities than Pb at
the melting point (see Chap. 23).
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Fig. 17.2. Self-diffusion of fcc metals: noble metals Cu, Ag, Au; nickel group
metals Ni, Pd, Pt; group IV metal Pb. The temperature scale is normalised to the
respective melting temperature Tm

Table 17.1. Activation parameters D0 and ∆H for self-diffusion of some fcc metals

Cu Ag Au Ni Pd Pt Pb
[14] [16] [18] [12] [19] [20] [23]

∆H [kJmol−1] 211 170 165 281 266 257 107
D0 [10−4 m2 s−1] 0.78 0.041 0.027 1.33 0.205 0.05 0.887
∆H/kBTm 18.7 16.5 14.8 19.5 17.5 15.2 21.4

a correlation between the activation enthalpy ∆H and the melting tem-
perature Tm exists (see also Table 17.1). This correlation can be stated
as follows:

∆H ≈ (15 to 19) kBTm (Tm in K) . (17.3)

Relations like Eq. (17.3) are sometimes referred to as the rule of van
Liempt [13] (see also Chap. 8).

– The pre-exponential factors lie within the following interval:

several 10−6 m2s−1 < D0 < several 10−4 m2s−1 . (17.4)

The factor gfν0a2 in Eq. (17.2) is typically about 10−6 m2 s−1. Hence the
range of D0 values corresponds to diffusion entropies ∆S between about
1 kB and 5 kB.

– Within one column of the periodic table, the diffusivity in homologous
temperature scale is lowest for the lightest element and highest for the
heaviest element. For example, in the group of noble metals Au self-
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diffusion is fastest and Cu self-diffusion is slowest. In the Ni group, Pt
self-diffusionm is fastest and Ni self-diffusion is slowest.

17.2.2 BCC Metals – Empirical Facts

Self-diffusion of bcc metals is shown in Fig. 17.3 on a homologous temperature
scale. A comparison between fcc and bcc metals (Figs. 17.2 and 17.3) reveals
the following features:

– Diffusivities for bcc metals near the melting temperature lie between
about 10−11 m2 s−1 and 10−12 m2 s−1. Diffusivities of fcc metals near
their melting temperatures are about one order of magnitude lower.

– The ‘spectrum’ of self-diffusivities as a function of temperature is much
wider for bcc than for fcc metals. For example, at 0.5 Tm the difference
between the self-diffusion of Na and of Cr is about 6 orders of magnitude,
whereas the difference between self-diffusion of Au and of Ni is only about
3 orders of magnitude.

– Self-diffusion is slowest for group-VI transition metals and fastest for alkali
metals.

– The Arrhenius diagram of some bcc metals shows clear convex (upward)
curvature (see, e.g., Na in Fig. 17.3).

Fig. 17.3. Self-diffusion of bcc metals: alkali metals Li, Na, K (solid lines); group-V
metals V, Nb, Ta (dashed lines); group-VI metals Cr, Mo, W (solid lines). The
temperature scale is normalised to the respective melting temperature Tm
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– A common feature of fcc and bcc metals is that within one group of
the periodic table self-diffusion at homologous temperatures is usually
slowest for the lightest and fastest for the heaviest element of the group.
Potassium appears to be an exception.

Group-IV transition metals (discussed below) are not shown in Fig. 17.3, be-
cause they undergo a structural phase transition from a hcp low-temperature
to a bcc high-temperature phase. The self-diffusivities in the bcc phases β-Ti,
β-Zr and β-Hf are on a homologous scale even higher than those of the alkali
metals. On a homologous scale self-diffusion of β-Ti – the lightest group-IV
transition element – is slowest; self-diffusion of the heaviest group-IV transi-
tion element β-Hf is fastest. In addition, β-Ti and β-Zr show upward curva-
ture in the Arrhenius diagram. β-Hf exists in a narrow temperature interval,
which is too small to detect curvature.

17.2.3 Monovacancy Interpretation

Self-diffusion in most metallic elements is dominated by the monovacancy
mechanism (see Fig. 6.5) at least at temperatures below 2

3Tm. At higher
temperatures, a certain divacancy contribution, which varies from metal to
metal, may play an additional rôle (see below). Let us first consider the
monovacancy contribution:

Using Eqs. (4.29) and (6.2) the diffusion coefficient of tracer atoms due
to monovacancies in cubic metals can be written as

D∗
1V = g1V f1V a2Ceq

1V ω1V . (17.5)

g1V is a geometric factor (g1V = 1 for cubic Bravais lattices), a the lattice pa-
rameter, and f1V the tracer correlation factor for monovacancies. The atomic
fraction of vacant lattice sites at thermal equilibrium Ceq

1V (see Chap. 5) is
given by

Ceq
1V = exp

(
−GF

1V

kBT

)
= exp

(
SF

1V

kB

)
exp

(
−HF

1V

kBT

)
, (17.6)

where the Gibbs free energy of vacancy formation is related via GF
1V = HF

1V −
TSF

1V to the pertinent formation enthalpy and entropy. The exchange rate
between vacancy and tracer atom is

ω1V = ν0
1V exp

(
−GM

1V

kBT

)
= ν0

1V exp
(

SM
1V

kB

)
exp

(
−HM

1V

kBT

)
, (17.7)

where GM
1V , HM

1V , and SM
1V denote the Gibbs free energy, the enthalpy and

the entropy of vacancy migration, respectively. ν0
1V is the attempt frequency

of the vacancy jump.
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The standard interpretation of tracer self-diffusion attributes the total
diffusivity to monovacancies:

D∗ ≈ D∗
1V = D0

1V exp
(
−HF

1V + HM
1V

kBT

)
. (17.8)

In the standard interpretation, the Arrhenius parameters of Eq. (17.1) have
the following meaning:

∆H ≈ ∆H1V = HF
1V + HM

1V (17.9)

and
D0 ≈ D0

1V = f1V g1V a2ν0
1V exp

(
SF

1V + SM
1V

kB

)
. (17.10)

Then, according to Eq. (17.9) the activation enthalpy ∆H1V equals the sum
of formation and migration enthalpies of the vacancy. The diffusion entropy

∆S ≈ ∆S1V = SF
1V + SM

1V (17.11)

equals the sum of formation and migration entropies of the vacancy. Typical
values for ∆S are of the order of a few kB. As discussed in Chap. 7, the
correlation factor f1V accounts for the fact that for a vacancy mechanism the
tracer atom experiences some ‘backward correlation’, whereas the vacancy
performs a random walk. The tracer correlation factors are temperature-
independent quantities (fcc: f1V = 0.781; bcc: f1V = 0.727; see Table 7.2).

17.2.4 Mono- and Divacancy Interpretation

In thermal equilibrium, the concentration of divacancies increases more
rapidly than that of monovacancies (see Fig. 5.2 in Chap. 5). Even more
important, individual divacancies, once formed, will avoid dissociating and
thereby exhibit extended lifetimes in the crystal. In addition, divacancies
in fcc metals are more effective diffusion vehicles than monovacancies since
their mobility is considerably higher than that of monovacancies [2, 9]. At
temperatures above about 2/3 of the melting temperature, a contribution
of divacancies to self-diffusion can no longer be neglected (see, e.g., the re-
view by Seeger and Mehrer [2] and the textbooks of Philibert [3] and
Heumann [4]). The total diffusivity of tracer atoms then is the sum of mono-
and divacancy contributions

D∗ = D0
1V exp

(
−∆H1V

kBT

)
︸ ︷︷ ︸

D∗
1V

+ D0
2V exp

(
−∆H2V

kBT

)
︸ ︷︷ ︸

D∗
2V

. (17.12)

The activation enthalpy of the divacancy contribution can be written as

∆H2V = 2HF
1V − HB

2V + HM
2V . (17.13)
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Here HM
2V and HB

2V denote the migration and binding enthalpies of the diva-
cancy. For fcc metals the pre-exponential factor of divacancy diffusion is

D0
2V = g2V f2V a2ν0

2V exp
2SF

1V − SB
2V + SM

2V

kB
. (17.14)

f2V is the divacancy tracer correlation factor, g2V a geometry factor, ν0
2V the

attempt frequency, SM
2V and SB

2V denote migration and binding entropies of
the divacancy.

Measurements of the temperature, mass, and pressure dependence of the
tracer self-diffusion coefficient have proved to be useful to elucidate mono-
and divacancy contributions in a quantitative manner. As an example of
divacancy-assisted diffusion in an fcc metal, Fig. 17.4 shows the Arrhenius
daigram of silver self-diffusion according to [15–17]. A fit of Eq. (17.12) to
the data, performed by Backus et al. [17], resulted in the mono- and di-
vacancy contributions displayed in Fig. 17.4. Near the melting temperature
both contributions in Ag are about equal. With decreasing temperature the
divacancy contribution decreases more rapidly than the monovacancy contri-
bution. Near 2/3 Tm the divacancy contribution is not more than 10% of the
total diffusivity and below about 0.5 Tm it is negligible.

As a consequence, the Arrhenius diagram shows a slight upward curvature
and a well-defined single value of the activation enthalpy no longer exists.

Fig. 17.4. Self-diffusion in single-crystals of Ag: squares [15], circles [16], trian-
gles [17]. Mono- and divacancy contributions to the total diffusivity are shown as
dotted and dashed lines with the following Arrhenius parameters: D0

1V = 0.046 ×
10−4 m2 s−1, ∆H1V = 1.76 eV and D0

2V = 2.24 × 10−4 m2 s−1, ∆H2V = 2.24 eV
according to an analysis of Backus et al. [17]
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Instead an effective activation enthalpy, ∆Heff , can be defined (see Chap. 8),
which reads for the simultaneous action of mono- and divacancies

∆Heff = ∆H1V
D∗

1V

D∗
1V + D∗

2V

+ ∆H2V
D∗

2V

D∗
1V + D∗

2V

. (17.15)

Equation (17.15) is a weighted average of the individual activation enthalpies
of mono- and divacancies.

Additional support for the monovacancy-divacancy interpretation comes
from measurements of the pressure dependence of self-diffusion (see Chap. 8),
from which an effective activation volume, ∆Veff , is obtained. For the simul-
taneous contribution of the two mechanisms we have

∆Veff = ∆V1V
D∗

1V

D∗
1V + D∗

2V

+ ∆V2V
D∗

2V

D∗
1V + D∗

2V

, (17.16)

which is a weighted average of the activation volumes of the individual
activation volumes of monovacancies, ∆V1V , and divacancies, ∆V2V . Since
∆V1V < ∆V2V and since the divacancy contribution increases with tem-
perature, the effective activation volume increases with temperature as well.
Figure 17.5 displays effective activation volumes for Ag self-diffusion. An in-
crease from about 0.67 Ω at 600K to 0.88 Ω (Ω = atomic volume) near the
melting temperature has been observed by Beyeler and Adda [21] and
Rein and Mehrer [22].

Fig. 17.5. Effective activation volumes, ∆Veff , of Ag self-diffusion versus temper-
ature in units of the atomic volume Ω of Ag: triangle, square [21], circles [22]
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Fig. 17.6. Experimental isotope-effect parameters of Ag self-diffusion: full cir-
cles [15], triangles [25], full square [26], triangles on top [27], open circles [28]

Isotope-effect measurements can throw also light on the diffusion mech-
anism, because the isotope-effect parameter is closely related to the corre-
sponding tracer correlation factor (see Chap. 9). If mono- and divacancies
operate simultaneously, measurements of the isotope-effect yield an effective
isotope-effect parameter:

Eeff = E1V
D∗

1V

D∗
1V + D∗

2V

+ E2V
D∗

2V

D∗
1V + D∗

2V

. (17.17)

Eeff is a weighted average of the isotope-effect parameters for monovacan-
cies, E1V , and divacancies, E2V . The individual isotope effect parameter are
related via E1V = f1V ∆K1V and E2V = f2V ∆K2V to the tracer correla-
tion factors and kinetic energy factors of mono- and divacancy diffusion (see
Chap. 9). Fig 17.6 shows measurements of the isotope-effect parameter for Ag
self-diffusion. According to Table 7.2, we have f1V = 0.781 and f2V = 0.458.
The decrease of the effective isotope-effect parameter with increasing tem-
perature has been attributed to the simultaneous contribution of mono- and
divacancies in accordance with Fig. 17.4.

17.3 Hexagonal Close-Packed and Tetragonal Metals

Several metallic elements such as Zn, Cd, Mg, and Be crystallise in the hexag-
onal close-packed structure. A few others such as In and Sn are tetragonal.
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Fig. 17.7. Self-diffusion in single crystals of Zn, In, and Sn parallel and perpen-
dicular to their unique axes

According to Chap. 2, the diffusion coefficient in a hexagonal or tetragonal
single-crystal has two principal components:

D∗
⊥ : tracer diffusivity perpendicular to the axis ,

D∗
‖ : tracer diffusivity parallel to the axis .

Figure 17.7 shows self-diffusion in single-crystals of Zn, In, and Sn for both
principal directions. In hexagonal Zn we have D∗

‖ > D∗
⊥; i.e. diffusion parallel

to the hexagonal axis is slightly faster. For the tetragonal materials In and Sn
D∗

‖ < D∗
⊥ holds true. For all of these materials the anisotropy ratio D∗

⊥/D∗
‖

is small; it lies in the interval between about 1/2 and 2 in the temperature
ranges investigated. Diffusivity values in hcp Zn, Cd, and Mg reach about
10−12 m2 s−1 near the melting temperature. Such values are similar to those
of fcc metals. This is not very surprising, since both lattices are close-packed
structures.

Let us recall the atomistic expressions for self-diffusion in hcp metals.
The hcp unit cell is shown in Fig. 17.8. Vacancy-mediated diffusion can be
expressed in terms of two vacancy-atom exchange rates. The rate ωa accounts
for jumps within the basal plane and ωb for jumps oblique to the basal plane.
The two principal diffusion coefficients can be written as

D∗
⊥ =

a2

2
Ceq

V (3ωafa⊥ + ωbfb⊥) ,

D∗
‖ =

3
4
c2Ceq

V ωbfb‖ . (17.18)
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Fig. 17.8. Hexagonal close-packed unit cell with lattice paranmeters a and c. Indi-
cated are the vacancy jump rates: ωa is within the basal plane and ωb oblique to it

Here a denotes the lattice parameter within the basal plane and c the lattice
parameter in the hexagonal direction. fa⊥, fb⊥ and fb‖ are correlation factors.
The anisotropy ratio is then:

A ≡ D∗
⊥

D∗
‖

=
2
3

a2

c2

(3ωafa⊥ + ωbfb⊥)
ωbfb‖

. (17.19)

If correlation effects are negelected, i.e. for fa⊥ = fb⊥ = fb‖ = 1, we get from
Eq. (17.19)

A ≈ 2
3

a2

c2

(
3
ωa

ωb
+ 1
)

. (17.20)

For the ideal ratio c/a =
√

8/3 and ωa = ωb, one finds A = 1; this remains
correct if correlation is included. The correlation factors and A vary with the
ratio ωa/ωb. For details the reader is referred to a paper by Mullen [29].

17.4 Metals with Phase Transitions

Many metallic elements undergo allotropic transformations and reveal dif-
ferent crystalline structures in different temperature ranges. Such changes
are found in about twenty metallic elements. Allotropic transitions are first-
order phase transitions, which are accompanied by abrupt changes in physical
properties including the diffusivity. Some metals undergo second-order phase
transitions, which are accompanied by continuous changes in physical prop-
erties. A well known example is the magnetic transition from the ferromag-
netic to paramagnetic state of iron. In intermetallic compounds (considered
in Chap. 20) also order-disorder transitions occur, which can be second or-
der. In what follows we consider two examples, which illustrate the effects of
phase transitions on self-diffusion:
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Self-diffusion in iron: Iron undergoes allotropic transitions from a bcc,
to an fcc, and once more to a bcc structure, when the temperature varies
according to the following scheme:

α-Fe (bcc) 1183 K⇐⇒ γ-Fe (fcc) 1653 K⇐⇒ δ-Fe (bcc) 1809 K⇐⇒ Fe melt.

Numerous heat treatments of steels benefit from these phase transforma-
tions, which are of first-order. They are associated with abrupt changes of
the diffusion coefficient (see Fig. 17.9). It is interesting to note that the tran-
sition from bcc iron to close-packed fcc iron is accompanied by a decrease
in the diffusivity of about one order of magnitude. This is in accordance
with the observation that self-diffusion in fcc metals (Fig 17.2) is slower than
self-diffusion in bcc metals (Fig. 17.3) at the same homologous tempera-
ture.

Magnetic phase transitions are prototypes of second-order phase transi-
tions. In such transitions an order parameter passes through the transition
temperature in continuos manner. Second-order transitions are associated
with continuous changes of physical properties. Below the Curie temper-
ature, TC = 1043 K, iron is ferromagnetic, above TC it is paramagnetic.
Figure 17.9 shows that self-diffusion is indeed a continuous function of tem-
perature around TC . However, below TC it is clearly slower that an Arrhenius
extrapolation from the paramagnetic bcc region would suggest. In the liter-
ature several models have been discussed, which describe the influence of

Fig. 17.9. Self-diffusion in the α-, γ- and δ-phases of Fe: full circles [30]; open
circles [31]; triagles [32]; squares [33]
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ferromagnetic order on diffusion. The simplest one correlates the variation of
the activation enthalpy according to

D∗ = D0
p exp

[
−∆Hp(1 + αS2)

kBT

]
(17.21)

with some ferromagnetic order parameter S. The long-range order parameter
is connected via S ≡ MS(T )/MS(0) to the spontaneous magnetisation MS(T )
at temperature T . ∆Hp and D0

p are the activation enthalpy and the pre-
exponential factor in the paramagnetic state; α is a fitting parameter.

Self-diffusion in group-IV transition metals: These metals undergo
transformations from a hcp low-temperature phase (α−phase) to a bcc high-
temperature phase (β-phase). The transition temperatures, Tα,β, are 1155K
for Ti, 1136K for Zr, and 2013K for Hf. As an example, Fig. 17.10 shows
self-diffusion in hcp and bcc titanium according to [34–36]. We note that
upon the transformation from the hcp to the bcc structure the diffusivity
increases by almost three orders of magnitude. Very similar behaviour is re-
ported for zirconium and hafnium (see, [8] for references). Self-diffusion in the
close-packed hcp structure is relatively slow, whereas we have already seen
in Fig. 17.3 that self-diffusion in the less densely packed bcc phases metals is
relatively fast.

Fig. 17.10. Self-diffusion in α- und β-phases of titanium: circles [34]; tiangles [35];
squares [36]
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The very fast self-diffusion of bcc high-temperature phases and the wide
spectrum of diffusivities of bcc metals has been attributed to special features
of the lattice dynamics in the bcc structure by Köhler and Herzig [37]
and also by Vogl and Petry [38]. A nearest-neighbour jump of an atom in
the bcc lattice is a jump in a 〈111〉 direction. For bcc metals the longitudinal
phonon branch shows a minimum for 2/3〈111〉 phonons. This minimum is
most pronounced for group-IV metals. The associated low phonon frequen-
cies indicate a small activation barrier for nearest-neighbour exchange jumps
between atom and vacancy.
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18 Diffusion of Interstitial Solutes in Metals

Solute atoms which are considerably smaller than the atoms of the host lat-
tice are incorporated in interstitial sites and form interstitial solid solutions.
This is the case for hydrogen (H), carbon (C), nitrogen (N) and oxygen (O)
in metals. Interstitial sites are defined by the geometry of the host lattice.
For example, in fcc, bcc and hcp host metals interstitials occupy either tetra-
hedral or octahedral sites and diffuse by jumps from one interstitial site to
neighbouring ones (see Chap. 6). No defect is necessary to mediate their dif-
fusion jumps, no defect-formation term enters the expression for the diffusion
coefficient and no defect-formation enthalpy contributes to the activation en-
thalpy of diffusion (see Chap. 6). In the present chapter we consider first
the ‘heavy’ interstitial diffusers C, N and O in Sect. 18.1. Hydrogen is the
smallest and lightest atom in the periodic table. Hydrogen diffusion in metals
is treated separately in Sect. 18.2. Whereas non-classical isotope effects and
quantum effects are usually negligible for heavier diffusers, such effects play
a rôle for diffusion of hydrogen.

18.1 ‘Heavy’ Interstitial Solutes C, N, and O

18.1.1 General Remarks

Interstitial atoms diffuse much faster than atoms of the host lattice or sub-
stitutional solutes, because the small sizes of the interstitial solutes per-
mit rather free jumping between interstices. Typical examples are shown in
Fig. 18.1, where the diffusion coefficients of C, N, and O in niobium (Nb)
are displayed together with Nb self-diffusion. The corresponding activation

Table 18.1. Activation parameters of interstitial diffusants in Nb. For comparison
self-diffusion paramters of Nb are also listed (for references see [1])

C N O Nb

∆H/kJmol−1 142 161 107 395
D0/m2 s−1 1 × 10−6 6.3 × 10−6 4.2 × 10−7 5.2 × 10−5
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Fig. 18.1. Diffusion of interstitial solutes C, N, and O in Nb. For comparison Nb
self-diffusion is also shown

enthalpies and pre-exponential factors are collected in Table 18.1. The ac-
tivation enthalpies of interstitital diffusers are much smaller than those of
Nb self-diffusion with the result that the diffusion coefficients for interstitial
diffusion are many orders of magnitude larger than those for self-diffusion of
lattice atoms. Interstitial diffusivities can be as high as diffusivities in liquids,
which near the melting temperature are typically between 10−8 m2 s−1 and
10−9 m2 s−1 (see, e.g., Fig. 15.2).

18.1.2 Experimental Methods

The fast diffusion of C, N, and O and the fact that nitrogen and oxygen are
gases, or, in the case of carbon, readily available in gas or vapour form (CO,
CO2, CH4,. . . ) have an impact on the choice of methods used to measure
their diffusion coefficients (see also Part II of this book). In the following, we
summarise the most important experimental methods:

– Steady-state methods are particularly appropriate for fast diffusers
such as C, N, and O. The steady-state concentration gradient may be
measured directly or calculated from solubility data. The flux can be
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measured by standard gas-flow methods. With suitable electrodes sup-
plying and removing diffusant in an electrochemical cell, which can be
sometimes devised, the flux can be deduced from measurements of the
electrical current.

– A suitable carbon isotope for the radiotracer method, viz. 14C, is
available. Because of its weak β-radiation the residual activity method
(Gruzin-Seibel method, see Chap. 13) is adequate. Enriched stable iso-
topes (28O, 12N) in combination with SIMS profiling can be used to study
O and N diffusion.

– Diffusion-couple methods are sometimes used, although not so com-
monly as with substitutional alloys. Both the simple error-function so-
lution and the Boltzmann-Matano method of analysis are applied (see
Chaps. 3 and 10).

– Nuclear reaction analysis (NRA) for the determination of diffusion
profiles (see Chap. 15) is a natural complement for ion implantation of
sample preparation. Both techniques are frequently applied together.

– Out-diffusion methods utilise outgassing for N or O and decarburisa-
tion for C. These processes usually entail samples containing the diffuser
in primary solid solution. Often error-function type solutions apply for
the analysis of the results.

– In-diffusion experiments often include reaction diffusion situations.
Reaction of the diffuser can occur leading, in addition to the always
present primary solid solution, to the growth of one or more outer layers
of other phases, corresponding to the intermediate phases at the diffusion
temperature. For example, carbide, oxide, or nitride phase layers may form
on samples into which C, N, or O is being diffused. If the concentration-
depth profile is measured, the interdiffusion coefficient can be determined,
e.g., by the Boltzmann-Matano method (see Chap. 10).

– For the diffusion of C, N, and O in bcc metals by far the most commonly
employed indirect methods are those based on Snoek-effect – internal
friction methods and, at the lower temperatures, measurements of the
anelastic stress or strain relaxation (for details see Chap. 14 and the re-
views by Nowick and Berry [2] and Batist [3]). The latter techniques
provide values of D at temperatures that may extend down to ambient
and even below. With all the indirect methods, the deduced D-values
are model-sensitive. For the interpretation of Snoek-effect based measure-
ments on bcc metals it is usually assumed that the solute atoms occupy
octahedral interstitial sites.

– Occasionally measurements of magnetic relaxation have been used in
the study of C, N, and O diffusion. For details see Chap. 14 and the
textbook of Kronmüller [4].



316 18 Diffusion of Interstitial Solutes in Metals

18.1.3 Interstitial Diffusion in Dilute Interstial Alloys

Diffusivities of interstitial diffusers have sometimes been measured over an ex-
ceptionally wide range of temperatures by combining direct measuring tech-
niques at high temperatures and indirect techniques, which monitor a few
atomic jumps only, at low temperatures. Such measurements can provide
materials for tests of the linearity of the Arrhenius relation. For exam-
ple, N diffusion in bcc α-Fe and δ-Fe covers a range from 10−8 m2 s−1 to
about 10−24 m2 s−1 without significant deviation from linearity (for references
see [1]). For N and O diffusion in Ta and Nb, linear Arrhenius behaviour has
been reported over wide temperature ranges as well. Diffusion coefficients,
for C diffusion in α-Fe are assembled in Fig. 14.7. In this figure data from
direct diffusion measurements at high temperatures and data deduced from
indirect techniques such as internal friction, elastic after effect, and magnetic
after effect have been included (see also Chap. 14).

Interstitial solutes migrate by the direct interstitial mechanism discussed
already in Chap. 6. For cubic host lattices, the diffusion coefficient of inter-
stitial solutes can be written as

D = ga2ν0 exp
(

SM

R

)
exp

(
−HM

kBT

)
. (18.1)

Here a is the cubic lattice parameter and g a geometric factor, which de-
pends on the lattice geometry and on the type of interstitial sites (octahedral
or tetrahedral) occupied by the solute. For jumps between neighbouring oc-
tahedral sites (see Fig. 6.1) g = 1 for the fcc and g = 1/6 for the bcc lattice.
The Arrhenius parameters of Eq. (8.1) have the following simple meaning for
diffusion of interstitial solutes:

∆H ≡ HM (18.2)

and

D0 ≡ ga2ν0 exp
(

SM

kB

)
, (18.3)

where HM and SM denote the migration enthalpy and entropy of the in-
tertitial. With reasonable values for the migration entropy (between zero
and several kB) and the attempt frequency ν0 (between 1012 and 1013 s−1),
Eq. (18.3) yields the following limits for the pre-exponential factors of inter-
stitial solutes:

10−7m2 s−1 ≤ D0 ≤ 10−4m2 s−1 . (18.4)

The experimental values of D0 for C, N, and O from Table 18.1 indeed lie in
the expected range.

Measurements of the isotope effect of 12C/13C diffusion in α-Fe yielded an
isotope effect parameter near unity [7]. This isotope effect is well compatible
with a correlation factor of f = 1, which is expected for a direct interstitial
mechanism (see Chap. 9).
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Slight upward curvatures in the Arrhenius diagram were observed, e.g.,
for C diffusion in Mo and in α-Fe (see Fig. 14.7) in the high-temperature
region [1]. Several suggestions have been discussed in the literature to ex-
plain this curvature [5, 6]. These suggestions include formation of interstitial-
vacancy pairs, formation of di-interstitials and interstitial jumps between oc-
tahedral and tetrahedral sites in addition to jumps between neighbouring
octahedral sites, and in the case of iron the magnetic transition.

The simple picture developed above describes diffusion in very dilute in-
terstitial solutions. For diffusion in interstitial alloys with higher concentra-
tion the interaction between interstitial solutes comes into play. For carbon
in austenite, tracer data are available from the work of Parris and McLel-
lan [8] and chemical diffusion and activity data from the work of Smith [9].
According to Belova and Murch [10] paired carbon interstititals play a rôle
in diffusion.

18.2 Hydrogen Diffusion in Metals

18.2.1 General Remarks

The field of hydrogen in metals originates from the work of Thomas Gra-
ham – one of the pioneers of diffusion in Great Britain (see Chap. 1). In
1866 he discovered the ability of Pd to absorb large amounts of hydrogen. He
also observed that hydrogen can permeate Pd-membranes at an appreciable
rate [11] and he introduced the concept of metal-hydrogen alloys without
definite stoichiometry, in contrast to stoichiometric nonmetallic hydrides. In
1914 Sieverts found that the concentration of hydrogen in solution (at small
concentrations) is proportional to the square root of hydrogen pressure [12].
The observation of Sieverts can be considered as direct evidence for the disso-
ciation of the H2 molecule, when hydrogen enters a metal-hydrogen solution.
Inside the metal crystal, hydrogen atoms occupy interstices.

Since Graham and Sieverts, many scientists have devoted much of their
scientific work to metal-hydrogen systems. Hydrogen in metals provides
a large and fascinating topic of materials science, which has been the subject
of many international conferences. Hydrogen in metals has also attracted con-
siderable interest from the viewpoint of applications. For example, hydrogen
storage in metals is based on the high solubility and fast diffusion of hy-
drogen in metal-hydrogen systems. Pd membranes for hydrogen purification
provide an old and well-known application based on the very fast diffusion.
Such membranes can be used either to extract hydrogen from a gas stream
or to purify it.

Nowadays, an enormous body of knowledge about hydrogen in metals is
available. In this chapter, we can only provide a brief survey of some of the
striking features of H-diffusion. For more comprehensive treatments we refer
the reader to books edited by Alefeld and Völkl [13, 14], Wipf [15] and



318 18 Diffusion of Interstitial Solutes in Metals

to reviews of the field [16–18]. A data collection for H diffusion in metals can
be found in [19] and for diffusion in metal hydrides in [20].

18.2.2 Experimental Methods

The very fast diffusion and the often high solubility of hydrogen have conse-
quences for the experimental techniques used in hydrogen diffusion studies:
In addition to concentration-profile methods, permeation methods based on
Fick’s first law, absorption and desorption methods, electrochemical meth-
ods, and relaxation methods are in use. Due to the favourable gyromagnetic
ratio of the proton and due its large quasielastic scattering cross section for
neutrons, nuclear magnetic resonance (NMR) and quasielastic neutron scat-
tering (QENS) are specially suited for hydrogen diffusion studies. Here, we
mention the major experimental methods briefly and refer for details to Part
II of this book:

– The radiotracer method can be applied using the isotope tritium (3H).
Its half-life is t1/2 = 12.3 years and it decays by emitting weak β-radiation.

– Nuclear reaction analysis (NRA) can be used to measure concen-
tration profiles (see Chap. 15). For example, the 15N resonant nuclear
reaction H(15N, αγ)12C has been used to determine H concentration pro-
files.

– In steady-state permeation usually the stationary rate of permeation
of hydrogen through a thin foil is studied. If the steady-state concentration
on the entry and exit surface are maintained at fixed partial pressures of
molecular hydrogen gas, pm1 and pm2, respectively, the flux per unit are
through a membrane of thickness ∆x is

J∞ =
KD

∆x
(p1/2

m1 − p
1/2
m2 ) , (18.5)

where K is called the Sieverts constant. The diffusivity D is then de-
termined from the flux, provided that K is known from solubility mea-
surements. The Sieverts constant is thermally activated via the heat of
solution for hydrogen.
A fine example of permeation studies is the work of Hirscher and as-
sociates [37], in which H permeation through Pd, Ni, and Fe membranes
has been investigated.

– In non-steady-state permeation the rapid establishment of a fixed
hydrogen concentration on the entry side of a membrane by contact with
H2 gas induces a transient, time-dependent flux, Jt, prior to the final
steady-state flux, J∞. It can be shown that

Jt

J∞
∼= 2∆x√

πDt
exp

(
−∆x2

4Dt

)
. (18.6)
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The diffusivity can be determined from the characteristics of the time-lag.
In permeation studies, UHV gas-permeation systems are used and care
must be taken to avoid problems related to surface layers.

– Resistometric methods make use of the resistivity change upon hy-
drogen incorporation in a metal. For example, the resistivity of Nb-H
increases by about 0.7 µΩcm per percent hydrogen. Since the electric re-
sistivity can be measured very accurately, this property can be used to
monitor hydrogen redistribution in a sample.

– Electrochemical techniques are variations of the permeation meth-
ods. They use electrochemical techniques to measure and often, also, to
produce the hydrogen flux in a sample membrane in an electrolytic cell.
Hydrogen is generated on the cathode side and the entry concentration is
controlled by the applied voltage. On the exit side, the potential is main-
tained positive so that the arriving H atoms are oxidised. The equivalent
electrical current generated by the oxidising process is a sensitive mea-
sure of the flux through the membrane. Electrochemical permeation cells
may be operated in several modes (step method, pulse method, oscillation
method), which differ by the boundary conditions imposed experimentally
on the sample. Analyses for the associated time-lag relations can be found,
e.g., in a paper by Züchner and Boes [21]. Electrochemical methods
are useful over a relatively limited temperature range and may be subject
to surface effects.

– Absorption and desorption methods are based on the continuum
description of in- or out-diffusion, e.g., for cylindrical or spherical samples
(see Chap. 2 for solutions of the diffusion equation). These methods are
applicable at relatively high temperatures; again, care must be taken to
avoid problems related to surface layers.

– Mechanical relaxation methods include stress and strain relaxation,
internal friction and modulus change measurements:
– The Gorsky effect enables studies of long-range diffusion driven by

a dilation gradient. It occurs because hydrogen expands the lattice.
A gradient in dilatation, produced, e.g., by bending the sample, may
be used to set up a gradient in concentration. With the Gorsky tech-
nique, one measures the time required to establish the concentration
gradient by hydrogen diffusion across the sample diameter. This is
a macroscopic rather than a microscopic relaxation time. If the sam-
ple diameter is known, the absolute value of D can be determined (see
Chap. 14).

– Whereas the Snoek effect has been widely used to study the diffu-
sion of ‘heavy’ interstitials in bcc metals, its application to H-diffusion
has not been successful despite several attempts having been made.
Hydrogen-related internal friction peaks are often reported in the lit-
erature (see, e.g., Alefeld and Völkl [13] for references), but in no
case has it been established that any of these peaks results from the



320 18 Diffusion of Interstitial Solutes in Metals

Snoek effect of hydrogen alone. Combinations with impurities, lattice
defects or the formation of hydrogen pairs are suggested as causes.

– Magnetic relaxation studies are very sensitive, but they are limited
to ferromagnetic materials [22]. For example, they have been applied by
Hirscher and Kronmüller [38] in studies of H diffusion in several
ferromagnetic alloys and amorphous metals.

– The extensive use of nuclear magnetic relaxation (NMR) for the
study of diffusion in metal-hydrogen solid solutions or in metal hydrides
is favoured by the properties of the proton.
(i) The strength of the NMR signal is proportional to the gyromagnetic

ratio γ of the nucleus. The proton has the largest γ of all stable nuclei.
(ii) The proton spin of I = 1/2 produces only dipolar interactions with

its surroundings; the lack of quadrupole coupling (present only for
nuclei with I > 1/2) simplifies the interpretation of NMR spectra.

The NMR technique is a well-established tool for studying atomic motion
in condensed matter. Data usually consist of measurements of longitudinal
spin-lattice-relaxation time T1, of the transverse spin-spin relaxation time
T2, or of the motional narrowing of the resonance line. A theoretical model
is necessary to deduce the diffusion coefficient therefrom. For details see
Chap. 15 and reviews on nuclear magnetic relaxation techniques [24–26].

– Quasielastic neutron scattering (QENS) is also well suited to the
study of hydrogen diffusion. The neutron scattering cross-section of the
proton is an order of magnitude larger than that of the deuteron and
all other nuclei. The QENS method is based on the following physical
phenomenon: a monoenergetic neutron beam is scattered incoherently by
the protons in the metal. Because of the diffusion of the protons, the beam
will be energetically broadened and the width of the line depends on the
rate of diffusion. For small momentum transfer Q, i.e. for small scattering
angles, the full width at half maximum in energy, ∆E, is given by

∆E = 2�DQ2 , (18.7)

where D is the diffusion coefficient, � the Planck constant divided by 2π,
and Q the momentum transfer. From the linewidth at large scattering
angles, atomistic details of the jump process (jump length, jump direction)
can be obtained as discussed in Chap. 15. Further information can be
found in a textbook by Hempelmann [27] and several reviews of the
field [28–31]. Both nuclear methods, NMR and QENS, are independent
of surface related problems.

18.2.3 Examples of Hydrogen Diffusion

In this section, typical examples for the temperature dependence of hydro-
gen diffusion and its isotope effects are noted. Hydrogen forms an interstitial
solid solution with most metallic elements. Some metals have a negative en-
thalpy of solution and a high solubility for hydrogen (Ti, Zr, Hf, Nb, Ta,
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Pd, . . . ) and form hydrides at higher hydrogen concentrations. Other metals
have a positive enthalpy of solution and a relatively low solubility (group-VI
metals, group-VII metals, noble metals, Fe, Co, Ni, . . . ) [23]. We confine our-
selves to fcc and bcc cubic α-hydrides, i.e. to low hydrogen concentrations.
For diffusion in hydrides with higher concentrations we refer to the literature
mentioned at the beginning of Sect. 18.2.

Metal-hydrogen systems are prototypes of fast solid-state diffusion. Dif-
fusion of hydrogen can be observed still far below room temperature. The
smallest activation enthalpies and the largest isotope effects have been found
for metal-hydrogen systems. Below room temperature, the diffusion coeffi-
cients of hydrogen in several transition metals or alloys are the largest known
for long-range diffusion in solids. The diffusivity of hydrogen in metals is
even at room temperature very high. For example, H in Nb has a room-
temperature diffusivity of about 10−9 m2 s−1, which corresponds to about
1012 jumps per second. It exceeds the diffusivity of heavy interstitial such
as C, N, and O at this temperature by 10 to 15 orders of magnitude (see
Sect. 18.1). Phenomenologically, this high diffusivity is a consequence of the
very low activation enthalpies.

Since hydrogen atoms have a small mass, quantum effects can be expected
for diffusion of hydrogen. The three isotopes of hydrogen (H, D, and T) have
large mass ratios. Hence isotope effects can be studied over a wide range,
which is important to shed light on possible diffusion mechanisms.

The palladium-hydrogen system along with nickel and iron has at-
tracted perhaps the largest amount of attention. Most of the experimental
methods were applied to Pd-H and the consistency of the data is remarkably
good (for references see [19]). H-diffusion in Pd, Ni and Fe is displayed in
Fig. 18.2. The Arrhenius line represents a best fit to the available data sug-
gested by [13] with the Arrhenius parameters listed in Table 18.2. A jump
model seems to be appropriate. Quasielastic neutron scattering experiments
have shown that the jump distance is a/

√
2 (a = cubic lattice parameter).

This distance corresponds to jumps between neighbouring octahedral sites
and not to a/2 for jumps between tetrahedral sites [32].

Diffusion of hydrogen in nickel has been studied from about room
temperature up to the melting temperature of Ni (1728K) (for references
see [19]). The data are remarkably consistent although most measurements
have been performed with surface sensitive methods. Because of the low solu-

Table 18.2. Activation parameters of H diffusion in Pd, Ni, and Fe according to
Alefeld and Völkl [13]

Pd Ni (T < TC) Ni (T > TC) Fe (above 300 K)

D0/m2 s−1 2.9 × 10−7 4.76 × 10−7 6.87 × 10−7 4.0 × 10−4

∆H/eV (or kJmol−1) 0.23 (22.1) 0.41 (39.4) 0.42 (40.4) 0.047 (4.5)
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Fig. 18.2. Diffusion of H in Pd, Ni and Fe according to Alefeld and Völkl [13]

bility of H in Ni other methods such as Gorsky effect, NMR, and QENS have
limited applicability for the Ni-H system. The Arrhenius parameters below
the magnetic transition (Curie temperature TC = 627K) seem to be only
slightly different than above (see Fig. 18.2).

Diffusion of hydrogen in iron has considerable importance due to the
technical challenge of hydrogen embrittlement of iron and steels. The absolute
values for H-diffusion in Fe are higher than those for Pd and Ni (see Fig 18.2).
In spite of the technological interest and the large number of studies (for
references see [19]), the scatter of the data is rather large especially below
room temperature. Several reasons for this scatter have been discussed in the
literature: surface effects, trapping of hydrogen by impurities, dislocations,
grain boundaries, or precipitates, and the formation of molecular hydrogen
in micropores, either already existing in the material or produced by excess
loading (for references see [18]).

Hydrogen in niobium has been studied over a very wide temperature
region (see Fig. 18.3). Because of the high diffusivities and its relatively small
changes with temperature the Gorsky technique could be used for both H and
D in nearly the whole temperature range. Tritium diffusion has been studied
in a more limited temperature range. Isotope effects of hydrogen diffusion in
Nb are very evident from Fig. 18.3. Similar isotope effect studies are available
for V and Ta (see Table 18.3).
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Fig. 18.3. Diffusion of H, D, and T in Nb according to [13]

18.2.4 Non-Classical Isotope Effects

Classical rate theory for the isotope effect in diffusion predicts, if many-body
effects are neglected, for the ratio of the diffusivities [33, 34],

D1

D2
=
√

m2

m1
, (18.8)

where m1 and m2 are the isotope masses. If manybody effects are taken
into account, Eq. (18.8) must be modified (see Chap. 9). Nevertheless, the
isotope effect is still completely attributed to the pre-exponential factors. In
the classical limit, the activation enthalpies are independent of the isotope
masses.

For several metal-hydrogen systems non-classical isotope effects have been
reported. Figure 18.3 and Table 18.3 show that in group-V transition metals
hydrogen (H) diffuses more rapidly than deuterium (D), and deuterium dif-
fuses more rapidly than tritium (T). In addition, the activation enthalpies of
hydrogen isotopes are different and hence the ratio of the diffusivities varies
with temperature.

Interestingly, the characteristic features of the dependence of the diffusiv-
ity on the isotope mass are correlated with the structure of the host metal [13,
14]. In the bcc metals V, Nb and Ta, hydrogen diffuses faster than deuterium
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Table 18.3. Activation parameters for diffusion of H, D, and T in Nb, Ta and V
according to Alefeld and Völkl [13]

Isotope Parameters Nb Ta V

H D0/m2 s−1 5 × 10−8 (T > 273 K) 4.4 × 10−8 2.9 × 10−8

0.9 × 10−8 (T < 273 K)

∆H/eV 0.106 (T > 273 K) 0.140 0.043

0.068 (T < 223 K)

D D0/m2 s−1 5.4 × 10−8 4.9 × 10−8 3.7 × 10−8

∆H/eV 0.129 0.163 0.08

T D0/m2 s−1 4.5 × 10−8

∆H/eV 0.125

in the whole temperature regime investigated. For the activation enthalpies

∆HH < ∆HD (18.9)

is observed (see Table 18.3). As a consequence, the ratio DH/DD for the
group-V transition metals increases with decreasing temperature. For the
fcc metals, the pre-exponential factors of H and D scale in accordance with
Eq. (18.8) within the experimental errors. However, again the activation en-
thalpies are mass-dependent, but in contrast to bcc metals one observes

∆HH > ∆HD . (18.10)

This fact leads to an inverse isotope effect at lower temperatures. For example,
in Pd below about 773K deuterium diffuses faster than hydrogen.

Because of the non-classical behaviour of hydrogen and the large temper-
ature region over which diffusion coefficients were measured, it is by no means
evident that the diffusion coefficient of hydrogen in metals should obey a lin-
ear Arrhenius relation over the entire temperature range. The break observed
in the Arrhenius relation for H in Nb (see Fig. 18.3) was first observed with
the Gorsky effect method and confirmed independently by measurements of
resistivity changes [35] and by QENS [36]. The deviation of hydrogen diffu-
sion in Nb from an Arrhenius law at lower temperatures (Fig. 18.3) has also
been observed in the tantalum-hydrogen system. It has been attributed to
incoherent tunneling.
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19 Diffusion in Dilute Substitutional Alloys

Diffusion in alloys is more complex than self-diffusion in pure metals. In this
chapter, we consider dilute substitutional binary alloys of metals A and B
with the mole fraction of B atoms much smaller than that of A atoms. Then
A is denoted as the solvent (or matrix ) and B is denoted as the solute. Dif-
fusion in a dilute alloy has two aspects: solute diffusion and solvent diffusion.
We consider at first solute diffusion at infinite dilution. This is often called
impurity diffusion. Impurity diffusion implies concentrations of the solute less
than 1 %. In practice, the sensitivity for detection of radioactive solutes en-
ables one to study diffusion of impurities at very high dilution of less than 1
ppm. In very dilute substitutional alloys solute and solvent diffusion can be
analysed in terms of vacancy-atom exchange rates.

19.1 Diffusion of Impurities

Impurity diffusion is a topic of diffusion research to which much scientific work
has been devoted. We consider at first ‘normal’ behaviour of substitutional
impurities, which is illustrated for the solvent silver. Similar behaviour is
observed for the other noble metals, for hexagonal Zn and Cd, and for Ni.

There are exceptions from ‘normal’ impurity diffusion. A prominent ex-
ample is the slow diffusion of transition elements in the trivalent solvent
aluminium. Another example is the very fast diffusion of impurities in so-
called ‘open’ metals. Lead is the most famous open metal, for which very fast
impurity diffusion has been observed. The rapid diffusion of Au in Pb was
discovered by the diffusion pioneer Roberts-Austen in 1896 (see Chap. 1).

It is beyond the scope of this book to give a comprehensive overview of
impurity diffusion. Instead, we refer the reader to the chapter of Le Claire
and Neumann in the data collection edited by the present author [1] and to
the review by Neumann and Tuijn [2].

19.1.1 ‘Normal’ Impurity Diffusion

Figure 19.1 shows an Arrhenius diagram for diffusion of many substitutional
foreign atoms in a Ag matrix together with self-diffusion of Ag. A comparison



328 19 Diffusion in Dilute Substitutional Alloys

Fig. 19.1. Diffusion of substitutional impurities in Ag and self-diffusion of Ag
(dashed line). Diffusion parameters from [1, 2]

of impurity diffusion and self-diffusion coefficients, D2 and D, reveals the
following features of ‘normal’ diffusion of substitutional impurities:

– The diffusivities of impurities, D2, lie in a relatively narrow band around
self-diffusivities, D, of the solvent atoms. The following limits apply in
the temperature range between the melting temperature Tm and about
2/3 Tm:

1/100 ≤ D2/D ≤ 100 . (19.1)

– The pre-exponential factors mostly lie in the interval

0.1 <
D0(solute)
D0(self)

< 10 . (19.2)

– The activation enthalpies of impurity and self-diffusion, ∆H2 and ∆H ,
are not much different:

0.75 <
∆H2

∆H
< 1.25 . (19.3)
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Substitutional impurities in other fcc metals (Cu, Au, Ni) and in the hcp met-
als (Zn, Cd) behave similarly as in Ag (for references see the chapter of Le
Claire and Neumann in the data collection [1]). Like self-diffusion of the
solvent, diffusion of substitutional impurities occurs via the vacancy mecha-
nism. For impurity diffusion in a very dilute alloy it is justified to assume that
solute atoms are isolated, i.e. interaction with other solute atoms (formation
of solute pairs, triplets, etc.) is negligible. The theory of vacancy-mediated
diffusion of substitutional impurities takes into account three aspects:

1. The formation of solute-vacancy pairs: we remind the reader of the
Lomer equation introduced in Chap. 5, which shows that the proba-
bility of a vacancy occupying a nearest-neighbour site of a substitutional
impurity is given by

p = Ceq
1V exp

(
GB

kBT

)
= exp

(
SF

1V − SB

kB

)
exp

(
−HF

1V − HB

kBT

)
(19.4)

where GB = HB −TSB is the Gibbs free energy of solute-vacancy inter-
action, Ceq

1V the atomic fraction of vacancies in the pure matrix in thermal
equilibrium. HF

1V and SF
1V denote the formation enthalpy and entropy of

a monovacancy. For GB > 0 the interaction is attractive, for GB < 0 it
is repulsive.

2. In contrast to the case of self-diffusion in the pure matrix, for impurity
diffusion it is necessary to consider several atom-vacancy exchange rates.
Five types of exchanges, between vacancy, impurity and host atoms have
been introduced in Lidiards ‘five-frequency model’ (see Chap. 7).

3. The impurity correlation factor is then no longer a constant depending
on the lattice geometry as in the case of self-diffusion. It depends on the
various jump rates of the vacancy (see Chap. 7).

From the atomistic description developed in Chap. 8, we get for the impurity
diffusion coefficient of vacancy-mediated diffusion in cubic Bravais lattices

D2 = f2a
2ω2p = f2a

2ω2C
eq
1V exp

(
GB

kBT

)
, (19.5)

where a is the lattice parameter, f2 the impurity correlation factor, and ω2

the vacancy-impurity exchange rate.
To be specific, we consider in the following fcc solvents. As discussed in

Chap. 7, within the framework of the ‘five-frequency model’ the correlation
factor can be written as [3]

f2 =
ω1 + (7/2)F3ω3

ω2 + ω1 + (7/2)F3ω3
. (19.6)

The various jumps rates in an fcc lattice are illustrated in Fig. 7.4. For con-
venience we remind the reader of their meaning: ω1 is the rotation rate of
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the solute-vacancy complex, ω3 and ω4 denote rates of its dissociation or as-
sociation. The escape probability F3 is a function of the ratio ω/ω4, where
ω denotes the vacancy jump rate in the pure matrix. It is also useful to
remember that in detailed thermal equilibrium according to

ω4

ω3
= exp

(
GB

kBT

)
(19.7)

the dissociation and association rates are related to the Gibbs free energy of
binding of the vacancy-impurity complex, GB = HB −TSB. Equation (19.5)
can then be recast to give

D2 = f2a
2ν0 exp

(
SF

1V − SB + SM
2

kB

)
exp

(
−HF

1V − HB + HM
2

kBT

)
, (19.8)

where HB and SB denote the binding enthalpy and entropy of the vacancy-
impurity complex and HM

2 and SM
2 the enthalpy and entropy of the vacancy-

impurity exchange jump ω2. Thus, the activation enthalpy of impurity diffu-
sion is given by

∆H2 = HF
1V − HB + HM

2 + C , (19.9)

where
C = −kB

∂ ln f2

∂(1/T )
. (19.10)

This term describes the temperature dependence of the impurity correlation
factor1.

It is evident from Eqs. (19.5), (19.7), and Chap. 17 that the ratio of the
diffusion coefficients of impurity and self-diffusion can be written as

D2

D
=

f2

f

ω2

ω

ω4

ω3
. (19.11)

This expression shows that the diffusion coefficient of a substitutional im-
purity differs from the self-diffusion coefficient of the pure solvent for three
reasons, namely: (i) correlation effects, because f2 �= f , (ii) differences in
the atom-vacancy exchange rates between impurity and solvent atoms, be-
cause ω2 �= ω, and (iii) interaction between impurity and vacancy, because
ω4/ω3 �= 1 or GB �= 0.

Since solute and solvent atoms are located on the same lattice and since
the diffusion of both is mediated by vacancies, the rather small diffusivity dis-
persion (see Fig. 19.1) is not too surprising. It reflects the high efficiency of
screening of point charges in some metals, which normally limits the vacancy-
impurity interaction enthalpy HB to values between 0.1 and 0.3 eV. Such val-
ues are small relative to the vacancy formation enthalpies (see Chap. 5). Using

1 Sometimes in the literature C is defined with the opposite sign.
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∆H = HF
1V + HM

1V , we get for the difference of the activation enthalpies be-
tween impurity and self-diffusion

∆Q ≡ ∆H2 − ∆H = −HB + (HM
2 − HM

1V ) + C . (19.12)

A useful theoretical approach is the so-called electrostatic model, which
associates ∆Q with the valence difference between solute and solvent. Rel-
atively positive impurities, generally those of higher nominal valence than
the solvent, tend to attract vacancies and, hence, to diffuse more rapidly
and with lower activation enthalpies than self-diffusion. In the electrostatic
model of Lazarus [4] refined by Le Claire [5], it is assumed that the excess
charge ∆Ze (e = electron charge) is responsible for ∆Q. Vacancy and im-
purity are considered to behave as point charges −Ze and Z2e, respectively.
In the Thomas-Fermi approximation, the excess charge of the impurity gives
rise to a perturbing potential

V (r) = α
∆Ze

r
exp(−qr) . (19.13)

This equation describes a screened Coulomb potential with a screening radius
1/q, which is independent of ∆Z and can be calculated from the Fermi energy
of the host. α is a dimensionless screening parameter, which depends on
∆Z [5]. In the electrostatic model, the interaction enthalpy HB is equal to
the electrostatic energy V (d) of the vacancy located at a nearest-neighbour
distance, d, of the impurity. For the calculation of the differences in the
migration enthalpies in the second and third term of Eq. (19.12), Le Claire
describes the saddle-point configuration by two ‘half-vacancies’ located on
two neighbouring sites. Each half-vacancy carries a charge Ze/2 at a distance
11
16d [5].

In a number of solvents, the quantity ∆Q varies indeed monotonically with
the valence difference ∆Z = Z2 − Z (Z2= valence of impurity, Z= valence
of solvent). Impurities with Z2 > Z (Z2 < Z) diffuse faster (slower) than
self-diffusion, the pertaining activation enthalpies fulfill ∆Q < 0 (∆Q > 0),
and the impurity diffusion coefficients increase with ∆Z. This behaviour is
observed for the following solvents: noble metals and group-IIB hexagonal
metals Zn and Cd (for references see [1]). Calculations of ∆Q based on the
electrostatic model yield good agreement with experiments for impurity dif-
fusion in these metals.

For transition metal solutes in noble metals and for other solvents such as
the alkali metals, the divalent magnesium, and the trivalent aluminium the
values of ∆Q calculated on the basis of a screened Coulomb potential are at
variance with the experimentel values [5, 6]. There are several reasons for the
failure of the electrostatic model:

(i) The choice of a screened Coulomb potential may not be appropriate for
certain solute-solvent combinations. A self-consistent potential has an
oscillatory form with so-called Friedel oscillations. The vacancy-solute
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interaction can then, for example, be attractive at the nearest neighbour
positions but repulsive at the saddle-point position.

(ii) A model based only on the difference in valence between solute and
solvent atoms disregards the effects of atomic size.

(iii) Finally, the electrostatic model can only predict ∆Q. It says nothing
about pre-exponential factors.

Various attempts have been made in the literature to improve the theory of
impurity diffusion. For details the reader may consult older textbooks [6, 8]
and the review of Neumann and Tuijn [2].

19.1.2 Impurity Diffusion in Al

Aluminum like the noble metals has also an fcc structure. In contrast to the
monovalent noble metals, Al is trivalent. The diffusion of impurities in Al
is remarkably different from that of impurities in noble metals. Figure 19.2
shows an Arrhenius diagram of impurity diffusion in Al together with Al
self-diffusion. A striking feature of this figure is that most transition metals
have extremely low diffusivities with respect to Al self-diffusion. In addition,
they have high activation enthalpies, which are at variance with the simple
form of the electrostatic model mentioned above. They also have very high
pre-exponential factors, which violate the limits of Eq. (19.2). Non-transition
elements have diffusivities similar or slightly higher than self-diffusion and
show only small diffusivity dispersion. Their activation enthalpies are similar
to those of Al self-diffusion, almost independent of their valence.

The pressure dependence for diffusion of several impurities in aluminium
has been studied by Rummel et al. [10] and Thürer et al. [11] (see also
Chap. 8). The activation volumes of non-transition element diffusers (Zn, Ge)
are close to one atomic volume (Ω) and not much different from the activa-
tion volume of self-diffusion reported by Beyeler and Adda [12]. However,
the transition elements (Co, Mn) are diffusers with high activation volumes
between 2.7 and 1.67 Ω. These findings have been attributed to differences
in vacancy-impurity interaction between transition and non-transition ele-
ments [10].

The large ∆H2 values of transition element solutes according to Eq. (19.9)
indicate a strong repulsion between solute and vacancy (HB < 0) and/or
a large activation enthalpy HM

2 for solute-vacancy exchange jumps. Ab ini-
tio calculations, based on the local density functional theory, of the solute-
vacancy interaction energy for 3d and 4sp and for 4d and 5sp solutes in
aluminium have been performed by Hoshino et al. [13]. They have demon-
strated that for 3d and 4d impurities this interaction is indeed strongly repul-
sive, whereas for 4sp and 5sp impurities it is weakly attractive. Unfortunately,
according to the author’s knowledge ab initio calculations of HM

2 and of the
activation volumes are not available.
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Fig. 19.2. Diffusion of several impurities in Al and self-diffusion of Al (dashed line)
according to [1, 9]

19.2 Impurity Diffusion in ‘Open’ Metals –
Dissociative Mechanism

The fast diffusion of gold in lead was already reported by Roberts-Aus-
ten [14], one of the pioneers of solid-state diffusion (see Chap. 1). After the
measurements of self- and impurity diffusion in lead by von Hevesy and
his coworkers [15, 16], the extreme rapidity of gold diffusion was appreciated.
Since this pioneerig work the interest in the Au/Pb and analogous systems
continues to the present day. Lead is still the most extensively studied metallic
solvent where fast impurity diffusion plays an important role.

Figure 19.3 shows an Arrhenius diagram of impurities in Pb together with
self-diffusion (for references see the chapter of Le Claire and Neumann
in [1] and the review of Neumann and Tuijn [2]). Some solutes (e.g., Tl,
Sn) show ‘normal’ behaviour. However, noble metals, Ni-group elements, and
Zn have diffusivities which are three or more orders of magnitude faster than
self-diffusion. Fast diffusion of 3d transition metals is also observed in some
other polyvalent metals (In, Sn, Sb, Ti, Zr, Hf), and for noble metal diffusion
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Fig. 19.3. Diffusion of impurities in Pb and self-diffusion of Pb (dashed line)
according to [1, 2]

in Na. Figure 19.4 shows diffusion of several impurities in Na according to
Barr and associates [18–20]. Noble metal solutes are fast diffusers in the
group-IVB metal Sn and in the group-IIIB metals In and Tl. Late transition
elements in group-IVA metals (α-Ti, α-Zr, and α-Hf) are fast diffusers as
well. Solvents that permit fast diffusion are sometimes denoted as ‘open’
metals [17]. ‘Open’ refers to the large ratio of atomic radii of solvent and
solute. This solvent property appears to entail fast diffusion for solutes with
relatively small radii.

Fast solute diffusion in open metals is thought to be exceptional, because
the diffusivities lie far above the range expected for the vacancy mechanism.
On the other hand, the still relatively large atom size ratio (e.g., RAu/RPb ≈
0.83) would seem to preclude large interstitial occupancies. Fast diffusion of
solutes that are mainly dissolved on substitutional sites has been attributed
to the dissociative mechanism (see, e.g., Warburton and Turnbull [21]).
This mechanism operates for solutes which have a certain (small) interstitial
component with a high mobility in the solvent metal (see Chap. 6). Such
solutes are called hybrid solutes. As represented by equation
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Fig. 19.4. Diffusion of impurities in Na and self-diffusion of Na according to Barr
and associates [18–20]

Bi + V � Bs (19.14)

B solutes are distributed over both interstitial (Bi) and substitutional (Bs)
sites. Provided that local equilibrium in Eq. (19.14) is established, the con-
centrations fulfill the law of mass action

CiCV

Cs
= K(T ) =

Ceq
i Ceq

V

Ceq
s

(19.15)

where Ci, Cs, and CV denote the molar fractions of interstitial solute, substi-
tutional solute, and vacancies, respectively. K(T ) is a constant which depends
on temperature. The superscript eq indicates thermal equilibrium. A metal
with a normal content of dislocations has a sufficient abundance of vacancy
sources or sinks to keep vacancies in equilibrium. The effective diffusivity of
a solute is then given by

Deff =
DiC

eq
i

Ceq
i + Ceq

s
+

DV Ceq
V

Ceq
i + Ceq

s
, (19.16)

where Di denotes the diffusivity of the solute in its interstitial state and
DV the diffusivity of the vacancy-solute complex. Substitutional transport
by vacancies is negligible if Ceq

i Di � DV Ceq
V is fulfilled. Then, the effective

diffusivity of solutes is given by [21, 22]

Deff ≈ DiC
eq
i

Ceq
i + Ceq

s
(19.17)
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For solutes with dominating interstitial solubility, i.e. for Ceq
i � Ceq

s , the
effective diffusivity approaches the diffusivity of the solute in its interstitial
state:

Deff ≈ Di . (19.18)

This corresponds to the direct interstitial mechanism, which is relevant for the
interstitial diffusers C, N and O (see Sect. 18.1). For solutes with dominating
substitutional solubility, i.e. for Ceq

s � Ceq
i , the effective diffusivity

Deff ≈ DiC
eq
i

Ceq
s

(19.19)

contains the factor
Ceq

i

Ceq
s

= exp
(−Gi

kBT

)
. (19.20)

Here Gi denotes the Gibbs free energy of forming an interstitial solute from
a substitutional one. The rather wide diffusivity dispersion of fast solute
diffusers can be largely attributed to this factor.

The phenomenon of fast diffusion is also well-known for hybrid solutes in
the semiconducting elements Si and Ge (see, e.g., [23, 24]) and is discussed
in detail in Chap. 25. It has been attributed to interstitial-substitutional
exchange mechanisms, which occur in two basic versions (see Chaps. 6
and 25). The dissociative mechanism was suggested in 1956 by Frank and
Turnbull for Cu in Ge [25]. The kick-out mechanism, which involves self-
interstitials, was originally proposed by Gösele, Frank and Seeger for
Au diffusion in Si [26]. In the meantime, further fast diffusing foreign elements
in Si (e.g., Pt, Zn) were identified as kick-out diffusers [22, 28].

From a chemical viewpoint the elemental semiconductors Si and Ge are
group-IV elements such as the ‘open’ metals Pb and Sn. Actually, the con-
cepts growing out of studies of fast diffusion in semiconductors (see part IV
of this book) have influenced the interpretation of fast diffusion in metals.

19.3 Solute Diffusion and Solvent Diffusion in Alloys

Alloying one element with another can significantly affect diffusion. In a ho-
mogeneous binary A-B alloy a tracer self-diffusion coefficient for A atoms,
D∗

A, and another one for B atoms, D∗
B, can be measured. In this section, we

discuss the variation of solute and solvent diffusion with the solute concentra-
tion. The major effects of alloying on diffusion are to introduce vacancy-solute
and solute-solute interactions and to change the vacancy jump rates.

Let us consider, for example, the influence of solute atoms on solvent
diffusion: in a very dilute alloy most of the solvent atoms are not near a solute
atom; the mobility of such solvent atoms agrees with that of atoms in the
pure solvent. Depending on the interaction energy, a solute attracts or repels
vacancies and the jump rates of the solvent atoms in the vicinity of the
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solute atom are altered. This influences the solvent diffusion coefficient. As the
solute concentration increases, the number of affected solvent atoms increases.
Depending on the energy landscape experienced by the vacancy in the vicinity
of the solute, certain solutes accelerate solvent diffusion and others slow it
down.

In dilute alloys containing small atomic fractions XB of the solute B the
self-diffusion coefficient of the solvent can be written as

D∗
A(XB) = D∗

A(0) exp (bXB) , (19.21)

which for XB < 1 % can be approximated by

D∗
A(XB) = D∗

A(0)[1 + b1XB + . . . ] . (19.22)

The term b1XB accounts for the change in the jump rates of those solvent
atoms neighbouring solute atoms. Quadratic terms in XB correspond to the
effect of pairs of B atoms. b1 is sometimes denoted as the linear enhancement
factor.

An analogous expression holds for the solute diffusion coefficient :

D∗
B(XB) = D∗

B(0)[1 + B1XB + . . . ] . (19.23)

D∗
B(0) is the solute diffusion coefficient for infinite dilution, i.e. the impurity

diffusion coefficient discussed in the previous section. The term B1 expresses
the influence of solute-solute pairs.

The linear enhancement factor of solvent diffusion, b1, has attracted par-
ticular interest. It is related to the various jump rates in the neighbourhood
of the solute. Using the five-frequency model for fcc solvents, Lidiard [30]
and Howard and Manning [31] have deduced the following expression

b1 = −18 +
ω4

ω

[
4
χ1

f

ω1

ω3
+ 14

χ2

f

]

= −18 +
[
4
χ1

f

ω1

ω
+ 14

χ2

f

ω3

ω

]
exp

(
GB

kbT

)
. (19.24)

Here f is the tracer correlation factor of self-diffusion in the pure solvent (only
ω-jumps). The quantities χ1 and χ2 are partial correlation factors tabulated
in [31]. Equation (19.24) is based on the assumption that the jump rates
are independent of the solute concentration. It shows that an increase of
solvent diffusivity can arise from an increase of the vacancy concentration
due to vacancy-solute interaction and/or from an increase in the solvent jump
frequencies near the solute (e.g., for ω1 > ω).

Using Eqs. (19.5), (19.6), and (19.24), b1 can be expressed as a function
of the ratio D∗

B(0)/D∗
A(0):

b1 = −18 + 4
D∗

B(0)
D∗

A(0)
f

1 − f2

4χ1(ω1/ω3) + 14χ2

f(4ω1/ω + 14F3)
. (19.25)
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Fig. 19.5. Tracer diffusion of 113Sn and 195Au in dilute Au-Sn solid-solution alloys
according to Herzig and Heumann [29]

This expression shows that faster diffusing solutes (D∗
B > D∗

A) have the
tendency to increase the solvent diffusivity. This effect is mainly due to an
increase of the vacancy content. The last quotient in Eq. (19.25) has usually
a value not much differnet from unity. Thus, with values of D∗

B/D∗
A around

10 and f2 ≈ 0.5, b1 lies between 0 and 100. For slow diffusing solutes, b1

tends to be negative but never less than −18.
We illustrate the influence of solute concentration on solvent and solute

diffusion in a dilute fcc solid solution by an experimental example. The dif-
fusion of the radiotracers 113Sn and 195Au in pure Au and in a dilute Au-Sn
alloy is displayed for various temperatures and Sn concentrations in Fig. 19.5.
In pure Au, the Sn solute is about one order of magnitude faster than Au
self-diffusion. Au-diffusion in the alloy is enhanced by the presence of Sn ad-
ditions [29]. The corresponding enhancement factors are listed in Fig. 19.5.
As is the case in this figure, the experimental values of solvent and solute
enhancement factors have often the same sign.

We refrain from discussing further details and refer the reader to the
textbooks of Philibert [6] and Heumann [8] and a more recent paper by
Belova and Murch [32] and the references therein. .
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20 Diffusion in Binary Intermetallics

20.1 General Remarks

Intermetallics are compounds of metals or of metals and semimetals. The
crystal structures of intermertallics are different from those of their con-
stituents. This definition includes intermetallic phases and ordered alloys.
Intermetallics have a wide spectrum of properties ranging between metal-
lic and non-metallic. Some intermetallics are interesting functional materials
others have attracted attention as structural materials for high-temperature
applications. For an introduction to the field see, e.g., the books of West-
brook and Fleischer [1] and of Sauthoff [2].

Intermetallic-based materials have been used for a long time, based essen-
tially on their chemical properties, on their high hardness and wear resistance.
Examples are some dental alloys, amalgams, jewelry, and coatings. There are
a large number of engineering alloys that find applications because of some
special physical or chemical properties – for example, magnetic behaviour,
superconductivity, or chemical stability in corroding atmospheres. The last
few decades have seen tremendous world-wide efforts in intermetallics, which
largely focused on aluminides with some smaller efforts on silicides. The prime
goals are high-temperature or power-generation applications, such as aero-
engines, high-temperature edges on aircraft wings and rocket fins, automo-
bile engine valves, turbochargers and so on. Important properties in all these
applications are the ability to withstand high temperature and aggressive
oxidising or corrosive environments, as well as other properties such as low
weight or inertia. This has triggered important materials developments and
a flood of conferences. It is impossible to make reference to more than a few
of the books and review papers that cover this effort.

An atomistic understanding of diffusion in intermetallics in terms of de-
fect structure and diffusion mechanisms is more complex than for metallic ele-
ments. An inspection of a collection of phase diagrams [3] shows the following:
intermetallics crystallise in a variety of structures with ordered atom distribu-
tions. Examples are the B2, D03, L12, L10, D019, B20, C11b, and Laves-phase
structures. Some intermetallics are ordered up to the melting temperature,
others undergo order-disorder transitions because entropy favours a less or-
dered or even a random arrangement of atoms at high temperatures. We
know intermetallic phases with wide phase fields and others which exist as
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line compounds. Some intermetallics occur for certain stoichiometric com-
positions, others are observed for off-stoichiometric compositions only. Some
phases compensate off-stoichiometry by vacancies, others by antisite atoms.
Some phases display small, others large differences between the diffusivities
of the components. Some non-cubic intermetallics are highly anisotropic in
their diffusion behaviour.

Let us first illustrate structures of some of the more common intermetallics
(see Figs. 20.1 and 20.2):

The B2 (or CsCl) structure is cubic with the approximate composition
AB. The B2 structure can be derived from the bcc lattice, if the two primi-
tive cubic sublattices are occupied by different kinds of atoms. Examples are
FeAl, CoAl, NiAl, CoGa, PdIn, CuZn, AuZn, AuCd, and in an intermediate
temperature range NiMn.

The D03 (or Fe3Si) structure is cubic with the approximate composi-
tion A3B. The D03 structure can be considered also as an ordered structure
derived from the bcc lattice. In Fig. 20.1, A atoms occupy white and grey
sites, B atoms occupy black sites. D03 order is observed, for example, in Fe3Si

Fig. 20.1. Ideally ordered structures of some cubic intermetallics: B2 (left), D03

(middle), L12 (right)

Fig. 20.2. Ideally ordered structures of titanium aluminides: L10 (left), D019

(right)
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over a wide temperature range, in Fe3Al below about 825K, and in Cu3Sn,
Cu3Sb, and Ni3Sb at high temperatures.

The L12 (or Cu3Au) structure is cubic with the approximate com-
position A3B. The L12 structure is an ordered structure derived from the
fcc lattice. In Fig. 20.1, A atoms occupy white sites, B atoms occupy black
sites. Examples are the Ni-based compounds Ni3Al, Ni3Ga, and Ni3Ge. The
prototype Cu3Au shows L12 order only at low temperatures; above 660K it
is disordered fcc.

The L10 (or CuAu) structure is tetragonal with the approximate com-
position AB. The L10 structure can be considered as an ordered fcc structure
with A and B atoms occupying sequential (001)-planes. The structure has
a slight tetragonal distortion in the 〈001〉-direction. An example of techno-
logically interest for structural applications is β-TiAl. Other L10 systems
such as NiPt, FePt, CoPt, FePd and NiMn are studied because they are can-
didtaes for high-density magnetic storage media due to their high magnetic
anisotropy related to their tetragonal anisotropy.

The D019 structure is hexagonal with the approximate composition
A3B. It can be considered as an ordered structure derived from the hcp
lattice. In Fig. 20.2, the majority atoms occupy white sites, B atoms occupy
black sites. Ti3Al crystallises in this structure.

The diffusion behaviour of intermetallics is of interest for the production of
these materials and for their practical use, especially when high-temperature
applications are intended. Whereas self- and solute diffusion in pure metals
is thoroughly investigated and reasonably well understood, systematic diffu-
sion studies for intermetallics are still relatively scarce, although considerable
progress has been achieved [4–13].

Just as in metallic elements, self-diffusion is the most basic diffusion pro-
cess in alloys and compounds as well. Studies of self-diffusion utilise such
tiny amounts of tracer atoms (see Sect. 13.3) of the diffusing species. Then,
in practice the chemical composition of the sample does not change due
to diffusion. In a binary system, two tracer self-diffusion coefficients – one
for A atoms and another one for B atoms – can be determined. Such com-
plete studies have been performed only for a limited number of binary inter-
metallics. Table 20.1 compiles binary intermetallics with B2, D03, L12, L10,
D019, C15, and C11b structures for which self-diffusion data are available. In
some cases self-diffusion of both components has indeed been studied. For the
aluminides of Ni, Fe, and Ti impurity diffusion of some solutes has been stud-
ied, since for Al no suitable tracer is available. The intention was to mimic
self-diffusion. Similarly, for Fe3Si a radioisotope of Ge was used to simulate Si
diffusion, since Si has only a very short-lived isotope with a 2.6 hours half-life.
The validity of this approach has been confirmed by diffusion studies with an
enriched stable Si isotope and SIMS profiling. For the C11b structured MoSi2
diffusion of the short-lived 31Si isotope and of the chemically related 71Ge as
well as diffusion of 99Mo has been investigated.
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Table 20.1. Self-diffusion in several intermetallics. For the underlined elements
data of tracer self-diffusion and of substitutional substitutes (in brackets) are avail-
able. The latter data provide ‘good estimates’ for self-diffusion of the Al and Si
components. For references see, e.g., [7, 8, 11] and this chapter

Structure Intermetallic

B2 CuZn, AuCd, AuZn, CoGa, PdIn, FeCo, NiAl(Ga), FeAl(Zn,In),
AgMg, NiGa, NiMn

L12 Ni3Al, Ni3Ge, Ni3Ga, Co3Ti, Pt3Mn, Cu3Au (disordered)
D03 Fe3Si(Ge), Cu3Sn, Cu3Sb, Ni3Sb, Fe3Al
L10 TiAl(Ga, Ge), FePt
D019 Ti3Al(Ga,In,Ge)
C15 Co2Nb (cubic Laves phase)
C11b MoSi2 (Ge), both principal tetragonal directions

20.2 Influence of Order-Disorder Transitions

Order-disorder alloys are characterised by an ordered arrangement of atoms
at low temperatures, which becomes progressively disordered as the tempera-
ture is raised until the long-range order disappears at a critical temperature.
Ordering implies the arrangement of atoms on distinct sublattices of an in-
termetallic. Disordering occurs by an exchange of atoms, i.e. by the creation
of antisite atoms. The proportion of antisite atoms rises rapidly as tempera-
ture approaches the critical temperature, where the distinction between the
sublattices disappears. Ordering transitions are accompanied by anomalies
in many physical properties including diffusion.

An order-disorder transition occurs, for example, between the β- and
β′-brass phases of the Cu-Zn system. Below the order-disorder transition
(at about 741 K) CuZn shows B2 order (β′-brass). At high temperatures the
disordered A2 structure (β-brass) is formed. The pioneering but still valid
work of Kuper et al. [17] on self-diffusion of 64Cu and 65Zn in CuZn is
displayed in Fig. 20.3. The influence of the order-disorder transition on the
diffusion behaviour of both components is visible as a change in slope of
the Arrhenius plot. The activation enthalpies of both components obey the
inequality

∆HB2 > ∆HA2 . (20.1)

Figure 20.3 also shows that occurrence of order impedes the diffusion of both
components in a similar way.

The Fe-Co system undergoes an order-disorder transition from a disor-
dered A2 high-temperature phase to an ordered B2 phase at lower temper-
atures. At the equiatomic composition the transformation temperature is
1003K. Similar effects of the B2-A2 transition as in the CuZn system were
observed for diffusion of Fe and Co in FeCo by Fishman et al.[18, 19]. The
measurements of Fishman et al. and at diffusivities of about 10−19 m2 s

1
.
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Fig. 20.3. Self-diffusion of 64Cu and 65Zn in CuZn according to Kuper et al. [17]

Diffusion studies have been extended by Iijima and coworkers [20, 21]
down to 2×10−21 m2 s−1. The ratio DFe/DCo exeeds unity by not more than
20% above about 940K corresponding to diffusivities around 10−20 m2 s−1.
This ratio becomes slightly smaller than unity in the B2 phase.

The diffusion of Fe in Fe3Al has been studied over a wide temperature
range by Tökei et al. [24] and by Eggersmann and Mehrer [23]. Fe3Al
undergoes two ordering transitions at about 825K from D03 order to B2 order
and to the disordered A2 structure near 1000 K. At the critical temperatures
the slope of the Arrhenius diagram changes slightly and the activation en-
thalpies obey the following sequence

∆HD03 > ∆HB2 > ∆HA2 . (20.2)

The activation enthalpy is highest for the structure with the highest degree
of order and lowest for the disordered structure. The effect of ordering tran-
sitions is, however, less pronounced in Fe3Al than in CuZn.
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20.3 B2 Intermetallics

Intermetallics with B2 structure form one of the largest group of inter-
metallics with a broad variation of chemical, physical, and mechanical prop-
erties. The classical B2 phase is CuZn (β-brass). It is a prototype of B2
phases consisting of noble metals and group-II metals. The B2 phase NiAl
has attracted much interest for its potential in high-temperature applica-
tions. The B2 aluminides of Fe and Co are closely related to NiAl since Ni,
Fe, and Co can substitute for each other in the B2 structure. The B2 struc-
ture is also adopted by compounds of group-VIII and group-IV transition
metals.

Much of the diffusion work on intermetallics concerns B2 phases (see Ta-
ble 20.1). Figure 20.3 reveals a fairly general feature of self-diffusion in B2
intermetallics. We recognise that Zn in β-brass diffuses only slightly faster
than Cu and that the ratio DZn/DCu never exceeds 2.3 [17]. For equiatomic
FeCo, the ratio DFe/DCo is always close to unity [18–21]. This type of ‘cou-

Fig. 20.4. Self-diffusion in B2 structure intermetallics from [7]. The diffusing
species is underlined
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pling’ between the diffusivities of the components seems to be typical for B2
phases. It can be observed in Fig. 20.4 for practically all B2 compounds, for
which both constituents have been investigated. In some cases (e.g., NiGa,
CoGa) the bounds for the diffusivity ratio are somewhat wider than in the
cases of CuZn and FeCo. However, in any case the difference between the
diffusivities is less than one order of magnitude. This ‘coupling’ between the
diffusivities of the components indicates that diffusion of both atomic species
is mediated by the same defect(s).

20.3.1 Diffusion Mechanisms in B2 Phases

It is generally recognised that diffusion in B2 phases is mediated by vacancy-
type defects. An intriguing question is, how do these defects move in a struc-
ture with long-range order? The B2 structure consists of two primitive cubic
sublattices (see Fig. 20.1). In the completely ordered state of a stoichiometric
B2 compound, A atoms occupy one sublattice and B atoms the other. This
implies that each A atom is surrounded by 8 B atoms on nearest-neighbour
sites and vice versa. If A and B atoms are distributed at random, a body-
centered cubic (bcc) structure (A2 structure) is obtained. When atomic dif-
fusion in a B2 compound would take place by random interchanges between
vacancy-type defects and atoms of both sublattices, migrating defects would
leave trails of antisite defects (AB and BA) behind and finally cause complete
disordering of the compound. Vacancy-type defects should, therefore, move
in a highly correlated way to preserve the equilibrium degree of long-range
order. In order to maintain order, disordered regions must either be avoided
or compensated during the diffusion process.

If the ordering energy is very high, sublattice diffusion of each component
via second nearest-neighbour jumps is conceivable. Diffusion of the compo-
nents in ionic crystals and in simple oxides occurs by sublattice diffusion (see
Chap. 26 and [14]). However, sublattice diffusion cannot be the dominating
mechanism in B2 intermetallics since separate diffusion on each sublattice
diffusion hardly would entail similar diffusivities of the components.

Ingenious order-retaining mechanisms, for which diffusion of both com-
ponents is coupled, have been proposed for B2 intermetallics:

– Six-jump-cycle (6JC) mechanism: This mechanism is an order-retain-
ing vacancy mechanism, which was originally proposed by Elcock and
McCombie [25, 26] and advocated later by Huntington [27] and oth-
ers [28, 31]. A vacancy trajectory of 6 consecutive nearest-neighbour jumps
displaces atoms in such a way that after the cycle is completed the or-
der is re-established. Several possibilities for six-jump-vacancy-cycles are
illustrated in Fig. 20.5.
Because of the participation of both species in the 6JC with a fixed ratio
of the number of jumps the diffusivities of both components cannot be
very different. In a highly ordered state, the ratio of the diffusivities of
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Fig. 20.5. Schematic illustration of six-jump vacancy cycles in the B2 structure.
The arrows show vacancy jumps; the numbers indicate the jump sequence

both components, DA/DB, lies within the following fairly narrow lim-
its:

1
q

<
DA

DB
< q . (20.3)

q was first estimated to be 2 [29, 5] and by including correlation effects
was later slightly corrected to q = 2.034 [30]. The upper (lower) limit is
attained when vacancies are preferentially formed on the B (A) sublat-
tice
As the chemical composition deviates from the stoichiometric one and as
disorder increases at high temperatures, antisite atoms appear. As shown
by Belova and Murch [32], interaction of the six-jump-cycles with an-
tisite atoms remarkable widens the limits of Eq. (20.3). Thus, in a B2
alloy with some disorder values of DA/DB beyond the limits of Eq. (20.3)
cannot be considered as an indication that the 6JC mechanism does not
operate.

– Triple-defect mechanism: In a B2 compound triple-defect disorder can
occur according to the reaction

VA + VB � 2VA + AB . (20.4)

VA (VB) denotes a vacancy on the A (B) sublattice and AB an A atom
on the B sublattice (see also Chap. 5). Triple-defect disorder does not
change the composition. Instead of forming equal numbers of vacancies
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Fig. 20.6. Illustration of the triple-defect diffusion mechanism in the B2 structure.
The arrows show vacancy jumps; the numbers indicate the jump sequence

on both sublattices, two vacancies on one sublattice and an antisite atom
on the other sublattice can appear. Triple-defect formation according to
Eq. (20.4) is favoured in intermetallics with high formation enthalpies of
VB vacancies.
Vacancies and antisite defects can associate to form bound triple defects
(see also Chap. 5). A triple-defect mechanism involving bound triple de-
fects was proposed by Stolwijk et al. [33] for the B2 compound CoGa.
The triple-defect mechanism in CoGa was attributed to two nearest-
neighbour jumps of Co atoms and to a next-nearest neighbour jumps
of Ga atoms. Detailed calculations for NiAl predict that an Al atom per-
forms two nearest-neighbour jumps instead of one second-nearest neigh-
bour jump [34]. Figure 20.6 shows the triple-defect mechanism with this

Fig. 20.7. Illustration of the antistructural-bridge (ASB) mechanism. The arrows
show vacancy jumps; the numbers indicate the jump sequence
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modification. The ratio of the diffusivities for this mechanism lies within
the following limits [35]:

1/13.3 < DA/DB < 13.3 . (20.5)

The triple-defect mechanism is closely related to the vacancy-pair mech-
anism (see below). The configurations which appear after jumps 1 and 3
of Fig. 20.6 are nearest-neighbour vacancy pairs.

– Antistructural-bridge (ASB) mechanism: This mechanism was pro-
posed by Kao and Chang [38] and is illustrated in Fig. 20.7. As a result
of the two jumps indicated, the vacancy and the antisite atom exchange
their position. For a B2 phase with some substitutional disorder, antisite
defects can act as ‘bridges’ to establish low energy sequences for vacancy
jumps.
It is important to note that the ASB mechanism has a percolation thresh-
old. Long-range diffusion via the ASB mechanism requires a sufficient
concentration of antistructure atoms to reach the percolation threshold.
A relatively high threshold was estimated from purely geometrical argu-
ments [38]. Monte Carlo simulations yielded lower values for the percola-
tion threshold of about 6% [36, 37]. Such antistructure atom concentra-
tions can indeed occur in B2 intermetallics with a wide phase field like
NiAl (see below).

– Vacancy-pair mechanism: A bound pair of vacancies, i.e. a vacancy in
one sublattice and a scond vacancy on a neighbour site of the other sublat-
tice, can mediate diffusion of both components by successive correlated
next-nearest-neighbour jumps. Whereas this mechanism has some rele-

Fig. 20.8. Defect site fractions in B2 NiAl as a function of composition at 0.75 Tm

from [39]
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vance for ionic crystals such as alkali halides (see Chap.26), it is unlikely
for B2 intermetallics.

It seems that in those B2 compounds, which are composed of a group VIIIB
metal (Co, Fe, Ni, Pd, etc.) and a group IIIA metal (Al, Ga, In, etc.), the
triple-defect mechanism is important. By contrast, B2 phases composed of
a noble metal (Cu, Ag, Au) and a divalent metal (Mg, Zn, Cd) and FeCo
are considered as candidates for the six-jump-cycle mechanism. Clearly, the
antistructural-bridge (or antisite bridge) mechanism becomes more important
at larger deviations from stoichiometry, because of its percolation threshold.

20.3.2 Example B2 NiAl

The phasefield of B2 NiAl is fairly wide. It extends from about 45% Ni on
the Al-rich side to about 65% Ni on the Ni-rich side [3]. Theoretical calcula-
tions of defect concentrations performed for various intermetallics have been
summarised by Herzig and Divinski [39]. The concentrations of defects

Fig. 20.9. Ni tracer diffusion in B2 NiAl at various compositions X according to
Frank et al. [48] and Divinski and Herzig [49]



352 20 Diffusion in Binary Intermetallics

in NiAl are shown in Fig. 20.8. NiAl reveals a triple-defect type of disor-
der: structural Ni vacancies (VNi) are the dominating defects on the Ni-lean
side, whereas Ni antisite atoms (NiAl) dominate on the Ni-rich side of the
stoichiometric composition. Moreover, vacancies form mainly on the Ni sub-
lattice whereas the concentration of vacancies on the Al sublattice (VAl) is
remarkably smaller even on the Al-lean side.

Ni diffusion in B2 NiAl alloys has been measured at various compositions
on both Al- and Ni-rich sides and over wide temperature intervals by Frank
et al. [48] and reviewed in a paper on NiAl interdiffusion by Divinski and
Herzig [49]1. These data are displayed in Fig. 20.9 for various compositions.
The diffusivity increases notably on the Ni-rich side of the stoichiometric
composition. It is practically independent of composition on the Al-rich side
in spite of the considerable amount of structural Ni vacancies (see Fig. 20.8).

Theoretical studies of the atomic mechanism using embedded atom po-
tentials showed that the triple-defect mechanism dominates self-diffusion

Fig. 20.10. Self-diffusion of Fe and Al in Fe3Al

1 Older measurements of Ni diffusion in NiAl [40] are very likely influenced by
grain-boundary contributions [39] and are not considered here.
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Fig. 20.11. Self-diffusion of Fe and Al and interdiffusion in Fe2Al

on the Al-rich side and for stoichiometric NiAl. The widely abundant iso-
lated Ni vacancies do not contribute significantly to Ni diffusion, because
their motion via the six-jump-cycle mechanism is energetically unfavourable.
With increasing Ni content, after reaching the percolation threshold, the
antistructural-bridge mechanism on the Ni-rich side leads to an increase in
the Ni diffusivity [48].

20.3.3 Example B2 Fe-Al

The phasefield of B2 order in the Fe-Al system is fairly extended [3]. B2 order
exists between about 22 and 50 at.% Al. In contrast to NiAl, B2 order does
hardly extend to compositions on the Al-rich side of stoichiometry. At higher
temperatures an order-disorder transition to the disordered A2 structure oc-
curs. The corresponding transition temperature increases with increasing Al
content.

Some tracer data for 26Al in aluminides are available from the work of
Larikov et al. [22]. Tracer measurements of Fe self-diffusion were carried
out by Tökei et al.[24] and by Eggersmann and Mehrer [23]. Interdiffu-
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Fig. 20.12. Solute diffusion of Zn, In, Ni, Co, Mn, and Cr in Fe3Al according
to [23, 51]. Fe self-diffusion in Fe3Al is also shown for comparison

sion in the whole B2 phasefield of Fe-Al alloys has been studied by Salamon
and Mehrer [50]. These authors used the Darken-Manning equation (see
Chap. 10), the Kirkendall shift, calculated thermodynamic factors, and Fe
tracer data of the Fe-Al system and deduced Al tracer diffusivities for al-
loys with the approximate compositions Fe3Al, Fe2Al, and FeAl. Some of the
results for diffusion in iron-alumindes are shown in Figs. 20.10 and 20.11.

Fe3Al reveals A2 disordered, B2 ordered, and D03 ordered structures with
decreasing temperature. As already indicated in Eq. (20.2), the increase in
the degree of order results in an increase of the activation enthalpy, which can
be seen in Fig. 20.10. Self-diffusion in Fe2Al and FeAl has been investigated
almost exclusively in the B2 phase region. For all three compositions the
diffusivities of Fe and Al are not much different indicating a coupled diffusion
of both components.

Solute diffusion in Fe-Al alloys has also been investigated. Typical results
for ternary alloying elements in Fe3Al are compiled in Fig. 20.12 and com-
pared with Fe self-diffusion. Zn and In are incorporated on Al sites and diffuse
slightly faster than self-diffusion of both components Fe and Al [23]. Ni and
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Co substitute Fe atoms. They are slower diffusers and have higher activation
enthalpies than self-diffusion. The diffusivities of Mn and Cr are both fairly
similar to Fe self-diffusion [51].

20.4 L12 Intermetallics

In completely ordered L12 compounds, each A atom is surrounded by
8 A atoms and 4 B atoms on nearest-neighbour sites (see Fig. 20.1). In con-
trast to this situation, a B atom faces only A atoms on nearest-neighbour
sites. This implies that the sublattice of the majority component A is inter-
connected by nearest-neighbour bonds, whereas this is not the case for the
sublattice of the minority component B. Vacancy motion restricted to the ma-
jority sublattice can promote diffusion of A atoms as illustrated in Fig. 20.13.
Diffusion of B atoms on its own sublattice requires jump lengths larger than
the nearest-neighbour distance, which are energetically unfavourable. An-
other possibility is the formation of antisite defects and diffusion via vacancies
of the majority sublattice.

Perhaps the best known L12 intermetallic is Ni3Al. It has been used as
a strengthening phase in Ni-base superalloys for a long time. The Ni3Al
phasefield in the Ni-Al system exists on both sides of the stoichiometric com-
positions, but in a faily narrow composition interval.

The concentrations of defects in Ni3Al taken from the review [39] are
shown in Fig. 20.14. Ni3Al belongs to the antistructural-defect type of inter-
metallics, in which antisite atoms (NiAl and AlNi) are preferentially formed
to accommodate deviations from stoichiometry. Vacancies are mainly formed
on the Ni sublattice. Their concentrations are similar to thermal vacancy
concentrations in pure Ni at the same homologous temperature. Vacancy
formation on the Al sublattice is energetically less favourable.

Ni diffusion has been studied using tracer techniques by Bronfin
et al. [41], Hoshino et al. [42], Shi et al. [43], and Frank et al. [44].

Fig. 20.13. Schematic illustration of the sublattice vacancy mechanism in the
majority sublattice of an L12 structured intermetallic. Full circles: majority atoms;
open circles: minority atoms
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Fig. 20.14. Defect site fractions in L12 structured Ni3Al as a function of compo-
sition at 0.75 Tm from [39]

Unfortunately, diffusion studies on Ni3Al, as for other aluminides, suffer from
the lack of a suitable radiotracer for Al. On the other hand, interdiffusion co-
efficients across the phase field of Ni3Al were measured by Ikeda et al.[45]
and Watanabe et al. [46]. Using the Darken-Manning equation and the
Kirkendall shift, Fujiwara and Horita [47] deduced Al tracer diffusivities.
It was found that the Ni and Al diffusivities are not much different. Suit-
able substitutes for Al (e.g., Ge and Ga) have been studied (see Table 20.1
and [39]) and support this finding.

Diffusion in the L12 compounds Ni3Ge and Ni3Ga has also been studied.
Fortunately, in these cases suitable radiotracers for both constituents are
available. As can be seen from Fig. 20.16, diffusion of the majority component
Ni in Ni3Ge is indeed significantly faster than that of the minority component
Ge. Experiments on Ni3Ga revealed a trend similar to the case of Ni3Ge, but
the difference of the diffusivities is not so large [52]. For Ni3Al only Ni self-
diffusion is indicated. According to the above reasoning the ratio of the two
tracer diffusivities, DNi/DAl, in Ni3Al is not much different from unity.

It is quite natural that diffusion of the majority component in L12 com-
pounds occurs by a sublattice vacancy mechanism. The diffusion coefficient
is expressed as

DA =
2
3
a2fCeq

V ω , (20.6)

where a is the lattice parameter, Ceq
V the concentration of vacancies in the

majority sublattice, and ω the vacancy jump rate. The random walk proper-
ties and the tracer correlation factor for sublattice diffusion of the majority
component in L12 compounds via the vacancy mechanism have been dis-
cussed by Koiwa et al. [53]. A value of f = 0.6889 has been reported for
the tracer correlation factor.
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Fig. 20.15. Self-diffusion in L12 structured Ni3Al according to [39]

The diffusion mechanism of the minority elements in L12 compounds is
less obvious. As can be seen from Fig. 20.16 and from the discussion of
diffusion in Ni3Al, the tracer diffusivities of the minority elements in these
compounds can vary from very different to similar of those of the majority
elements. The diffusivity of Ge in Ni3Ge is rather low, whereas the diffusivity
of Ga in Ni3Ga and very likely the diffusivity of Al in Ni3Al are not much
different from the respective majority components. Possible mechanisms are
discussed in [8]. Minority elements most likely diffuse as antisite atoms in the
majority sublattice.

20.5 D03 Intermetallics

A prominent example of a D03 intermetallic is Fe3Si. Its phase field is lo-
cated between the stoichiometric composition and Fe-rich compositions up
to about 82 at.% Fe. Information about the diffusion of both constituents and
of Ge diffusion is available. Fe3Al also shows D03 order but only at fairly low
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Fig. 20.16. Self-diffusion in the L12 intermetallics Ni3Ge, Ni3Ga, and Ni3Al. The
temperature scale is normalised to the corresounding melting temperatures. For
comparison self-diffusion in Ni is also shown. For references see [7]

tempertaures. Fe3Al is formed on cooling by ordering reactions in the solid
state that transform the bcc ordered solid solution, which is stable above
about 1000K, into a B2 phase and then at about 800K into the D03 struc-
ture. Diffusion studies in D03 ordered Fe3Al are difficult due to the fairly
low diffusivities (see above). Some high-temperature intermetallics (Cu3Sn,
Ni3Sn, . . . ) crystallise in the D03 structure. Only for Cu3Sn diffusion of both
constituents has been investigated (see Table 20.1).

The majority sublattice (A sublattice) in D03 compounds, similar to the
L12 structure, is interconnected by nearest-neighbour bonds, whereas this is
not the case for the B sublattice (see Fig. 20.1). An A atom can diffuse within
its own sublattice via nearest-neighbour jumps. If B atoms migrate within
their own sublattice, their jump vector would be a third-nearest neighbour
jump with respect to the bcc unit cell. An alternative for the diffusion of B
atoms are nearest-neighbour jumps, which create B antisite defects. Then,
B atoms can diffuse as ‘imperities’ in the majority sublattice. Both options
require higher activation enthalpies for diffusion of B atoms.

Figure 20.17 shows an Arrhenius plot of Fe- and Ge tracer diffusion for
three compositions of Fe3Si according to Gude and Mehrer [54]. The data
cover rather wide temperature ranges mostly within the D03 phasefield. One
experiment with the short-lived isotope 31Si confirmed that Ge and Si diffuse
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Fig. 20.17. Fe self-diffusion and Ge solute diffusion in three compositions of the
D03 phase Fe3Si according to Gude and Mehrer [54]. The temperatures are
normalised to the corresponding liquidus temperatures. A slight influence of the
paramagnetic-ferromagnetic transition can be seen for Fe diffusion in Fe79Si21 and
Fe82Si18

at very similar rates [54]. Diffusion studies of Si and Ge after ion implantation
using SIMS profiling also showed that Ge is a ‘good’ substitute to mimic Si
diffusion [55]. The most salient features of Fig. 20.17 are: (i) The asymmetry
between the fast Fe diffusion and the relatively slow Ge or Si diffusion is
large. (ii) The Fe diffusivity increases with Si content and Fe diffuses fastest
in the nearly stoichiometric compound.

Positron annihilation studies by Schaefer and coworkers [56] have
shown that the increase in Fe diffusivity is accompanied by a comparable
increase of the content in thermal vacancies. In addition, Mössbauer experi-
ments on stoichiometric Fe3Si by Sepiol and Vogl [57] have demonstrated
that the atomic jump vector of Fe atoms is in agreement with nearest-
neighbour jumps in the Fe sublattice. These findings clearly support a sub-



360 20 Diffusion in Binary Intermetallics

lattice vacancy mechanism for Fe diffusion. The diffusion mechanism of Ge
and Si is not completely clear. Ge diffusion is less affected by the increase of
vacancy concentration with increasing Si content than Fe diffusion.

For the high-temperature phase Cu3Sn (see Table 20.1) diffusion data
for both constituents are also available. As in the case of Fe3Si the majority
component is significantly faster than the minority component.

20.6 Uniaxial Intermetallics

For non-cubic materials a diffusion ansiotropy can be expected as dicussed in
Chap. 2. Diffusion in uniaxial materials, such as intermetallics with a tetrag-
onal, hexagonal or trigonal axis, is described by a diffusivity tensor with two
principal components. In general, the diffusivity parallel to the axis, D‖, and
the diffusivity perpendicular to the crystal axis, D⊥, are different. A compre-
hensive study of diffusion then requires measurements on single crystals in
at least two independent directions. Experiments on polycrystalline samples
conceal the anisotropy effects and reveal average values of the diffusivities
only. Nevertheless, they can provide useful information, if single crystals are
not available.

According to the author’s knowledge, diffusion studies on single cystalline
intermetallics are very scarce. A few studies concern L10 intermetallics such
as γ-TiAl and FePt. Another well-studied example concerns the tetragonal
C11b structured material molybdenum disilicide.

20.6.1 L10 Intermetallics

As already discussed at the beginning of this chapter, the L10 structure shown
in Fig. 20.2 is tetragonal and has an approximate composition AB. Its atomic
arrangement can be considered as an ordered fcc structure with A and B
atoms occupying sequential (001)-planes. An example of technologically in-
terest for structural applications is β-TiAl. Other L10 intermetallics such as
NiPt, FePt, CoPt, FePd, and NiMn are candidates for high-density mag-
netic storage media due to their high magnetic anisotropy related to their
tetragonal anisotropy.

γ-TiAl: This intermetallic has attracted much attention as a structural ma-
terial for high-temperature applications because of its mechanical properties
and its low density. The tracer diffusivities of 44Ti [58, 59] and of several
substitutional impurities [60–62] have been studied in polycrystalline γ-TiAl.

Tracer diffusion studies on single crystals of γ-TiAl have been reported
by Nakajima and associates [63, 64]. The self-diffusivities of 44Ti and
diffusivities of the impurities Fe, Ni, and In have been studied. As In is
isoelectonic to Al, its diffusivities are belived to be good estimates for the Al
self-diffusivities of the material. Figure 20.18 shows the diffusivities of Ti and
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Fig. 20.18. Ti and In diffusion along the two principal directions of γ-TiAl ac-
cording to Nakajima and associates [63, 64]. Diffusion of Ga is shown for poly-
crystalline γ-TiAl according to Herzig et al. [60]

In. In both cases, the diffusion is faster perpendicular to the tetragonal axis
than parallel to it. For Ti self-diffusion the anisotropy ratio D⊥/D‖ is almost
one decade, whereas for In it is slightly smaller. As can be expected, diffusion
along the layers of the L10 structure is faster than along the tetragonal axis.
A detailed model has been suggested by Nose et al. [64]. Diffusion of Ga,
which like In is isoelectronic to Al has been studied by Herzig et al. [60] in
polycrystalline γ-TiAl. The Ga diffusivities are similar to those of In diffusion.

NiMn: Equiatomic NiMn thin films are of interest for use in magnetoresis-
tive sensors. In these sensors, exchange coupling between an antiferromag-
netic film, such as NiMn, is required to ‘pin’ the magnetisation within the
ferromagnetic layers. Diffusion information is of importance, because interdif-
fusion is a primary long-term failure mechanism of magnetoresistive sensors.

The phase diagram of the Ni-Mn system [65] shows that equiatomic NiMn
occurs in three different crystal structures as the temperature varies. At tem-
peratures below about 1000 K the L10 structure forms. At intermediate tem-
peratures between about 1000 and 1180 K the alloy shows B2 order and above
1180 K NiMn is a disordered fcc alloy.

Self-diffusion of Ni and Mn tracers has been investigated by Peteline
et al. [66] for polycrystalline samples. The data are shown in the Arrhenius
diagram of Fig. 20.19. The diffusivities of Mn are higher by factors of 3 to 5
than those of Ni in both the fcc and the B2 structures. There is more than
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Fig. 20.19. Self-diffusion of 54Mn and 63Ni in polycrystalline, equiatomic NiMn
according to Peteline et al. [66]

one decade increase of the diffusivities of both components upon the phase
transition from the high-temperature fcc to the B2 structure in the inter-
mediate temperature region. This increase is in agreement with the general
observation that diffusion in bcc related structures is faster than in close-
packed fcc structures (see, for example, self-diffusion in fcc and bcc Fe in
Fig. 17.9). There is also a decrease of the Ni diffusivity upon the phase tran-
sition from the B2 phase to the low-temperature L10 phase. As mentioned in
the introduction to this chapter, the L10 phase can be considered as a slightly
distorted, ordered structure of an fcc lattice. Since the experiments were per-
formed on polycrystalline samples nothing can be said about the diffusion
anisotropy in the L10 NiMn phase.

20.6.2 Molybdenum Disilicide (C11b structure)

Molybdenum disilicide (MoSi2) is a highly stoichiometric compound with
a very high melting temperature. It has found widespread use as a functional
material in heating elements of high-temperature furnaces for temperatures
up to 2000K, because of its advantageous electrical properties and its excel-
lent oxidation resistance. It is considered as a material with high potential
for high-temperature structural applications as well [2, 67]. Molybdenum dis-
ilicide is an intermetallic with non-cubic crystal structure. It is a material
which exhibits an extraordinary large diffusion asymmetry between Si and
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Fig. 20.20. Unit cell of tetragonal MoSi2 with the lattice parameters a and c

Mo similar to that of the components of ceramic materials. In addition, MoSi2
shows a considerable diffusion anisotropy.

The tetragonal unit cell of the C11b structure is shown in Fig. 20.20. As
mentioned above, a tetragonal crystal has two principal components of the
diffusion tensor. Two diffusivities, D‖ and D⊥, parallel and perpendicular to
the tetragonal axis need to be considered for each component and for the
diffusion of solute elements.

The structure of MoSi2 can be considered as a sequential stacking of
one Mo layer followed by two Si layers. Each Mo atom resides in a ‘cage’
of 10 Si atoms whereas each Si atom has five Si and five Mo neighbours.
With respect to the diffusivity ratio of the two components, this structure
is a good candidate for the Cu3Au rule dicussed below. For MoSi2 the rule
suggests that Si self-diffusion and diffusion of solutes in the Si sublattice is
much faster than Mo diffusion.

Diffusion of 31Si, 99Mo, and 71Ge tracers has been measured on MoSi2
monocrystals in both principal directions using radiotracer techniques by
Salamon and coworkers [68, 69]. An Arrhenius diagram is displayed in
Fig. 20.21. For both principal directions, Si diffusion is indeed many orders
of magnitude faster than Mo diffusion:

D‖(Si), D⊥(Si) � D‖(Mo), D⊥(Mo) . (20.7)

This complies with the observation that the activation enthalpies of Si diffu-
sion are remarkably smaller than those of Mo diffusion. This large diffusion
asymmetry of the components suggests that Si and Mo diffuse independently.
Figure 20.21 also shows that Ge and Si diffusion are not much different.

Diffusion in MoSi2 reveals a fairly large anisotropy. For both components
and for Ge the diffusivity perpendicular to the tetragonal axis is faster than
parallel to it (Fig. 20.21):

D⊥(Si)/D‖(Si) � 1 and D⊥(Mo)/D‖(Mo) � 1 . (20.8)
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Fig. 20.21. Mo, Si, and Ge diffusion along the two principal directions of MoSi2
according to Salamon and Mehrer [68]

The anisotropy ratios are about 100 for Mo diffusion and around several ten
for Si diffusion:

Positron annihilation studies by Sprengel et al. [71] indicate that ther-
mal vacancies are formed on the Si sublattice of MoSi2. This observation and
the large diffusion asymmetry suggest that Si diffusion occurs via thermal
vacancies on the Si sublattice. The anisotropy of Si diffusion indicates that
vacancies are considerably more mobile within the Si layers perpendicular
than parallel to the tetragonal axis. Correlation effects of vacancy-mediated
self-diffusion in the Si sublattice have been treated in [70]. The slightly faster
diffusion of Ge as compared to Si suggests an attractive interaction between
Ge and vacancies of the Si sublattice.

According to the author’s knowledge, no information is available about
vacancies in the Mo sublattice except that their formation definitely requires
more energy that the formation of Si vacancies. It is possible that Mo diffusion
occurs via thermal vacancies in the minority sublattice. Another possibility is
that Mo atoms invade the majority sublattice and diffuse as antisite atoms.
The high energy to form Mo antisite atoms would then be a substantial
contribution to the activation enthalpy of Mo diffusion.

20.7 Laves Phases

A very numerous group of intermetallic phases are the Laves phases, which
belong to the family of Frank-Kaspar phases with topologically close-packed
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Fig. 20.22. C15 type cubic Laves phase Co2Nb. Full circles represent majority
atoms and open circles minority atoms

structures [2]. More than 900 binary and ternary Laves phases are known
including more that 360 binary Laves phases. Binary Laves phases can be
formed if the effective atomic radii of the two components exhibit a ratio of
approximately

√
3/2 ≈ 1.25, which allows a high packing density [72]. Laves

phases have an approximate composition AB2 and crystallise in three inti-
mately related structures: C15 (cubic, Mg2Cu type), C14 (hexagonal, MgCu2-
type), and C36 (hexagonal, MgNi2-type).

Information about diffusion in Laves phases is very scarce [4]. According to
the author’s knowledge, the only study of self-diffusion for both constituents
concerns the cubic C15-type phase with the approximate composition Co2Nb.
The C15 structure of the cubic Laves phase Co2Nb is shown in Fig. 20.22. In
the completely ordered state, the unit cell would contain 8 A atoms and 16 B
atoms. The structure consists of two interpenetrating sublattices where the
larger A atoms (open circles) form a diamond-type sublattice. The smaller B
atoms (full circles) form a network of tetrahedra being joined to each other at
their vertices. Co2Nb mainly exists on the Co-rich side of the stoichiometric
composition. Co atoms are considerably smaller than Nb atoms. This suggests
that the deviation from stoichiometry on the Co-rich side is compensated by
Co-antisite atoms.

Figure 20.23 shows the self-diffusion data according to Denkinger and
Mehrer [73]. The Co diffusivity has been measured for two compositions,
namely Nb31Co69 and Nb29Co71. Both compositions lie inside the phasefield
of the C15 phase of the Co-Nb system [3]. The Nb diffusivity is reported for
Nb31Co69 only.

Some conclusions from Fig. 20.23 are the following: (i) diffusion of the
majority component Co is significantly faster than that of the minority com-
ponent Nb. This is in accordance with the Cu3Au rule (see below). Similarities
to diffusion in the L12 phases, which are also close-packed structures, suggest
that self-diffusion in Co2Nb also occurs via thermal vacancies. (ii) The rela-



366 20 Diffusion in Binary Intermetallics

Fig. 20.23. Self-diffusion of Co and Nb in the cubic C15 Laves phase Co2Nb
according to Denkinger and Mehrer [73]

tively slow self-diffusion of the large Nb atoms is probably restricted to the
Nb sublattice. (iii) The increase of the Co diffusivity with increasing Co con-
centration can be attributed to the occurrence of additional diffusion paths
via anti-structural bridges due to additional Co antisite atoms [73].

20.8 The Cu3Au Rule

An empirical rule suggested by d’Heurle and coworkers [74, 75], called
the Cu3Au rule2, provides often a good guess for self-diffusion in non-
equiatomic intermetallics. It states that in compounds of type AmBn, where
the ratio m/n is 2 or greater, the majority element diffuses faster than the
minority element:

DA > DB or DA � DB . (20.9)

Here DA (DB) denote the tracer diffusion coefficients of the majority (mi-
nority) component.

2 This name is a bit misleading. According to the author’s knowledge, tracer dif-
fusion experiments of both components in the ordered Cu3Au phase are not
available. Due to the fairly low ordering temperature of this alloy, the diffusivi-
ties are very low and thus difficult to measure.
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For geometrical reasons discussed above, A3B intermetallics with L12 or
D03 structure are good candidates to test the validity ‘Cu3Au’ rule. The L12

phases Ni3Ge and Ni3Ga clearly confirm this rule (see Fig. 20.16). However,
Ni3Al is at the border line. The asymmetry of diffusion between majority and
minority component in D03 phases is in full accordance with the Cu3Au rule
(see Fig. 20.17). Diffusion in molybdenum disilicide and in the cubic Laves
phase Co2Nb also confirm the rule very well (see Figs. 20.21 and 20.23).

The Cu3Au rule is explained by a diffusion mechanism where atoms of
the majority component can diffuse by energetically favourable jumps in their
own sublattice. Atoms of the minority component diffuse either via energet-
ically unfavourable jumps to more distant sites on their own sublattice or as
antisite atoms on the wrong sublattice.

Of course, the Cu3Au rule should be applied to those intermetallics only
in which diffusion occurs via vacancies. Phases such as carbides, nitrides, and
metal hydrides, where one of the two elements is sufficiently small to occupy
interstitial sites, must be considered separately.
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21 Diffusion in Quasicrystalline Alloys

21.1 General Remarks on Quasicrystals

The quasicrystalline state is a third form of solid matter besides the crys-
talline and amorphous state. The atomic positions are ordered, but with five-,
eight-,
ten-, or twelvefold rotational symmetries, which violate canonical rules of
classical crystallography. These symmetries forbid a periodic structure and,
instead, enforce quasiperiodicity. Quasicrystalline alloys can also be consid-
ered as complex intermetallics. Most quasicrystals are indeed composed of
metallic components. Usually, quasicrystals have crystalline intermetallics as
neighbour phases.

The discovery of the first quasicrystal, Al86Mn14, was announced by
Shechtman et al. in 1984 [1]. In the early days, only metastable quasicrys-
talline alloys, such as Al86Mn14 and other Al-TM alloys (TM = transition
metal), were produced. Since these times a large number of quasicrystalline
systems are known and progress in the understanding of their physical proper-
ties has been achieved [2–5]. Some of them crystallise in quasiperiodic lattices
upon slow cooling and exist as stable phases. Stable quasicrystals are mostly
formed in ternary or higher component systems (see Table 21.1). The first
stable quasicrystals were discovered by Tsai and coworkers are all Al-
dominated. These were icosahedral Al-Cu-Fe [6], decagonal Al-Ni-Co [7], and
icosahedral Al-Pd-Mn [8]. The first Al-free icosahedral phase was found in
1993 in the Zn-Mg-Y system [9]. Meanwhile, several Zn-Mg-RE quasicrystals
(RE = rare earth elements Y, Ho, Er, Gd, Tb, or Dy) are known. They are
prototypes of non-Al-based quasicrystalline phases.

After the growth of large single-quasicrystals was mastered, one could
start to check structure and atomic dynamics with elastic and inelastic scat-
tering methods. Transport measurements revealed fairly high electric resis-
tivities in Al-based alloys. Mechanical experiments showed brittleness and
hardness at low temperatures, but ductility with extreme plasticity at high
temperatures. Other observations, for example low friction, high corrosion
and oxidation resistance, low wetting of surfaces, and strength of composites
with quasicrystals promised technological applications [11, 12]. Quasicrystals
are a prominent example for systems whose properties are mainly determined
by their structure.
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Table 21.1. Examples of some stable quasicrystalline phases

Icosahedral Decagonal Dodecagonal
quasicrystals quasicrystals quasicrystals

Al70Pd21Re9 Al64Co16Cu20 Ta1.6Te
Al70Pd21Mn9 Al71.5Co14Ni14.5

Al62Cu25TM13 (TM = Fe, Ru, Os) Al69.8Pd18.1Mn12.3

Ni17Ti41.5Zr41.5 Al71Fe5Ni24
Ga20Mg43Zn37 Al40Fe15Ge20Mn25

Al37Cu10.8Li32.2

Al43Mg43Pd14

Zn64.2Mg26.4Ho9.4

Zn60.7Mg30.6Y8.7

Fig. 21.1. Icosahedral single-quasicrystal (Zn-Mg-Ho) with the habit of a dodeca-
hedron. A dodecahedron has 12 pentagon-shaped faces and 20 vertices

Nowadays, quasicrystals are no longer laboratory curiosities. Quasicrys-
talline phases such as icosahedral Al-Pd-Mn, icosahedral Zn-Mg-RE, and
decagonal Al-Ni-Co can be grown in the form of centimeter-size single-
quasicrystals with high structural quality by Bridgman-, Czochralski-, and
flux-growth techniques [15–17]. Figure 21.1 shows an icosahedral Zn-Mg-Y
quasicrystal grown by the flux-growth technique. Its habit is a dodecahe-
dron – one of the five regular (Platonian) polyhedra1.

Quasicrystalline structures are fairly complex, because there is no period-
icity. In addition, most quasicrystals are ternary, quaternary, or multicompo-
nent alloys. Quasicrystals have rotational order and sharp diffraction peaks.
Quasiperiodic space tiling procedures such as two-dimensional Penrose tiling
and its three-dimensional analogues [18], projections or cuts from higher di-

1 The five Platonian polyhedra are: tetrahedron, cube, octahedron, icosahedron,
dodecahedron.
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Fig. 21.2. The pseudo-Mackay cluster suggested for icosahedral Al-Pd-Mn [19]. It
consists of a central cube (filled grey circles), an icosahedron (filled black circles),
and an icosidodecahedron (open circles)

mensional periodic lattices, and cluster covering models have been developed
to describe quasi-crystallography (see [2] and Chap. 2 in [5]).

In order to illustrate the structural complexity of quasicrystals we men-
tion just one example: the first structure determinations of icosahedral Al-
Pd-Mn by diffraction techniques has been published by Boudard et al. in
1992 [19]. The authors found evidence for the presence of so-called pseudo-
Mackay clusters (Fig. 21.2). In their structure model, the most simple cluster
consists of Al atoms on the central cube and on the 30 vertices of the icosi-
dodecahedron, whereas Pd and Mn atoms are distributed on the 12 vertices
of the icosahedron. However, other decorations have also been suggested in
the literature. A further property of the Al-Pd-Mn quasicrystal structure is
its self-similarity based on an inflated cluster hierarchy [20]. There seems to
be no completely accepted structure model for icosahedral Al-Pd-Mn [10].

21.2 Diffusion Properties of Quasicrystals

Diffusion in solids – irrespective of whether they are crystalline, quasicrys-
talline, or amorphous – is an important topic of materials science. Thorough
diffusion studies on single quasicrystals have been performed on the icosahe-
dral phases Al-Pd-Mn and Zn-Mg-RE and on the decagonal phase Al-Ni-Co.
Tracer techniques have mainly been applied and the diffusers were either la-
beled by their radioactivity or, when SIMS profiling was employed, by their
atomic mass. As already stated, both icosahedral Al-Pd-Mn and decagonal
Al-Ni-Co are Al dominated. Tracer diffusion of Al has not been studied. This
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is because natural Al is monoisotopic, which forbids SIMS studies, and a suit-
able radioisotope for tracer studies is missing2. Instead, diffusion of several
solutes was investigated, especially in icosahedral Al-Pd-Mn. Single crystals
should be used for basic studies to avoid complications due to diffusion along
grain boundaries (see Chap. 32).

The diffusion coefficient in a quasicrystal, like in a crystal, is a symmetric
second rank tensor. Icosahedral quasicrystals are highly symmetric, diffu-
sion is isotropic, and the diffusion coefficient is a scalar quantity. Decagonal
quasicrystals are uniaxial and the diffusion coefficient has two principal com-
ponents, like in uniaxial crystals. One component corresponds to diffusion
parallel to the decagonal axis and the other one to diffusion perpendicular
to the axis. A thorough diffusion study on decagonal quasicrystals requires
diffusivity measurements on monocrystalline samples with two different ori-
entations.

Diffusion in quasicrystalline alloys has been reviewed by Nakajima and
Zumkley [13] and by Mehrer et al. [14]. In this chapter, we summarise the
state-of-the-art in this area, compare diffusion in quasicrystals with diffusion
in related crystalline metals, and discuss possible diffusion mechanisms.

21.2.1 Icosahedral Quasicrystals

Icosahedral Al-Pd-Mn: The information on the phase diagram for the
ternary Al-Pd-Mn system is rather complete and has been reviewed by
Lück [21]. Al-Pd-Mn was the first system for which stable icosahedral as well
as decagonal quasicrystals were detected [22]. The formation of the icosahe-
dral phase occurs in a ternary peritectic reaction from the melt. Conventional
procedures permit the growth of single crystals [15]. The formation of the
decagonal phase is sluggish, and the determination of the phase diagram in
the decagonal region is difficult.

Icosahedral Al-Pd-Mn contains about 70 at.% Al (see Table 21.1). The
contents of transition elements Pd and Mn are about 21 and 9 at. %, respec-
tively. Icosahedral Al-Pd-Mn is not a stoichiometric compound. It possesses
a relatively narrow phase field, which widens with increasing temperature,
but its width never exceeds a few percent [21].

Al-Pd-Mn is the quasicrystalline material for which the largest body of
diffusion data is available. These data are displayed in the Arrhenius diagram
of Fig. 21.3. Self-diffusion of the Mn and Pd components as well as solute
diffusion of the transition elements Co, Cr, Fe, Ni, and Au and of the non-
transition elements Zn, Ga, In, and Ge has been investigated. For detailed
references, the reader may consult the already mentioned reviews [13, 14].
Inspection of Fig. 21.3 shows that the diffusivities can be grouped into two
major categories:
2 The radiosisotope 26Al has a half-life of 7×105 years. Its specific activity is very

low, its production requires an accelerator and is very expensive.
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Fig. 21.3. Tracer diffusion in single-crystals of icosahedral Al-Pd-Mn according to
Mehrer et al. [14]. Self-diffusion in Al is indicated as a long-dashed line

– Non-transition elements are relatively fast diffusers. Their diffusivities
are comparable, within one order of magnitude, to the self-diffusivity of
metallic aluminium (long-dashed line). Ga and Zn were studied to mimic
Al self-diffusion in the quasicrystal. Ga is isoelectronic to Al. Zn diffusion
is believed to be close to Al self-diffusion, since in metallic Al it is only
about a factor of 2 faster than Al [23].

– Transition elements are slow, in some cases extremely slow diffusers. For
example, diffusion of Fe at 700K is about 7 orders of magnitude slower
than Ga and Zn diffusion. The diffusion enthalpies of Fe, Co, and Cr are
high, almost twice as large as for Ga and Zn. The pre-exponential factors
of the transition elements are two to three orders of magnitude larger
than those of Zn and Ga [14].

Most of the diffusivities in Fig. 21.3 follow linear Arrhenius behaviour in
the whole temperature range investigated. For Pd and Au diffusion, studied
after implantation of the radioisotopes, a kink was reported in the Arrhenius
diagram around 773K by Frank and coworkers [25, 26]. The Arrhenius
parameters in the high-temperature regime are similar to those of the other
transition elements, whereas in the low-temperature regime very low values
of the activation parameters have been reported.
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The pressure dependence of diffusion of the non-transition element Zn and
of the transition element Mn has been studied [27]. The following activation
volumes were deduced:

∆V (Zn) = 0.74 Ω at 776 K , (21.1)
∆V (Mn) = 0.67 Ω at 1023 K . (21.2)

Ω denotes the mean atomic volume of icosahedral Al-Pd-Mn, which in the
case of Al-based Al-Pd-Mn is not much different from the atomic volume
of Al. It is remarkable that there is no significant difference between the
activation volumes of the transition and the non-transition element indicating
that the diffusion mechanism of both elements is basically the same. The
magnitudes and signs of these activation volumes are similar to those observed
for metals, which are attributed to vacancy-mediated diffusion (see Chap. 8).

Diffusion in crystalline materials is mediated by point defects (Chaps. 6,
17, 19, 20, 26). In metallic elements and alloys, vacancy-type defects are
responsible for the diffusion of matrix atoms and of substitutional solutes.
In quasicrystals, as in crystalline alloys, vacancies are present in thermal
equilibrium as demonstrated in positron annihilation studies by Schaefer
and coworkers [28, 29]. Phasons are additional point defects which are
specific to quasicrystalline materials [30]. It has been suggested theoretically
by Kalugin and Katz [31] that, in addition to vacancies, phason flips might
contribute to some extend to self- and solute diffusion in quasicrystals.

Remembering that Al is the major component in icosahedral Al-Pd-Mn,
one is prompted to compare its diffusion data to those of aluminium. Fig-
ure 21.4 shows an Arrhenius diagram of Al self-diffusion together with the
diffusivities of those transition and non-transition elements which were also
studied in icosahedral Al-Pd-Mn. A comparison of Fig. 21.3 and 21.4 supports
the following conclusions:

1. Diffusion of Zn and Ga in icosahedral Al-Pd-Mn and in Al obey very
similar Arrhenius laws. This suggests that Zn and Ga diffusion in icosa-
hedral Al-Pd-Mn is vacancy-mediated as well and restricted to the Al-
subnetwork of the quasicrystalline structure (Fig. 21.2).

2. The diffusivities of Zn and Ga are close to self-diffusion of Al. The acti-
vation enthalpies and pre-exponential factors of Ga (113 kJmol−1, 1.2 ×
10−5m2 s−1) and Zn (121 kJmol−1, 2.7 × 10−5m2 s−1) in icosahedral Al-
Pd-Mn [14] and those of Al self-diffusion in metallic Al (123.5 kJmol−1,
1.37 × 10−5m2 s−1 [24]) are very similar. This suggests that Zn and Ga
diffusion provide indeed good estimates for Al self-diffusion in icosahedral
Al-Pd-Mn. Al self-diffusion could not be investigated due to the lack of
a suitable Al tracer (see above).

3. Diffusion of solutes in icosahedral Al-Pd-Mn and in Al are both char-
acterised by a ‘wide spectrum’ of diffusivities, ranging from very slow
diffusing transition elements to relatively fast diffusing non-transition el-
ements. Self-diffusion and diffusion of substitutional solutes in Al are both
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Fig. 21.4. Self-diffusion and diffusion of solutes in Al according to [14]

mediated by vacancies. The striking similarities between the spectra of
solute diffusion in both materials, apart from minor differences in detail,
are a strong argument in favour of a vacancy-type mechanism in icosa-
hedral Al-Pd-Mn as well. As discussed in Chap. 19, the slow diffusion
of transition elements in Al can be attributed to a repulsive interaction
between vacancy and solute.

In the low-diffusivity regime, the diffusivities of Pd and Au in icosahedral
Al-Pd-Mn are distinctly higher than expected from an extrapolation of the
Arrhenius-laws corresponding to the high-diffusivity regime. The low pre-
exponential factors found for Pd and Au diffusion in this regime are orders of
magnitude too small to be reconcilable with diffusion mechanisms operating
in crystalline solids. A tentative explanation attributes this low-diffusivity
regime to phason-flip assisted diffusion [14, 25, 26]. This explanation is in-
timately related to the quasicrystalline structure. Hence, it cannot work for
substitutional solutes, like the normal diffusers Zn or Ga, residing almost
exclusively in the Al subnetwork. However, it does work for intermediate
diffusers such as Au and Pd by promoting their interchange between the
subnetworks.
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Icosahedral Zn-Mg-RE: Zn-Mg-RE alloys (RE = rare earth element) are
the prototype of non-Al-based quasicrystalline alloys. In these phases, Zn is
the base element with a content of about 60 at. % (Table 21.1). These qua-
sicrystals are considered to belong to the Frank-Kaspar type phases, which
are characterised by an electron to atom ratio of about 2.1. Their structureal
units are Bergman clusters [32], which are formed by dense stacking of tetra-
hedra, relating them to the Frank-Kaspar phases [33]. Three quasicrystalline
phases have been found: a face-centered icosahedral (fci) phase, a simple cu-
bic icosahedral (si) phase, and a phase with decagonal structure. Crystalline
structures which are related to the quasicrystalline phases are found as well
(for references see, e.g., [16]).

Tracer diffusion experiments of 65Zn have been performed on icosahe-
dral Zn64.2Mg26.4Ho9.4 and Zn60.7Mg30.6Y8.7 quasicrystals [34] grown by the
top-seeded solution-growth technique [16]. Diffusion data are displayed in
Fig. 21.5 together with tracer diffusion of 65Zn in a related crystalline Zn-
Mg-Y phase with hexagonal structure. It is not surprising that Zn diffusion

Fig. 21.5. Self-diffusion of 65Zn in icosahedral Zn64.2Mg26.4Ho9.4 and
Zn60.7Mg30.6Y8.7 quasicrystals and in a related hexagonal phase (h-ZnMgY) ac-
cording to Galler et al. [34]. Dashed lines: self-diffusion in Zn parallel and per-
pendicular to its hexagonal axis; dotted line: Zn diffusion in icosahedral Al-Pd-Mn
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in the closely related Zn-Mg-Ho and Zn-Mg-Y quasicrystals proceeds at al-
most identical rates. Its diffusion is, however, slower than self-diffusion in
metallic Zn. This difference can be attributed only partly to the different
melting temperatures of Zn (693K) and Zn-Mg-Ho (863K). In a tempera-
ture scale normalised to the respective melting temperatures, Zn self-diffusion
in hexagonal Zn is still about one order of magnitude faster. Zn diffusion in
icosahedral Al-Pd-Mn (dotted line) proceeds about one order of magnitude
faster than Zn diffusion in the Zn-based quasicrystals. A comparison between
Zn diffusion in the Zn-based quasicrystals and the ternary crystalline com-
pound with similar composition reveals similar diffusivities of Zn diffusion
in particular for diffusion perpendicular to the hexagonal axis. These facts
and the magnitude of the pre-exponential factors for Zn diffusion in both
quasicrystals (Zn-Mg-Ho: 3.9×10−3 m2 s−1; Zn-Mg-Y: 3.3×10−3 m2 s−1) are
hints that diffusion in these materials is vacancy-mediated as well.

21.2.2 Decagonal Quasicrystals

Decagonal phases belong to the category of two-dimensional quasicrystals.
They exhibit quasiperiodic order in layers perpendicular to the decagonal
axis, whereas they are periodic parallel to the decagonal axis [35]. The ternary
systems Al-CoAl-NiAl and Al-CoAl-CuAl are characterised by the formation
of decagonal phases; no icosahedral phases are observed [21]. The field of
the decagonal phase is elongated with respect to a widely varying Ni to Co
ratio. In contrast, only a slight variation of the Al content is possible without
leaving the phase field with quasicrystalline order.

Diffusion of several tracers has been studied on oriented single crystals
parallel and perpendicular to the decagonal axis and also in polycrystals.
Diffusion data for decagonal Al-Ni-Co are summarised in Fig. 21.6. Self-
diffusion of both minority components (solid lines) has been studied on
single crystals of Al72.6Ni10.5Co16.9 using 57Co and 63Ni as radiotracers by
Khoukaz et al. [37, 38]. Diffusion of 63Ni has been studied by the same
authors studied on polycrystals of the composition Al70.2Ni15.1Co14.7. Data
obtained by Nakajima and coworkers for diffusion of 60Co in decagonal
Al72.2Ni11.8Co16 are shown as dashed lines [13, 36]. Employing SIMS pro-
filing, diffusion of Ga has been studied to mimic Al diffusion by Galler
et al. [34].

Co diffusion data are available for two slightly different alloys. Co diffusion
depends only weakly on composition. Diffusion of Co and Ni in both principal
directions obey Arrrhenius laws. It is remarkable that no significant deviation
from Arrhenius behaviour has been detected down to the lowest tempera-
tures. In a temperature scale normalised with the melting temperatures, the
diffusivities of Co and Ni in decagonal Al-Ni-Co and the (vacancy-mediated)
self-diffusivities of metallic Co and Ni [39] are fairly close to each other. Dif-
fusion of Ga is several orders of magnitude faster than diffusion of the tran-
sition elements Co and Ni. As in icosahedral Al-Pd-Mn, the non-transition
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Fig. 21.6. Self-diffusion of 65Ni, 60Co, and 57Co in decagonal Al-Ni-Co quasicrys-
tals from [14, 34, 36]. Monte Carlo simulations of Al diffusion are also shown [40]

element diffuses significantly faster than the transition elements. Diffusivities
deduced from molecular dynamic simulations for Al self-diffusion in Al-Ni-Co
by Gähler and Hocker [40] also shown in Fig. 21.6. The magnitude of the
Al diffusivities and the sign of the diffusion anisotropy are similar to those
of Ga diffusion, supporting the view that Ga is indeed suitable to mimic Al
self-diffusion.

The combination of crystalline and quasicrystalline order makes decagonal
Al-Ni-Co particularly interesting from the viewpoint of diffusion mechanisms.
Quasicrystalline order exists only in layers perpendicular to the decagonal
axis, whereas periodic (crystalline) order prevails parallel to the decagonal
axis. If a diffusion mechanism would dominate, which is specific to quasiperi-
odic order, one should expect that diffusion within the layers perpendicular
to the decagonal axis is faster than parallel to it. Phasons are specific to
quasiperiodic order and phason-mediated diffusion should cause a diffusion
anisotropy with slower diffusion in the direction of the decagonal axis. Fig-
ure 21.6 shows that for Co and Ni diffusion the anisotropy is very small.
For 60Co diffusion in Al72.2Ni11.8Co16 the anisotropy is even opposite to
the expectation for phason-dominated diffusion in the whole temperature
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range [13]. This is even more so for Ga diffusion, where diffusion parallel to
decagonal axis is clearly faster than perpendicular to the axis.

The magnitude of the diffusion anisotropy Co and Ni in decagonal Al-Ni-
Co is similar to the anisotropies reported for uniaxial metals (see Chap. 17).
For self-diffusion in the hexagonal metals Be, Mg, Zn, and Cd and for tetrag-
onal In and Sn, the diffusivities parallel and perpendicular to the axis, differ
by not more than a factor of 2 (see Chap. 17 and [39]). Whereas in Zn and Cd,
diffusion parallel to the hexagonal axis is slightly faster, the opposite is true
in Be and Mg. The similarities between the small diffusion anisotropies of
uniaxial metals and the decagonal quasicrystals provides additional evidence
for vacancy-mediated diffusion in decagonal Al-Ni-Co.
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Part IV

Diffusion in Semiconductors



22 General Remarks on Semiconductors

The present chapter and the two subsequent ones deal with diffusion in the
elemental semiconductors Si and Ge. Semiconducting materials play a major
rôle in high-tech equipment used in industry and in daily life. Silicon (Si)
is the most important semiconductor for the fabrication of microelectronic
devices such as memory and processor chips for computers and solar cells for
energy production in photovoltaic devices. Germanium (Ge) constitutes the
base material for γ-radiation detectors. Gallium arsenide (GaAs) and other
compounds of group III and group V elements of the periodic table are mainly
used in opto-electronic and high-frequency devices such as solid-state lasers in
compact-disc players and receivers in cellular phones. SiC is a semiconductor
with large band gap and has potential for applications in devices that must
operate at high temperatures, high frequencies, and under irradiation.

We remind the reader that both Si and Ge crystallise in the diamond
structure. Many III-V compounds like GaAs occur in the zinc blende struc-
ture, which is closely related to the diamond structure. In both structures,
the Bravais lattice is face-centered cubic and the structure can be created
by the translation of two atoms at the positions (0,0,0) and a

4 (1,1,1), where
a is the cubic lattice parameter. In the diamond structure, both positions
are occupied by the same type of atoms; in the zinc blende structure, the
basis is formed by two different types of atoms (Fig. 22.1). In both cases the

Fig. 22.1. Diamond structure of Si and Ge (right) and zinc blende structure (left)
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Table 22.1. Crystal structure, lattice parameters, and band gaps of Si, Ge, and of
some III-V compound semiconductors according to Shaw [1]

Crystal Structure Lattice Band gap
parameter at 300 K in eV,
in nm type of band gap

Silicon (Si) Diamond 0.543095 1.120, indirect
Germanium (Ge) Diamond 0.564613 0.663, indirect
Gallium nitride (GaN) Wurtzite a: 0.3111,

c: 0.4978 3.7, direct
Gallium phosphide (GaP) Zinc blende 0.54512 2.261, indirect
Gallium arsenide (GaAs) Zinc blende 0.56532 1.435, direct
Gallium antimonide (GaSb) Zinc blende 0.60959 0.72, direct
Indium phosphide (InP) Zinc blende 0.58687 1.351, direct
Indium arsenide (InAs) Zinc blende 0.60584 0.35, direct
Indium antimonide (InSb) Zinc blende 0.64794 0.280, direct

coordination number is 4, each atom is surrounded by a tetrahedron of four
neighbouring atoms, and the bonding is covalent. The crystal structure, the
lattice constant, the ambient temperature band gap energy, and the type of
band gap are listed for the elemental group IV semiconductors and for some
III-V compound semiconductors in Table 22.1. We note that both Si and Ge
are semiconductors with indirect band gaps, whereas most compound semi-
conductors have direct band gaps. We also note that the packing density of
atoms in semiconductor structures is considerably lower than in close-packed
metals. Silicon-carbide (SiC) crystallises in various polytypes and has a very
high melting temperature of 2545 ◦C. Depending on the polytype the band
gap lies between 2.39 and 3.26 eV.

22.1 ‘Semiconductor Age’ and Diffusion

Periods of mankind are named after materials: stone age, bronze age, and
iron age. In the 1970s the number of publications about semiconductors out-
numbered for the first time those about steels and some people started to
denote the present period as the ‘semiconductor age’. This development was
initiated in 1945, when a research group at the Bell Telephone Laboratories
in the United States was established to focus on a better understanding of
semiconductors. Vacuum tube technology had fully matured at that time but
it had become also clear that the short life and the high power consumption of
tubes would limit further progress in telephony and other electronic endeav-
ours. The transistor effect was discovered in 1947 by William B. Shockley,
John Bardeen and Walter H. Brattain, three members of the Bell Labs
group, who received the Nobel prize in physics in 1956 ‘. . . for their studies
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of semiconductors and the invention of the transistor effect.’ This invention
triggered one of the most remarkable odysseys in the history of mankind, from
the point-contact transistor via grown-junction transistors, alloy transistors,
mesa transistors to planar transistor and numerous other microelectronic de-
vices. This journey continues until the present day. Semiconductors produced
a revolution in mankind at least as profound as the introduction of steam en-
gines and steel. Nowadays, semiconductor electronics pervades our life and
has an impact on everything that we do at work or at home.

There was some basis for an understanding of the physics of semiconductor
materials already in the 1940s. The concept of band gaps existed. Two types
of conduction, already named n-type and p-type, had been identified and
attributed to the presence of certain impurities (nowadays called dopants) in
very small concentrations. What were called p-n junctions had been found
within ingots formed by melting and refreezing the purest silicon then com-
mercially available. In pure semiconductor crystals all valence electrons are
used to form bonds of a completely occupied valence band, which is sepa-
rated by the band gap from the conduction band. The latter is empty at low
temperatures. Thermal excitation across the band gap can create electrons in
the conduction band and ‘missing electrons in the valence band’, which are
called holes. Electrons and holes give rise to the intrinsic carrier density and
the associated conductivity of a semiconductor. The carrier density increases
according to a Boltzmann factor containing the gap energy.

Although the first transistor – and about ten years later the first inte-
grated circuits – were made not from Si but from its sister element Ge, it was
soon understood that Si would be a better transistor material than Ge for
most applications. This mainly resulted from the higher band gap of Si (see
Table 22.1). In Ge at room temperature, the thermal generation of minority
carriers led to substantial reverse currents in p-n junctions. The reverse cur-
rent in Si was orders of magnitude smaller and made the material a superior
rectifier.

However, at the beginning of the odyssey there was much uncertainty,
much still unknown. The highest purity of semiconductors available was or-
ders of magnitude above the purity that was eventually needed. Semicon-
ductor materials were polycrystals and frequently used in powder form. The
chemist Jan Czochralski (1885–1953), who was born in West Prussia, Ger-
many, (now part of Poland), developed the Czochralski (CZ) process. This
process has been used since the 1950s to grow semiconductor single crystals.
The most serious problem with Si was that critical chemical and metallurgical
processes all took place at higher temperatures than with Ge. These problems
were solved and oriented single crystals of silicon, germanium and of III-V
compounds could be grown. Nowadays, high-purity and high-perfection CZ
silicon single crystals 30 cm in diameter and 2m long, weighing 150 kg are
commercial standard and are used in the production of silicon wafers. The
production of larger crystals is on the way.



388 22 General Remarks on Semiconductors

Foreign atoms incorporated in the crystal lattice are vital for the electronic
properties of semiconductors. The group III elements boron (B), aluminium
(Al), gallium (Ga), indium (In) in Si and Ge and Zn in GaAs act as accep-
tors since they can pick an electron from the valence band by creating a hole.
The donor elements phosphorus (P), arsenic (As), antimony (Sb), bismuth
(Bi) in Si and Ge can provide electrons to the conduction band. The con-
ductivity (resistivity) of a semiconductor can be changed by the process of
doping by several orders of magnitude, about eight orders in the case of silicon
(Fig. 22.2). The in-diffusion of doping elements into the semiconductor sur-
face is an important process during device fabrication, whereas background
doping is performed by adding the doping element to the semiconductor melt
during the crystal growth process.

A further important observation was made at Bell Laboratories in 1955.
A thin layer of silicon dioxide grown by thermal oxidation on the surface
of silicon prior to diffusion could mask the diffusion of certain donor and
acceptor elements into Si. It was also discovered that diffusion would occur
unimpeded through windows etched into the oxide layer. Somewhat later it
was shown that certain photoresists deposited at the oxide surface prevent
etching of the oxide. Hence, optical exposure of the resist by projection or
through contact masks could be used to create precise window patterns in

Fig. 22.2. Resistivity of various materials and silicon of various doping levels
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the oxide and in turn provide precise control of the areas in which diffusion
would occur. This combined process of photolithography and oxide masking
(photoresist process) has since been developed to a precision that can be
controlled to sub-micrometer scales. This development complements the pre-
cision of the depth control of junctions diffused into the Si surface, providing
the means to control the fabrication of devices in three dimensions to the
precision of a fraction of a micron. These advances also ended the rôle of
Ge as a major player. No material was found that would provide diffusion
masking for Ge.

Transistor densities on integrated circuits manufactured on Si wafers have
increased exponentially over decades, by a succession of lithography tech-
niques, which are used in chip making to project patterns on wafers. Gordon
Moore, a co-founder of the Intel Company, says ‘. . . the number of elements
on a microchip and the switching speed double every eighteen month’ – a rule
that has worked for over 40 years.

The greatest impact of the III-V compound semiconductors has not been
in the areas dominated by Si. Its applications depend one unique properties
of these compounds. One class of applications is based on the transfer of high-
mobility electrons from the conduction-band minimum to the low-mobility
indirect minimum such as that found in GaAs and other direct band gap
semiconductors. One rapidly evolving technology based on electrolumines-
cence is optoelectronics, where Si and Ge still cannot compete with direct
band gap III-V compounds. Electroluminescence is the emission of light as-
sociated with the application of a small voltage. In 1962, the observation
of high quantum efficiencies in the infrared for GaAs and in the visible for
GaP, and the achievement of laser action in GaAs resulted in considerable
research and development activity on III-V compounds. It has been demon-
strated later that high-brightness light emitting diodes (LED’s) based on
III-V GaN compound devices can be used for interior and exterior applica-
tions in automobiles and in traffic lights.

Silicon-carbide is a material with high potential for some niche applica-
tions due to its high melting temperature, its large band gap and its high
thermal conductivity. These applications include high-temperatures up to
1000 ◦C, high voltages, and applications under conditions of particle irradia-
tion. Recent improvements of the quality and size of SiC wafers are promising
for SiC microelectronic devices.

We end this section by drawing the reader’s attention to literature about
the significance of semiconductors [2–5].

22.2 Specific Features of Semiconductor Diffusion

The advent of microelectronic and optoelectronic devices has strongly stimu-
lated the interest in diffusion processes in semiconductors, because solid-state
diffusion is used as a fundamental process in their manufacture. Elements
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from different parts of the periodic table have been studied with respect to
their diffusion behaviour for various reasons:

– Shallow dopants such as B, P in Si, As, Ga in Ge and Zn in GaAs deter-
mine the conductivity type of the material.

– The light elements O and C are major contaminants and difficult to elimi-
nate during chemical processing and crystal growth. In Czochralski-grown
Si single crystals, oxygen plays a crucial rôle for impurity gettering.

– Some impurities introduce deep levels in the forbidden gap of the semicon-
ductors. Such impurities like Au in Si are useful for effective electron-hole
recombination in fast switching devices. Another example is Cr, which is
used for electronic compensation of hard to avoid donors and acceptors
in GaAs.

– Fast diffusing metallic impurities are feared for their detrimental effects on
device performance. Well-known examples are Fe and Ni in Si and Cu in
Ge. Without taking severe precautions, these metals are unintentionally
introduced during high-temperature processes.

– Other metallic elements are deliberately deposited on semiconductor sur-
faces to produce ohmic or rectifying contacts.

– Last but not least, several elements are of interest from a fundamental
point of view:
– Diffusion of self-atoms is the most basic diffusion process. Therefore,

its understanding is important.
– The diffusion of hybrid solutes such as Au, Pt, Zn, Ir in Si and Cd,

Zn in GaAs can provide information on native point defects. Hybrid
solutes dissolve on substitutional and interstitial sites of the host crys-
tal. Their diffusivity in the interstitial state is much higher than in the
substitutional state.

To be able to predict and control diffusion steps is important for the design
and development of semiconductor devices. If diffusion exhibited only simple
behaviour following from Fick’s laws for constant diffusivity, the prediction
of the diffusion behaviour would then be a straightforward task, limited only
by the accuracy of the diffusion data. That diffusion in semiconductors can
be considerably more complicated became apparent in the early 1960s and
continues to the present day. The scientific and technological problems that
have emerged are associated with the fact that in semiconductors particular
factors influence diffusion. Such factors are:

1. The covalent bonding entails relatively high formation enthalpies of in-
trinsic point defects such as vacancies and self-interstitials. As a conse-
quence, the concentrations of point defects in thermal equilibrium are
orders of magnitude lower than in metals (see Chap. 5).

2. The open structure of the diamond and zinc blende lattice favours inter-
stitial incorporation of self- and foreign atoms. For this reason, interstitial
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diffusion and interstitial-substitutional exchange diffusion of hybrid so-
lutes via the dissociative or kick-out mechanisms, (see Chaps. 6 and 25)
are more prominent in semiconductors than in metals.

3. Beside vacancies, self-interstitials may act as diffusion vehicles. It is gen-
erally accepted that shallow dopants in silicon and host atoms exchange
with both types of intrinsic point defects. This so-called dual mechanism
gives rise to a variety of complex diffusion phenomena.

4. The covalent bonding between the host atoms limits the solubility of
most foreign atoms to ppm ranges. This also implies that small amounts
of solute substance can act as inexhaustible diffusion sources.

5. Commercially available semiconductors are extremely pure. Impurity lev-
els are commonly below about 0.1 ppm. Therefore, stringent precautions
must be taken in order to reduce impurity contamination during sample
preparation and diffusion treatments.

6. Some semiconductor materials can be grown as single crystals with very
high perfection. Dislocations densities vary from values as low as 103 to
104 cm2 (GaAs) to virtually zero (Si). Germanium crystals with dislo-
cation densities in the range 103 to 105 cm−2 are quite common. Grain
boundaries and dislocations, which usually help attain the equilibrium
concentration of point defects, are often absent. Then, only free surfaces
can act as sinks or sources for the annihilation or creation of point defects.

7. Electronic effects play an important rôle in semiconductors:
a) The electric-field effect accounts for the diffusion drift, which is due to

the electric field built-up by inhomogeneous distributions of dopants.
b) The Fermi-level effect describes changes in the equilibrium concentra-

tion of intrinsic point defects or in the solute solubilities, caused by
shifts of the Fermi level. These changes are due to the fact that point
defects and solute atoms can occur in various charge states (neutral
and ionised). Shifts of the Fermi level originate either by background
doping or can be induced by the diffusing species itself.

c) Self-doping during the diffusion of a solute, which acts as dopant, can
lead to non-Fickian diffusion profiles. Due to the larger band gap the
Fermi-level effect is more important in GaAs than in Si and Ge. For
the elemental semiconductors it is detectable in diffusion mainly at
high doping concentrations.

d) Ion-pairing effects arise from the Coulomb interaction between
charged solute atoms and intrinsic point defects.

8. Surface reactions proceeding under certain ambient conditions may
strongly influence solute diffusion. Oxidation-enhanced or -retarded diffu-
sion is a well-known example. The crucial rôle of self-interstitials injected
into silicon by the oxidising SiO2/Si interface is a widely accepted exam-
ple.

9. Point defects such as vacancies and self-interstitial, if created or annihi-
lated for example in dissociative or kick-out reactions with hybrid solutes,
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can occur in under- or oversaturation (see Chap. 25). This is because grain
boundaries and dislocations, which usually help attain the equilibrium
concentration of point defects, are often absent in perfect semiconductor
crystals.

A comprehensive collection of diffusion data in Si and Ge, Si-Ge, and SiC
alloys has been assembled by Stolwijk and Bracht [6]. Diffusion data for
silicides are summarised by Gas and d’Heurle [7] and those for compound
semiconductors by Dutt and Sharma [8]. Solubility data for solutes in Si
have been collected by Bracht and Stolwijk and for solutes in Ge by
Stolwijk and Bracht and can be found in [10]. Chemical diffusion data
in inhomogeneous semiconductor compounds are summarised by Bruff and
Murch [9]. The subjects of diffusion and point defects in semiconductors
have been treated in a textbook [1] and many reviews [11–20].
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23 Self-diffusion in Elemental Semiconductors

Compared with metals, self-diffusion in semiconductors is a very slow pro-
cess. For the elemental semiconductors this is illustrated in Fig. 23.1, in which
the self-diffusivities of Si and Ge are compared with those of typical metals.
At the melting temperature Tm, self-diffusion in Si and Ge is at least four
orders of magnitude slower than in metals. This difference increases at lower
temperatures due to the relatively large activation enthalpies of the semicon-
ducting materials. Generally speaking, the origin of these differences and of
others to be discussed in the present chapter and in the two subsequent ones
lies in the difference between metallic and covalent bonding.

The basic question is the same as in the case of metals: What are the
mechanisms of self-diffusion? Does it occur by a vacancy or an interstitialcy
mechanism (see Chap. 6)? The usual way to answer this question is to de-
termine the mobility and the equilibrium concentration of point defects sep-

Fig. 23.1. Self-diffusion of Si and Ge and of some metals (Cu, Au, Na) in a ho-
mologous temperature scale
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arately as functions of temperature and to check whether they are able to
account for the measured values of self-diffusion. In the case of metals, direct
techniques such as differential dilatometry, positron annihilation, or quench-
ing from high temperatures (see Chap. 5) have thrown considerable light
on point defects and diffusion. Up to now, it has not been possible to de-
duce reliable information on the concentration of equilibrium point defects
in semiconductors by any of the direct techniques.

Very likely, these ‘conventional’ techniques fail for semiconductors, be-
cause the equilibrium concentrations of intrinsic point defects are extremely
small, presumably less or much less than one ppm near the melting tem-
perature. This implies that point defect concentrations are below the present
detection limits of the above mentioned techniques. This is in accordance with
the low self-diffusivities, which can be attributed largely to low equilibrium
concentrations of intrinsic defects.

For Si and Ge, the above questions had to be answered by employing
less direct approaches. In this context, the study and thorough analysis of
foreign atom diffusion turned out to be a useful tool. For example, this tool
permitted to separate the contributions of vacancies and self-interstitials to
the self-diffusion coefficient of silicon (see below).

23.1 Intrinsic Point Defects and Diffusion

Unlike in metals, in semiconductors not only vacancies (V ) but also self-
interstitials (I) are relevant for atomic transport. The thermal concentration
of self-interstitials, Ceq

I , and their diffusivity, DI , are described by

Ceq
I = exp

(
SF

I

kB

)
exp

(
− HF

I

kBT

)
and

DI = gIa
2ν0

I exp
(
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I
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)
exp

(
−HM

I

kBT

)
, (23.1)

where HF
I and HM

I are the formation and migration enthalpies, SF
I and SM

I

denote the respective entropies of self-interstitial formation and migration,
a is the lattice parameter, gI = 1/4 is the geometry factor for interstitialcy
diffusion, and ν0

I an attempt frequency of the order of the Debye frequency.
The thermal concentration of vacancies, Ceq

V , and their diffusivity, DV , are
described by
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, (23.2)
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where HF
V and HM

V are the formation and migration enthalpies, SF
V and SM

V

denote the respective entropies. gV = 1/8 is the geometry factor for vacancy
diffusion in the diamond structure and ν0

V the vacancy attempt frequency.
Vacancies and self-interstitials in semiconductors may carry electronic

charge due to the energy levels of the defects in the band gap (see Chap. 5).
At room temperature, the relative abundancies among the differently charged
point defects can be readily changed by n- or p-doping of the base material.
By contrast, at the elevated temperatures usually encountered in diffusion
experiments, doping levels as high as 1025 m−3 are necessary to render Ge or
Si electronically extrinsic (see, e.g., the textbook of Sze [1]). In GaAs lower
dopant concentrations of 1024 m−3 are already enough for extrinsic behaviour
at 1200K. This is a consequence of the higher band gap energy of GaAs and
of the associated lower intrinsic carrier concentrations compared to Ge and
Si. In what follows, we concentrate on elemental semiconductors. Then, it is
often sufficient to consider intrinsic conditions.

Despite their weak sensitivity in elemental semiconductors to doping, Ceq
I

and Ceq
V as well as Ceq

I DI and Deq
V DV contain contributions of several charge

states [2, 3]:

Ceq
I = Ceq

I0 + Ceq
I+ + Ceq

I2+ + . . . (23.3)

Ceq
V = Ceq

V + + Ceq
V 0 + Ceq

V − . . . , (23.4)

and

Ceq
I DI = Ceq

I0 DI0 + Ceq
I+DI+ + Ceq

I2+DI2+ + . . . (23.5)

Ceq
V DV = Ceq

V +DV + + Ceq
V 0DV 0 + Ceq

V −DV − + . . . . (23.6)

I0, I+, I2+, V +, V 0, V −, . . . denote charge states of self-interstitials and va-
cancies. Unfortunately, it is still not unambigously known which configura-
tions dominate at various temperatures in Si [3]. On the other hand, there is
more information on vacancy charge states in Ge [5] (see below). However,
for Ge and Si self-diffusion in intrinsic material it often suffices to utilise
the overall transport product of self-interstitials, Ceq

I DI , relative to that of
vacancies, Ceq

V DV .
The transport products are intimately connected with the tracer diffusiv-

ities of host atoms [4–6]. Taking into account contributions of the vacancy
and of the interstitialcy mechanism to self-diffusion, the tracer diffusivity is
given by

D∗ = fIC
eq
I DI + fV Ceq

V DV + Dex︸︷︷︸
≈ 0

. (23.7)

fI = 0.7273 is the correlation factor for the interstitialcy mechanism and
fV = 0.5 for the vacancy mechanism in the diamond lattice (see Ta-
ble 7.2). Dex stands for a possible contribution from a direct exchange of
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crystal atoms. However, first-principles calculations of self-diffusion coeffi-
cients have shown that Dex plays no rôle [26] and no experimental evi-
dence has been found for direct exchange. In the following we omit this term
in Eq. (23.7).

The self-interstitial can be the major diffusion vehicle under certain condi-
tions, e.g., in Si at high temperatures or in GaAs under heavy p-doping. This
does not necessarily mean that the self-interstitial concentration in thermal
equilibrium, Ceq

I , is higher than the equilibrium concentration of vacancies,
Ceq

V . What counts from the standpoint of diffusion is the magnitude of the
transport product Ceq

I DI relative to Deq
V DV . A low defect concentration may

be overcompensated by a high defect mobility. This is the case for Si, where
Ceq

I � Ceq
V but nevertheless Ceq

I DI > Deq
V DV holds at high temperatures.

By contrast, vacancies are the major diffusion vehicles in Ge (see below).

23.2 Germanium

Self-diffusion studies in germanium have been performed by radioactive trac-
ers (71Ge or 68Ge). Letaw et al. [7] and Valenta and Ramasashtry [8]
used radiotracer techniques in combination with either mechanical or chem-
ical sectioning techniques. In the latter case, the effect of heavy doping was
also studied. Widmer and Gunter-Mohr [9] employed neutron activated
natural Ge, in which 71Ge is the most abundant radioisotope, and either
the Steigmann or the Gruzin technique (see Chap. 13) in combination with
grinder sectioning. Campbell [10] studied the simultaneous diffusion of the
radioisotopes 71Ge and 77Ge at 900 and 925 ◦C and deduced the isotope
effect therefrom. Vogel et al. [11] and Werner et al. [12] used 71Ge
and employed a sputtering technique for serial sectioning (see Chap. 13).
In [12] the influence of n- and p-doping and the effect of hydrostatic pres-
sure on self-diffusion was also investigated. Fuchs et al. [13] used stable
70Ge/74Ge isotope heterostructures grown by molecular-beam epitaxy and
SIMS profiling after interdiffusion.

The overall agreement between self-diffusion data of various authors is
good (Fig 23.2). The temperature dependences are well described by Arrhe-
nius laws and the activation parameters obtained from the measurements of
different groups (D0: 7.8×10−4 to 44 ×10−4 m2 s−1; ∆H : 2.97 eV to 3.14 eV)
are not much different. The pre-exponential factors of Ge are larger than the
D0 values for typical metals (see Chap. 17). The corresponding self-diffusion
entropy is about 10 kB for Ge, whereas for close-packed metals values between
1 and 3 kB are common.

It is commonly agreed (see, e.g., [4–6]) that self-diffusion in Ge occurs by
a vacancy mechanism. This interpretation is among other observations (see
also Chaps. 24 and 25) supported by the following ones:

– Measurements of the dependence of the diffusion coefficient on the isotope
mass (isotope effect) have been performed by Campbell using the isotope
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Fig. 23.2. Self-diffusion coefficients of Ge measured by tracer methods [7–9, 11,
12]

pair 71Ge/77Ge [10]. The following values of the isotope effect parameter
E (see Chaps. 24 and 25) have been reported:

E = f∆K = 0.25 to 0.3 (23.8)

The correlation factor f for a vacancy mechanism in the diamond struc-
ture is 0.5. Hence, the interpretation in terms of a vacancy mechanism
requires values of the kinetic energy factor ∆K = 0.5 to 0.6. Such values
are smaller than the values of ∆K ≈ 0.9, which are typical for monova-
cancies in close-packed metals. ∆K decreases with the number of atoms
with which the diffusing atom shares its kinetic energy in the saddle point.
It has been concluded that in close-packed metals the vacancy is rather
localised with only small relaxation of neighbouring atoms whereas in ger-
manium it is more relaxed [5]. This is in accordance with the relatively
large diffusion entropy mentioned above.

– The doping dependence of Ge self-diffusion has been attributed to the va-
cancy mechanism with contributions of neutral and charged vacancies.
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Diffusion-mediating defects in semiconductors occur in various charge
states (see above and Chap. 5). The equilibrium concentration of charged
defects depends on the position of the Fermi level. A vacancy in ger-
manium has an acceptor level in the lower half of the band gap [4]. If
self-diffusion proceeds via neutral vacancies (V 0) and singly charged va-
cancies (V −), the total tracer self-diffusion coefficient D∗ is given by

D∗ = D∗
V 0 + D∗

V − , (23.9)

where D∗
V 0 denotes the contribution of neutral vacancies and D∗

V − that
of charged vacancies. These contributions are given by

D∗
V 0 = fV gV a2ωV 0Ceq

V 0 and

D∗
V − = fV gV a2ωV −Ceq

V − , (23.10)

where fV is the correlation factor, gV a geometrical factor, and a the
lattice parameter. For the vacancy mechanism in the diamond lattice, we
have fV = 0.5 and gV = 1/8. Ceq

V 0 and Ceq
V − denote the concentrations

of neutral and charged vacancies in thermal equilibrium, ωV 0 and ωV −

the exchange jump rates between tracer atom and neutral and charged
vacancies, respectively.
For non-degenerate semiconductors it is readily shown (see Chap. 5) that

Ceq
V −(n)

Ceq
V −(ni)

=
n

ni
, (23.11)

where n and ni are the free electron densities in the doped and intrinsic
material, respectively. Combining Eqs. (23.9), (23.10), and (23.11) yields
for the ratios of self-diffusion under extrinsic and intrinsic conditions

D∗(n)
D∗(ni)

=
D∗

V 0(ni)
D∗(ni)

+
n

ni

D∗
V −(ni)

D∗(ni)
. (23.12)

This equation predicts a linear dependence of the tracer diffusivity on
the ratio n/ni. It is based on the assumption that the vacancy occurs in
a neutral and a single-acceptor state. The occurrence of additional charge
states would lead to additional terms in Eq. (23.12) with factors (n/ni)r

for an acceptor level and to (ni/n)r for a donor level, where r is the
multiplicity of the ionised state.
Figure 23.3 shows the ratio of Ge self-diffusion in doped germanium to
that in intrinsic germanium, D∗(n)/D∗(ni), versus the ratio of the free
electron densities, n/ni, according to [12]. The diffusivity increases with
n-doping and decreases with p-doping. In addition, Fig. 23.3 shows that
vacancies with a single-acceptor state are responsible for Ge self-diffusion
and that additional levels are not essential for the description of the doping
dependence of self-diffusion.
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Fig. 23.3. Doping dependence of Ge self-diffusion according to Werner et al. [12]

– Further information about the nature and properties of point defects in-
volved in the diffusion process has been deduced from the effect of pressure
on diffusion (see Chap. 8). Measurements of Ge self-diffusion under pres-
sure are reported in [12]. The activation volumes are comparatively small
and vary from 0.24 to 0.41 atomic volumes (Ω) as the temperature in-
creases from 876 to 1086K (Fig. 23.4). Values of the activation volume
for self-diffusion of gold are shown for comparison [14]. These larger val-
ues are typical for vacancy-mediated diffusion in close-packed metals. The
lower values for Ge support the concept that self-diffusion in Ge occurs
via vacancies, which are more relaxed or ‘spread-out’ than in close-packed
materials. The positive sign very likely excludes self-interstitials as the de-
fects responsible for Ge self-diffusion. For an interstitialcy mechanism the
activation volume should be negative (see Chap. 8).
The experimental activation volume increases with temperature. This in-
crease can be attributed to the fact that neutral and negatively charged
vacancies with differnet activation volumes contribute to self-diffusion.
The activation volume of the neutral vacancy contribution
(∆VV 0 = 0.56 Ω) is larger than that of the negatively charged vacancy
(∆VV − = 0.28 Ω) [12]. The experimental activation volume is an aver-
age value weighted with the relative contributions of the two types of
vacancies to the total self-diffusivity;

∆V = ∆VV 0
D∗

V 0

D∗ + ∆VV −
D∗

V 0−
D∗ . (23.13)

Since the contribution of charged defects becomes more significant with
decreasing temperature, the effective activation volume decreases.
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Fig. 23.4. Activation volumes of Ge self-diffusion according to Werner
et al. [12]. For comparison activation volumes of Au self-diffusion are also
shown [14]

23.3 Silicon

Natural silicon has three stable isotopes with the following abundances:
92.2% 28Si, 4.7% 29Si, and 3.1% 30Si. Self-diffusion studies on silicon are
aggravated by the fact that the only accessible radioisotope, 31Si, has a half-
life of 2.6 hours. This limits the time for a diffusion experiment. Nevertheless,
in view of the great importance of silicon as base material for microelectronic
devices several attempts have been made to apply tracer methods using either
the radioisotope 31Si, the stable enriched isotope 30Si, or isotopically con-
trolled heterostructures. Ghoshtagore [15] evaporated enriched 30Si layers
onto Si wafers, performed neutron activation of the sample after diffusion an-
nealing and subsequent chemical sectioning for profile analysis. Peart [16]
evaporated the radiotracer 31Si and utilised mechanical sectioning. Fairfield
and Masters [17] studied 31Si diffusion in intrinsic and doped Si and sec-
tioned the samples by chemical etching. Mayer et al. [18] and Hettich
et al. [19] sputter-deposited thin layers of neutron activated Si (contain-
ing 31Si) and used sputter sectioning for profile analysis. Hirvonen and
Anttila [20] and Demond et al. [21] implanted a layer of 30Si and studied
its diffusional broadening by a proton beam utilising the resonant nuclear re-
action 30Si(p, γ)31Si. Kalinowski and Seguin [22] evaporated layers of 30Si
and studied in-diffusion profiles by SIMS. The study by Bracht et al. [23]
employed stable silicon isotope heterostructures with highly enriched 28Si
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Fig. 23.5. Self-diffusion coefficients of Si measured by tracer methods [15–23]

layers. The heterostructures were grown by chemical vapour deposition on
natural Si wafers. Diffusion profiles of 29Si and 30Si isotopes were determined
by SIMS.

The data of the various authors are shown in Fig. 23.5. The results are
less consistent than those on Ge self-diffusion (see Fig. 23.2) and far less
consistent than those on self-diffusion in metallic elements (see, e.g., [24]).
This is surprising since in most of the above mentioned studies virtually
dislocation-free Si single crystals of high purity were used. The reason for
these discrepancies are not completely clear. Oxygen is one of the main im-
purities in both Czochralski-grown and float-zone single crystals. It is well-
known that oxidation at the surface or oxide formation or dissolution causes
deviations of intrinsic point defects from their thermal equilibrium concen-
trations. Implantation damage may be an additional reason for discrepancies
in those experiments where 30Si was implanted prior to diffusion. All earlier
experiments either suffer from the short half-life of 31Si or from the natural
abundance of stable 30Si, when enriched 30Si was used as tracer.
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Drawbacks of the earlier experiments have been avoided in the already
mentioned study with isotope heterostructures by Bracht et al. [23]. Nei-
ther a short-lived radioisotope nor the background of the natural 30Si limited
the experiment. An influence of the surface can very likely be also excluded,
since diffusion is observed near an interface of the isotope heterostructure.
Even at the lowest temperature no doping effects could be detected. Thus, it
is believed that these data reflect intrinsic behaviour of Si self-diffusion. Val-
ues of the self-diffusion coefficient cover about seven orders of magnitude and
the widest temperature range of all studies. Accordingly, the self-diffusivity
of intrinsic silicon is described by [23]

D∗ = 0.53 exp
(
−4.75 eV

kBT

)
m2 s−1 . (23.14)

Measurements of the tracer self-diffusion coefficient alone are not definitive
in establishing the self-interstitial and vacancy contributions to self-diffusion.
Additional information is needed and can be obtained, for example, from
the analysis of self- and foreign-atom diffusion experiments involving non-
equilibrium concentrations of intrinsic point defects. Below, we summarise
the main conclusions that have been drawn from such experiments concerning
Si self-diffusion [25].

The native point defect which predominantly mediates Si self-diffusion is
the self-interstitial. This conclusion is consistent with experimental data for
the transport product Ceq

I DI deduced from diffusion of hybrid foreign ele-
ments (see Chap. 25). The self-interstitial contribution, Ceq

I DI , is well-known
from diffusion studies of hybrid foreign atom diffusers (Au: [27], Zn: [28]).
Therefore, one can extract the vacancy term, Ceq

V DV in Eq. (23.7), from
the total self-diffusivity. From an analysis of Zn diffusion in Si Bracht
et al. [28] obtain:

Ceq
I DI = 0.298 exp

(
−4.95 eV

kBT

)
m2 s−1 . (23.15)

Using this expression, a fit of Eq. (23.7) to the most reliable self-diffusion
data [23] yields the vacancy transport product as:

Ceq
V DV = 0.92 × 10−4 exp

(
−4.14 eV

kBT

)
m2 s−1 . (23.16)

The temperature dependences of the transport products, Ceq
I DI and Ceq

V DV ,
are shown in Fig. 23.6 and compared with the self-diffusion data [23].
The agreement between D∗ and fIC

eq
I DI + fV Ceq

V DV (taking into account
the correlation factors) implies that self-diffusion is mediated by both self-
interstitials and vacancies. Ceq

I DI equals Ceq
V DV at about 890 ◦C and not

at temperatures between 1000 and 1100 ◦C as had been assumed earlier [4,
5]. At temperatures above 890 ◦C the self-interstitial contribution domi-
nates, whereas at lower temperatures vacancy-mediated diffusion dominates.
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Fig. 23.6. Si self-diffusion coefficients (symbols) compared with the self-interstitial
and vacancy transport products, Ceq

I DI and Ceq
V DV , according to Bracht

et al. [23]

Slightly different activation parameters for the transport products are re-
ported in [6] based on earlier studies.

The enthalpy and entropy of self-interstitial mediated diffusion obtained
from Eq. (23.15) are:

HSD
I = HF

I + HM
I = 4.95 eV and SSD

I = SF
I + SM

I ≈ 13.2 kB . (23.17)

Those for vacancy-mediated diffusion are

HSD
V = HF

V + HM
V = 4.14 eV and SSD

V = SF
V + SM

V ≈ 5.5 kB . (23.18)

Theoretical calculations of intrinsic point defect properties are in good agree-
ment with these values. Tang et al. [29] obtained from their tight-binding
molecular dynamic studies HSD

I = (5.18 ± 0.2) eV, HSD
V = (4.07 ± 0.2) eV,

and SSD
I = 14.3 kB. The first principles calculations of Blöchl et al. [26]

yield SF
V = (5 ± 2) kB leaving for SM

V values between 1 and 2 kB.
In conclusion, we can state that experiments and theory suggest that Si

self-diffusion is mediated by simultaneous contributions of self-interstitials
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and vacancies. Self-interstitials dominate at high temperatures whereas va-
cancies take over at lower temperatures.

The doping dependence of Si self-diffusion [5] allows the conclusion that
neutral as well as positively and negatively charged defects are involved in
self-diffusion. However, the data are not accurate enough to determine the
inidvidual terms in Eqs. (23.5) and (23.6). Since the total tracer diffusivity
as well as the transport products consist of several terms, Eqs. (23.15) and
(23.16) can only be approximations holding for a limited temperature range.
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24 Foreign-Atom Diffusion

in Silicon and Germanium

Diffusion of foreign atoms in Si and Ge is very important from a technological
point of view. Due to its complexity it provides a challenge from a scientific
point of view as well. Group-III elements B, Al, Ga and group-V elements P,
As, Sb are a special class of foreign elements known as dopants. Dopants are
easily ionised and act as donors or acceptors. Their solubility is fairly high
compared to most other foreign elements except group-IV elements. Diffu-
sion of dopants plays a vital rôle in diffusion-doping to create p-n junctions
of microelectronic devices. Diffusion also controls the incorporation of ‘un-
wanted’ foreign atoms, e.g., of the metal atoms Fe, Ni, and Cu during thermal
annealing treatments of device fabrication. A detailed understanding of the
diffusion behaviour of unwanted foreign atoms is of technological significance
to keep the contamination of electronic devices during processing to a harm-
less state. Oxygen diffusion and growth of SiO2 precipitates play a crucial
rôle in gettering processes of unwanted foreign elements. Other foreign atoms
like Au in Si are used for tuning the minority-carrier lifetime.

Dopants are incorporated in substitutional sites of the host lattice, some
foreign elements dissolve in interstitial sites only, others are hybrid foreign
elements, which are dissolved on substitutional and on interstitial sites. The
very high mobility of the interstitial fraction can dominate diffusion of hy-
brid elements. In addition, the interstitial-substitutional exchange reactions –
either the dissociative or the kick-out reaction – can lead to non-Fickian dif-
fusion profiles of hybrid diffusers.

The diffusion behaviour of foreign elements is largely determined by the
type of solution, i.e. whether they are located at substitutional or intersti-
tial sites, or a mixture of both. In what follows, we consider first solubilities
of foreign elements and their site preference. Then, we give a brief review
of the diffusion of foreign elements in Ge and Si and classify them accord-
ing to their site occupancy and diffusivity. The theoretical framework of the
relatively complex diffusion patterns of hybrid solutes involving interstitial-
substitutional exchange reactions is postponed to Chapt 25.

24.1 Solubility and Site Occupancy

The solubility of a foreign element is the maximum concentration which can
be incorporated in the host solid without forming a new phase. Solid sol-
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ubilities are temperature-dependent as represented by the solvus or solidus
lines of the phase diagram. The solubility limit is defined with respect to
a second phase. For most foreign elements in solid Ge or Si at high temper-
atures equilibrium is achieved with the liquid phase. At lower temperatures
the reference phase usually is the solid foreign element or a compound of the
foreign element. When the foreign atom is volatile, the saturated host crystal
is in equilibrium with a vapour. In this case, the solubility depends not only
on the temperature but also on the vapour pressure.

For solid-solid equilibria and for solid-vapour equilibria the temperature
dependence of the solubility limit is usually described by an Arrhenius rela-
tion containing a solution enthalpy. If a solid-liquid equilibrium is involved,
the behaviour is more complex. The right-hand side of Fig. 24.1 shows the
normal variation of a solubility giving rise to a maximum at the eutectic tem-
perature. A frequently encountered case is the so-called retrograde solubility,
illustrated on the left-hand side of Fig. 24.1. This phenomenon implies that
the maximum solubility is achieved at a temperature which lies below the
melting temperature of the host crystal but above the eutectic temperature.
Below this maximum temperature, the solubility can often but not always be
approximated by an Arrhenius relation.

Solubility data of foreign elements have been collected for Si by Schulz [6],
for Ge by Stolwijk [7] and have been updated for Ge by Stolwijk and
Bracht [8] and for Si by Bracht and Stolwijk [9]. Depending on the
foreign element, the solubility can vary over orders of magnitude: B, P, As in
Si and Al, Ga, Sn in Ge can be incorporated to several percent into the host
crystals. Other dopant elements, such as Ga, Sb, Li in Si and As and Sb in Ge

Fig. 24.1. Schematic phase diagram of a semiconductor and a foreign element
(or a compound of a foreign element) illustrating the phenomenon of retrograde
solubility
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have maximum solubilities in the range of 10−3 atomic fractions. Noble metal
impurities, iron group impurities, nickel group impurities, cobalt group impu-
rities, and Zn have very low solubilities in the range of 10−6 atomic fractions.

Generally speaking, every foreign atom A may occupy both substitutional
As and interstitial Ai sites in the lattice. The equilibrium solubility of either
configuration, Ceq

s and Ceq
i , is determined by the pertinent enthalpy and

entropy of solution, which refers to some external phase of the foreign atom.
Dealing with equilibrium solubilities one should be aware of the the following
features [10]:

– For most foreign atoms one atomic configuration dominates in the well
accessible temperature range of diffusion studies between about 2/3 Tm

and 0.9 Tm:
– Dopants are dissolved in substitutional sites and diffuse with the aid

of intrinsic point defects.
– Foreign atoms with interstitial site preference (Ceq

i � Ceq
s ) diffuse

via a direct interstitial mechanism. Examples are group-I and some
group-VIII elements.

– Foreign atoms with substitutional site preference (Ceq
i � Ceq

s ), but
some minor interstitial fraction are interstitial-substitutional exchange
diffusers (hybrid solutes). Examples are some noble metals and further
elements mainly from neighbouring groups of the noble metals.

– The equilibrium solubilities on substitutional and interstitial sites, Ceq
s

and Ceq
i , depend sensitively on the solute, the solvent, and on tempera-

ture. Ceq
s and Ceq

i can have a dissimilar variation with temperature. This
leads to appreciable changes in the interstitial to substitutional concen-
tration ratio Ceq

i /Ceq
s with temperature. There are some foreign elements

for which the dissimilar variation and the decreasing solubility near the
melting temperature leads to intersections of the solubilities of Ceq

s and
Ceq

i . This is illustrated for the best studied example Cu in Ge in Fig. 24.2.
– In general, foreign atoms in semiconductors carry electronic charges.

Therefore, the position of the Fermi level affects their solubility. A con-
comitant phenomenon is that the ratio Ceq

i /Ceq
s may change with back-

ground doping, because of the different electronic structure of Ai and As.
Dramatic effects have been observed for 3d transition elements in Si [11,
12]. For example, in intrinsic Si the predominant species of cobalt, Coi, is
a donor. By contrast, in heavily phosphorous doped Si acceptor-like Cos

becomes more abundant.
In what follows, we confine ourselves to intrinsic conditions. This im-
plies that the intrinsic carrier concentration at the diffusion temperature,
ni(T ), exceeds the maximum concentration of electrically active foreign
atoms. This is usually fulfilled for host crystals having doping levels not
higher than 1018 cm−3.1

1 In shallow dopant diffusion experiments on, e.g., GaAs the relatively small ni(T )
in conjunction with the high solubility of dopants causes a shift of the Fermi level
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Fig. 24.2. Equilibrium solubilities of substitutional (open symbols) and interstitial
(filled symbols) Cu in Ge according to [10]

– As already mentioned, when the diffuser is supplied from a vapour phase
the solubilities depend on the vapour pressure. However, according to
the mass action law the ratio Ceq

i /Ceq
s will not change as long as both

Ai and As are dissolved as isolated atoms. Pairs and larger clusters of
foreign atoms are only formed upon slow cooling. Despite the fixed value
of Ceq

i /Ceq
s at any temperature, the absolute magnitude of the Ai and As

concentration may influence the diffusion behaviour. This is the case for
diffusion of hybrid elements, which diffuse via the kick-out and/or via the
dissociative mechanism treated in detail in Chap. 25.

24.2 Diffusivities and Diffusion Modes

Figures 24.3 and 24.4 provide overviews of the diffusivities of technologically
important foreign elements in Ge and Si, respectively. In both figures self-

away from the mid of the band gap at the diffusion temperature. In an extreme
case like diffusion of the acceptor type dopant Zn in GaAs (Ceq

s � ni(T )), the
Zns concentration equals the hole density. This is called self-doping.
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Fig. 24.3. Diffusion of foreign atoms in Ge compared with Ge self-diffusion ac-
cording to [3]: Solid lines represent diffusion of elements that are incorporated on
substitutional sites and diffuse via the vacancy mechanism. Long-dashed lines rep-
resent diffusion of hybrid elements, which are mainly dissolved on substitutional
sites; their diffusion proceeds by the dissociative mechanism via a minor fraction
in an interstitial configuration (Au, Ag, Ni, Cu). The short-dashed lines represent
diffusion of elements that diffuse via a direct interstitial mechanism (H, Li [16, 17]).
The short-dashed line on top shows the diffusivity deduced for interstitial Cu

diffusion and diffusion of substitutional atoms (mainly dopants and for Si
also C) are represented by solid lines; diffusivities of foreign elements with
interstitial site preference and direct interstitial diffusion are represented by
short-dashed lines; hybrid diffusing elements are represented by long-dashed
lines. Outstanding features of both figures are the grouping of the diffusivities
of dopant elements in a range around or moderately higher than self-diffusion
and the fact that the diffusivities of interstitial and hybrid foreign atoms are
several orders of magnitude higher. A comprehensive and critical collection
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Fig. 24.4. Diffusion of foreign atoms in Si compared with Si self-diffusion according
to [4]: Solid lines represent diffusion of elements that are incorporated on substi-
tutional sites and diffuse via the vacancy or interstitialcy mechanism (B, Al, Ge,
P, As, Sb, As, C). Long-dashed lines represent diffusion of hybrid elements, which
are mainly dissolved on substitutional sites: their diffusion proceeds via a minor
fraction in an interstitial configuration (Au, Pt, S, Zn). The short-dashed lines in-
dicate the elements (H [14], Li [16–18], Cu, Fe, Ni, O) that diffuse via the direct
interstitial mechanism

of diffusion data for Si and Ge and Ge-Si alloys has been performed by Stol-
wijk and Bracht [13].

24.2.1 Interstitial Diffusion

Foreign atoms with interstitial site preference can hop from one interstitial
site to another. In other words, they diffuse by the direct interstitial mecha-
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nism (see Chap. 6). For interstitial diffusion in semiconductors the following
features are relevant:

– The diffusion coefficients are very high, commonly in the range between
10−7 to 10−10 m2 s−1 near the melting temperature. The decrease of the
diffusivity with decreasing temperature is moderate due to relatively small
activation enthalpies between 0.5 and 1.5 eV. Typical examples are H or
Li in Ge and H, Li, Cu, Ni, and Fe in Si.

– Usually, interstitial foreign atoms show donor character. This relates to
the tendency not to interact with the host atoms by adopting the smallest
possible closed-electron-shell configuration.

– Since intrinsic point defects are not involved in interstitial diffusion there
is no connection with self-diffusion of the semiconductor host.

Hydrogen: Hydrogen plays a significant rôle in Si technology. It is capable
of passivating electrically active defects. The passivation of dislocations and
grain boundaries is important for polycrystalline Si used in solar cells. Both
donors and acceptors can be passivated. Hydrogen diffuses as an interstitial,
either in a neutral form or as a proton. Between room temperature and
650 oC the diffusivity of hydrogen is much slower than values extrapolated
from the high-temperature data shown in Fig. 24.4. This low diffusivity has
been attributed to the formation of hydrogen molecules [19].

Oxygen: Oxygen is a technologically very important foreign element in Si.
Although interstitial oxygen atoms are neutral, they play a crucial rôle in ob-
taining high device yields. In Czochralski (CZ) silicon, oxygen is incorporated
during the growth process from the quartz crucible in concentrations around
1024 m−3. This concentration can be several orders of magnitude higher than
the concentration of electrically active dopants introduced during the fab-
rication of microelectronic circuits. Since in most Si crystals the grown-in
oxygen concentration exceeds the oxygen solubility at lower temperatures,
SiO2 precipitates form by post-growth diffusion processes. These precipitates
act as sinks for unintentionally introduced fast diffusing metallic contami-
nants that must be excluded from the active regions. This process is called
intrinsic gettering. Controlling the location and size of SiO2 precipitates and
their precursors requires a detailed knowledge of the solubility and diffusivity
of oxygen.

The solubility limit of oxygen, Ceq
i , has been determined from infrared

absorption measurements [21] to be

Ceq
i = 3 × 10−2 exp

(
−1.03 eV

kBT

)

= 1.53 × 1027 exp
(
−1.03 eV

kBT

)
m−3 . (24.1)

Oxygen dissolves interstitially in a bond-centered configuration shown in
Fig. 24.5 (see [22–24]). The oxygen diffusivity has been determined over wide
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Fig. 24.5. Bond-centered configuration of the oxygen interstitial in the Si lattice
according to Frank et al. [2]

temperature ranges (350 ≤ T ≤ 13000C) from internal friction measure-
ments, from in-diffused 18O profiles determined by SIMS, and from stress-
induced dichroism (see [13, 25] for references). It is given by

Di = 1.3 × 10−5 exp
(
−2.53 eV

kBT

)
m2s−1 . (24.2)

Slightly different values for the activation enthalpy (2.44 eV) have also been
reported in the literature [34]. The activation enthalpy for oxygen diffusion
is high compared to hydrogen and to metallic interstitial diffusers. An oxy-
gen atom in Si occupies the bond-centered interstitial position and forms
bonds with two Si atoms (Fig. 24.5). The Si-O-Si bridge around the pre-
ferred 〈111〉 direction is kinked. Above room temperature the rotation of
this kinked bond occurs rapidly. However, the elementary step of the mi-
gration of oxygen interstitial involves a change into another 〈111〉 direction.
Hence long-range diffusion requires the breaking and making of Si-O bonds.
At temperatures around 450 ◦C, interstitial oxygen forms electrically active
agglomerates called ‘thermal donors’ [20].

24.2.2 Dopant Diffusion

Group-III and group-V dopants (and also group-IV elements) are incorpo-
rated on regular lattice sites. Their diffusivities are not dramatically different
from self-diffusion of the host crystals. This is a strong hint that diffusion of
dopants is mediated by the same intrinsic defects as self-diffusion. These are
vacancies in the case of Ge and self-interstitials plus vacancies in the case
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of Si. The interaction of dopants (donors or acceptors) with intrinsic defects
enters the expression for the dopant diffusivity.

Germanium: Germanium has lost its leading rôle for electronic devices sev-
eral decades ago (see Chap. 22). It is nowadays mainly used in detectors for
γ spectroscopy and in Si-Ge alloys. Therefore, most of the diffusion work on
Ge has been performed decades ago. Furthermore, dopant and self-diffusion
in Ge are consistently explained in terms of the vacancy mechanism. No
self-interstitial contribution is involved, which makes the interpretation of
diffusion processes in Si more complex.

Inspection of Fig. 24.3 shows that diffusion of group-III elements is slower
(B) or similar (Ga) to self-diffusion of Ge. By contrast, the diffusivities of the
group-V elements (P, As) are one to two orders of magnitude larger than
the self-diffusion coefficients. The elements Al, In and Sb, not shown in the
figure, reveal the same trends [13].

This behaviour is consistent with the picture that self-diffusion in Ge
occurs via a vacancy mechanism with contributions mainly from neutral and
negatively charged vacancies (see Chap. 23). The features of dopant diffusion
and its doping dependence have been taken as evidence that dopants in Ge
diffuse by a vacancy mechanism as well [1–4, 34]. An ionised donor atom
carries a positive charge. Coulomb attraction enhances the probability to
find a negatively charged vacancy in the neighbourhood of a donor atom.
Ionised acceptor atoms carry a negative charge and the Coulomb interaction
with negatively charged vacancies is repulsive. Acceptor diffusion is mediated
mainly by neutral vacancies. Perhaps the small dopant B is an exception. As
a result of its slow diffusion, boron is a fairly stable dopant.

Silicon: Dopant diffusion in Si has been reviewed in theory and experiment
by Fahey et al. [26] and a collection of diffusion data has been performed
by Stolwijk and Bracht [13]. As discussed in Chap. 23, self-diffusion in
Si is dominated by the vacancy mechanism at low temperatures and by the
interstitialcy mechanism at high temperatures. Contrary to the case of Ge,
the diffusion of the common dopants (B, P, As, Sb) in Si is always faster than
self-diffusion (see Fig. 24.4), irrespective of whether the atom has a smaller
(B, P) or larger size (As, Sb) than Si. This is an indication that diffusion of
dopants is mediated by vacancies (V ) and self-interstitials (I). The diffusion
of dopants can be represented by the point defect reactions

As + V ⇐⇒ AV, (V ⇒ V +, V 0, V −, . . . ) (24.3)
As + I ⇐⇒ AI (I ⇒ I+, I0, I−, . . . ) . (24.4)

Intrinsic defects in various charge states (V +, V 0, V −; I+, I0, I−) approach
substitutional foreign atoms A and form defect-dopant pairs according to
their specific and charge-dependent interaction. Correspondingly, the dopant
diffusivity can be composed of several contributions
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DA = DA(AV ) + DA(AI) (24.5)

= DA(AV +) + DA(AV 0) + DA(AV −)

+DA(AI+) + DA(AI0) + DA(AI−) + . . . , (24.6)

where DA(AV ) and DA(AI) denote the total contributions of vacancies and
self-interstitials to the dopant diffusivity DA. Both terms are composed of
contributions from dopant-defect pairs with self-interstitials and vacancies in
their various charge states. Each single term in Eq. (24.6) is a product, which
contains a geometrical factor, the lattice parameter squared, the equilibrium
concentration of the defect, a Boltzmann factor with the nearest-neighbour
interaction energy of the dopant-defect pair, and a correlation factor. Corre-
lation factors for vacancy-mediated diffusion in the diamond lattice treated
in Chap. 7. The correlation factor can be expressed in terms of the jump
rates of the defect in the neighbourhood of the dopant. For the interstitialcy
mechanism of dopant elements detailed calculations of the correlation effects
of AI pairs are not known to the author.

Coulombic interaction between positively charged donors or negatively
charged acceptors and charged defect configurations provides a contribution
to defect-dopant interaction. Considering lattice distortions small dopants
attract self-interstitials, whereas bigger dopants are more attractive for va-
cancies than for self-interstitials.

Experimental determinations of the activation enthalpies of dopants in-
dicate that in Si the activation enthalpy of self-diffusion can be about 1 eV
greater than the activation enthalpy of dopant diffusion [27, 26, 13]. Since
dopant diffusion proceeds via the same mechanisms as self-diffusion, a key
question is what activation enthalpies can be expected for the vacancy and
for the interstitialcy mechanism:

– The energetics of the vacancy mechanism of dopant diffusion for the dia-
mond structure has been pointed out by Hu [27, 28]. An enthalpy diagram
of the vacancy diffusion process is displayed in Fig. 24.6. In this figure, HM

V

is the migration enthalpy of an unperturbed vacancy, HM
AV the activation

enthalpy for the vacancy-dopant exchange jump, HB
AV the total binding

enthalpy of the vacancy-dopant pair, and HB3
AV the binding enthalpy when

vacancy and dopant atom are separated to the third coordination shell.
For long-range migration an AV pair must partially dissociate to at least
third-nearest neighbour sites and return to the foreign atom via a different
path to complete a diffusion step, otherwise the correlation factor would
be zero (see Chap. 7).
An analysis along the lines discussed for solute diffusion in metals (see
Chap. 19) yields for the activation enthalpy ∆HAV of dopant diffusion

∆HAV = HF
V − HB

AV + HM
AV + CAV , (24.7)
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Fig. 24.6. Vacancy enthalpy as a function of the coordination site away from
a substitutional dopant (full circle)

where the term
CAV = −kB

∂ ln fAV

∂(1/T )
(24.8)

is caused by the temperature dependence of the correlation factor. Taking
into account the activation enthalpy of vacancy-mediated self-diffusion,
∆HV = HF

V + HM
V , we get

∆HV − ∆HAV = HM
V − HM

AV + HB
AV − C . (24.9)

According to [28] HB
AV −C ≈ HB3

AV . For attractive interaction (Coulombic
and/or elastic), the binding enthalpy HB3

AV is positive (see Fig. 24.6).
Then, the activation enthalpy of self-diffusion is indeed larger than that
of dopant diffusion by the same mechanism.

– Less formal analysis has been directed at the atomistic picture of dopant
diffusion via the interstitialcy mechanism. However, similar arguments as
for vacancy-mediated diffusion can be used.

– Phosphorous in-diffusion profiles show a tail, first observed by Yoshjida
et al. [29], in which the P diffusivity is much higher (about a factor of
100) than expected from isoconcentration studies. In n-p-n transistors,
in which high-concentration P diffusion is used for emitter diffusion, the
diffusion of the base dopant B below the diffused region is similarly en-
hanced. This is denoted as the ‘emitter-push effect’. The diffusion of B,
P, and Ga in buried layers many microns away from the P diffused re-
gion is also enhanced. In contrast, diffusion of Sb is retarded under the
same conditions. These phenomena are due to a supersaturation of self-
interstitials, associated with an undersaturation of vacancies, induced by
high-concentration in-diffusion of phosphorous.
The appearance of so-called kink-and-tail profiles can be attributed to the
changeover from the vacancy mechanism at high P concentrations near
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the surface. Self-interstitials dominate P diffusion in the deeper profile
regions [30, 34]. Numerical simulations of B, P, and As in-diffusion profiles
on the basis of a unified model, taking into account the vacancy and the
interstitialcy mechanism and various charge states of the defects [31, 34],
are able to clarify the origin of the ‘anomalous’ diffusion profiles of P.

24.2.3 Diffusion of Hybrid Foreign Elements

Several foreign elements such as Au, Pt, and Zn in Si and Cu in Ge diffuse
via interstitial-substitutional exchange mechanisms. Such foreign elements
are denoted as hybrid diffusers. Au and Pt are used in Si power devices to
improve the frequency behaviour. This is due to the fact that these elements
can reduce the life-times of minority carriers in Si, because they introduce
energy levels close to the middle of the band gap. In contrast, Au and Pt are
undesirable contaminants in microelectronic devices and have to be avoided or
removed. For these reasons, diffusion of Au and Pt in Si has been investigated
intensively. Zn is technologically not important in Si. However, scientifically
it served as a fine example to explore interstitial-substitutional diffusion.

The high diffusivities of hybrid elements in Ge and Si (see Figs. 24.3
and 24.4) have two major causes:

(i) A non-negligible fraction of these foreign atoms resides in interstitial sites
of the host crystal (see, e.g., [15, 10]).

(ii) The migration enthalpies controlling jumps of these atoms from interstice
to interstice are small, due to the weak coupling to the host lattice.

Diffusion of hybrid foreign atoms is described on the basis of interstitial-
substitutional exchange mechanisms, either the dissociative or the kick-out
mechanism or both. A detailed mathematical description of hybrid diffusion
is given in Chap. 25. For the moment it may suffice to mention two limiting
cases, which emerge from the mathematical description:

– Defect-controlled Diffusion of Hybrid Solutes: For appropriate ex-
perimental conditions the full set of equations for interstitial-substitutional
exchange diffusion (see Chap. 25) can be reduced to a single Fick-like dif-
fusion equation with an effective diffusion coefficient

DI+V
eff =

Ceq
I DI

Ceq
s

(
Ceq

i

Cs(x)

)2

+
Ceq

V DV

Ceq
s

. (24.10)

This effective defect-controlled diffusivity is composed of a Cs-dependent
self-interstitial contribution and a Cs-independent vacancy contribution.
Each contribution is associated with the transport products and of self-
interstitials, Ceq

I DI , and of vacancies, Ceq
V DV , respectively. DI+V

eff depends
on the actual concentration Cs. Therefore, diffusion profiles develop that
cannot be described by normal Fickian behaviour with concentration-
independent diffusivity.
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The defect-controlled mode for diffusion of hybrid solutes is expected for
crystals with low densities of dislocations and other extended defects,
which act as internal sources and sinks for intrinsic defects. Then, the
concentrations of point defects during the diffusion process deviate from
their equilibrium concentrations and thus determine the incorporation
of foreign atoms. As already mentioned, the transport product of self-
interstitials, Ceq

I DI , in Fig. 23.6 has been derived from diffusion studies
of the hybrid solute Zn in Si.

– Interstitial-controlled Diffusion of Hybrid Solutes: Thermal equi-
librium of self-interstitials and vacancies during the diffusion process can
be maintained, if enough sources and sinks for point defects are available.
For example, dislocations with sufficient densities can provide sources and
sinks. Under such conditions the diffusion of hybrid solutes is controlled
by the following effective diffusivity

Di
eff =

Ceq
i Di

Ceq
i + Ceq

s
≈ Ceq

i Di

Ceq
s

. (24.11)

We note that Deff is independent of the actual concentration and normal
Fickian behaviour can be expected in the diffusion profiles. The effective
diffusivity is controlled by the transport product, Ceq

i Di, which reflects
the in-flow of foreign interstitials.

24.3 Self- and Foreign Atom Diffusion – a Summary

A rather sophisticated picture of the diffusion in Ge and Si has evolved in the
literature. In Chaps. 23 and 24 we have sketched the present state-of-the-art.
Important steps in understanding self- and foreign atom diffusion in Ge and Si
were the discoveries of the dissociative and the kick-out mechanisms (see also
Chap. 25). These concepts not only clarified the relative complex diffusion
behaviour of hybrid elements but also yielded quantitative informations on
the rôle of vacancies and self-interstitials for self-diffusion. The reader may
appreciate the following summary:

1. Self-diffusion in Ge occurs by the vacancy mechanism with contributions
from neutral and negatively charged vacancies.

2. The interstitialcy and the vacancy mechanism contribute to self-diffusion
in Si. Interstitialcy-mediated diffusion dominates at high temperatures
and vacancy-mediated diffusion at lower temperatures. The cross-over
temperature is near 890 ◦C.
A subdivision of self-diffusion into the contributions of self-interstitials,
Ceq

I DI , and of vacancies, Ceq
V DV , has been established for Si (Fig. 23.6).

A reliable subdivison of separate equilibrium concentrations (Ceq
I , Ceq

V )
and diffusivities of vacancies and self-interstitials (DI , DV ) is on the hori-
zon. There seems to be agreement in the literature that vacancies are
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more abundant than self-interstitials (Ceq
V � Ceq

I ) at least near the melt-
ing temperature. On the other hand, the self-interstitial is more mobile
than the vacancy (DV � DI) [32–34].

3. Foreign elements that mainly diffuse via the direct interstitial mechanism
are the following ones: H, Li, and Fe in Ge and H, Li, Fe, Cu, and Ni in
Si.

4. The relatively slow interstitial diffusion of O in Si is explained by the
bond-centered position of interstitial O, whose motion requires the break-
ing and making of silicon-oxygen bonds.

5. Dopant elements in Ge diffuse via a vacancy mechanism. Donor diffu-
sion has a significant contribution from negatively charged vacancies,
since Coulomb attraction enhances the probability to form donor-vacancy
pairs. Perhaps, the small dopant B is an exception.

6. Dopant elements in Si diffuse via a combination of the vacancy and
the interstitialcy mechanism. The fractional interstitialcy component of
group-V elements decreases with increasing atomic radius. The relatively
large Sb atoms diffuse almost exclusively via vacancies. The group-III el-
ements B, Al, and Ga diffuse predominantly via the interstitialcy mecha-
nism. The ‘anomalous’ in-diffusion profiles of P in Si have been attributed
to a changeover from vacancy-mediated to self-interstitial mediated dif-
fusion.

7. Hybrid foreign elements are incorporated predominantly on substitu-
tional sites. A minor fraction occupies interstitial sites. Interstitial-
controlled and defect-controlled diffusion modes of hybrid solutes can
be studied under appropriate experimental conditions. The interstitial-
controlled effective diffusivity is very high; the defect-controlled effective
diffusivity is lower but still high as compared to self-diffusion of the host
crystal. For the kick-out mechanism the self-interstitial-controlled effec-
tive diffusivity is strongly dependent on the substitutional concentration
of the hybrid element.
a) Cu, Ag, and Au are examples of hybrid solutes in Ge. Their diffusion

is attributed to the dissociative mechanism.
b) Au, Pt, Zn, and S are hybrid solutes in Si. Their diffusion proceeds

mainly via the kick-out mechanism.
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25 Interstitial-Substitutional Diffusion

Hybrid foreign atoms (A) are mainly dissolved as substitutional atoms (As)
but a minor fraction is located on interstitial sites (Ai) of the host crystal. An
isolated substitutional atom As surrounded by the atoms of the host crystal
in a perfect neighbourhood cannot move to neighbouring lattice sites except
via exchange with intrinsic point defects. The equilibrium concentrations of
intrinsic point defects are very low in Si and Ge (see Chaps. 23 and 24).
Hence, pure substitutional diffusion entails a low diffusivity comparable to
that of self-diffusion. To break out from its position a foreign atom may also
escape into an interstitial site and move as an interstitials Ai. The interstitial
transport can be fast enough to be responsible for diffusion of A atoms, taking
into account that As changes over to Ai and vice versa.

In terms of quasi-chemical reactions there are two possibilities for substi-
tutional-interstitial exchange of hybrid solutes:

Ai + V � As (25.1)

and
Ai � As + I . (25.2)

The first equation describes the dissociative reaction involving vacancies (V )
and the second one describes the kick-out reaction involving self-interstitials
(I). Figure 6.8 in Chap. 6 provide schematic illustrations of both mechanisms.
The diffusivity of hybrid solutes in the interstitial configuration, Di, is much
higher than in the substitutional configuration, Ds. Under such conditions,
the incorporation of A atoms occurs by fast diffusion of Ai and subsequent
change-over to As. The corresponding diffusion modes are the dissociative
mechanism, suggested initially for Cu diffusion in Ge by Frank and Turn-
bull [1], and the kick-out mechanism proposed first to explain Au diffusion
in Si by Gösele et al. [2]. In the meantime, positive identifications of
interstitial-substitutional exchange diffusion have been made in several other
cases (see Sects. 25.2, 25.3, and Chap. 24).

25.1 Combined Dissociative and Kick-out Diffusion

This section is based on the assumption that both mechanisms operate si-
multaneously. In two subsequent sections, we consider the two mechanisms
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separately together with experimental examples. Electric charge effects are
ignored, which implies that the species involved are uncharged and the con-
centrations do not markedly exceed the intrinsic carrier density ni(T ) at the
diffusion temperature T .1 The diffusion and the reactions of the four species
Ai, As, V , and I are described by four coupled differential equations, each one
containing a Fickian term and reaction terms between the species themselves
and between sources and sinks for the intrinsic defects. The full set of par-
tial differential equations for modelling interstitial-substitutional exchange
diffusion in crystals is given by:

∂Ci

∂t
= Di

∂2Ci

∂x2
+ k−1Cs − k+1CiCV + k−2CsCI − k+2Ci (25.3)

∂Cs

∂t
= Ds

∂2Cs

∂x2︸ ︷︷ ︸
Ds≈0

+k+1CiCV − k−1Cs + k+2Ci − k−2CsCI (25.4)

∂CV

∂t
= DV

∂2CV

∂x2
+ k−1Cs − k+1CiCV + KV

(
1 − CV

Ceq
V

)
(25.5)

∂CI

∂t
= DI

∂2CI

∂x2
− k−2CsCI + k+2Ci + KI

(
CI

Ceq
I

− 1
)

(25.6)

These equations describe the diffusion of hybrid foreign atoms and their re-
actions according to Eqs. (25.1) and (25.2) based on individual diffusion coef-
ficients Di, Ds, DV , and DI , which are independent of the actual concentra-
tion. CX (X = i, s, V, I) represents the concentration of the particular species
(measured in site fractions2) as function of position x and diffusion time t.
The quantities KV and KI describe the strengths of sources or sinks for va-
cancies or self-interstitials, respectively. If dislocations act as sinks or sources,
which is the case in most applications, their strengths can be expressed as

KV = γV ρDV Ceq
V or KI = γIρDIC

eq
I , (25.7)

where ρ is the dislocation density. The constants γV and γI characterising the
dislocation arrangements are of the order of unity [3]. k+1(k+2) and k−1(k−2)
denote the forward and backward reaction rates of the dissociative (kick-out)
reaction, respectively. These reaction rates are related via laws of mass action
to the equilibrium concentrations Ceq

X :

1 This assumption is appropriate for Ge and Si but not for GaAs due to its higher
gap energy.

2 If number densities are used for CX instead of site fractions, a factor C0 must
be included whenever CX and Ceq

X stand alone in Eqs. (25.3) to (25.6) and in
the laws of mass action. C0 is the number density of host lattice site: C0 =
5 × 1028m−3 for Si.
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k+1

k−1
=

Ceq
s

Ceq
i Ceq

V

, (25.8)

k+2

k−2
=

Ceq
s Ceq

I

Ceq
i

. (25.9)

These ratios are constants, which depend on temperature.
Simplifications of Eqs. (25.3) to (25.6), which are usually justified under

conditions of diffusion experiments [4, 5], concern local equilibrium between
the various species. For local equilibrium between the partners of Eqs. (25.1)
or (25.2), the laws of mass action can be written as

Cs

CiCV
=

Ceq
s

Ceq
i Ceq

V

(25.10)

and
Ci

CsCI
=

Ceq
i

Ceq
s Ceq

I

. (25.11)

In addition, as indicated in Eq. (25.4), the pure substitutional diffusivity, Ds,
can often be neglected for hybrid diffusers.

Even with these simplifications, the coupled nonlinear system of partial
diffusion-reaction Eqs. (25.3) to (25.6) cannot be solved analytically in full
generality. Particular solutions CX(x, t) are determined by the pertinent ini-
tial and boundary conditions. Often, numerical methods of computational
physics must be used to derive solutions. In the following, we consider first
the two limiting cases of practical importance already given in Chap. 24.
Then, we report an example for an intermediate case, which requires numer-
ical treatment.

25.1.1 Diffusion Limited by the Flow of Intrinsic Defects

Hybrid diffusion controlled by the slow flow products (or transport products)
of self-interstitials and/or vacancies emerges, if the relationship

Ceq
I DI + Ceq

V DV � Ceq
i Di (25.12)

is fulfilled. This condition can be realised in material that is completely or
virtually free of inner sinks and sources of point defects. Dislocation-free Si
wafers are commercially available3. Such wafers are the base materials for the
fabrication of microelectronic devices. Ge and GaAs materials are available at
least with very low values of the dislocation density. If dislocations (and other
extended defects) are absent, the sink and source terms in Eqs. (25.5) and
(25.6) can be omitted, i.e. KV = KI = 0. Then, the interstitial-substitutional

3 This situation is very different from metals. Carefully grown metal single crystals
still have dislocation densities of about 1010 m−2.
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exchange reactions and the pertinent establishment of the Ai equilibrium are
the fastest processes and Eq. (25.3) can be replaced by

Ci ≈ Ceq
i . (25.13)

This approximation may be approximately true either for in-diffusion in a fi-
nite region beneath the surface of thick crystals or throughout the entire
width of a thin wafer, provided that the diffusion time is not too short.

Taking into account the exchange reactions via local equilibria, Eqs. (25.10)
and (25.11), equations (25.4), (25.5), and (25.6) can be simplified to

∂Cs

∂t
=

∂

∂x

(
DI+V

eff

∂Cs

∂x

)
. (25.14)

This is a diffusion equation with an effective diffusion coefficient given by4

DI+V
eff =

Ceq
I DI

Ceq
s

(
Ceq

s

Cs

)2

︸ ︷︷ ︸
DI

eff

+
Ceq

V DV

Ceq
s︸ ︷︷ ︸

DV
eff

. (25.15)

We recognise in Eq. (25.15) the diffusivity for defect-controlled diffusion of
hybrid solutes given in Eq. (24.10). DI+V

eff contains a self-interstitial compo-
nent, DI

eff (kick-out mechanism), and a vacancy component, DV
eff (disso-

ciative mechanism). For in-diffusion in dislocation-free material, the kick-out
term leads to a supersaturation of self-interstitials and the dissociative term
to an undersaturation of vacancies. Let us point out some further interesting
features of the combined diffusion described by Eq. (25.14):

– The defect-limited diffusion mode of hybrid solutes is closely related to
self-diffusion of the host (see Chap. 23). The tracer self-diffusion coefficient

D∗ = fIC
eq
I DI + fV Ceq

V DV (25.16)

equals the sum of the flow products of self-interstitials and vacancies mod-
ified by their correlation factors fI and fV , respectively. This equation
provides a valuable key to deduce these contributions from diffusion ex-
periments of hybrid solutes (see Chap. 23).

4 The assumptions made to derive Eq. (25.15) are:
p

Ceq
V Ceq

I 	 Cs and Ceq
V 	

Ceq
s . These are not severe restrictions, because the equilibrium concentrations of

point defects in semiconductors are very small compared to the substitutional
solubility of hybrid diffusers. As explicitly shown in the case of kick-out diffusion
by Gösele et al. [2], the use of the local equilibrium condition Eq. (25.11) also
imposes the restriction Cs ≥ p

Ceq
I Ceq

s . Therefore, Eq. (25.15) can be used with
virtually no further loss of generality.
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– If both mass action laws for the dissociative reaction, Eq. (25.10), and the
kick-out reaction, Eq. (25.11), are fulfilled

CICV = Ceq
V Ceq

I (25.17)

holds automatically. This means that the equilibrium between vacancies
and self-interstitials can be established via the reactions of Eqs. (25.1) and
(25.2) even if the direct reaction of Frenkel pair annihilation and creation

V + I � 0 (25.18)

is hampered, for example, by high activation barriers for spontaneous
Frenkel-pair recombination or formation.

– The self-interstitial component DI
eff of Eq. (25.15) depends strongly on

the actual local concentration Cs(x, t), whereas the vacancy component
DV

eff is independent of concentration. The concentration dependence of
DI

eff provides an important key for the identification of kick-out diffusion
from experimental determined concentration profiles (see below).

– Under practical diffusion conditions, usually one of the two terms on the
right-hand side of Eq. (25.15) predominates. Such positive identification
has been made, for example, for Cu in Ge and Co in Nb (dissociative
diffusion) and for Au, Pt, and Zn in Si (kick-out diffusion). Some key
results that led to these conclusions are presented in Sects. 25.2 and 25.3.

25.1.2 Diffusion Limited by the Flow of Interstitial Solutes

Hybrid diffusion controlled by the low flow products of foreign interstitials
emerges if the inequality

Ceq
i Di � Ceq

I DI + Ceq
V DV (25.19)

is fulfilled. In this case, Eqs. (25.3) and (25.4) together with the local equilib-
rium conditions yield for the substitutional concentration a normal diffusion
equation with an effective diffusion coefficient

Di
eff =

Ceq
i Di

Ceq
i + Ceq

s
≈ Ceq

i Di

Ceq
s

. (25.20)

This effective diffusivity is independent of the actual concentration, Cs. The
approximation made on the right-hand side, Ceq

i � Ceq
s , is readily fulfilled

for most hybrid diffusers. We recognise that Eq. (25.20) is the interstitial-
controlled diffusivity of hybrid solutes given in Eq. (24.11). This diffusion
mode can be expected under the following conditions:

1. The interstitial flow product of hybrid atoms is smaller than the combined
point defect flow products. This implies that

CV ≈ Ceq
V and CI ≈ Ceq

I . (25.21)
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This condition is virtually maintained during in-diffusion by the large flow
product of intrinsic defects as compared to that of foreign interstitials.
This holds even for dislocation-free substrates.

2. Equation (25.20) can also hold for crystals with high dislocation densi-
ties, regardless of the validity of Eq. (25.19). This is because the presence
of sinks (sources) for self-interstitials (vacancies) shortcircuits the flows
of intrinsic point defects, whereas the foreign interstitials have to cover
a long distance from the surface of the crystal. Under such conditions,
the equilibrium concentration of intrinsic point defects can be established
almost instantaneously everywhere. Then point defect equilibrium is vir-
tually maintained during in-diffusion, although the fast penetration of Ai

with the subsequent changeover to As tends to create a supersaturation
(undersaturation) of self-interstitials (vacancies).

Let us consider as a simple example, diffusion of a hybrid solute limited
by its interstitial flow product5. During in-diffusion of foreign atoms into
a thick sample from an inexhaustible source at the surface x = 0, the surface
concentration Cs(0) is kept at Ceq

s . Then, an erfc-type diffusion profile typical
of a concentration-independent diffusion coefficient is expected (see Chap. 3
and [6, 7]):

Cs = Ceq
s erfc

⎛
⎝ x

2
√

Di
eff t

⎞
⎠ . (25.22)

We emphasise that the same result is obtained for the kick-out and for the
dissociative mechanism. Hence, in experiments involving high sink and source
densities or a priori slow interstitial transport both mechanism cannot be
distinguished. The same holds true for in-diffusion into a thin wafer.

25.1.3 Numerical Analysis of an Intermediate Case

So far, the basic concepts of interstitial-substitutional diffusion have been
elucidated with the aid of limiting cases. In practice, however, one is often
confronted with more complex ‘intermediate’ cases. Then, numerical simu-
lations can provide a more complete picture. Figure 25.1 shows the result
of computer simulations within the kick-out model [4] using the soft ware
package ZOMBIE [8]. The numbers chosen for the numerical simulation are
representative for in-diffusion of Zn in Si at 1380 ◦C for 280 s. The in-diffusion
profiles of Fig. 25.1 (a) represent distributions of substitutional atoms, Cs(x),
in dislocation-free material for various magnitudes of the interstitial flow
product, Ceq

i Di, relative to a fixed value of the self-interstitial flow product,

5 In case of a highly dislocated sample, we further assume that dislocations act
as sources or sinks of intrinsic defects only. Trapping of foreign atoms is not
considered.
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Fig. 25.1a,b Computer simulation of in-diffusion into a thick sample via the kick-
out mechanism according to Stolwijk [4]. The left part (a) shows the concen-
tration of substitutional foreign atoms. The right part (b) shows the associated
self-interstitial supersaturations. The values of the ratio αj ≡ Ceq

I DI/Ceq
i Di are:

α1 = 1/25, α2 = 1/5, α3 = 1, α4 = 5, α5 = 25, with the indices j listed in the
diagrams

Ceq
I DI . Figure 25.1 (b) reveals the corresponding supersaturation of self-

interstitials induced by the kick-out reaction (25.2), which mainly proceeds
from right to left in the case of in-diffusion. The lowest profile in Fig. 25.1 (a)
and (b) is representative of diffusion limited by the flow product of foreign
interstitials, Ceq

i Di, according to Eq. (25.19). This profile is of the erfc-type
and the self-interstitial concentration is practically at its equilibrium value.
The upper profiles in Figs. 25.1 (a) and (b) visualise solutions of Eq. (25.14),
with DI+V

eff ≡ DI
eff generating a convex near-surface shape for Cs(x) due

to the factor (Ceq
s /Cs)2 and a significant self-interstitital supersaturation. At

greater depths, however, the Cs(x) profile changes its shape to concave, which
relates to the violation of Ci ≈ Ceq

i adopted in the derivation of Eq. (25.14).
Figures 25.1 (a) and (b) also exhibit intermediate cases, where Ceq

i Di and
Ceq

I DI are not too much different.

25.2 Kick-out Mechanism

25.2.1 Basic Equations and two Solutions

Kick-out diffusion involves the interchange of the diffusing hybrid atoms be-
tween substitutional and interstitial sites with the aid of self-interstitials. If
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we follow Gösele et al.[2] and assume local thermal equilibrium, this type
of diffusion simplifies to the following set of equations:

∂CI

∂t
= DI

∂2CI

∂x2
+

∂Cs

∂t
+ KI

(
CI

Ceq
I

− 1
)

(25.23)

∂Ci

∂t
= Di

∂2Ci

∂x2
− ∂Cs

∂t
(25.24)

Ci

CsCI
=

Ceq
i

Ceq
s Ceq

I

. (25.25)

As discussed in the previous section, the a priori interstitial-limited dif-
fusion as well as diffusion in highly dislocated material imply that self-
interstitial equilibrium is virtually maintained, i.e. that CI ≈ Ceq

I holds.
Then, Eqs. (25.24) and (25.25) yield for the substitutional concentration
a normal diffusion equation with the diffusion coefficient given by Eq. (25.20).
The lowest Cs(x) profile in Fig. 25.1 provides an example of such
a case.

The self-interstitial controlled limit emerges for Ceq
I DI � Ceq

i Di. For
negligible sink and source density, the KI-term in Eq. (25.23) can be omit-
ted. Then, the kick-out reaction and the establishment of the Ai equilibrium
are the fastest processes. Using the local mass-action law Eq. (25.25) and
replacing Eq. (25.24) by Ci ≈ Ceq

i , we get from Eqs. (25.23) and (25.25) the
following non-linear partial differential equation:

∂Cs

∂t
=

∂

∂x

⎡
⎢⎢⎢⎢⎣
(

Ceq
s Ceq

I DI

C2
s

)
︸ ︷︷ ︸

DI
eff

∂Cs

∂x

⎤
⎥⎥⎥⎥⎦ . (25.26)

The effective diffusion coefficient DI
eff is the self-interstitial limited diffusivity

of Eq. (25.15). In the usual case of in-diffusion, the kick-out reaction leads to
a supersaturation of self-interstitials. Then, the incorporation of hybrid for-
eign atoms on substitutional sites is limited by the outflow of self-interstitials,
Ceq

I DI . The concentration dependence of DI
eff gives rise to distinct features

of the kick-out diffusion. For example, its 1/C2
s -dependence speeds up diffu-

sion at low concentrations and leads to convex-shaped diffusion profiles. In
what follows, we mention two particular solutions of Eq. (25.26), which play
a rôle in experiments discussed in the next section.

1. Diffusion into a Dislocation-free Thick Specimen: In-diffusion of
hybrid atoms from the surface x = 0 of a thick specimen is described
by Eq. (25.26) with the boundary condition Cs(x = 0, t) = Ceq

s and the
initial condition Cs(x, t = 0) = C0

s . For a dislocation-free crystal Seeger
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and coworkers [9, 10] derived an analytical solution in parametric
form. The approximate solution for C0

s � Ceq
s is

Cs =
Ceq

s

1 + |a0|
√

Ceq
s x2/DIC

eq
I t

, (25.27)

where
a0 exp a2

0 = − Ceq
s

2
√

πC0
s

. (25.28)

In-diffusion profiles of kick-out diffusion into a thick, dislocation-free crys-
tal differ radically from the erfc-type diffusion expected for a concentration-
independent diffusivity. This finding played a decisive rôle in revealing the
diffusion mechanism of Au, Pt, and Zn in Si (see next section).

2. Diffusion into a Dislocation-Free Wafer: Next, we consider diffusion
into a wafer of thickness d and take advantage of the wafer symmetry by
choosing the wafer center at x = 0 and the wafer surfaces at x = ±d/2.
For a dislocation-free wafer a solution of Eq. (25.26) has been derived for
the boundary condition Cs(x = ±d/2, t) = ∞. Such a solution is useful
for not too long diffusion times and in the vicinity of the wafer center.
Gösele et al [2] have shown that for C0

s = 0 solutions of the form

Cs(x, t) = X(x)
√

DIt (25.29)

fulfill Eq. (25.26), if X(x) satisfies the ordinary differential equation

2Ceq
I Ceq

s

d2X−1

dx2
+ X = 0 . (25.30)

The solution of Eq. (25.30), with the above mentioned boundary condi-
tion, may be written in implicit form

±
√

πCeq
I Ceq

s

X(0)
erf
√

ln[X(x)/X(0)] = x (25.31)

with
X(0) = 2

√
πCeq

I Ceq
s /d . (25.32)

Hence, the As concentration in the center of the wafer is given by

Cm
s (t) = X(0)

√
DIt =

2
d

√
πCeq

s Ceq
I DIt . (25.33)

For C0
s �= 0 but otherwise equal assumptions, the expression

Cm
s (t) =

C0
s√

Ceq
s Ceq

I erf
[
C0

sd/4
√

Ceq
s Ceq

I DIt
] (25.34)

is valid [10], which reduces to Eq. (25.33) for C0
s → 0, because for small

values of z the error function may be replaced by erf(z) ≈ 2z/
√

π.
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Fig. 25.2. In-diffusion of Au into a thick dislocation-free Si specimen according to
Stolwijk et al. [13]. The solid line represents a fit of the kick-out mechanism.
The dashed line is an attempt to fit a complementary error function predicted for
a concentration-independent diffusivity

25.2.2 Examples of Kick-Out Diffusion

Au and Pt Diffusion in Silicon: Diffusion of Au in Si has been stud-
ied by several authors. For a list of references see [10]. For example, Wilcox
et al. [11, 12] report that the diffusion profiles in thick, dislocation-free sam-
ples differ considerably from the erfc-type shape. Accurate measurements by
Stolwijk et al. [13], using neutron-activation analysis and grinder section-
ing for depth-profiling, confirmed the non-erfc nature of Au profiles in Si.
A comparison between an experimental Au-profile and the predictions of the
kick-out mechanism, Eq. (25.27), and an erfc-profile is shown in Fig. 25.2.
The kick-out model permits a successful fit.

Stolwijk et al. [13] also investigated the diffusion of Au into thin,
dislocation-free Si wafers and found U-shaped diffusion profiles displayed
in Fig. 25.3. Similar observations were reported by Hill et al. [15], who
used the spreading-resistance technique for depth profiling (see Chap. 16).
U-shaped profiles are in qualitative agreement with both the kick-out and
the dissociative mechanism. A distinction between the two mechanisms is
possible via a quantitative analysis of the profile shape. Figure 25.4 shows
a comparison of an experimental profile from Fig. 25.3 with the relationship
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Fig. 25.3. In-diffusion of Au into dislocation-free Si wafers for various annealing
times at 1273 K according to [13]. The Au concentration CAu is given in units of the
solubility Ceq

Au; the penetration depth x as a fraction of the wafer thickness d. For
one penetration profile of the two 4.27 h anneals d ≈ 300 µm, otherwise d ≈ 500 µm

erf

(
ln

√
Cs

Cm
s

)
=

2|x|
d

(25.35)

predicted by Eqs. (25.31) and (25.32). Very good agreement is obvious.
Diffusion and solubility of Pt in dislocation-free Si has also been studied

using both neutron activation analysis plus mechanical sectioning as well
as the spreading-resistance technique by Hauber et al. [16]. The results
suggest that diffusion of Pt in Si is also dominated by the kick-out mechanism.

Zn Diffusion in Si: Diffusion of Zn in Si provides a well-studied example
of interstitial-substitutional exchange diffusion dominated by the kick-out
mechanism. Both cases – in-diffusion limited by the defect flow product or
by the flow product of interstitial Zn – have been observed in the work of
Bracht et al. [17]. Figure 25.5 shows concentration profiles of Zns mea-
sured on dislocation-free and on highly dislocated Si. Both wafers were si-
multaneously exposed to Zn vapour from an elemental Zn source in a closed
quartz ampoule. This source yields at both wafer surfaces a concentration of
Ceq

Zns
≈ 2.5 × 1016 cm−3, which corresponds to the solubility limit of Zn in

Si in equilibrium with the vapour phase from a pure Zn source. Also shown
is a Zns profile in dislocation-free Si obtained at the same temperature but
using a 0.1 molar solution of Zn in HCl as diffusion source, providing a much
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Fig. 25.4. Comparison of Au diffusion into a dislocation-free Si wafer (1.03 h at
1273 K) with the prediction of the kick-out mechanism (solid line) [13]. Circles:
x < 0; squares x > 0

lower Zn vapour pressure. Then, the boundary concentration observed at
both surfaces of the wafer is Ceq

Zns
≈ 4.5× 1014 cm−3, which is a factor of 55

smaller than the solubility limit reached in equilibrium with an elemental Zn
source. Figure 25.5 demonstrates that Zn diffusion in Si depends sensitively
on the defect structure as well as on the prevailing ambient conditions. The
diffusion profile in dislocation-free Si (crosses) is convex, whereas the pro-
file in the highly dislocated wafer, apart from the central region, is concave
(squares). Also the profile obtained for lower Zn concentrations is convex
(circles). The kick-out mechanism yields a consistent description of all three
profiles in Fig. 25.5, as illustrated by the solid lines.

In addition, Bracht et al. [17] studied the time evolution of Zn incorpo-
ration in dislocation-free and in highly dislocated Si for various temperatures
applying a specially designed short-time diffusion method. Typical examples
are displayed in Fig. 25.6. The solid lines in the top part show the result of
successful fitting of all experimental profiles based on the kick-out mechanism.
The solid lines in the bottom part represent complementary error functions.

1. Dislocation-free Si and high boundary concentration: In dislocation-free
material no sinks and sources for self-interstitials exist. High boundary
concentrations of Zn maintain

Ceq
i Di � Ceq

I DI , (25.36)

representing self-interstitial limited flow. The supply of Zni from the sur-
face occurs more rapidly than the decay of self-interstitial supersatura-
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Fig. 25.5. In-diffusion of substitutional Zn measured on dislocation-free (crosses)
and highly dislocated (squares) Si samples; Zn was diffused simultaneously at
1115 ◦C for 2880 s into both samples, using metallic Zn as vapour source. The lower
profile (circles) represents in-diffusion into a dislocation-free wafer also at 1115 ◦C
using a Zn solution in HCl as diffusion source. After Bracht et al. [17]

tion by out-diffusion to the surface. For long diffusion times the condi-
tion Ci ≈ Ceq

i is already fulfilled, whereas the self-interstitial distribu-
tion still deviates from equilibrium. In this regime, the diffusion equation
Eq. (25.26) holds. Then, the Zns concentration in the center of the wafer
increases according to Eq. (25.33). In this long-time diffusion regime the
Zns profiles in a semilogarithmic representation are distinctly U-shaped
like the profile (crosses) in Fig. 25.5 and the Au-profiles in Fig. 25.3.
These features reflect that Zns and Aus incorporation is controlled by
the out-diffusion of self-interstitials.

2. Dislocation-free Si and low boundary concentration: During Zn-diffusion
the Dirichlet surface condition, Ci(0, t) = Ceq

i , is maintained by a con-
stant Zn vapour pressure in the diffusion ampoule. This vapour pressure
also determines the Zns equilibrium concentration Ceq

s , which is propor-
tional to Ceq

i , whereas the properties Di, C
eq
I and DI are not influenced

by the ambient conditions. Therefore, at sufficiently low boundary con-
centration the relationship

Ceq
i Di � Ceq

I DI (25.37)

is fulfilled. As a consequence, the kick-out reaction is not able to establish
self-interstitial supersaturation and CI ≈ Ceq

I holds during the diffusion
process. Then, the incorporation of Zn is limited by the flow product of Zn
interstitials with a diffusivity given by Eq. (25.20). Under these conditions
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diffusion profiles are described by complementary error functions (25.22),
like the lower profile in Fig. 25.5.

3. Highly dislocated Si : In Si with a high dislocation density a supersatura-
tion of self-interstitials can decay by annihilation at these defects. The
profiles in the bottom part of Fig. 25.6 were obtained on plastically de-
formed Si with a dislocation density of about 1012 m−2. This corresponds

Fig. 25.6. Diffusion profiles of substitutional Zn (Zns) at 1021 ◦C for various diffu-
sion times according to Bracht et al. [17]. Top: Dislocation-free Si wafers; solid
lines show calculated profiles based on the kick-out model using one set of param-
eters Ceq

s and Ceq
I DI . Bottom: Highly dislocated Si; solid lines show fitting with

complementary error functions



25.3 Dissociative Mechanism 439

to a mean distance between dislocations of xd ≈ 1 µm. Then, at penetra-
tion distances x for which

x2 > x2
d

Ceq
i Di

Ceq
I DI

(25.38)

holds, the annihilation of self-interstitials occurs more rapidly than the
supply of Zn interstitials. Virtually no self-interstitial supersaturation is
created due to the kick-out reaction. For Zn diffusion at the tempera-
tures of the experiments Ceq

i Di/Ceq
I DI ≥ 100 [17]. This yields x > 5 µm

as the penetration depth where self-interstitials mainly annihilate at in-
ternal sinks. In the regime x < 5 µm, the surface acts as the major
sink. As a consequence, the incorporation of Zn is limited by the flow
product of Zn interstitials. The corresponding diffusivity Eq. (25.20) is
concentration-independent and, indeed, the profiles are well described by
complementary error functions.

25.3 Dissociative Mechanism

25.3.1 Basic Equations

Dissociative diffusion involves the interchange of hybrid solutes between in-
terstitial and substitutional sites with the aid of vacancies. Assuming local
thermal equilibrium for the dissociative reaction, Eqs. (25.3) to (25.6) sim-
plify to the following set of equations:

∂CV

∂t
= DV

∂2CV

∂x2
− ∂Cs

∂t
+ KV

(
1 − CV

Ceq
V

)
(25.39)

∂Ci

∂t
= Di

∂2Ci

∂x2
− ∂Cs

∂t
(25.40)

Cs

CV Ci
=

Ceq
s

Ceq
V Ceq

i

. (25.41)

For material free of internal sinks and sources, we have KV = 0. Then, the
dissociative reaction and the establishment of the Ai equilibrium are the
fastest processes. Using Eq. (25.41) and replacing Eq. (25.40) by Ci = Ceq

i ,
we arrive at a diffusion equation with the effective diffusion coefficient

DV
eff =

Ceq
V DV

Ceq
V + Ceq

s
≈ Ceq

V

Ceq
s

DV , (25.42)

which is independent of the actual concentration Cs. The approximation
Ceq

V � Ceq
s is applicable since the solubility of hybrid atoms is usually much

larger than the equilibrium vacancy concentration. Equation (25.42) is the
diffusivity limited by the vacancy-flow introduced in Eq. (25.15). During in-
diffusion the dissociative reaction, Eq. (25.1), creates an undersaturation of
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vacancies and the incorporation of the hybrid atoms on substitutional sites is
limited by the influx of vacancies form the surface of the crystal. This is why
the product, Ceq

V DV , determines the effective diffusion coefficient of foreign
atoms.

High sink and source densities imply that vacancy equilibrium can be
established almost instantaneously everywhere, i.e. CV ≈ Ceq

V . In this case,
Eqs. (25.40) and (25.41) yield a diffusion equation with the effective diffusion
coefficient of Eq. (25.20). As mentioned above, the same result is obtained for
the kick-out mechanism if the corresponding assumption CI = Ceq

I is made.
We recall that in experiments involving high dislocation densities, the kick-
out and the dissociative mechanism cannot be distinguished on the basis of
the shape of the diffusion profiles.

25.3.2 Examples of Dissociative Diffusion

Cu, Ag, and Au in Germanium: In the early days of semiconductor
technology (see Chap. 22), Cu became known as an unwanted foreign atom,
which – even in small concentrations – may give rise to detrimental effects.
Extensive investigations of solubility and diffusion of Cu in Ge had been per-
formed already in the 1950s by Fuller et al. [22, 23] and by Woodberry
and Tyler [24]. In Chap. 23 we have seen that the vehicles of self-diffusion
in Ge are vacancies. Thus, it is not a surprise that the dissociative mechanism,
which requires vacancies, has been proposed by Frank and Turnbull [1] to
explain the very fast diffusion of Cu in Ge. Later on, the falsification of the dis-
sociative mechanism as the main process for Au diffusion in Si raised doubts
whether the conclusion that the dissociative mechanism operates in Ge re-
mains tenable, since the early experimental data were of limited accuracy.

In order to test this question, the solubility and diffusion of Cu, Ag, and
Au in Ge has been studied on high-purity dislocation-free and dislocated Ge
single crystals by Stolwijk et al. [25] and Bracht et al. [26]. The ex-
periments showed that the penetration rate of Cu in highly dislocated Ge is
much faster than in virtually dislocation-free material (see Fig. 25.7), whereas
the diffusion of Ag and Au is not influenced by the presence of dislocations.
The effective diffusivities of Cu, Ag, and Au and their substitutional solubili-
ties, Ceq

s , have been measured and used to determine either the vacancy flow
product, Ceq

V DV , or the flow products of hybrid interstitials, Ceq
i Di. The flow

product of vacancies is obtained from Eq. (25.42) as

Ceq
V DV = DV

effCeq
s , (25.43)

provided that the incorporation of the hybrid solute is indeed limited by
the vacancy flow. The flow product of interstitial solutes is obtained from
Eq. (25.20) as

Ceq
i Di = Di

effCeq
s , (25.44)
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Fig. 25.7. Comparison of Cu penetration profiles in almost dislocation-free Ge
(1126 K, 900 s) and in a crystal with high dislocation density (1124 K, 780 s) ac-
cording to [17]

if the inflow of interstitial solutes is slower the vacancy flow. We recall that
for vacancy-mediated self-diffusion the flow of vacancies times the vacancy
correlation factor, fV , equals the tracer self-diffusion coefficient:

D∗ = fV Ceq
V DV . (25.45)

For a vacancy mechanism in the diamond structure we have fV = 0.5 (see
Chap. 7).

Figure 25.8 shows a comparison of the ‘triple products’, effective dif-
fusivities × correlation factor × substitutional solubility, for Cu, Ag, and
Au diffusion in Ge. The figure reveals that this product for Cu in virtu-
ally dislocation-free Ge coincides with the tracer self-diffusion coefficient of
Ge measured by tracer techniques (see Chap. 23). This agreement confirms
both the dissociative model for Cu diffusion and the interpretation of Ge
self-diffusion in terms of a vacancy mechanism. The product for Cu diffusion
in highly dislocated material yield values that are characteristic of Ceq

i Di.
It is seen from Fig. 25.8 that the interstitial flow product of Cu in Ge is 1
to 3 orders of magnitude higher than the flow product of Ge vacancies. This
observation is in accordance with the requirement that vacancy-flow limited
diffusion of Cu in Ge occurs for

Ceq
i Di(Cu) � Ceq

V DV (Ge) . (25.46)

The flow products of foreign interstitials, Ceq
i Di, for all three noble metals

solutes are given by [26]:
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Ceq
i Di(Cu) = 6.1 × 10−8 exp

(
−1.64 eV

kBT

)
m2 s−1, (25.47)

Ceq
i Di(Ag) = 4.3 × 10−8 exp

(
−2.30 eV

kBT

)
m2 s−1. (25.48)

Ceq
i Di(Au) = 1.3 × 10−5 exp

(
−2.98 eV

kBT

)
m2 s−1 . (25.49)

These equations are represented by solid-line fits in Fig. 25.8. In contrast to
Cu, the corresponding products for Ag and Au are the same, irrespective
whether Ge crystals with low or high dislocation densities are used. Further-
more, the flow products of Ag and Au interstitials lie one to two orders of
magnitude below the tracer self-diffusivity of Ge. This shows that the vacancy
flow in Ge proceeds a priori faster than the flow of Ag and Au interstitials.
As a consequence, the latter process controls the Ag and Au penetration rate,
i.e.

Ceq
i Di(Ag), Ceq

i Di(Au) � Ceq
V DV (Ge) . (25.50)

Fig. 25.8. Products of solubility × effective diffusivity × correlation factor for Cu,
Ag, and Au diffusion in Ge with various dislocation densities compared to the Ge
tracer diffusivity according to [17]
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Dissociative Diffusion of Hybrid Solutes in Metals: The phenomenon
of fast diffusion of solute atoms is not restricted to semiconductor hosts. The
fast diffusion of Au in Pb was recognised as early as 1896 by Roberts-
Austen [27], one of the pioneers of solid-state diffusion (see Chap. 1). After
von Hevesy and coworkers [30, 31] had studied self-diffusion of Pb, it
became evident that diffusion of Au in Pb is a very rapid process.

We recall Fig. 19.3, where an Arrhenius diagram of foreign atom diffu-
sion in Pb together with self-diffusion is presented. Some solutes in lead (Tl,
Sn, . . . ) show ‘normal’ behaviour. Others such as noble metals, Ni-group ele-
ments, and Zn have diffusivities which are three or more orders of magnitude
faster than self-diffusion. We have denoted lead and some further polyvalent
metallic hosts as ‘open’ metals [28]. The term ‘open’ refers to the large ratio
between atomic and ionic radius of the solvent. This property leads to fast
solute diffusion for solutes with relatively small atomic radii. As discussed in
Chap. 19, fast diffusion of some 3d transition metals is observed in further
polyvalent metals such as In, Sn, Sb, Ti, Zr, and Hf. Noble metal solutes are
fast diffusers in the group-IVB metal tin and in the group-IIIB metals In and
Tl. In addition, fast diffusion is reported for the late transition elements Fe,
Co, Ni in the group-IVA metals α-Ti, α-Zr, and α-Hf.

Vacancies are the defects that mediate self-diffusion and diffusion of sub-
stitutional solutes in metals (see Chaps. 17 and 19). The fast diffusion of
solutes in metals has been attributed by Warburton and Turnbull to
the dissociative mechanism [29]. In contrast to semiconductor hosts, metals
are not available as dislocation-free material. Metallic crystals usually have
fairly high grown-in dislocation densities. These provide enough sources and
sinks for vacancies to maintain vacancy equilibrium, i.e. CV ≈ Ceq

V . There-
fore, usually only the diffusion mode limited by the interstitial flow product
of hybrid solutes can be observed. If substitutional transport by vacancies is
negligible, the effective diffusivity of solutes is given by Eq. (25.20).

Co in niobium: The system Co in Nb is an example for a metallic system
for which the dissociative mechanism had been proposed in 1976. The only
evidence for this suggestion in the work of Pelleg was the rapid diffusion
of Co, when compared to Nb self-diffusion [32].

Diffusion of Co in Nb has been re-examined by Wenwer and cowork-
ers [33, 34]. These authors had in mind that a clear cut identification of
dissociative diffusion is the observation of the diffusion mode limited by the
vacancy flow. Their study had to cope with the fact that Nb crystals are
not available in dislocation-free form. Their crystals contained about 106

dislocations per cm2. Fortunately, in the near-surface region the rôle of dis-
locations becomes insignificant, because the two-dimensional surface repre-
sents the dominating source and sink for vacancies. The width of a virtually
dislocation-free zone is comparable to the mean distance between disloca-
tions. For a dislocation density of about 1010m−2 this corresponds to about
10µm. With this in mind, careful radiotracer experiments of 60Co diffusion
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Fig. 25.9. Penetration profile of 60Co in Nb after 10.3 days of annealing at 1422 K
in double-logarithmic representation according to [34]

in Nb single crystals were conducted in such a way that both the surface-near
region and greater penetration depths could be resolved. Figure 25.9 shows
a typical penetration profile measured with 60Co as radiotracer [34]. Diffusion
has produced a Co distribution with two distinct stages. The solid line fitted
to the deep profile part is a complementary error function. The near-surface
portion of the profile can be fitted by a complementary error function as well
but a little better by a Gaussian profile.

Within the dissociative model the two-stage Co distributions have
a straightforward interpretation:

Deep profile stage: At deeper penetrations, the distance to adjacent disloca-
tions (vacancy sources) is shorter than the distance to the surface (foreign-
atom source). Beyond a certain depth, this difference is large enough to over-
compensate the smallness of the vacancy flow product as compared to the Co
interstitial flow product (Ceq

V DV (Nb) � Ceq
i Di(Co)). Thus, at great depths

the situation corresponds to one of high dislocation density and the Co dif-
fusivity is given by Eq. (25.20). Diffusion coefficients deduced from fits of
complementary error functions to the deep stages of the experimental Co
profiles agree well with those of previous authors (see, e.g., Fig. 5 in [33]).
This shows that in the earlier work dissociative diffusion limited by the flow
of Co interstitials had been measured.

Shallow profile stage: At shallow penetrations, vacancies are more efficiently
supplied from the surface than from dislocations. On the other hand, trans-
ferring a vacancy to a shallow depth x takes more time than transferring
a Co interstitial to the same position. This is so, because the vacancy flow is
slower than the flow of Co interstitials, whereas both species must travel the
same distance. Under such circumstances, the incorporation of Co is limited
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by the vacancy in-flow according to Eq. (25.42). To check this interpretation
the authors [33, 34] deduced the product of vacancy-flow times correlation
factor (fV = 0.727 for a bcc lattice, see Chap. 7). A comparison between
the so-obtained values with tracer self-diffusion coefficients of Nb from lit-
erature showed good agreement (see, e.g., Fig. 4 in [33]). This supports the
interpretation that Co diffusion in Nb occurs via the dissociative mechanism.

Conclusions: The salient points from the discussion of the above examples
can be summarised as follows:

1. Interstitial-substitutional diffusion of hybrid foreign atoms via the dis-
sociative mechanism is established for Cu, Ag, and Au in Ge. The in-
terstitial flow product of Cu in Ge is larger than the flow product of Ge
vacancies. This feature leads to pronounced differences of the Cu diffusion
behaviour in Ge, with low, intermediate and high dislocation densities.
The interstitial flow product of Ag and Au atoms in Ge is smaller than
the Ge vacancy flow product. Hence penetration and shape of the diffu-
sion profiles do not depend on the dislocation density. The diffusivity of
these atoms is determined by the small fractions and high mobilities in
interstitial sites

2. Interstitial-substitutional diffusion also occurs for some fast diffusing so-
lutes in ‘open’ metals. This is the case for the polyvalent solvents Pb,
Sn, In, Sb. Ti, Zr, and Hf. Usually, fast diffusion in metals is limited by
the flow product of the interstitial fraction of hybrid atoms. This is be-
cause in metals a sufficiently high density of dislocations usually warrants
quasi-instantaneous supply of vacancies during diffusion experiments.

3. Both limiting modes of the dissociative mechanism have been observed
for Cu in Ge and for Co in Nb. Foreign atom diffusion limited by the va-
cancy flow product has been established for Co in the near-surface region
of moderately dislocated Nb crystals and for Cu diffusion in virtually
dislocation-free Ge crystals.
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Part V

Diffusion and Conduction
in Ionic Materials



26 Ionic Crystals

26.1 General Remarks

In this chapter, we consider ionic crystals. The reader may recall that the
forces between atoms in ionic crystals are largely classical (Coulombic) and
that a well-developed theory of ionic crystals was established before the ad-
vent of quantum mechanics. Only the repulsive interaction between ions had
to wait for a non-classical explanation. From a crystallographic point of view
simple ionic crystals are characterised by two sublattices: a sublattice of
cations and a sublattice of anions. As a consequence of Coulombic inter-
actions between the ions the structure is completely ordered in the sense
that a cation cannot enter the anion sublattice and vice versa. If diffusion
occurred this way, ions would then occupy sites surrounded by ions of the
same charge. The increase in electrostatic energy of this configuration over
the normal situation is so great that this will not happen. Diffusion of a given
ion is restricted to its own sublattice.

Ionic crystals are solids where diffusion and ionic conduction have been
studied extensively to probe diffusion-mediating defects and their migration,
defect-defect interactions, and defect-impurity interactions. The general the-
ory of diffusion and most of the physical phenomena discussed in the metal
chapters of this book apply equally well to ionic crystals as long as the two
sublattices can be treated separately. For example, the cation and anion sub-
lattices of the NaCl structure are both fcc. Hence correlation effects of dif-
fusion for fcc metals and NaCl sublattices are alike. However, pairs of anion
and cation vacancies can also contribute to the diffusion flux and thus couple
the sublattices.

Because of their special electrical properties, several new effects are found
in ionic crystals that are not found in metals. A topic specific of ionic ma-
terials is the relation between the ionic conductivity and tracer diffusion.
This topic has been studied extensively and a relatively complete picture
has emerged. Since ionic crystals are compounds, there are constraints on
the concentration of defects. At constant composition a compound can only
accommodate an increase in the concentration of cation vacancies (say, on
heating) if there is a corresponding increase in anion vacancies or cation in-
terstitials or both. Coulomb forces, play an important rôle and require charge
neutrality throughout the bulk of the crystal apart from regions near sources
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and sinks of defects. In alkali and silver halides, which are considered in this
chapter, the neutrality constraint is the same as that imposed by the struc-
ture. In any case, the formation of thermally generated point defects is more
complex than in metallic elements.

Figure 26.1 shows the conductivity of various alkali and silver halides.
Grouped together on the left-hand or high-temperature side we find alkali
halide crystals. They are insulators at room temperature but have significant
ionic conductivity within a range of a few hundred degrees Kelvin below their
melting temperatures. Furthermore, the conductivity of the alkali halides is
strongly temperature dependent; it changes by about 3 % per Kelvin and the
corresponding activation enthalpies are about 2 eV. To the right in Fig. 26.1,
we move to lower temperatures. Cesium and ammonium chloride have ionic
conductivities that are similar in magnitude to most other alkali halides but
are less strongly temperature-dependent, with activation enthalpies around
1.2 eV. With conductivities higher by about three orders of magnitude, we

Fig. 26.1. Ionic conductivity of halide crystals. The corresponding activation
enthalpies are listed. For comparison the conductivity of the fast ion conductor
RbAg4I5 is also shown



26.2 Point Defects in Ionic Crystals 451

find the silver halides AgCl and AgBr. In the far upper right-hand corner
of the figure, near room temperature, we recognise the solid RbAg4I5 with
a conductivity some four or five orders of magnitude higher than AgCl. The
conductivity of this compound shows a small temperature variation with an
activation enthalpy of only 0.09 eV. The phenomenon of fast ion conduction,
of which RbAg4I5 is an example, is discussed in Chap. 27.

Our understanding of diffusion and ionic conduction in ionic crystals
rests on voluminous work. Foundations were laid down in the early work
of Frenkel [1], Schottky and Wagner [2–4], and Mott and Little-
ton [5]. In the meantime, chapters in textbooks [6–10] and many reviews [11–
16] summarise various aspects of the field. A comprehensive collection of diffu-
sion data for alkali and alkaline earth halides has been given by Benière [17].
In the present chapter, we focus on those aspects that are required to under-
stand diffusion and ionic conduction in alkali and silver halides.

26.2 Point Defects in Ionic Crystals

The ions in simple ionic crystals are mobile due to the presence of point de-
fects. Figure 26.2 shows a two-dimensional representation of an ionic crystal
perturbed by several types of point defects. The concentration of defects in
a pure crystal is small. Even close to the melting temperature, the defect
site fraction remains less than 1%. Impurities with a valence different from

Fig. 26.2. Examples of point defects in ionic crystals: Schottky defects, Frenkel
defects, divalent cation impurity and cation vacancy, complex of divalent cation
and cation vacancy, vacancy pair
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the host lattice, either added intentionally as doping elements or present
inevitably in crystals of limited purity, enhance the concentration of point
defects for charge neutrality reasons. In any case, diffusion and ionic con-
duction can be attributed to the presence and the mobility of point defects.
In what follows, we consider explicitly ionic crystals with the formula CA
(C=cation, A=anion).

26.2.1 Intrinsic Defects

As discussed in Chap. 5, Schottky disorder consisting of cation vacancies
(VC) and anion vacancies (VA) prevails in alkali halides (Fig. 26.2). In ther-
mal equilibrium the product of the site fractions of cation vacancies, CVC ,
and of anion vacancies, CVA , is a constant that depends on temperature via
Eq. (5.38), which we repeat for convenience:

CVC CVA = exp
(
−GSP

kBT

)
= KSP (T ) . (26.1)

GSP denotes the Gibbs free energy for the formation of a Schottky pair (cation
vacancy plus anion vacancy). The Gibbs energy can be split up via GSP =
HSP − TSSP into enthalpy and entropy of pair formation. KSP (T ) is called
the Schottky product.

Frenkel pairs of the cation sublattice (Frenkel disorder), i.e. cation inter-
stitials, IC , and cation vacancies, VC , are the predominant defects in AgCl
and AgBr (Table 26.1). Here we refer the reader to Eq. (5.34), which can be
written as:

CVC CIC = exp
(
−GFP

kBT

)
≡ KFP (T ) . (26.2)

GFP denotes the Gibbs free energy for the formation of Frenkel pairs. Again,
according to GFP = HFP − TSFP , a formation enthalpy and a formation
entropy of Frenkel pairs can be introduced. KFP (T ) is the (cationic) Frenkel
product. Frenkel pairs in the anion sublattice form in fluorite-related halides
(PbF2, SrCl2, . . . ) and can be treated in an analogous way. This type of
defects is sometimes called anti-Frenkel defects.

We emphasise that in the derivation of Eqs. (26.1) and (26.2) it is not nec-
essary to assume CVC = CVA and CVC = CIC , respectively. Equations (26.1)
and (26.2) can be considered as mass action laws. The Schottky and Frenkel
products describe the defect concentrations at thermal equilibrium. The prod-
ucts are valid irrespective of the defect’s rôle as a majority or minority defect.
As with any ion product, if the concentration of one type of defect is per-
turbed (e.g., by doping), the concentration of the other defect must adjust to
keep the product constant. Unlike atoms in chemical reactions, vacancies and
self-interstititials are not conserved. In thermal equilibrium their concentra-
tion is a function of temperature. Further features of interest are the following:
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1. In undoped crystals with Schottky disorder, charge neutrality requires
equal site fractions of cation and anion vacancies. Then

CVC (0) = CVA(0) = exp
(

SSP

2kB

)
exp

(
− HSP

2kBT

)
=
√

KSP (T ) . (26.3)

2. In undoped crystals with Frenkel disorder, charge neutrality requires
equal numbers of vacancies and interstitials. For Frenkel disorder in the
cation sublattice we have

CVC (0) = CIC (0) = exp
(

SFP

2kB

)
exp

(
− HFP

2kBT

)
=
√

KFP (T ) . (26.4)

In Eqs. (26.3) and (26.4) the zero in the arguments of the site fractions
refers to intrinsic conditions. Frenkel disorder in the anion sublattice can
be treated in an analogous way.

3. If the formation enthalpies of Schottky and Frenkel pairs are similar,
cation vacancies, anion vacancies, and cation interstitials will be present.
The relative concentrations of the various defects must then be deter-
mined by satisfying Eq. (26.1) and Eq. (26.2) simultaneously, and in
addition the condition of charge neutrality which requires that

CVC = CVA + CIC , (26.5)

provided all ions have the same charge.
4. Heterovalent doping of ionic crystals means that some of the matrix ions

are replaced by foreign ions of different valence. For example, if Ca2+

ions replace a few Na+ ions in NaCl, an equal number of cation vacancies
must be added to preserve charge neutrality. Thus, the equilibrium con-
centration of defects is determined by the arrangement which maintains
charge neutrality and at the same time satisfies Eqs. (26.1) or (26.2) (see
below).

Vacancy-pairs: Relative to the perfect lattice cation and anion vacancies
bear opposite charges and attract each other by Coulomb forces. When two

Table 26.1. Dominant type of disorder in ionic crystals

Material Structure Dominant disorder

Alkali halides (NaCl, KCl, . . . ) NaCl Schottky
Alkaline earth oxides NaCl Schottky
AgCl, AgBr NaCl Cation Frenkel
CsCl, TlCl, TlBr CsCl Schottky
BeO, MgO, . . . Wurtzite Schottky
Alkaline earth fluorites, CeO2, ThO2 CaF2 Anion Frenkel
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vacancies form a nearest-neighbour pair, VP , in addition to Coulomb energy,
binding energy is also gained through lattice relaxation. It is then convenient
to consider the pair as a distinct defect, which is formed by the reaction
of a negatively charged cation vacancy, V −

C , and a positively charged anion
vacancy, V +

A , according to1

V −
C + V +

A � VP . (26.6)

The vacancy-pair (Fig. 26.2) is a neutral defect and the concentration of pairs
is given by

CP = CVC CVAZP exp
(

∆GP

kBT

)
= ZP exp

(
−GSP − ∆GP

kBT

)
, (26.7)

where ZP is the number of distinct orientations of the pair (ZP = 6 in the
NaCl structure). ∆GP is the Gibbs free energy released when two isolated
vacancies form a pair. Since vacancy-pairs are neutral entities, their motion
does not contribute to ionic conduction. However, pairs contribute to diffu-
sion.

26.2.2 Extrinsic Defects

Doping Effects: In ionic crystals, additional defects are created by intro-
ducing aliovalent impurities (dopants), which differ in charge from the host
ions. For example, if a divalent cation impurity i is substituted in the cation
sublattice of a NaCl crystal, a cation vacancy must be present to compensate
for the excess positive charge of the impurity. Depending on the temperature,
the additional cation vacancy will be either isolated or, at low temperatures,
associated with the impurity (Fig. 26.2).

The effect of aliovalent impurities on conductivity and diffusion of ionic
solids has been the subject of many studies. It provides a powerful tool for
investigating the types and relative mobilities of defects. The power of the
technique comes from the fact that there are definite relations between the
doping concentration and the defect concentrations. In practice, doping often
means doping with divalent cations because it is easier from an experimental
point of view than doping with aliovalent anions. This is a consequence of the
higher solubility of divalent cations as compared to divalent anions in halide
crystals.

Let us consider explicitly an alkali halide (e.g., NaCl) doped with a di-
valent alkaline earth halide (e.g., CaCl2 or SrCl2). In this case, the divalent
cation is accompanied by one extra cation vacancy VC (Fig. 26.2). The re-
lation between the atomic fractions of impurities, Ci, and those of defects is
then
1 In the physico-chemical literature the so-called Kröger-Vink notation is used. In

the present case this would correspond to: V −
C ≡ V ′

C and V +
A ≡ V ′

A.
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Ci + CVA = CVC . (26.8)

As a consequence, the defect concentration is varied by the impurity concen-
tration. In an undoped NaCl-type crystal, according to Eq. (26.3) the con-
centrations of cation vacancies, CVC (0), and anion vacancies, CVA(0), must
be equal. If divalent impurities are added, the concentrations of cation and
anion vacancies are different, but the Schottky product, Eq. (26.1), is still
fulfilled. Using Eq. (26.8) to substitute for CVA yields

CVC (CVC − Ci) = exp
(
−GSP

kBT

)
= C2

VC
(0) = C2

VA
(0) . (26.9)

Equation (26.9) assumes as a useful approximation that the impurities
and the defects are all distributed at random. It can be rewritten to give
a quadratic equation in CVC . The physically acceptable root is

CVC =
Ci

2

[
1 +

(
1 +

4C2
VC

(0)
C2

i

)1/2
]

. (26.10)

This equation simplifies in two limiting cases:

1. Intrinsic region: In this region we have CVC (0) � Ci. Then,

CVC ≈ CVC (0) . (26.11)

This case applies for undoped material or, since CVC (0) increases ex-
ponentially with temperature, it may also apply to doped materials at
elevated temperatures.

2. Extrinsic region: In this region we have CVC (0) � Ci. Then,

CVC ≈ Ci . (26.12)

Hence the total concentration of cation vacancies is fixed by the dopant
concentration. Since CVC (0) decreases exponentially with decreasing tem-
perature, and since no material is absolutely free from multivalent impu-
rities, there is always a temperature below which CVC (0) � Ci is fulfilled.

Impurity-vacancy Complexes: At very low temperatures impurity atoms
and cation vacancies form impurity-vacancy complexes. A divalent impurity
attracts vacancies bearing the opposite effective charge. When these two de-
fects are in their most stable configuration, they are considered as a separate
defect, an associated impurity-vacancy pair (iVC). Unless the impurity is
small compared to the size of the ion for which it substitutes, the most stable
configuration is a nearest-neighbour configuration. If it is small, the next-
nearest-neighbour configuration is more stable [18, 19]. The association and
dissociation reaction can be written as

i+ + V −
C � iVC . (26.13)
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The divalent impurity ion (i+) provides an excess of one unit of positive
charge relative to the perfect crystal, while the cation vacancy (V −

C ) – a miss-
ing cation – introduces one unit of negative charge. Neutral impurity-vacancy
complexes form by association. In the extrinsic region, thermal vacancies can
be neglected and the total vacancy concentration equals the analytical doping
concentration Ci. The concentration of free vacancies is

CV −
C

= Ci − CiVC = Ci(1 − p) , (26.14)

where CiVC is the concentration of complexes and

p ≡ CiVC

Ci
(26.15)

is an abbreviation for the fraction of impurity ions associated with a vacancy.
p is called the degree of association. The site fraction of unpaired impurities,
i+, is Ci − CiVC . Hence the law of mass action for Eq. (26.13) yields

CiVC

(Ci − CiVC )(Ci − CiVC )
= ZiVC exp

(
∆GiVC

kBT

)
(26.16)

or
p

(1 − p)2
= CiZiVC exp

(
∆GiVC

kBT

)
. (26.17)

ZiVC denotes the number of distinct orientations of the iVC complexes
(ZiVC = 12 for nearest-neighbour complexes; ZiVC = 6 for next-nearest
neighbour complexes in the NaCl structure). ∆GiVC is the Gibbs energy
of association.

26.3 Methods for the Study of Defect
and Transport Properties

Defect properties in ionic crystals are usually infered from studies of the ionic
conductivity, tracer diffusion of cations and anions, isotope effect, hetero-
diffusion, electromigration, dielectric and anelastic relaxation. In Table 26.2
we have listed some of the experiments that have been or can be made on ionic
crystals to provide information about defect properties. The experimental
procedures for the measurement of tracer diffusion, isotope effect, and dc
conductivity are discussed in Chaps. 9, 13, and 16, respectively, and need not
be repeated here.

Tracer techniques can also be applied to study diffusion in an electric
field (electromigration). In an experiment suggested by Chemla [20] one
measures, at the same time, the diffusion coefficient from the spreading-out
of the tracer distribution (Gaussian solution for a thin tracer layer) as well
as the mobility from the drift of the Gaussian due in an electric field. The
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Table 26.2. Experimental techniques for the determination of transport properties
in ionic crystals. For definition of the symbols see Sect. 26.4

Type of Measurement Properties obtained

Conductivity of pure crystal σ = σC + σA; Dσ

Conductivity of crystal doped
with heterovalent cations

Mobility of cation vacancies; HM
VC

Conductivity of crystal doped
with heterovalent anions

Mobility of anion vacancies; HM
VA

Cation tracer diffusion in pure crystal D∗
C(total) = D∗

C + D∗
CP

Anion tracer diffusion in pure crystal D∗
A(total) = D∗

A + D∗
AP

Cation tracer isotope effect Information on D∗
CP

Anion tracer isotope effect Information on D∗
AP

Cation tracer diffusion in electric field Information on D∗
C

Anion tracer diffusion in electric field Information on D∗
A

Impurity diffusion in cation sublattice Information on defect complexes
Impurity diffusion in anion sublattice Information on defect complexes
Dielectric relaxation Reorientation of defect complexes
Anelastic relaxation Reorientation of defect complexes

free vacancies drift along the field because of their electric charge, thereby
giving an independent measure of their mobility, whereas vacancy pairs are
unaffected by the field since they are neutral. Unfortunately, the method is
technically very difficult. In order to maintain an electric field in an ionic
crystal, a steady dc current must pass through the electrodes. This often
causes deteriorations at the crystal-electrode contact interface. Nevertheless,
electromigration measurements have been made for a few ionic crystals and
have furthered our knowledge about these materials.

Complexes of aliovalent impurities and vacancies possess electric and me-
chanical dipole moments. Such entities profoundly affect many of the prop-
erties of an ionic crystal, including electrical as well as mechanical ones.
Methods of dielectric and anelastic relaxation (see Chap. 14) may be used to
observe the reorientation of the complex in an externally applied electric or
stress field, respectively. These measurements give direct information about
the kinetics of the reorientation process. Combining this information with in-
formation on the kinetics of migration from diffusion measurements provides
a rather complete picture of the various ionic motions processes, which take
place in the presence of aliovalent impurities. A review of this topic has been
given by Nowick [13].
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26.4 Alkali Halides

26.4.1 Defect Motion, Tracer Self-diffusion, and Ionic Conduction

The physical interpretation of numerous experimental studies about ionic
conductivity, tracer self-diffusion of cations and anions, isotope effect, elec-
tromigration, impurity diffusion, and relaxation performed on alkali halides
requires a model of the perfect crystal perturbed mainly by the four kinds of
point defects shown in Fig. 26.2: Schottky defects, heterovalent impurity ions,
impurity-vacancy complexes, and vacancy-pairs. Most frequently, defects are
observed not as a consequence of their static properties, but because of their
mobility.

Tracer Self-diffusion: Diffusion mainly occurs by exchange jumps of ions
with vacancies: alkali ions exchange with cation vacancies, halide ions ex-
change with anion vacancies. Neglecting for the moment contributions of
vacancy-pairs, the tracer self-diffusion coefficients of cations and of anions,
D∗

C and D∗
A, are given by

D∗
C = fV a2CVC ωVC , (26.18)

D∗
A = fV a2CVAωVA . (26.19)

fV is the correlation factor for the vacacy mechanism (see Chap. 7) and a
the lattice parameter2. The jump rate of point defects has been discussed in
Chap. 5. Derivations based either on absolute rate theory or on many-body
theory of equilibrium statistics have resulted in an expression which can be
written for the jump rate of cation vacancies, ωVC , as

ωVC = ν0
C exp

(
−GM

VC

kBT

)
= ν0

C exp

(
SM

VC

kB

)
exp

(
−HM

VC

kBT

)
(26.20)

and for the jump rate of anion vacancies, ωVA , as

ωVA = ν0
A exp

(
−GM

VA

kBT

)
= ν0

A exp

(
SM

VA

kB

)
exp

(
−HM

VA

kBT

)
. (26.21)

ν0
C and ν0

A are the attempt frequencies for cation and anion jumps, GM
VC

and
GM

VA
Gibbs free energies, SM

VC
, SM

VA
and HM

VC
, HM

VA
the corresponding entropies

and enthalpies of vacancy migration (superscript M), respectively.
The vacancy fractions in Eqs. (26.18) and (26.19) depend on the purity

of the material and on its temperature:
In the intrinsic region, where CVC = CVC (0) = CVA(0) = CVA ,

Eqs. (26.18) and (26.19) can be rewritten as
2 Sometimes in the literature, the cation-anion distance is denoted by a. Then

a factor of 4 must be included in Eqs. (26.18) and (26.19).
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D∗
C = fV a2ν0

C exp

(
SSP /2 + SM

VC

kB

)
︸ ︷︷ ︸

D0
C

exp

(
−HSP /2 + HM

VC

kBT

)
, (26.22)

D∗
A = fV a2ν0

A exp

(
SSP /2 + SM

VA

kB

)
︸ ︷︷ ︸

D0
A

exp

(
−HSP /2 + HM

VA

kBT

)
. (26.23)

In this region, the variation of D∗
C and D∗

A with temperature stems from the
fact that both the vacancy site fractions and the jump rates are Arrhenius
activated. D0

C and D0
A are pre-exponential factors. The tracer diffusivities and

the conductivity are independent of the purity of the specimen so that they
are ‘intrinsic’ properties of the material. Apart from vacancy-pair corrections,
the relevant activation enthalpies of self-diffusion of cations and anions, ∆HC

and ∆HA, are:

∆HC =
HSP

2
+ HM

VC
, (26.24)

∆HA =
HSP

2
+ HM

VA
. (26.25)

In alkali halide crystals, cation vacancies are more mobile than anion va-
cancies, i.e. ωVC > ωVA . This is mainly a consequence of different sizes of
the ions. Therefore, although both types of vacancies are present in equal
numbers, the cation diffusivity in the intrinsic region is faster than the anion
diffusivity:

D∗
C > D∗

A . (26.26)

The difference is, however, not very large since it is a consequence of different
defect mobilities only.

In the extrinsic region with divalent cation dopants, the concentration
of cation vacancies is fixed, i.e. CVC ≈ Ci. The equation for D∗

C then becomes

D∗
C = fV a2CiωVC = fV a2Ciν

0
C exp

(
SM

VC

kB

)
︸ ︷︷ ︸

D0′
C

exp

(
−HM

VC

kBT

)
. (26.27)

In Eq. (26.27) we have assumed that the cation vacancies are not associ-
ated with impurities. This is justified for not too low temperatures. The pre-
exponential factor D0′

C in Eq. (26.27) is much smaller than D0
C in Eq. (26.22)

and it is proportional to the dopant concentration Ci. The anion vacancy
concentration, CVA , is suppressed, since the Schottky product Eq. (26.1) de-
mands that CVA is inversely proportional to the concentration of heterova-
lent cation impurities. For doping with divalent anion impurities, an equation
analogous to Eq. (26.27) holds for anion diffusion.
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The equations developed above cannot completely account for the experi-
mental findings. The discrepancy is due to the existence of neutral vacancy-
pairs. These contribute to self-diffusion but not to the ionic conductivity.
The total tracer diffusivities, D∗

C(total) and D∗
A(total), are sums of the diffu-

sivities mediated by isolated vacancies and by vacancy-pairs, D∗
CP and D∗

AP :

D∗
C(total) = D∗

C + D∗
CP , (26.28)

D∗
A(total) = D∗

A + D∗
AP . (26.29)

Interactions between cation and anion vacancies become appreciable at high
vacancy concentrations. In thermal equilibrium the population of cation and
anion vacancies increases with temperature according to Eq. (26.7). Thus,
vacancy-pair formation in equilibrium is relevant in particular at high tem-
peratures. Concomitantly, the pair contributions to tracer self-diffusion, D∗

CP

and D∗
AP , increase with increasing temperature. They can be written as [11]:

D∗
CP = 2a2fCP ωCP CP , (26.30)

D∗
AP = 2a2fAP ωAP CP . (26.31)

These expressions contain rates for exchange jumps with cation or anion va-
cancies of the pair, ωCP and ωAP , and the relevant correlation factors for
cation or anion tracer diffusion, fCP and fAP . Note that the correlation
factors are different for cations and anions and different from those of iso-
lated vacancies. As the lifetime of the vacancy pair is long compared to the
time between atomic jumps, the pair motion involves both cation and anion
jumps. The correlation factors are thus functions of the ratio ωCP /ωAP . More
explicitly, the pair contributions can be written as

D∗
CP = 2a2fCP ν0

CP ZP exp
(
−GSP − ∆GP + GM

CP

kBT

)
, (26.32)

D∗
AP = 2a2fAP ν0

AP ZP exp
(
−GSP − ∆GP + GM

AP

kBT

)
. (26.33)

ν0
CP and ν0

AP denote attempt frequencies, whilst GM
CP and GM

AP are Gibbs
energies of migration for cation and anion jumps of the pair, respectively.

Ionic Conductivity: When a solid is placed in an electrical circuit which
maintains a voltage across it, a force is exerted on charged particles. In metals
and semiconductors essentially all of the current is carried by the electrons.
In ionic solids at elevated temperatures, electricity is conducted through the
solid by the motion of ions. Cation and anion defects move so as to let current
flow in the external circuit. To derive an equation relating the conductivity
and the diffusion coefficient, it is necessary to account for the force exerted
on the ions by the electric field. This reasoning led us to the Nernst-Einstein
relation in Chap. 11. The total ionic dc conductivity, σdc, of an alkali halide
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crystal is the sum of the contributions from cation and anion vacancies and
can be written as:

σdc = σC + σA . (26.34)

σC and σA denote the partial conductivities of the cation and the anion
sublattice, respectively.

For ionic conductors, conductivity and diffusivity are related since the
same ionic species are involved in charge and mass transport. As discussed
in Chap. 11, the so-called charge (or conductivity) diffusion coefficient of
ions, Dσ, is introduced. We then ascribe partial conductivities, σC and σA,
to partial charge diffusivities, DσC and DσA, via

DσC ≡ kBTσC

NCq2
and DσA ≡ kBTσA

NAq2
, (26.35)

where NC and NA are the number densities of cations and anions, and q
the charge of the ions. For alkali halides, we have NC = NA = Nion and we
obtain a total charge diffusion coefficient via

Dσ ≡ DσC + DσA =
kBTσdc

Nionq2
. (26.36)

Dσ has the dimensions of a diffusion coefficient. However, it does not strictly
correspond to any diffusion coefficient that can be measured by way of Fick’s
laws (see the remarks in Chap. 11).

A schematic Arrhenius plot of transport phenomena in an alkali halide
crystal is shown in Fig. 26.3. In the extrinsic region, the number of vacancies
is dominated by the impurity level and approaches the doping concentration.
Then, the temperature dependence of σdc arises mainly from the migration
enthalpy of the corresponding vacancies. These are cation (anion) vacancies
in material doped with heterovalent cations (anions). In the intrinsic region,
the tracer diffusivities of cations and anions are described by Eqs. (26.28) and
(26.29), and the total charge diffusion by Eq. (26.36). Experimental data indi-
cate that the behaviour in Fig. 26.3 is still somewhat idealised. For example,
at low temperatures the conductivity deviates downward from the extrinsic
line (see Fig.26.4). This is a consequence of the formation of impurity-vacancy
complexes.

Haven Ratio: The Haven ratios for cations and anions, HRC and HRA ,
relate tracer and charge diffusivities of both sublattices via:

HRC ≡ D∗
C(total)
DσC

and HRA ≡ D∗
A(total)
DσA

. (26.37)

Let us for the moment suppose that tracer diffusion and ionic conduction
occur by isolated cation and anion vacancies. Then both Haven ratios are
equal to the correlation factor of vacancy diffusion. For an fcc lattice we have
fV = 0.781. We then would arrive at
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Fig. 26.3. Schematic diagram of charge diffusivity, Dσ, and tracer diffusivities of
anions and cations, D∗

A and D∗
C , in alkali halides. Parallel lines in the extrinsic

region correspond to different doping contents Ci

D∗
C + D∗

A = fV (DσC + DσA) ≡ fV Dσ =
fV kBTσdc

Cionq2
. (26.38)

This equation is based on the assumption that only isolated cation and anion
vacancies mediate diffusion. If vacancy-pairs act as additional vehicles of dif-
fusion, deviations from Eq. (26.38) occur. Vacancy-pairs are neutral and do
not contribute to the conductivity, but make contributions to tracer diffusion
of both ionic species.

26.4.2 Example NaCl

The amount of experimental data available on transport properties of alkali
halides and especially of NaCl is very large. Several reviews supply catalogues
of experimental values for transport properties of alkali halide crystals [12–
16, 21]. Rather than attempt to update these reviews, we illustrate some of
the main features by presenting typical results for NaCl.

Conductivity and Self-diffusion: Figure 26.4 shows the conductivity of
a NaCl single crystal doped with divalent Sr2+ ions according to Benière
et al. [22]. An intrinsic and an extrinsic region of ion conduction can clearly
be distinguished. The dashed lines represent extrapolations of the intrinsic
and extrinsic parts and show where deviations occur. The slope of the intrin-
sic part (above about 650 ◦C) corresponds to an activation enthalpy, which
equals half of the formation enthalpy of Schottky pairs plus the migration
enthalpies of cation vacancies (see Eq. 26.24). The slope of the linear ex-
trinsic part reflects the migration enthalpy of cation vacancies. At the low
temperature end (below about 400 ◦C), a downward deviation of the data
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Fig. 26.4. Conductivity of a NaCl single crystal doped with a site fraction of
1.2 × 10−5 Sr2+ ions according to Benière et al. [22]

from the dashed line indicates that complexes between Sr2+ ions and cation
vacancies are formed. In this low temperature region, cation vacancies must
first acquire the additional energy needed to dissociate the vacancy-impurity
pair. As a result, the activation enthalpy is again larger than the migration
enthalpy of the vacancy.

Figure 26.5 illustrates the experimental Arrhenius behaviour for the total
tracer diffusivities of Na [28], of Cl [27], and of the charge diffusion coefficient,
Dσ, obtained from conductivity measurements by Nelson and Friauf [28].
All data refer to the intrinsic range of NaCl and have been assembled by
Laskar [15]. Figure 26.5 shows that

D∗
Na(total) + D∗

Cl(total) > fV Dσ . (26.39)

The sum of the tracer diffusivities of cation and anion exceeds the product
of charge diffusivity and correlation factor (fV = 0.781 for an fcc lattice).
We recall that the ionic conductivity is due to the motion of cation and
anion vacancies. Neutral vacancy-pairs cannot contribute to the conductivity.
The inequality, Eq. (26.39), reveals some vacancy-pair contribution to tracer
diffusion. The diffusion data can be fully interpreted in terms of vacancy-
mediated diffusion of cations and anions plus some contribution of vacancy-
pairs. In NaCl vacancy-pairs contribute about 40% to Na tracer diffusion near
the melting point. Concomitantly, there is also a contribution of vacancy-pairs
to anion tracer diffusion. Due to the correlation effects it is smaller than that
of cation tracer diffusion.
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Fig. 26.5. Self-diffusion of 22Na and 36Cl in intrinsic NaCl. Also indicated is the
product of charge diffusion coefficient Dσ and correlation factor fV = 0.781. From
Laskar [15]

Isotope Effect and Electromigration: The isotope effect (see Chap. 9)
of the radioisotope pair 22Na/24Na has been measured on single crystals of
NaCl between 589 and 796 ◦C by Rothman et al. [29] and by Barr and Le
Claire [30]. The isotope effect parameter E decreases with increasing tem-
perature from about 0.7 to 0.49, indicating two mechanisms of diffusion. For
diffusion via isolated cation vacancies a value EC = fV ∆KV with fV = 0.781
is expected. ∆KV is the kinetic energy factor for cation vacancy jumps. The
vacancy-pair mechanism has a smaller correlation factor and hence its isotope
effect parameter, ECP , is smaller than EC . For two mechanisms operating
simultaneously, the measured isotope effect parameter, E, is a weighted av-
erage of the isotope effect parameters of the two mechanisms (see Chap. 9):

E = EC
D∗

C

D∗
C + D∗

CP

+ ECP
D∗

CP

D∗
C + D∗

CP

. (26.40)

Since the pair contribution has the higher activation enthalpy relative to
the contribution of single cation vacancies, E decreases with increasing tem-
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perature. According to Rothman et al. [29] the pair contribution reaches
30–45% near the melting point.

Nelson and Friauf [28] studied tracer diffusion of Na in an external
electric field (‘Chemla’ experiment). They placed a thin layer of 22Na between
two flat NaCl samples, which were thick compared to the diffusion length.
A dc electric field was then applied perpendicular to the interface. The dif-
fusion profile shifted in the field by an amount proportional to the mobility.
By comparison with the ionic conductivity, a contribution of vacancy-pairs to
tracer diffusion of about 40% has been determined, which is in good agree-
ment with the isotope effect measurements and the analysis of tracer and
conductivity data.

Impurity Diffusion: The impurity diffusion coefficient in an fcc sublattice,
D2, can be written as (see Chap. 19)

D2 = a2ω2f2CVC exp
(

∆GiVC

kBT

)
, (26.41)

where ω2 is the jump rate for impurity-vacancy exchanges and ∆GiVC the
Gibbs energy of impurity-vacancy association. f2 denotes the impurity cor-
relation factor. In the frame-work of the ‘five-frequency model’ introduced
by Lidiard, impurity diffusion in an fcc lattice is discussed in Chap. 7. The
expression obtained for the correlation factor [35, 36] can be written as (see
Eq. 7.37):

f2 =
2ω1 + 7ω3F3(ω4/ωVc)

2ω2 + 2ω1 + 7ω3F3(ω4/ωVC )
. (26.42)

The jump rates ω1, ω2, ω3, and ω4 are illustrated in Fig. 7.4. In the present
notation, the jump rate in the unperturbed host corresponds to the cation
vacancy jump rate, i.e. ω ≡ ωVC . For tight binding between vacancy and
impurity the dissociation jump rate of the complex, ω3, is negligible and
f2 ≈ ω1/(ω1 + ω2).

It is useful to make a distinction between homo- and heterovalent im-
purities. For heterovalent impurities the vacancy-impurity association has
a strong Coulombic contribution to the binding enthalpy, which is missing
for homovalent impurities. In the latter case, the interaction is due to size
and polarisability effects only.

Homovalent impurities: Tracer diffusion of homovalent alkali and halogen
ions in alkali halides has been studied by several groups. For a review we
refer the reader to [14, 31]. The Arrhenius diagram of homovalent impuri-
ties is similar to the one of self-diffusion and has also an intrinsic and an
extrinsic part. Figure 26.6 shows diffusion of homovalent impurities in both
sublattices of NaCl in the intrinsic range according to [32–34]. The diffusiv-
ities of homovalent impurities in the Na (Cl) sublattice lie in a relatively
narrow band around Na (Cl) self-diffusion. The difference between impurity
and self-diffusivities never exceeds a factor of five. In addition, the activation
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Fig. 26.6. Diffusion of the homovalent impurities Cs, Rb F, I, and Br in NaCl
according to [32–34]. Self-diffusion of Na and Cl is also indicated for comparison

enthalpies of homovalent impurities are not much different from those of the
self-diffusivities of Na or Cl, respectively. This is similar to normal impurity
diffusion in fcc metals (see Chap. 19).

Heterovalent impurities: The association of heterovalent cations with vacan-
cies can lead to a strong variation of the diffusion coefficients of heterova-
lent impurities with impurity concentration. This effect has been treated by
Howard and Lidiard [40]. The theoretical variation of the impurity dif-
fusion coefficient of divalent cations is shown in Fig. 26.7 as a function of
impurity content. The strong variation of the diffusion coefficient at low con-
centrations results from the fact that the impurity can diffuse only when
a vacancy is on a nearest-neighbour site. One finds

D2 =
8
3
a2ω2f2

p

1 + p
, (26.43)

where p is the degree of association given by Eq. (26.15). When p is unity,
the diffusivity reaches a saturation value

D2(sat) =
4
3
a2ω2f2 (26.44)

and follows an Arrhenius law. Then, the activation enthalpy is given by the
migration enthalpy of the impurity plus some correction term due to the
temperature dependence of the correlation factor. For p < 1 the penetration
profiles do not follow standard solutions of Fick’s second law, because D2

varies with concentration.
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Fig. 26.7. Concentration dependence of the diffusion coefficient of divalent cations,
D2, relative to its saturation value, D2(sat), according to [39]. The curves refer to
three values of the association enthalpy, ∆GiVC , normalised with kBT

26.4.3 Common Features of Alkali Halides

Let us summarise some characteristic features of diffusion and ionic conduc-
tion, which are common to alkali halides such as NaCl, KCl, RbCl, KBr,
KI, . . . :

1. The predominant intrinsic defects in alkali halides are Schottky defects
(cation and anion vacancies). The formation enthalpy of Schottky defects
is between about 2.0 and 2.3 eV.

2. Doping with heterovalent cations (anions) is compensated for charge neu-
trality reasons by the formation of cation (anion) vacancies.

3. The cation vacancy is slightly more mobile than the anion vacancy. Thus,
the cation vacancy contribution to ionic conduction is larger than that of
anion vacancies.

4. The ionic conductivity of an alkali halide crystal is a complicated function
of temperature and impurity concentration. It has an intrinsic and an ex-
trinsic region (Figs. 26.3 and 26.4). In the intrinsic region, equal numbers
of thermal cation and anion vacancies contribute to the conductivity. In
alkali halides doped with heterovalent cations (anions), the extrinsic con-
ductivity is dominated by the motion of cation (anion) vacancies, which
are formed for charge neutrality reasons. Complexes between heterova-
lent impurities and vacancies become significant in the extrinsic region
at low temperatures.

5. Tracer self-diffusion of cations (anions) is mediated by cation (anion) va-
cancies and some additional contribution of neutral vacancy-pairs, which
varies from one alkali halide to another. Cationic self-diffusion is slightly
faster than anionic self-diffusion.
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6. Near the melting temperature, the vacancy-pair contribution to the tracer
diffusivity is approximately half of the contribution of isolated vacancies.
The vacancy-pair contribution decreases with decreasing temperature.

7. Diffusion of homovalent impurities is not much different from self-diffusion
in the same sublattice. The diffusion of heterovalent impurities is strongly
concentration dependent.

8. The binding enthalpy between divalent cation impurities and cation va-
cancies is approximately 0.5 eV.

26.5 Silver Halides AgCl and AgBr

In this section, we consider the silver halides AgCl and AgBr. AgI is discussed
in Chap. 27. It has a different structure and is a famous fast ion conductor
for Ag ions. AgCl and AgBr have been extensively investigated because of
their technological importance in the photographic process. Although their
structure is the same as that of NaCl, their transport properties are very
different. This can be seen in Fig. 26.1. The ionic conductivity of AgCl and
AgBr is orders of magnitude higher than that of alkali halides. Let us first
summarise a few salient points of defect and transport properties of AgCl
and AgBr:

1. The predominant defects in AgCl and AgBr are cation Frenkel defects,
i.e. Ag vacancies and interstitital Ag+. The interstitital Ag+ ions are
more mobile than the Ag vacancies.

2. The ionic conductivity is mainly due to the motion of Ag+ interstitials.
Ag vacancies make a minor contribution.

3. Self-diffusion of Ag is due to Ag+ interstitials and, to a lesser extent, due
to Ag vacancies.

4. Tracer diffusion experiments of the anionic constituents, Cl and Br, in-
dicate for both AgCl and AgBr that the anion diffusivity is three to four
orders of magnitude lower than that of Ag+ ions3. The anion diffusivity
is mediated by anion vacancies. Their number is small, and they are part
of Schottky pairs.

5. In the intrinsic region, the dominant diffusion mechanism of Ag is the in-
terstitialcy mechanism. Several types of jumps, colinear and non-colinear
ones contribute to Ag diffusion (see Fig. 26.8). Direct insterstitial jumps
are negligible.

6. The migration enthalpy for Ag+ interstitials for colinear and non-colinear
jumps is very low (0.04 to 0.1 eV). This is probably the result of a quadru-
polar deformation of the Ag+ ion along the 〈110〉 direction.

3 The fast ion conductor AgI is an extreme case, where the ratio between cation
and anion diffusivity reaches about six orders of magnitude.
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Fig. 26.8. Left : migration of interstitial Ag+ ions via the direct interstitial and by
the interstitialcy mechanism. Right : pathways for Ag+ movements by the colinear
(double arrows) and the non-colinear (solid arrows) interstitialcy mechanism

7. The diffusivity of cations and anions exhibit intrinsic and extrinsic re-
gions. At low temperatures the diffusion of Ag takes place via extrinsic
vacancies (see the discussion of doping effects below).

26.5.1 Self-diffusion and Ionic Conduction

Figure 26.9 shows a combined Arrhenius diagram of tracer diffusion and ionic
conduction for AgCl and AgBr. We note that tracer diffusion of the anions
is several orders of magnitude slower than that of the Ag cations. A silver
tracer may diffuse through the crystal either by the vacancy mechanism or
by the interstitialcy mechanism. The tracer self-diffusion coefficient is then
given by

D∗
Ag = fV a2ωVAgCVAg +

∑
I=colinear,non−colinear

fIgIa
2ωIAgCIAg , (26.45)

where fV and fI are the correlation factors for vacancy and interstitialcy
mechanisms. ωVAg and ωIAg denote the jump rates, CVAg and CIAg are the
site fractions of Ag vacancies and interstitials, and gI are geometrical factors.

Several possibilities for the migration of interstitial Ag+ ions are illus-
trated in Fig. 26.8. In the direct interstitial mechanism, an interstitial Ag+

jumps to an adjacent empty interstitial site. The indirect or interstitialcy
mechanism involves a ‘knock-on process’, which requires the collective mo-
tion of (at least) two Ag ions. An interstitial Ag+ ion causes one of its four
Ag neighbours to move off its regular site into an adjacent interstitial site and
then occupies the vacated lattice site itself (see also Chap. 6). As indicated
in Fig. 26.8, one distinguishes between colinear and non-colinear intersti-
tialcy jumps. The knocked-on Ag ion is displaced in a forward direction to
the centre of any of the four neighbouring cells. If the second Ag ion moves
in the same direction as the first Ag ion, the jump is called colinear. If it
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Fig. 26.9. Tracer self-diffusion coefficients for the constituents of AgCl [41] and
AgBr [24, 42]. Dσ was calculated from the ionic conductivity via the Nernst-Einstein
relation [37]

moves to any one of the three other forward positions, the jump is called
non-colinear. Self-diffusion of Ag+ is found to be due to vacancy jumps and
due to colinear and non-colinear interstitialcy jumps. As already mentioned,
direct interstitial jumps are negligible.

In such a case, the Haven ratio,

HR =
D∗

Ag

kBTσdc/(Nionq2)
, (26.46)

is a weighted average of several processes. Vacancy and interstitialcy contri-
butions, the latter involving colinear and non-colinear interstitialcy jumps,
contribute to diffusion and conductivity. HR contains the correlation factors
of the various contributions. A further contribution comes from the fact that
the displacement of a tracer atom is smaller than that of the electric charge
since (at least) two ions are displaced simultaneously in an interstitialcy pro-
cess. Friauf [37] determined the Haven ratio from a comparison of Ag tracer
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Fig. 26.10. Schematic illustration of the effect of divalent cationic impurity doping
on the temperature dependence of the conductivity of AgCl

diffusion and ionic conductivity (see Fig. 26.9). The experimental Haven ratio
increases with increasing temperature. These findings have been attributed to
a mixture of colinear and non-colinear interstititalcy jumps with some minor
contribution of Ag vacancies4.

26.5.2 Doping Effects

The effect of aliovalent cation impurities in the extrinsic conductivity region
of AgCl and AgBr is different from that observed for alkali halides: doping
with divalent cations (say Cd2+), like in alkali halides, increases the number of
cation vacancies. However, as the Frenkel product, Eq. (26.2), of cation vacan-
cies and Ag+ interstitials is constant, the Ag+ concentration must decrease
with increasing Cd2+ concentration. Doping with divalent cations therefore
reduces the concentration of the very mobile Ag+ interstitials.

The resulting Arrhenius diagram of the ionic conductivity is illustrated
schematically in Fig. 26.10. In the intrinsic region, the conductivity is inde-
pendent of the dopant concentration. An extrinsic region at lower tempera-
tures like in alkali halides is observed, but it is displaced downwards to lower
conductivities. The degree of displacement increases with increasing doping
concentration (extrinsic region I) until a minimum is reached (Fig. 26.11).
At the conductivity minimum the contribution due to the more numerous
but less mobile Ag vacancies equals that of the more mobile but less nu-
merous Ag+ interstitials. At still higher doping levels (extrinsic region II),

4 The most frequent hopping process in AgBr are Ag ions, that hop from ordinary
lattice sites into neighbouring interstitial sites and immediately back again. How-
ever, such hops neither contribute to tracer diffusion nor to the dc conductivity.
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Fig. 26.11. Schematic illustration of the effect of divalent cationic impurity doping
on the isothermal conductivity of AgCl. The dashed lines represent the effect of
anionic impurity doping

the Ag vacancy conduction dominates and the conductivity increases with
further doping. In the extrinsic region I, conduction via Ag+ interstitials
predominates and the conductivity decreases as the concentration of intersti-
titals decreases with increasing doping concentration. In the extrinsic region
II, Ag vacancy conduction takes over and the conductivity increases as the
vacancy concentration increases with increasing doping concentration. The
conductivity plot of Fig. 26.10 is still somewhat idealised. At high temper-
atures, interactions between defects become important and give an upward
departure from the intrinsic slope. At low temperatures, like in the alkali
halides, complexes between aliovalent impurities and vacancies form, causing
downward curvature in the extrinsic region.

Some defect enthalpies deduced from measurements on AgCl and AgBr
are listed in Table 26.3.

Table 26.3. Enthalpies of point defects in AgCl and AgBr according to Barr and
Lidiard [11]

AgCl AgBr

Formation enthalpy of Frenkel pair 1.24 to 1.44 eV 1.06 eV
Migration enthalpy of cation vacancy 0.27 to 0.34 eV 0.34 eV
Migration enthalpy of Ag+ interstitial 0.05 to 0.16 eV 0.15 eV

colinear: 0.078 eV
non-colinear: 0.225 eV
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27 Fast Ion Conductors

Fast ion conductors, sometimes referred to as superionic conductors or solid
electrolytes, are solids with exceptionally high ionic conductivities over a rea-
sonable temperature range, in some cases approaching the magnitude found
in molten salts and aqueous solutions of strong electrolytes. Typical values of
the conductivity of a fast ion conductor are in the range 10−3 to 10 S cm−1,
which can be compared to the value achieved by normal ionic solids only at
temperatures close to the melting point. For comparison, we mention that
Cu at room temperature has an (electronic) conductivity of 6 × 106 S cm−1.
Alkali halide crystals near the melting point have 10−4 S cm−1 ionic conduc-
tivity and a 0.1 n aqueous solution of NaCl has 10−2 S cm−1.

Historically, fast ion conduction is an old phenomenon: high solid-state
conductivity was first noted by the brilliant and perceptive English scientist
Michael Faraday (1791–1867). He reported in 1833 that Ag2S conducted
electricity in the solid state and observed that hot PbF2 also conducted elec-
tricity [1]. Around 1900, the German Nobel laureate in chemistry of 1920
Walther Nernst (1864–1941) observed that mixed oxides of ZrO2 and
Y2O3 glowed white-hot, when a current was passed through them at high
temperatures. He attributed this to oxygen ion conduction and used it in
a lamp known as the ‘Nernst glower’. The unusual properties of AgI were
studied for the first time in 1914 by Tubandt and Lorenz [2]. During
their studies of electrical properties of silver halides, they observed that AgI,
above 147 ◦C, has ionic conductivities comparable to the best conducting
liquid electrolytes. The 1960s witnessed an increased interest in the field.
A number of new fast ion conductors were reported, notably the Ag+ ion
conductors RbAg4I5 and related compounds [3, 4], the Na+ ion conductor
sodium β-alumina [5, 6], and the oxygen conductors based on stabilised zir-
conia. The oil crisis of the 1970s and the need for energy conservation further
increased the number of studies on fast ion conduction with a major focus
on battery and sensor technology, and on fuel cells.

Most ionic crystals, like NaCl or MgO, have low ionic conductivities. Al-
though the ions undergo thermal vibrations, they can only escape from their
lattice sites with the help of point defects, which are present in very small
concentrations only (see Chaps. 5 and 26). Good solid electrolytes are an
exception. Depending on the material, one component, either cationic or an-
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Fig. 27.1. Electrical dc conductivity of several fast ion conductors. Some ordinary
solid electrolytes and concentrated H2SO4 are shown for comparison

ionic, is essentially free to move through the structure. Nowadays, many ma-
terials are known to exhibit fast ion behaviour. As a general rule, fast ion
conductors have an ‘open’ crystal structure, which allows the rapid motion
of ions. Thermal agitation is not needed to create point defects in the ion-
conducting sublattice because large numbers of empty sites are available due
to the structure. Some conductivity values of normal solid electrolytes, an
optimised liquid electrolyte and established fast ion conductors are displayed
in Fig. 27.1 to emphasise the magnitude of the effect. The diagram also il-
lustrates the type of ions which exhibit fast ion conduction: ions with small
formal charges and small Pauling radii (Li+: 0.06nm, Na+: 0.095nm, K+:
0.133nm, Ag+: 0.126nm, F−: 0.136nm, O2−: 0.14nm). High-conductivity
materials have greatly expanded the range over which ionic transport phe-
nomena have been observed. Besides solid-state batteries and solid oxide fuel
cells (SOFC), applications include chemical sensors and electrochromic dis-
plays.

The literature on fast ion conduction is very extensive. The newcomer to
this field can find information in textbooks on solid-state chemistry [8, 9],
several books on fast ion conduction [10–17], a variety of reviews [18–29],
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and several conference proceedings [30–37]. Furthermore, proceedings of the
biannual series on ‘Solid State Ionics’ are published in the journal with the
same title [38]. A comprehensive collection of diffusion and conductivity data
has been assembled by Chadwick [7].

There are some general features of materials that are considered as fast ion
conductors. First, the mobile ion is small and has a low formal charge (see
above). Second, the crystalline conductors have an open lattice structure,
such as the AgI or fluorite structure. Others reveal layered or channeled
structures. However, fast ion conduction is not limited to crystals and there
is a growing interest in ion-conducting glasses (see Chap. 30) and polymers.
Since the range of materials is now extremely wide, various ways of classifying
fast ion-conductors can be found in the literature. For example, fast ion
conductors can be classified by the nature of the mobile ions, or in terms of
the lattice structure, or in terms of device applications [25, 27]. From a purely
academic viewpoint an approach based on the mechanism of conduction is
appropriate [24]. In what follows we use a hybrid classification.

27.1 Fast Silver-Ion Conductors

This class of materials comprises compounds with a relatively fixed anion
lattice and a three-dimensionally disordered cation lattice. Fast ion behaviour
is often observed after a first-order transition between a normally conducting
phase at low temperatures and a superionic phase at high temperatures. We
mention first the simpler compounds of this type, where we can distinguish
three different anion structures, namely bcc, fcc, and hcp structures. Then,
we discuss the more complicated ones like RbAg4I5.

27.1.1 AgI and related Simple Anion Structures

A famous example is AgI: at low temperatures it crystallises in the cubic γ-
phase and in the wurtzite structure (β-AgI) with normal ionic conductivity;
above 147 ◦C the fast ion conducting α-AgI phase is formed. This phase
transition increases the conductivity by several orders of magnitude as seen in
Fig. 27.1. The sudden increase in conductivity is accompanied by a surprising
increase in mass density. The I− ions of α-AgI form a bcc lattice, while
no definite sites can be assigned to the Ag+-ions (Fig. 27.2). According to
Strock [41], a total number of 42 sites is in principle available for the two
Ag+-ions within the cubic cell, namely 6 octahedral, 12 tetrahedral, and 24
trigonal bipyramidal positions.

Neutron-diffraction studies on single crystals have been performed by
Cava, Reidinger, and Wuensch [42] and silver density contours have
been deduced from the scattering intensity. Figure 27.3 shows an example
for the distribution of the Ag scattering density in a (001) plane of the crys-
tal. Neutron scattering indicates that the equilibrium positions of silver are
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Fig. 27.2. Crystal structure of α-AgI. Large circles: I− ions; filled small circles:
octahedral sites; filled squares: tetrahedral sites; filled triangles: trigonal sites. Oc-
tahedral, tetrahedral, and trigonal sites can be used by Ag+ ions

Fig. 27.3. Probabiliy distribution of Ag in α-AgI at 300 ◦C according to Cava,
Reidinger, and Wuensch [42]

tetrahedral sites. The data also indicate that the Ag+ ions are preferentially
found in oblong ellipsoidal regions centered at the tetrahedral sites and ex-
tending in the directions of the neighbouring octahedral sites. This suggests
that the motion of the Ag+ ions is not completely liquid-like and that the
〈100〉 directions can be regarded as channel-like diffusion paths [29]. In other
words, diffusion of Ag ions occurs mainly by jumps between neighbouring
tetrahedral sites.

Besides α-AgI, the phases α-CuBr, α-Ag2S, α-Ag2Se, and α-Ag3SI have
bcc anion structures. The number of cations per bcc unit cell is two for
α-AgI and α-CuBr, three for α-Ag3SI, and four for α-Ag2S and α-Ag2Se. In
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Fig. 27.4. Cation pathway in an fcc anion sublattice according to Funke [19].
Filled squares: tetrahedral sites; small filled circles: octahedral sites

contradistinction to α-AgI and α-CuBr, which have bcc anion lattices, the
anion lattice of α-CuI is fcc. This is understandable from the ratios of the
cationic and anionic radii of these compounds, as the cation sites provided
by an fcc lattice are smaller in size when compared to those of a bcc lattice.
The same systematic variation of the anion structure is observed in the case
of the Ag and Cu chalcogenides; while α-Ag2S and α-Ag2Se still exhibit the
bcc structure, α-Ag2Te, α-Cu2S and α-Cu2Se have fcc arrangements.

Possible cation diffusion paths in fcc and hcp anion lattices have been
discussed in [43]. In an fcc unit cell, there are 8 tetrahedral and 4 octahedral
interstitial sites. The cation diffusion paths consist of alternating octahedral
and tetrahedral sites. Cations jump from tetrahedron to octahedron to tetra-
hedron etc.. An almost linear pathway is illustrated in Fig. 27.4. Each anion
tetrahedron shares four faces with four octahedra and each octahedron with
eight tetrahedra. This structure provides a large variety of pathways through
the anion lattice.

27.1.2 RbAg4I5 and related Compounds

There have been several attempts to obtain better Ag ion conduction. One
was to stabilise α-AgI at lower temperatures. Another was to find new highly
conducting phases by substitution. The most successful seems to be the par-
tial replacement of Ag by Rb in α-RbAg4I5. This material has still today
one of the highest ionic conductivities at room temperature (0.25 Scm−1) of
any known crystalline substance (see Fig. 27.1). Its electronic conductivity is
negligibly small (about 10−9 S cm−1). Some related compounds with similar
properties are MAg4I5, with M = K, Cs, and NH4.

The crystal structure of α-RbAg4I5 and its isomorphs is different from
that of α-AgI and rather complex. The arrangement of the 20 iodine ions
in the unit cell is similar to that of Mn atoms in the β-Mn structure and
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provides 56 tetrahedral voids for the 16 Ag+ ions, while the 4 Rb+ ions are
immobilised at distorted octahedral environments of I− ions [29]. Again there
are many more available sites than Ag+ ions to fill them. RbAg4I5 undergoes
phase transitions at 209 K and at 122 K. The one at 209 K is a second order
phase transition with a discontinuity in the temperature derivative of the
conductivity, dσ/dT , while the conductivity is continuous. The transition at
122 K is first order, which entails a sudden change in conductivity of several
orders of magnitude.

A disordered α-AgI-type structure can also be stabilised at low tempera-
tures by a variety of cations, notably large alkalis, NH+

4 , and certain organic
cations. Some examples, all of which have room temperature conductivities
in the range of 0.02 Scm−1 to 0.2 Scm−1, are (NH4)Ag4I5, [(CH3)4]2Ag13I15
and PyAg5I6, where Py+ is the pyridinium ion (C5H5NH)+. A range of an-
ions may partially substitute for iodine to form, e.g., Ag3SI, Ag7I4PO4 and
Ag6I4WO4.

27.2 PbF2 and other Halide Ion Conductors

Fast fluor-ion conduction in PbF2, which has the fluorite structure (proto-
type CaF2), was observed already by Michael Faraday. Several halides
and oxides with the fluorite structure are very good anion conductors. Other
alkaline earth fluorides, e.g., SrCl2, and β-PbF2 adopt this structure. They
may be classified as fast ion condcutors at high temperatures, where they
have high halogen ion conductivity. One of the best examples is PbF2 with
σ ≈5 Scm−1 at about 500 ◦C. Above this temperature, the conductivity in-
creases slowly and there is little, if any, change in conductivity on melting at
822 ◦C.

The fluorite structure consists of simple cubes of anions, half of them
occupied by cations at the cube centers (Fig. 27.5). The sites available for
interstitial F− ions are at the centers of the set of unoccupied cubes. In
creating an interstitial F− ion, one corner F− ion must leave its corner site
and move into the body of the cube. Defect complexes probably form, but
the details of the sites occupied are not fully known.

At low to moderate temperatures, fluorite-structured halides are like nor-
mal ionic solids; they contain low concentrations of anion Frenkel pairs. Only
the anions are mobile. Most fluorites and anti-fluorites exhibit a broad spe-
cific heat anomaly which passes through a maximum temperature, Tc, a few
hundred degrees below the melting temperature. In the same temperature
regime as the thermal anomaly, the ionic conductivity increases rapidly to
the extent that above Tc it reaches about 1 Scm−1. The high temperature
activation enthalpy is about 0.2 eV. This behaviour is attributed to a transi-
tion, which involves disordering of the anion sublattice, a transition which is
called the Faraday transition.
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Fig. 27.5. Fluorite structure (prototype CaF2): Filled circles represent anions and
open circles cations. Diamonds represent sites for anion interstitials

27.3 Stabilised Zirconia
and related Oxide Ion Conductors

The high-temperature cubic polymorph of zirconia (ZrO2) has the fluorite
structure as well. At room temperature, pure ZrO2 is monoclinic. However,
the fluorite structure can be stabilised by additions of Y2O3 or CaO. Such
stabilised zirconias (e.g., yttrium stabilised zirconia = YSZ) are good O2−

ion conductors at high temperatures. This is because the formation of a solid
solution between ZrO2 and Y2O3 (or CaO) introduces vacant sites in the
oxygen sublattice in order to preserve charge neutrality. For example, lime-
stabilised zirconia (CSZ) has the formula CaxZr(1−x)O(2−x) with 0.1 ≤ x ≤
0.2. One O2− ion vacancy is created for each Ca2+ ion that is introduced.

Typical conductivities in stabilised zirconia (e.g., 85 mol % ZrO2, 15%
CaO) are about 5×10−2 S cm−1 at 1000 ◦C with activation enthalpies around
1.3 eV. At lower temperatures, stabilised zirconias have conductivities that
are many orders of magnitude smaller than those of good Ag+ and Na+

ion conductors. The usefulness of zirconias stems from the fact that they
are refractory materials, which can be used to very high temperatures and
have good oxygen-ion conduction. CeO2, HfO2, and ThO2 may also be doped
heterovalently and are then good O2− ion conductors as well.

Increasing the point defect concentration increases the ionic conductivity.
A compound in which this occurs naturally is bismuth oxide, Bi2O3. This ma-
terial has a solid-state phase transformation to a fluorite-structured δ-phase.
In this structure, 25% of the anion sites are vacant. It is hardly surprising that
due to the structural vacancies this compound has a very high O2− conduc-
tivity [44]. The highest oxygen-ion conductivities are found in Bi2O3-based
materials. However, most of these are readily susceptible to reduction, thus
becoming mixed electron-ion conductors. Therefore, they cannot be used as
solid electrolytes in reducing atmospheres or at low oxygen partial pressure.
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Fig. 27.6. Perovskite structure

There have been attempts to stabilise the high-temperature phase at lower
temperatures by doping, e.g., with zirconia and vanadium oxide.

27.4 Perovskite Oxide Ion Conductors

Perovskites have the general formula ABO3. The perovskite structure is illus-
trated in Fig. 27.6. The structure prototype is CaTiO3 and has a primitive
cubic unit cell. It contains one Ca2+ ion per unit cell, e.g., at the cube edges,
one Ti4+ ion in the cube center, and O2− ions at the face centers.

Perovskite type oxides based on LaGaO3 are of considerable interest be-
cause of their high oxygen-ion conductivity. As for other materials, doping
is a convenient strategy to increase the ionic conductivity of perovskite-type
oxides. Lanthanum gallates doped with Sr on La sites and with Mg on Ga
sites, La(1−x)SrxGa(1−y)MgyO[3−(x+y)/2] (LSGM), reach higher oxygen-ion
conductivities than YSZ [47]. After optimising the single-phase composition
of LSGM an oxide-ion conductivity of 0.15 Scm−1 at 800 ◦C is stable over
time at any oxygen partial pressures between 10−23 and 1 atm [48]. This con-
ductivity is comparable to that of YSZ at 1000 ◦C. Therefore, LSGM appears
to be a more promising electrolyte than YSZ for solid oxide fuel cells oper-
ating below 800 ◦C. Cation diffusion in perovskites is known to be very slow.
Nevertheless, one long term degradation effect may be due to a demixing of
the electrolyte because of different cation diffusivities [49].

27.5 Sodium β-Alumina and related Materials

A family of phases with the general formula M2OnX2O3, where n is in the
range of 5 to 11, is denoted as β-alumina. M is a monovalent cation (alkali+,
Cu+, Ag+, Ga+, In+, Tl+, NH+

4 , H2O+) and X is a trivalent cation (Al3+,
Ga3+, or Fe3+). The most important member of this family is sodium β-alu-
mina with M = Na+ and X = Al3+, which has been long known as a byprod-
uct of the glass-making industry. Interest in the β-aluminas began in the
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Fig. 27.7. Sites for Na+ ions in the conduction plane of β-alumina. m: mid-oxygen
position, br: Beevers-Ross site, abr: anti-Beevers-Ross site. Open circles: O2−, grey
circles: O2− spacer ions

1960s with the pioneering work at the Ford Motor Company when Yao and
Kummer detected that the Na+ ions are very mobile at room temperature
and above [5].

The high conductivity of monovalent ions in β-alumina is a consequence
of its unusual crystal structure. It is built of close-packed layers of oxygen
ions, stacked in three dimensions. Every fifth layer has three-quarters of its
oxygens missing. The Na+ ions reside in these oxygen-deficient layers and are
easily mobile, because their radius is smaller than that of the O2− ions. β-
aluminas exist in two structural modifications, called β and β′′, which differ in
the stacking sequence of the layers. The β′′ form occurs with Na-rich crystals
where n ≈ 5 − 7, whereas the β-form occurs for n ≈ 8 − 11. Both structures
are closely related to that of spinel (MgAl2O4) and may be regarded as being
built of ‘spinel blocks’. The blocks are four oxide layers thick and their oxygen
layers are in cubic stacking sequence, separated by the oxygen-deficient layers
of the conduction planes.

The atomic structure within the conduction plane has been the subject
of much crystallographic work. The present understanding is as follows: sites
available for Na+ ions in the conduction plane of the β-modification are
shown in Fig. 27.7. The conduction plane consists of close-packed layers of
O2− ions separated by pairs of O2− ions. The ‘spacer’ O2− ions (grey) are
located in the conduction plane. Only one quarter of the available O2− sites
in the conduction plane are occupied, i.e. for every grey O2− ion there are
three empty sites. Na+ ions can occupy three different sites: the ‘mid-oxygen’
positions (m), the ‘Beevers-Ross’ sites1 (br), and the ‘anti-Beevers-Ross’ sites
(abr). It appears that Na+ ions spend most of their time in m and br sites,

1 These sites were favoured in the original structure determination of Beevers
and Ross.



484 27 Fast Ion Conductors

Fig. 27.8. Conductivities of some single crystal β-aluminas according to West [45]

but in order to undergo long-range migration they must pass through the abr
sites, which are much smaller than the m and br sites.

The β-aluminas are two-dimensional conductors. Alkali ions can move
easily within the conduction planes but cannot penetrate the dense spinel
blocks. Most other monovalent ions also prefer the br and m sites in β-
alumina, with the exception of Ag+ and Tl+ which prefer the abr sites. This
is understandable, because Ag+ and Tl+ prefer covalent binding and sites
of low oxygen coordination. The conductivities of various β-alumina single
crystals (Fig. 27.8) parallel to the conduction plane fit Arrhenius equations
over wide ranges of temperature. The conductivity is highest and the activa-
tion enthalpy lowest for Na+ and Ag+ β-alumina. With increasing cation size
(K+, Tl+) the conductivity becomes lower, since the larger cations cannot
move as easily in the conduction planes.

There are other layered materials in which the conductivity is two-
dimensional. On the whole they have not been as thoroughly studied as the
β-aluminas. An example of a three dimensional conductor is the Na+-con-
ductor Na3Zr2PSi2O12 [46], which is now referred to as NASICON (Na su-
perionic conductor). Like β-alumina it is a ceramic material, but at 300 ◦C
its conductivity is higher than that of β-alumina.

27.6 Lithium Ion Conductors

Materials that have high Li+-ion conductivity are used as electrolytes in
lithium batteries. The enormous, world-wide interest in such devices arises
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because cells containing Li anodes generally have a higher emf than corre-
sponding cells containing, e.g., Na anodes. Thus, commercial lithium batter-
ies currently have 4 V single cells with an anode containing Li metal and an
intercalation cathode based on LiCoO2 or on the spinel LiCoMnO4. Solid-
state lithium batteries have important applications in a variety of consumer
and medical products. The batteries consist of cathodes that are crystalline
or nanocrystalline oxide-based lithium intercalation compounds. At present,
most Li cells still work with liquid, non-aqueous electrolytes such as LiPF6

disolved in an organic solvent (see, however, Sect. 27.7). Sometimes the elec-
trolyte is a glassy lithium phosphorous oxynitride (‘Lipon’) [50].

Conductivity data of some solid Li+ ion conductors are shown in Fig. 27.1.
Li2SO4 undergoes a phase transition at 572 ◦C and has a high conductivity
around 1 Scm−1 in its high-temperature phase. Above that temperature,
many substituted sulphates have been studied in attempts to reduce the
temperature of the phase transition and thus preserve the fast-conducting
α-polymorph even at lower temperatures. It seems that the α-polymorph
cannot be stabilised at room temperature.

An example of a binary compound that exhibits two-dimensional ionic
conductivity is lithium nitride (Li3N). Its anisotropy is the result of the crys-
tal structure [52]. It has a layered structure with sheets of ‘Li2N’ alternating
with layers of Li. Conductivity appears to occur primarily in the ‘Li2N’ sheets
by a Li vacancy mechanism. The conductivity of impure, H-containing Li3N
is higher than that of pure Li3N. Hydrogen is tightly bound to N, forming
NH units and leaving Li sites vacant in Li3−xNHx.

A family of Li-containing perovskites has high Li+ ion conductivities
around 10−3 Scm−1 at room temperature. These perovskites are based on
Li0.5La0.5TiO3, which does not exist in stoichiometric form but only as Li-
deficient compound. It is formed by substitution of La3+ for 3Li+ to form
Li0.5−3xLa0.5+xTiO3.

27.7 Polymer Electrolytes

Since their discovery in 1973 by Wright and coworkers [51], polymer
electrolytes have attracted much attention because of their promising ap-
plications as ion-conducting materials. Polymer electrolytes are mixtures of
polymers and salts, which are ionic conductors at moderate temperatures.
The technological interest in polymer electrolytes stems from the work of
Armand and coworkers, who studied polyethylene oxide (PEO) and
polypropylene oxide (PPO) salt complexes and highlighted the potential of
these materials for battery applications [53]. The electrolyte is the heart of
any battery. It must allow the passage of the ions, while blocking electron
conduction between the active components of the battery. Indeed, Li-ion bat-
teries, nowadays commonly used in laptop computers and in cellular phones,
are based on polymer electrolytes containing a suitable Li salt [54].
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Polymer electrolytes contrast sharply with the fast ion conducting materi-
als based on ceramics, glasses, or inorganic crystals discussed above. Polymer
electrolytes transport charge well only above their glass transition temper-
ature. The conductivity of polymer electrolytes is of the order of 10−4 to
10−3 S cm−1 and thus two to three orders of magnitude lower than the best
fast ion conductors (see Fig. 27.1). This disadvantage is countered by their
ease of processing as very thin films of only a few microns thickness. In
addition, they have the advantage of being flexible. The flexible nature of
these materials allows a space-efficient battery design of variable dimensions.
The polymer electrolyte flexibility has the important advantage that volume
changes in the cell can be accommodated during cycling without degradation
of the interfacial contacts, which is often observed for crystalline or vitreous
solid electrolytes [55].

Polymer electrolytes may be categorised into several classes according
to electrolyte composition and morphology [56]. In what follows, we focus on
PEO–salt systems, which belong to the most thoroughly investigated polymer
electrolytes [55, 57, 58]. The state-of-the-art knowledge is restricted to a few
established features [58]:

1. High ionic conductivity is observed in the amorphous phase of the poly-
mer electrolyte. This relates to the fact that pure PEO (partially) crys-
tallises at temperatures below about 65 ◦C. Similar crystallisation prop-
erties are also found in PEO–salt systems with not too high salt concen-
trations (≈ one salt molecule per 30 O-atoms).

2. Long-range ionic motion is coupled to local motions of the polymer chain
segments. This coupling is most prominent for the cations since these ions
are usually coordinated by four to five ether oxygens. In fact, the cation-
oxygen interaction is responsible for the main enthalpy contribution to
the solvation of the salt in the polymer matrix. The cation translational
motion is illustrated in Fig. 27.9. This schematic conveys the notion that
cation motion proceeds through the ‘making and breaking of bonds’ be-
tween the cation and oxygen atoms of one or two locally mobile polymer
chains.

3. Anions move faster than cations. The higher mobility of anions can be
understood from their higher degree of freedom: they are not directly
bound to the polymer chains (Fig. 27.9).

Despite numerous studies related to ionic conductivity, the understanding of
the diffusion mechanisms in these electrolytes is still unsatisfactory. A major
reason for this unsatisfactory situation is that conductivity measurements
only yield the net effect of all mobile species. Only few publications in this
field report the use of ion-specific techniques, by which the diffusion prop-
erties of cations and anions can be determined individually. One such tech-
nique is the pulsed-field nuclear magnetic resonance (see, e.g., [59]). Another
powerful ion-specific method is radiotracer diffusion, which has been em-
ployed only on few polymer-salt systems [60–63]. Both techniques have pro-
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Fig. 27.9. Schematic illustration of ion solvation and migration in amorphous
polymer electrolytes according to [62]

Fig. 27.10. Tracer diffusion coefficients of 22Na and 125I in an amorphous PEO–NaI
polymer electrolyte compared to the charge diffusivity, Dσ, according to Stolwijk
and Obeidi [62, 63]. The dashed line is shown for comparison: it represents the
sum D(22Na) + D(125I)

vided unambiguous evidence that the anion is moving at least as fast as the
cation.

As a typical example, we present results of Stolwijk and Obeidi on
a polymer-salt system consisting of PEO and NaI [62, 63]. These authors
performed measurements of 22Na and 125I tracer diffusion and of the over-
all ionic conductivity. They also deduced the charge diffusivity, Dσ, from
the dc conductivity via the Nernst-Einstein relation. Figure 27.10 compares
the tracer diffusivities of both ions, D(22Na) and D(125I), with the charge
diffusivity. The latter exhibits a downward curvature, characteristic of Vogel-
Fulcher-Tammann behaviour frequently observed in the (supercooled) liquid
state. The charge diffusivity falls below the sum of the tracer diffusivities. To
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explain this discrepancy the authors propose a model, which considers contri-
butions from isolated cations and anions and neutral cation-anion pairs. The
latter contribute to tracer transport of both ions but not to charge trans-
port. The authors conclude that diffusivities increases in the order cation,
anion, and ion pair. This sequence reflects the decreasing degree of coupling
to the polymer matrix. This model reveals some analogy to the diffusion via
cation and anion vacancies and neutral vacancy pairs in alkali halide crystals
mentioned in Chap. 26.
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Part VI

Diffusion in Glasses



28 The Glassy State

28.1 What is a Glass?

To the layman, glass is a transparent and lustrous solid that breaks easily.
Yet a number of glass types, in particular metallic glasses, are opaque and
not at all brittle. Also high-strength transparent glasses can be made by var-
ious techniques, some being used in bulletproof security glazing. At one time,
glass was defined as ‘an inorganic product of fusion which has been cooled
to a rigid condition without crystallising’. Even this definition is too restric-
tive, as many organic glasses are known and melting is not the only means
of glass making. The sol-gel process avoids the normally high temperatures
employed for glass melting; so does formation of glassy metals via solid-state
diffusion reaction of thin layered structures formed by evaporation or ball-
milling. Chemical vapour deposition is another process that avoids fusion of
constituent materials.

The outward appearance of glasses is essentially solid-like. Density, electri-
cal, mechanical, and thermal properties of glasses are similar to those of corre-
sponding crystalline substances. However, unlike crystals, glasses do not have
a sharp, well-defined melting point. In the absence of applied forces and in-
ternal stresses, glasses are isotropic. Their isotropic physical properties make
glasses resemble liquids. It follows that the atomic arrangement in glass re-

Fig. 28.1. X-ray diffractogram of a crystal (left) and of a glass (right)
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sembles that of the disorder of corresponding liquids. We are left with the clas-
sical definition of Gustav Tammann (1861–1938) of a glass as ‘a strongly un-
dercooled liquid, i.e. a solid with liquid-like structure’ [1], or ‘a non-crystalline
solid’ or simply ‘an amorphous solid’. The amorphous characteristics are ev-
idenced by X-ray diffraction (Fig. 28.1). This definition excludes substances
that are micro- or nanocrystalline and display more or less sharp Bragg peaks
in
X-ray analysis. For more detailed information we refer the reader to reviews
by Luborsky [2], Davies [3], and Cahn [4] on metallic glasses, and text-
books by Vogel [5], Shelby [6], Doremus [7], and Varshneya [8] on in-
organic glasses.

28.2 Volume-Temperature Diagram

To get a clearer picture of the fundamentals of glass, it is useful to consider
the volume-temperature relationship (V -T diagram) with respect to a liquid,
a glass, and a crystal. Since enthalpy H and volume V behave in a similar
fashion, the choice of the ordinate is somewhat arbitrary and we may also
consider an H-T diagram. Such a diagram is displayed in Fig. 28.2. For its
discussion let us envision a small volume of melt at a temperature well above
the melting temperature Tm of the material. With decreasing temperature the
atomic structure of the melt will gradually change and will be characteristic
of the temperature at which the melt is held. The thermodynamic melting
temperature is defined by the condition that the Gibbs free energies of the
melt and the crystal are equal. Cooling down below Tm will convert the melt
to the crystalline state, provided that the kinetics permits nucleation and
growth of the crystalline phase. If this occurs the volume (enthalpy) will
decrease abruptly in a first order phase transition to the value typical of the
crystal1. Continued cooling of the crystal will result in a further decrease
of volume (enthalpy) due to the thermal contraction (specific heat) of the
crystal.

If the melt can be cooled below Tm without crystallisation, a supercooled
melt is obtained, which is metastable with respect to crystallisation. Crys-
tallisation is avoided only since cooling does not leave enough time for the
formation of crystalline nuclei. Upon further cooling the structure of the liq-
uid continues to remain in a metastable configurational equilibrium as the
temperature decreases, but no abrupt change in volume (enthalpy) due to
a phase transformation occurs. With increasing undercooling to temperatures
between Tm and the fictive temperature Tf (defined below), the viscosity in-
creases by about 15 orders of magnitude (see also Fig. 30.1, Chap. 30). The
increase in viscosity becomes so large that the atoms can no longer rearrange

1 For most materials the crystalline state has indeed a higher density. For example,
water and Si are exceptions having higher densities in the liquid state.
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Fig. 28.2. Volume (or enthalpy) versus temperature diagram of a glass-forming
liquid

to the equilibrium structure of the undercooled melt during the time allowed
by the experiment. The structure of the undercooled melt begins to deviate
from that which would develop if sufficient time were allowed to reach configu-
rational equilibrium. This situation usually occurs for viscosities around 1012

Pa s (1013 Poise). Correspondingly, the volume (enthalpy) begins to deviate
from the metastable equilibrium line, following a line of gradually decreasing
slope (see Fig. 28.2), until it becomes dominated by the thermal expansion
(specific heat) of the ‘isoconfigurational melt’. When the viscosity is so high
that the structure of the material becomes fixed, the ‘mobile melt’ has then
become a rigid glass. A glass can be defined as an undercooled melt congealed
to a rigid, isoconfigurational state. The temperature region lying between the
limits where the volume (enthalpy) is either that of an equilibrated liquid or
that of a glass is denoted as the glass transformation region.

Since the glass transformation region is controlled by kinetic factors,
a slow cooling rate will allow the volume (enthalpy) to follow the (metastable)
equilibrium line to lower temperatures. Such a glass will have a lower volume
(enthalpy) than that obtained at a faster cooling rate. Its atomic arrangement
will be that characteristic of the undercooled melt at lower temperatures. Al-
though the glass transformation occurs over a more or less wide temperature
range, it is convenient to define a temperature which allows the difference in
thermal history between the two glasses to be expressed. The extrapolations
of the undercooled melt and glass lines intersect at a temperature which in
the literature on glasses is denoted as fictive temperature Tf . A glass produced
at a slower cooling rate has a lower Tf , as indicated in Fig. 28.2.

It is convenient to introduce the concept of the glass-transition tempera-
ture (or glass-transformation temperature). The glass-transition temperature
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Fig. 28.3. Differential Scanning Calorimetry (DSC) thermogram of a 0.2(0.8Na2O
0.2 Rb2O) 0.8B2O3 glass measured at a heating rate of 10 K/min from [9]. The
glassy and undercooled liquid state are indicated. The strong exothermic signal
(near 650 ◦C) corresponds to the crystallisation of the undercooled melt

Tg is used as an indication of the onset of the transformation of a glass to the
undercooled melt during heating. This temperature is frequently determined
by changes in thermal analysis curves (caloric glass-transition temperature)
or in thermal expansion curves. Tg values obtained from these two methods
are similar although not identical. In addition, Tg values are a function of the
heating rate used during the analysis. An example for a measurement of Tg

by differential scanning calorimetry (DSC) is shown in Fig. 28.3. A change in
specific heat is observed around 460 ◦C. The inflexion point of the thermo-
gram is usually taken as the caloric glass transition temperature Tg. Although
Tg and the fictive temperature are not identical, the differences are usually
small, i.e. not more than a few K. Therefore, Tg is a useful indicator for the
approximate temperature, where the undercooled melt converts to a glass.

28.3 Temperature-Time-Transformation Diagram

Many of the liquids that would crystallise during normal cooling can be
brought to the vitreous state by more rapid cooling. We should recognise
that the question ‘What materials can form glass?’ is only academic: the
correct question should be, ‘at what rate should a given liquid be cooled to
bring it into the glassy state?’ It is now well established that most liquids,
including water and metallic melts, can be vitrified provided that the rate of
cooling is fast enough to avoid crystallisation. Crystallisation requires first
the formation of a sufficient number of crystalline nuclei and in addition
a measurable growth rate of the nuclei. To avoid crystallisation one needs
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Fig. 28.4. Schematic time-temperature-transformation diagram (TTT diagram)
for the crystallisation of an undercooled melt

to avoid either one or both of the two. Formation of a glass from the melt
involves cooling in such a manner as to prevent crystallisation.

To put glass formation in the right perspective, we consider the time-
temperature-transformation diagram (TTT diagram) for crystallisation of an
undercooled melt (Fig. 28.4). At the thermodynamic melting temperature,
Tm, the time necessary for crystallisation tends to infinity since the driving
force to form crystalline nuclei vanishes. With increasing undercooling below
Tm the nucleation rate increases, since the driving force for nucleation be-
comes larger. At large undercoolings the crystallisation rate is very sluggish,
because diffusion and/or the growth rate of crystalline nuclei is very slow.
As a consequence, for intermediate undercooling the crystallisation rate has
a maximum in the TTT diagram, which looks like an ugly ‘nose’. All com-
binations of heat treatment times and temperatures to the left of this curve
yield samples in the undercooled liquid or glassy state, while all combina-
tions of time and temperature to the right of this curve yield a partial or
totally crystallised material. To form a glass, cooling must be so fast that
the crystallisation nose can be avoided. Below the glass-transition region the
undercooled melt becomes a glass.

The position of the ‘nose’ in the TTT diagram for crystallisation of an
undercooled melt is a measure for the glass-forming ability of a material.
For example, for conventional metallic glasses the time scale is in the 0.1
to 1 milliseconds range at the ‘nose’ of the nucleation curve. Rapid cooling
with rates of about 106 Ks−1 is required to form such glasses. They can
be manufactured for example by melt-spinning in the form of thin ribbons
or sheets of several ten micron thickness only. The so-called bulk metallic
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glasses (see below) exhibit TTT-diagrams with a crystallisation ‘nose’ in the
range between 1–100 seconds or more. This implies that these alloys have
an exceptional glass-forming ability and that their undercooled melts are
relatively stable. Their glass forming ability and processability is comparable
to that of many silcate glasses.

28.4 Glass Families

Glasses are formed in a great variety of systems including manmade and
natural glasses. In the following, we list major glass families (see also [5, 6, 8]):

1. Vitreous silica (SiO2) is the most refractory glass in commercial use. In
addition, it has a high chemical resistance to corrosion, a very low elec-
trical conductivity, a near-zero coefficient of thermal expansion (about
5.5 × 10−7K−1), and good transparency for ultraviolet light. Because of
the high cost of manufacture, the use of vitreous silica is mostly lim-
ited to astronomical mirrors, crucibles for melting high-purity silicon in
Czochralsky crystal pulling devices, special laboratory ware, and high
efficiency lamp envelopes. Optical fibers and insulating films in micro-
electronic devices are further important applications.
Bulk vitreous silica is obtained by melting high-purity quartz crystals
at temperatures above 2000 ◦C. In a second technique, silicon tetrachlo-
ride is sprayed into an oxy-hydrogen flame or a water-vapour-free oxygen
plasma. Silica vapours deposit on a substrate and are consolidated sub-
sequently at about 1800 ◦C.

2. Soda-Lime Silicate Glasses contain large amounts of sodium and cal-
cium oxide and can be produced by melting silica with sodium and cal-
cium carbonates or nitrates. Soda-lime glasses are perhaps the least ex-
pensive and the most widely used of all the glasses made commercially.
Most of the glass windows, beverage containers and envelopes of incandes-
cent and fluorescent lamps are made from soda-lime glass. It is interesting
to note that the telescope of Galileo consisted of lenses that were made
of one single glass, crown glass, a Na2O-CaO-SiO2 glass. The coloured
borders obtained with theses lenses gave rise to the later demand for
colour-free images, that is to make the lenses achromatic.
Soda-lime glasses have good chemical durability, high electrical resistivity,
and good light transmission in the visible region. Because of its relatively
high coefficient of thermal expansion (about 10−5 K−1), soda-lime glasses
are prone to thermal shock failures, which prevents its use in a number
of applications.
Large-scale continuous melting of inexpensive batch materials such as
soda ash (Na2CO3), limestone (CaCO3), and sand at 1400 to 1500 ◦C
makes it possible to form products at high speeds inexpensively. An ex-
ample is the float-glass technique, which is used to produce window glass.
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3. Borosilicate Glasses are obtained when SiO2 and B2O3 and alkali
carbonates such as Na2CO3 are used as batch materials. This fam-
ily of glasses is of interest for their low thermal expansion coefficient
(2 to 3× 10−6 K−1) and a high resistance to chemical attack. Household
cooking untensils, laboratory glass ware, and automobile head lamps are
examples of their usage. Borosilicate glasses can be produced in a man-
ner similar to soda-lime glasses, but require slightly higher temperatures.
The high cost of B2O3 makes them less competitive for common prod-
ucts. Most of the commercial borosilicate glasses, while transparent, are
actually phase separated with a very fine scale morphology.

4. Lead Silicate Glasses contain PbO and SiO2 as the major compo-
nents with small amounts of soda and potash (K2CO3). These glasses
are utilised for their high degree of brilliance. Their large ‘working range’
is useful to make art objects without frequent re-heating. PbO additions
increase the fluidity (inverse viscosity) of glass and its wetability to ox-
ide ceramics. The high concentration of lead oxide found in many glasses
suggests that PbO does not act as a normal modifier oxide in the struc-
ture. High lead borosilicate glasses without additions of alkalis are used
for electrical feedthrough components and in microelectronics.

5. Aluminosilicate Glasses contain, apart from SiO2 and Al2O3, also
varying amounts of alkali oxide and a moderate amount of alkaline earth
oxides such as MgO and CaO. The low-alkali-containing aluminosilicates
have high elastic moduli and a high resistance to chemical corrosion.
They are used as load-bearing fiber component in fiber-reinforced plas-
tics. The electrical resistance of alkali-free alkaline earth aluminosilicates
is comparable to vitreous silica. These glasses are intermediate between
soda-lime glasses and vitreous silica for refractoriness and thermal expan-
sion (about 5 × 10−6 K−1). A major commercial use of this family is in
lamps involving the tungsten-halogen cycle, e.g., in automobile halogen
headlamps.

6. Non-Silica-Based Glasses are oxide glasses lacking silica as a principal
component. They do not have much commercial use. B2O3- and P2O5-
based glasses are hygroscopic. However, their study is important towards
enhancing our understanding of glass structure and properties. Non-silica
oxide glasses with some commercial interest are (i) boro-aluminates with
electrical resistivities exceeding that of silica and (ii) alkaline earth alumi-
nates as a high temperature sealants and infra-red transmitting glasses.

7. Amorphous Semiconductors can be formed of Si, Ge, P, As, and
in the family of tetrahedral glasses. The latter are compounds such as
CdGexAs2 where x = 0 to 1.2, and Si1−xHx, where x = 0.1 to 0.2. They
retain their semiconducting behaviour in the glassy state. As discovered
in the 1960s, some of these glasses display switchng between high- and
low-conductivity states while remaining semiconducting [10], a property
which at that time promised commercial use for computer memories.
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Amorphous semiconductors are also photovoltaic materials, which makes
them candidates at least for niche-market applications of solar-cell tech-
nology.

8. Metallic glasses are also referred to as amorphous metals or glassy
metals or alloys (Chap. 29). They are composed either of two or more
metals or of metals and metalloids. Metallic glasses are metals in the
sense that their electrical, optical, and magnetic properties are typical of
metals.
Conventional metallic glasses can be made by rapid cooling from the
molten state as reported for the first time by Duwez and coworkers
in 1960 [11]. These glasses are usually made in the form of thin ribbons
using high-speed quenching techniques like melt-spinning [12]. Common
examples are Pd80Si20, Ni80P20, and Fe40Ni40P14B6. The latter glassy
metal is sold under the trademark ‘Metglas’. As they are readily produced
as thin ribbons, the primary commercial use of amorphous Fe-based ferro-
magnets is in electromagnetic devices such as relays and transformer-core
laminations and in flexible magnetic shielding. These materials have very
low hysteresis losses and at the same time about three times higher elec-
trical resistivity than their crystalline counterparts such as Fe-Si alloys.
As a result, their use in transformer core laminations can lead to as much
as 30% power savings.

9. Bulk metallic glasses are multicomponent alloys such as Zr-Ti-Cu-
Ni-Be [13]. Bulk metallic glasses can be processed by common meth-
ods available in a foundry. One of the most stable metallic glasses,
Pd43Cu27Ni10P20, has a critical cooling rate as low as 5× 10−3 Ks−1. Its
glass-forming ability is almost comparable to that of silicate glasses. Bulk
metallic glasses can be either of allmetallic or of metal-metalloid type.
The commercial applications of bulk metallic glasses benefit from their
excellent elastic properties, for example, in heads of golf clubs. Another
advantage is their good thermo-plastic formability at moderate temper-
atures in the supercooled liquid range.

10. Bulk amorphous steels are Fe-based multicomponent metallic glasses
with high glass-forming ability. Such alloys have been developed recently
by Ponnambalam et al. [14] and by Liu and coworkers [15]. Al-
though conventional steels with crystalline structure have been exten-
sively utilised by industries, bulk amorphous steels have potential to su-
persede crystalline steels for some critical structural and functional ap-
plications, because of their unusual combinations of material properties.
These include higher strength and hardness, better magnetic properties,
and better corrosion resistance.

11. Organic Glasses consist of carbon-carbon chains which are so entangled
that cooling of the melt prevents crystallisation. The chains in organic
glasses can be crosslinked, with consequent changes in their properties. In-
creasing the degree of crosslinking, for example, increases the viscosity of



References 501

the melt and the glass-transition temperatures. Technological interest in
organic glasses stems, for example, from the work on polymer elctrolytes
such as polyethylene oxide (PEO) and polypropylene oxide (PPO) salt
complexes and their potential for battery applications (see Chap. 27).

12. Natural Glasses glasses like all minerals are relics of the history of our
planet. There is quite an abundance of natural glasses on earth [16]. Ob-
sidian is perhaps the best-known example. Obsidian is a shiny natural
glass, which is usually black or very dark green, but it can also be found
in almost clear form. It is formed when lava cooles so quickly that no
crystals can form. Ancient people throughout the world have used ob-
sidian for arrowheads, knives, spearheads, and cutting tools of all kinds.
Today, obsidian is used as a scalpel by doctors in very sensitive eye op-
erations. Most obsidians are less than 65 million years old; it is alleged
that devitrification occurs over longer periods. A typical composition of
obsidian is 74 SiO2·13.5Al2O3·1.6 FeO/Fe2O3 1.4 CaO 4.3 Na2O 4.5K2O
0.7 MnO. This makes obsidian a member of the aluminosilicate family.
Examples of other natural glasses are fulgarites, which are created when
lightning strikes soil; impact glasses or impactites have been formed
during meteorite impact event by ‘shock transformation’ or by melting
of minerals and rocks due to the absorbed energy.
Scientifically, the most intriguing and hotly debated natural glasses are
tektites [17]. They resemble obsidian in appearance and chemical compo-
sition; however, they have a very low water content, a low alkali content,
and they always contain pure silica glass. There are many tektite-strewn
fields, areas over which related tektites are found; the more studied ones
are the Australian tektites on land and the associated microtektites in
deep-see deposits (Indian Ocean, Philippine Sea, Pacific Ocean), the mol-
davites of central Europe, and the Lybian desert glasses. It has been
suggested that many of the characteristics of these glasses, in particu-
lar their homogeneity, indicate that these glasses have been molten and
subsequently vitrified somewhere in outer space. It was concluded that
the Australian tektites are of lunar volcanic origin and not the result of
a terrestric meteorite impact.
The moldavites are of bottle-green, translucent colour. They are about 15
million years old and acknowledged to be fused ejecta associated with an
impact of a meteorite of about one kilometer in diameter that formed the
Ries crater in Southern Germany. The result of this impact was a shower
of moldavites that fell in the valley of the Moldavian river near Prague
in the Czech Republic.
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29 Diffusion in Metallic Glasses

29.1 General Remarks

Metallic glasses differ from crystalline metallic alloys (Fig. 29.1) by the ab-
sence of translational atomic order. They are also called amorphous alloys
or glassy metals and can be produced by a variety of techniques which usu-
ally involve rapid vitrification from the melt. The cooling occurs so rapidly
that the atoms are frozen in their liquid configuration. There are also clear
indications that local order exists in most amorphous metallic alloys, but no
long-range order (Fig. 29.2).

Metallic glasses are of considerable technological importance. They reveal
unique magnetic, mechanical, electrical, and corrosion properties which result
from their amorphous structure [1–4]. Metallic glasses containing magnetic
elements such as Fe, Ni, or Co are very soft ferromagnetic materials and have
magnetic losses which are lower than those measured in any other crystalline
alloy. They are widely used in electromagnetic devices such as relays, trans-
formers, and other inductive devices. Metallic glasses are exceptionally hard
and have high tensile strengths. Metallic glasses have electrical resistivities in
the range of 100 to 300µΩ cm, which is three or four times higher than that of
iron. Metallic glasses owe many of their favourable properties to the fact that
they do not contain lattice defects such as dislocations and grain boundaries.

Fig. 29.1. Structure of an ordered binary crystalline solid (schematic)
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Fig. 29.2. Structure of a binary metallic glass (schematic)

They can be produced as homogeneous, metastable materials in composition
ranges, where the equilibrium phase diagram requires heterogeneous phase
mixtures of crystalline phases.

Historical Remarks: The first liquid metal alloy vitrified by cooling from
the molten state to the glass transition was Au-Si as reported by Duwez
and coworkers in 1960 [5]. These authors made the discovery as a result of
developing rapid quenching techniques for chilling metallic melts at very high
cooling rates of 105 to 106 Ks−1. The work of Turnbull and of Chen [6–8]
was another crucial contribution to the field and illustrated the similarities
between metallic and silicate glasses. This work clearly demonstrated the
existence of a glass transition in rapidly quenched Au-Si glasses as well as
other glass-forming alloys such as Pd-Si and Pd-Cu-Si, synthesised initially
by the Duwez group. Already around 1950, Turnbull and Fisher had
predicted that as the ratio between the glass-transition temperature, Tg, and
the liquidus temperature, Tl, of an alloy increased from Tg/Tl ≈ 1/2 to 2/3,
homogeneous nucleation of crystals in the undercooled melt should become
very sluggish on laboratory time scales [6]. This Turnbull criterion for the
suppression of crystallisation in undercooled melts is still today one of the
best ‘rules of thumb’ for predicting the glass-forming ability of a liquid.

The field of metallic glasses gained momentum in the early 1970s when
continuous casting processes for commercial manufacture of metal glass rib-
bons such as melt spinning were developed [10]. During the same period
Chen [9] used simple suction casting methods to form millimeter diameter
rods of ternary Pd-Cu-Si alloys at cooling rates in the range of 103 Ks−1.
If one arbitrarily defines the ‘millimeter scale’ as ‘bulk’, then the Pd-based
ternary glasses were the first examples of bulk metallic glasses. Experiments
on Pd-Ni-P alloy melts, using boron oxide fluxing to dissolve heterogeneous
nucleants into a glassy surface coating, showed that, when heterogeneous nu-
cleation was suppressed, this ternary alloy with a reduced glass-transition
temperature of Tg/Tl ≈ 2/3 would form bulk glass ingots of centimeter size
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at cooling rates in the range of 10 Ks−1 [11, 12]. At the time, this work was
perceived by many to be a laboratory curiosity.

During the late 1980s Inoue and coworkers investigated the fabri-
cation of amorphous aluminium alloys. In the course of this work, Inoue’s
team studied ternary alloys of rare earth materials with aluminium and fer-
rous metals. They found exceptional glass forming ability in rare-earth-rich
alloys, e.g., in La-Al-Ni [13]. From there, they studied similar quaternary
materials (e.g., La-Al-Cu-Ni) and developed alloys that formed glasses at
cooling rates of under 100 Ks−1 with critical thicknesses ranging up to 1 cen-
timeter. A similar family with the rare-earth metal partially replaced by the
alkaline-earth metal Mg (Mg-Y-Cu, Mg-Y-Ni, . . . ) [14] along with a parallel
family of Zr-based alloys (e.g., Zr-Cu-Ni-Al) [15] were also developed. These
multicomponent glass-forming alloys demonstrated that bulk-glass formation
was far more ubiquitous than previously thought and not confined to exotic
Pd-based alloys. Building on the work of Inoue, Johnson and cowork-
ers [16, 17] developed a family of ternary and higher order alloys of Zr, Ti,
Cu, Ni, and Be. These alloys were cast in the form of fully glassy rods of
diameters ranging up to 5 to 10 centimeters. No fluxing is required to form
such bulk metallic glasses by conventional metallurgical casting methods. The
glass-forming ability and processability is comparable to that of many silicate
glasses. Metallic glasses can now be processed by common methods available
in a foundry [18].

Families of Metallic Glasses: The number and diversity of metallic glasses
are continually increasing. We make no attempt to present a comprehensive
list because of the complexity in ternary, quaternary, and higher order alloys.
We simply mention several families of alloy systems in which glass formation
from the melt occurs readily (see also Chap. 28).

Metallic glasses that require rapid cooling with rates of about 106 Ks−1

are denoted as conventional metallic glasses. For conventional metallic glasses
the ‘nose’ of the nucleation curve of the TTT diagram lies in the range of 0.1
to 1 milliseconds (see Chap. 28). They are usually produced by melt-spinning
for laboratory and commercial manufacture in the form of thin ribbons or
sheets of about 40µm thickness.

The first class of this type were alloys of late transition metals (LTM) (in-
cluding group VIIB, group VIII, and noble metals) and metalloids (M) such
as Si, B, and P. Metallic glasses of the type LTM-M are perhaps technogi-
cally still the most important ones. Many glasses based on Fe, Co, and Ni
and on B and P with excellent soft magnetic properties belong to this group.
It was at one time believed that the glass formation range is centered around
a deep eutectic at about 20 at.% metalloid. Examples are Au80Si20, Pd80Si20,
Pd80P20, or Fe80B20. When further solute species are added (late transition
metals or metalloids), the glass-forming ability may increase further. Exam-
ples are Fe40Ni40B20 and Pd40Ni40P20.
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A second group of conventional metallic glasses consists of alloys of early
transition metals (ETM) and late transition metals (LTM). The former have
high melting temperatures and addition of a LTM generally leads to a rapid
decrease of the liquidus temperature down to an eutectic. The liquidus tem-
perature then remains relatively low across one or more intermetallic phases
of relatively low stability. Examples of this type are Zr-Co, Zr-Cu, Zr-Ni,
Zr-Fe, and Nb-Ni alloys.

Most of the binary alloy systems of rare earth metals with late transition
and group IB metals have also deep eutectics. They have been shown to
be readily glass forming, if the composition is centered around the eutectic
composition. Examples are La-Au, La-Ni, Gd-Fe, and Gd-Co alloys.

Bulk metallic glasses exhibit TTT diagrams with a crystallisation ‘nose’
in the range between 1–100 seconds or more. These alloys have an exceptional
glass-forming ability and undercooled melts, which are relatively stable [18].
This permits diffusion studies even in the undercooled melt of bulk metallic
glass-forming alloys. By contrast, conventional metallic glasses undergo crys-
tallisation before the glass-transition temperature is reached and thus can be
studied only below the glass-transition temperature. High glass-forming abil-
ity was recently found for bulk metallic glasses based on copper [21]. Appli-
cations of bulk metallic glasses benefit from their excellent elastic properties
and the good formability in the supercooled liquid state. Bulk amorphous
steels is a recent development [19, 20] with potential to replace conventional
steels for some critical structural or functional applications.

29.2 Structural Relaxation and Diffusion

Glasses are thermodynamically metastable in a twofold sense: (i) They can
undergo crystallisation, during which the material transforms to (a) crys-
talline phase(s). (ii) The properties of a glass may depend on its thermal
history (see Chap. 28). Upon reheating a glass to the glass-transformation
range, the glass properties may change due to a process which is called struc-
tural relaxation.

Structural relaxation of an amorphous material leads to a more sta-
ble amorphous state. Structural relaxation is accompanied by a number of
changes in physical properties. Clearly, the extent of property changes for
a given material depends on its thermal history and on the method of glass
production. Changes due to structural relaxation are understandable by con-
sidering the volume (or enthalpy)-versus-temperature diagram of Fig. 29.3.
The volume can be altered by a heat treatment, which allows equilibration
of the structure to that pertaining to the heat treatment temperature. A fast
cooled glass has a higher fictive temperature, a larger volume, and a lower
density. The volume difference is sometimes denoted as the excess volume. If
we reheat such a sample to a temperature within the transformation range,
but below the original fictive temperature, the sample will readjust to the
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Fig. 29.3. Schematic illustration of structural relaxation in the V-T (or H-T)
diagram of a glass-forming material

structure appropriate for the new temperature. Its volume will decrease. Al-
though the changes in density occurring during structural relaxation are not
particularly large (typically less than 1%), they can be important for vis-
cosity and ductility, as well as for magnetic, elastic, electric, and diffusion
properties. A review of the effects of structural relaxation on various prop-
erties of metallic glasses has been given by Chen [22]. In this section, we
concentrate on structural relaxation of diffusion properties.

If structural relaxation occurs during the diffusion annealing of a sample,
the diffusivity depends on time. Under such conditions the thin-film solution
of Fick’s second law (Chap. 3) remains valid, if the diffusivity D is replaced
by its time average given by

〈D(t)〉 =
1
t

t∫
0

D(t′)dt′ . (29.1)

Equation (29.1) can be verified by showing that the thin-film solution with
the time-averaged diffusivity 〈D(t)〉 is a solution of Fick’ s second law with
the time-dependent (instantaneous) diffusivity

D(t) = 〈D〉 + t
d〈D〉
dt

. (29.2)

The time-averaged diffusivity is the quantity that is accessible in a tracer
experiment. Figure 29.4 displays time-averaged diffusivities for 59Fe diffusion
in amorphous Fe40Ni40B20 [23]. In this example, the time-averaged diffusivity
decreases by about half an order of magnitude with increasing annealing time.



508 29 Diffusion in Metallic Glasses

Fig. 29.4. Time-averaged diffusivities 〈D〉 of 59Fe in as-cast Fe40Ni40B20 as func-
tions of the annealing time according to Horvath and Mehrer [23]

If a sufficient number of 〈D〉 values for various annealing times is measured,
the instantaneous, time-dependent diffusivity can be deduced via Eq. (29.2).

Figure 29.5 displays instantaneous diffusivities for various as-cast metallic
glasses determined in this way [24]. The main feature of Fig. 29.5 is the
continuous decrease of D(t) to a plateau value. In the following this plateau
value is denoted as DR and attributed to the relaxed amorphous state. The
features described above are common to many diffusion studies on metallic
glasses. The diffusivity decreases during diffusion annealing as a result of
structural relaxation. This effect may be described by the relationship

D(t, T ) = DR(T ) + ∆D(t, T ) . (29.3)

The diffusivity enhancement, ∆D(t, T ), drops to zero upon sufficient anneal-
ing and the diffusivity in the relaxed state, DR(T ), depends on temperature
only. Usually, within the experimental accuracy the temperature dependence
of DR can be described by an Arrhenius relation (see below).

The diffusivity enhancement in conventional metallic glasses is correlated
with the excess free volume present in the as-quenched material (Fig. 29.3).
This excess volume anneals out during structural relaxation and leads to an
increase in density. Atoms can move more easily through a more open (less
dense) structure than through a more dense structure. As a consequence, the
diffusivity decreases during an annealing treatment at a temperature below
the fictive temperature of the as-quenched glass. Sometimes the excess volume
is also said to be due to ‘quasi-vacancies’ envisaged as localised defects being
stable over several jumps [25]. In the language of quasi-vacancies the latter are
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Fig. 29.5. Instantaneous diffusivities D(t) of several conventional metallic glasses
as functions of annealing time according to Horvath et al. [24]

mobile during structural relaxation and remove the diffusivity enhancement.
In contrast to self-diffusion in crystalline metals, which occurs via vacancies
present in thermal equilibrium, quasi-vacancies in an as-quenched amorphous
alloy are present in supersaturation and anneal out when they become mobile.
As a result, the diffusivities slow down until they have reached their relaxed-
state values.

The diffusivity enhancement depends on the material, its thermal history,
and on the technique of glass production. According to Fig. 29.3 different
fictive temperatures lead to different amounts of structural relaxation. For
a given material with low fictive temperatures the diffusivity enhancement
may be insignificant. As a consequence, some conflicting results in the lit-
erature about the magnitude of structural relaxation effects in diffusion are
likely due to different techniques of alloy production such as melt-spinning,
splat cooling, or co-evaporation.

29.3 Diffusion Properties of Metallic Glasses

Temperature Dependence: Diffusion measurements on conventional
metallic glasses are usually carried out below the glass-transition temper-
ature due to the limitations imposed by incipient crystallisation of the glass
at higher temperatures. The diffusion coefficients in the structurally relaxed
glassy state follow an Arrhenius-type temperature dependence
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DR = D0 exp
(
−∆H

kBT

)
, (29.4)

thus yielding pre-exponential factors D0 and activation enthalpies ∆H . Ex-
amples of Arrhenius plots for both metal-metal and metal-metalloid type
amorphous alloys are shown in Fig. 29.6. The temperature range in which
diffusion measurements have been performed is often limited to 200K or less.
At high temperatures the onset of crystallisation and at low temperatures the
very small diffusivity prevents meaningful measurements.

The error margins imposed on the diffusion parameters are relatively
large, being of the order of 0.2 eV for the activation enthalpy and about
one order of magnitude for the pre-exponential factor. It was shown that the
observed Arrhenian temperature dependence within these error bars is com-
patible with a narrow height distribution of jump barriers in the disordered
structure of an amorphous alloy [26–28]. Another reason for the ‘surprising’
linearity of the Arrhenius plots are compensation effects between site and
saddle-point disorder [29]. The most likely reason, however, is the collectivity
of the atom-transport mechanism leading to an averaging of disorder effects
in the atomic migration process (see below).

For bulk metallic glasses it is possible to carry out diffusion measure-
ments in a temperature range that covers both the undercooled melt re-

Fig. 29.6. Arrhenius diagram of self- and impurity diffusion in relaxed metal-
metalloid and metal-metal-type conventional metallic glasses according to Faupel
et al. [37]
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gion and the glassy state. We illustrate diffusion in bulk metallic glasses
for an alloy that has attracted great interest – namely the five compo-
nent alloy Zr46.75Ti8.25Cu7.5Ni10Be27.5 (commercially denoted as ‘Vitreloy4’).
Centimeter-size rods of this alloy can be produced by casting techniques [18]
and the TTT diagram in the range of the glass transition and crystallisa-
tion is known from the work of Busch and Johnson [30]. The temperature
dependence of diffusion for a variety of elements in Vitreloy4 is displayed
in Fig. 29.7. The following diffusers have been studied; Be [31], Ni [32, 33],
Co [31, 34], Fe [31], Al [35], Hf [36] and the data have been assembled in two
reviews [37, 54]. An important feature of Fig. 29.7 is that the diffusivities
of several elements can be split into two different linear Arrhenius regions
below and above a ‘kink temperature’. The kink temperature correspond to
the transition between the glassy and supercooled liquid states. The activa-
tion enthalpies and pre-exponential factors in the supercooled liquid state are
higher than those below the kink temperature. In addition, the kink temper-
ature separating the glassy and the supercooled region is higher for elements,
which diffuse faster in the amorphous state.

It has been demonstrated that the diffusion times applied at low tem-
peratures were too short to reach the metastable state of the undercooled
liquid at these temperatures [33, 39]. A test of this interpretation of the non-
linear Arrhenius behaviour is shown in Fig. 29.8, in which the diffusivities

Fig. 29.7. Arrhenius diagram of tracer diffusion of Be, B, Fe, Co, Ni, Hf in the
bulk metallic glass Zr46.75Ti8.25Cu7.5Ni10Be27.5 (Vitreloy4) according to Faupel
et al. [37]
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Fig. 29.8. Arrhenius diagram of tracer diffusion of B and Fe in
Zr46.75Ti8.25Cu7.5Ni10Be27.5 (Vitreloy4) according to Faupel et al. [37]. Open
symbols: as-cast material from [31]; filled symbols: pre-annealed material from [39]

of Fe and B in ‘as-cast’ and ‘pre-annealed’ Vitreloy4 are displayed. For suffi-
ciently long annealing times the material finally relaxes into the supercooled
liquid state (see also Fig. 29.3). Open symbols in Fig. 29.8 represent diffu-
sivities in the as-cast material, full symbols represent diffusivities measured
after pre-annealing between 1.17 × 106 s and 2.37 × 107 s at 553K, i.e. be-
low the calorimetric glass-transition temperature. The diffusivities obtained
after extended pre-annealing below 550K are smaller than those of the as-
cast material, whereas in the high-temperature region the diffusivities of the
as-cast and the pre-annealed material coincide. Furthermore, the diffusivities
in the relaxed material can be described by one Arrhenius equation, which
also fits the high-temperature data of the as-cast material. This provides ev-
idence that the kink in the temperature dependence of the diffusivity is not
related to a change in the diffusion mechanism but depends on the thermal
history of the material. It is caused by incomplete relaxation to the state of
the undercooled liquid.

Correlation between D0 and ∆H: Reported values of the activation
enthalpy in conventional metallic glasses and supercooled glass melts, in
general, range from 1 to 3 eV for different diffusers (excluding hydrogen).
The pre-exponential factors D0 show a wide variation from about 10−15 to
1013 m2 s−1 [37]. This variation is much larger than the one reported for crys-
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Fig. 29.9. Correlation between D0 and ∆H for amorphous and crystalline metals
according to [37]. Solid line: conventional metallic glasses; dotted line: bulk metallic
glasses; dashed line: crystalline metals

talline metals and alloys (about 10−6 to 102 m2 s−1). The experimental values
of D0 and ∆H have been found to obey the following correlation:

D0 = A exp
(

∆H

B

)
. (29.5)

A and B are constants. This relationship has a universal character in the
sense that it is valid not only for metallic glasses but also for self- and impu-
rity diffusion in crystalline metals and alloys involving both interstitial and
substitutional diffusion (see [37] and [38] for references). The values of D0

and ∆H in both conventional metallic glasses and in the undercooled liquid
state of bulk metallic glasses do follow the same relationship as shown in
Fig. 29.9. However, the fitting parameters for metallic glasses (A ≈ 10−19

to 10−20 m2 s−1, B ≈ 0.055 eV) and crystalline metals (A ≈ 10−7 m2 s−1,
B ≈ 0.41 eV) are quite different (Fig. 29.9).

The fact that the parameters A and B differ considerably for crystalline
and amorphous metals indicates that the diffusion mechanism of metallic
glasses is different from the interstitial or vacancy mechanisms operating in
crystals.

Pressure Dependence: Studies of the pressure dependence of diffusion and
the activation volumes deduced therefrom have been key experiments for elu-
cidating diffusion mechanims of crystalline solids. For vacancy-mediated dif-
fusion the activation volume equals the sum of the formation and migration
volumes of the vacancy (see Chap. 8). The major contribution to the activa-
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tion volume of self-diffusion for metallic elements comes from the formation
volume, which typically lies between 0.5 and 1 atomic volumes. For intersti-
tial diffusion no defect formation is involved and the activation volume equals
the migration volume of the interstitial, which is small. A small activation
volume implies a weak pressure dependence of the diffusion coefficient.

Measurements of the pressure dependence of diffusion in metallic glasses
can be grouped into two categories [37]:

1. Systems with almost no pressure dependence: activation volumes close to
zero were reported for metallic glasses, which mainly contain late transi-
tion elements and for tracers of similar size as the majority component.
A typical example is displayed in Fig. 29.10. Small activation volumes
allow vacancy-mediated diffusion to be ruled out and have been taken as
evidence for a diffusion mechanism, which does not involve the formation
of a defect.

2. Systems with significant pressure dependence: activation volumes com-
parable to those of vacancy-mediated diffusion in crystalline solids were
mainly reported for diffusion in Zr-rich Co-Zr and Ni-Zr metallic glasses.
They have tentatively been attributed to the formation of diffusion-
mediating defects which are delocalised. On the other hand, molecular-
dynamics simulations for Ni-Zr glasses suggest that diffusion takes place
by thermally activated collective motion of chains of atoms (see Fig. 29.12
and Chap. 6). It has been proposed that the migration volume of chain-
like motion is associated with a significant activation volume [41].

Fig. 29.10. Pressure dependence of Co diffusion in Co81Zr19 at 563 K according
to [37]. The dashed line would corresponds to an activation volume of one atomic
volume
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Isotope Effects: Isotope effect measurements proved to be useful in deduc-
ing atomic mechanisms of diffusion in crystals (Chap. 9). Such studies have
been performed on metallic glasses as well.

Almost vanishing isotope effects have been reported for Co diffusion in
various relaxed, conventional metallic glasses by Faupel and cowork-
ers [40, 42–45]. The small isotope effects can be attributed to strong dilution
of the mass dependence of diffusion due to the participation of a large num-
ber of atoms in a collective diffusion process. Isotope effect experiments are
also reported for the deeply undercooled liquid state of bulk metallic glasses
Ehmler et al. [46, 47] (Fig. 29.11). The magnitude of the isotope effect
parameter is similar to the isotope effects found for (relaxed) conventional
metallic glasses. This lends support to the view that the diffusion mechanism
does not change at the calorimetric glass transition and demonstrates the
collective nature of diffusion processes in metallic glasses [37].

So far, we have mentioned isotope effects in structurally relaxed metallic
glasses. On the other hand, as-cast metallic glasses contain excess volume
quenched-in from the liquid state. Magnitudes of the isotope effect param-
eter comparable to values observed for crystalline metals were reported for
the as-quenched metal-metalloid glass Co76.7Fe2Nb14.3B7 [48]. Such observa-
tions suggest that during diffusion annealing of unrelaxed glasses quenched-in
quasi-vacancies serve as diffusion vehicles until they have annealed out.

Atomic Mechanisms: Experiments and computer simulations show that
diffusion mechanisms in metallic glasses contrast with diffusion in crystals.
It requires other concepts, based on thermally activated highly collective
processes.

Fig. 29.11. Isotope effect parameter as function of temperature for Co diffusion
in bulk metallic glasses according to [37]; data taken from Ehmler et al. [46, 47]
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Molecular dynamics simulation has contributed significantly to the under-
standing of diffusion processes in undercooled melts and in metallic glasses.
The following picture emerges from simulations in agreement with the exper-
imental facts discussed above and in [37]:

With decreasing temperature transport of matter changes from liquid-like
viscous flow via atomic collisions to thermally activated transport character-
istics of solids. According to the simulations and to mode-coupling theory [52]
this change-over occurs at a critical temperature TC . Already well above TC

the dynamics starts to become heterogeneous in the form of collective motion
of chains and rings of atoms. Upon cooling below TC the calorimetric glass
temperature is reached at Tg. Starting below TC , but well above Tg, diffusion
follows the classical Arrhenius relationship.

It is important to note that the linear Arrhenius behaviour observed
within experimental accuracy in the supercooled liquid state is due to the
limited temperature range of the experiment. Diffusivity measurements per-
formed over wide temperature ranges in the liquid state can be described by
a Vogel-Fulcher-Tammann type temperature dependence and not by an Ar-
rhenius relation. Molecular-dynamics simulations [49–51] and mode-coupling
theory [52] predict a downward curvature at higher temperatures. If an acti-
vation enthalpy is attributed to diffusion in the undercooled liquid state, it
should be considered as an effective one. It is strongly increased by structural
changes with temperature occurring in the undercooled liquid above the glass
transition. A ‘true’ activation enthalpy can only be attributed to the slope of
an Arrhenius line, if the structure does not change with temperature.

Mainly chain-like displacements of atoms have been observed in molecular
dynamics simulations. Collective atomic motion in a chain-like manner leads
to total displacements of the order of one nearest-neighbour distance. Such

Fig. 29.12. Chain-like collective motion of atoms in a Co-Zr metallic glass accord-
ing to molecular dynamics simulations by Teichler [55]
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displacement chains typically involve 10 to 20 atoms, where each atom moves
only a small fraction of the nearest-neighbour distance. This mechanism has
been already discussed and illustrated in Chap.6. We repeat the previous fig-
ure for convenience in Fig. 29.12. With increasing temperature the total jump
length, the jump length of single atoms, and the number of atoms involved
in such displacements chains increases. With further increasing temperature
these collective events become more and more frequent and finally merge into
viscous flow.

29.4 Diffusion and Viscosity in Glass-forming Alloys

Viscosity measures the resistance of a melt to shear deformation. The Stokes-
Einstein relation relates the viscosity to a viscosity diffusion coefficient (see
also Chap.30) via

Dη = kBT/(6πrη) (29.6)

kB is the Boltzmann constant, r some atomic radius, and T the absolute
temperature. For liquids the Stokes-Einstein relation is well appreciated. In
an undercooled melt a decoupling of viscosity and diffusivity occurs around
the critical temperature Tc of the mode-coupling theory. This decoupling is
attributed to the arrest of liquid-like atomic motion, which leads to a discrep-
ancy between viscosity diffusivity as compared to diffusivities deduced from
tracer experiments. Near the caloric glass-transition temperature the differ-
ence can be several orders of magnitude. Molecular dynamics simulations
on a binary Lenard-Jones mixture by Müller-Plate and associates [56]
have revealed a breakdown of the Stokes-Einstein relation at a temperature
between the thermodynamic melting temperature Tm and the critical tem-
perature Tc.

An experimental comparison between tracer diffusion and viscosity has
been performed for a Pd43Cu27Ni10P20 alloy. This alloy was chosen because
it has a glass-forming melt with high stability against crystallisation. This
made it possible to measure tracer diffusivities from the glassy state through
the supercooled melt up to the equilibrium melt. Diffusion of 32P and 57Co in
Pd43Cu27Ni10P20 has been studied by Zöllmer et al. [57] and Bartsch
et al. [58] using tracer methods. Viscosity data are available for the super-
cooled and the equilibrium melt. Figure 29.13 shows a comparison between
tracer diffusion of P and Co and the viscosity diffusion coefficient calculated
from Eq. (29.6) using the atomic radius of Co (0.125nm). The dashed lines
indicate the melting temperature Tm, the critical temperature Tc, and the
caloric glass-transition temperature Tg at a heating rate of 20Kmin−1.

In the equilibrium melt tracer diffusivities and viscosity diffusivities co-
incide as expected for liquid-like atomic transport. In the undercooled melt
both available tracer diffusivities are about one order of magnitude higher



518 29 Diffusion in Metallic Glasses

Fig. 29.13. Tracer diffusion coefficients of P and Co in comparison with vis-
cosity diffusion coefficients of the alloy Pd43Cu27Ni10P20 according to Bartsch
et al. [58]

at 640K than the diffusivity calculated from the viscosity; near the glass-
transition this discrepancy is around two orders of magnitude. If one would
use the atomic radii of other alloy elements instead of those for Co, the
discrepancy would not be affected significantly. Although in bulk metallic
glasses and their supercooled melts a considerable size dependence has been
observed (see, e.g., Fig. 29.7), it is still under debate, whether the viscosity
is determined solely by one element of the alloy. Obviously, the diffusivities
of the metal atoms Co and the metalloid atoms P are decoupled from the
viscosity of the supercooled melt.
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57. V. Zöllmer, K. Rätzke, F. Faupel, J. Mater. Res. 18, 2688 (2003)
58. A. Bartsch, K. Rätzke, F. Faupel, Appl. Phys. Lett. 89, 121917 (2006)



30 Diffusion and Ionic Conduction

in Oxide Glasses

30.1 General Remarks

Oxide glasses are the best known class of non-crystalline materials and com-
prise a large number of glass families. The most important ones are already
mentioned in Chap. 28. When one considers the world-wide commercial use
of oxide glasses, the need for an understanding of their structural elements
and properties is obvious. The crystallography, chemistry, and physics of ox-
ide glasses encompass a vast body of information. In the present chapter, we
limit ourselves to some basic foundations. For more information, we refer to
textbooks on glass by Vogel [1], Shelby [2], Doremus [3], and Varsh-
neya [4].

Most oxide glasses including silicate, germanate, borate, and many phos-
phate glasses are ionic conductors. Some phosphate and chalcogenide glasses
are electronic conductors. Oxide glasses which contain transition metal ele-
ments are mixed conductors. Given the wide diversity of oxide glasses, we
confine ourselves to illustrate some aspects of diffusion and ionic conduction
by typical examples which concern vitreous silica, soda-lime silicate glasses,
single alkali borate glasses, and features of the so-called mixed-alkali effect.
Diffusion data for a large number of oxide glasses can be found, for example,
in an early review by Frischat [5] and in a more recent collection by Jain
and Hsieh [6]. A coverage of the literature on ionic conductivity in oxide
glasses can be found in Ingram’s review [7].

Structure of Network Glasses: Goldschmidt, who is considered as the
founder of modern crystal chemistry, suggested in the 1920s empirical rules for
glass formation [8]. Like for crystalline structures he proposed that relations
of the ionic sizes play a decisive role. He postulated ratios of cation to anion
radii from 0.2 to 0.4 as a condition of glass formation. Indeed, the oxides
SiO2, B2O3, P2O5, GeO2, and some other compounds fulfill this condition
(Table 30.1).

An overwhelming number of oxide glasses are silicate glasses. The basic
building block of crystalline silicates is the SiO4/2 tetrahedron, a structural
unit with a silicon atom in the center of four oxygen atoms1. In the case of
1 We denote this unit as SiO4/2 tetrahedron since each of the four O atoms is

shared by two Si atoms.
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Table 30.1. Ionic radii for typical glass-forming oxides or compounds according to
Vogel [1]

Compound Cation radius Anion radius

SiO2 rSi = 0,039 nm rO = 0.14 nm
B2O3 rB = 0.02 nm rO = 0.14 nm
P2O5 rP = 0.034 nm rO = 0.14 nm
GeO2 rGe = 0.044 nm rO = 0.14 nm
BeF2 rBe = 0.034 nm rF = 0.136 nm

vitreous silica the same SiO4/2 tetrahedra, which are regularly connected in
crystalline silicates, are connected irregularly and form a disordered three-
dimensional network. The structure of vitreous silica is readily described by
silicon-oxygen tetrahedra linked at all four corners. Each oxygen is shared
by two silicon atoms, which occupy the centers of the linked tetrahedra to
form a continuous random network. Disorder is obtained in this structure by
allowing variability in the Si-O-Si bond angle connecting adjacent tetrahedra.

The network hypothesis proposed by Zachariasen [9] and enforced by
the X-ray diffraction work of Warren [10] in the 1930s represented an im-
portant step forward to our present understanding of the structure of glasses.
According to this classical network idea, the following rules hold for the for-
mation of three-dimensional network glasses:

1. An oxide or compound tends to form a glass, if it forms polyhedral groups
as smallest building units. Examples are SiO2, B2O3, GeO2, P2O5, As2S3,
and BeF2.

2. Polyhedra should not share more than one corner.
3. Anions such as O2−, S2−, and F− should not bind more than two central

atoms of a polyhedron. In simple glasses, anions form bridges between
two polyhedra.

4. The number of corners of a polyhedron must be smaller than six.
5. At least three corners of a polyhedron must connect with neighbouring

polyhedra.

Depending on the glass-forming ability, an oxide may be called a glass (or
network) former, a glass (or network) modifier, or an intermediate (condi-
tional) oxide (see Table 30.1). Network-former ions, such as Si, B, P, and Ge,

Table 30.2. Examples of network former, network modifier, and intermediate ions

Network-former ions Network-modifier ions Intermediate ions

Si, Ge, B, P, Sb Li, Na, K, Rb, Cs Al, Bi, Mo, S
As, In, Tl Ca, Ba, Pb, Sn Se, Te, V, W
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usually have coordination numbers of 3 or 4. Network-modifier ions, such as
Na, K, Rb, and Ca, have coordination numbers generally not larger than 6.
Intermediates may either enforce the network (coordination number 4) or fur-
ther loosen the network (coordination number 6–8), but cannot form a glass
alone.

A large number of properties of network glasses can be understood on the
basis of the Zachariasen-Warren concepts. An increase of modifier cations
breaks bridges or modifies the fundamental network. The increasing mobility
of the building units accounts for decreasing viscosity and liquidus tempera-
ture, as well as for an increasing ionic conductivity and diffusivity of modifier
cations.

Viscosity of Glass-forming Melts: Viscosity is a melt property. It mea-
sures the resistance of a liquid to shear deformation. The rate of shear de-
formation, dεxy/dt, is related to the shear stress, τxy, via Newton’s law of
viscosity

τxy = η
dεxy

dt
, (30.1)

where η is the coefficient of viscosity, or simply the viscosity. When stress
is written in units of Pa, the appropriate unit of the viscosity is Pa s. The
old unit for η, based on the cgs system, was dyne s cm−2. This unit, which is
termed the Poise (symbol P), is used in all literature prior to 1970 and is still
often used in glass technology. Since 1Pa s = 10P the conversion of units is
straightforward.

Viscosity is the inverse of fluidity. A melt with a large fluidity will flow
readily, whereas a melt with large viscosity has a high resistance to flow. The
viscosity of a glass-forming melt plays a major rôle in determining the ease
of glass formation. Glasses are most easily formed if the viscosity either is
very high at the melting temperature of the crystalline phase or increases
very rapidly with decreasing temperature. In either case, crystallisation is
impeded by the kinetic barrier to atomic rearrangement which results from
a high viscosity.

Viscosity is one of the most important properties in glass technology. It
plays an enormous rôle in all stirring processes, in the buoyancy of bubbles
during fining processes, during glass forming, and for nucleation and growth
of crystalline phases. As pointed out in Chap. 28, a glass-forming melt acts
as a liquid at high temperatures and turns into a glassy solid upon cooling.
The viscosity-temperature (η − T ) relationship of a typical glass is shown in
Fig. 30.1. In this figure a number of specific viscosities have been designated
as reference points. These particular viscosities have been chosen because of
their importance in various aspects of commercial or laboratory processing
of glass-forming melts. Melting usually occurs at viscosities of 1 to 10Pa s for
commercial glasses, but can occur at lower viscosities for non-silicate, and in
particular for non-oxide glasses.
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Fig. 30.1. Viscosity of a soda-lime-silicate glass (standard glass I of the Deutsche
Glastechnische Gesellschaft, DGG). Particular viscosity points are indicated

Formation of a glass object from a melt requires shaping a viscous lump
by some process involving deformation of the material. The melt must be
fluid enough to allow flow under reasonable stresses but viscous enough to
retain its shape after forming. In commercial forming methods, the melt is
typically delivered to a processing device at a viscosity of 103 Pa s, which is
known as the working point. Once formed, an object must be supported until
the viscosity reaches a value sufficiently high to prevent deformation under its
own weight, which ceases at a viscosity of 106.6 Pa s. This viscosity is termed
as the softening point. The temperature range between the working and soft-
ening points is denoted as the working range. Once an object is formed, the
internal stresses which result from cooling can be reduced by annealing. The
annealing point is usually considered to be at 1012 to 1012.4 Pa s. The glass
transformation temperature, Tg, can be determined from measurements of
the heat capacity or the thermal expansion coefficient during reheating of
a glass. The temperature is somewhat dependent on the property measured
and on the heating rate used in the measurement (Chap. 28). As a result,
different studies will report slightly different values of Tg for supposedly iden-
tical glasses. Usually, the viscosity corresponding to Tg for common glasses
has a value of about 1011.3 Pa s. A detailed discussion of viscosity-temperature
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as well as viscosity-composition relations can be found in a review on viscous
flow and relaxation [11].

Vogel-Fulcher-Tammann Equation: A relatively good fit to viscosity
data over the entire viscosity range is obtained by the Vogel-Fulcher-Tammann
(VFT) equation

η = η0 exp
(

B

T − T0

)
, (30.2)

where η0, B, and T0 are constants. The VFT temperature T0 for a given glass
is always considerably lower than the value of Tg for that glass. While the
VFT equation represents viscosity data over a wide temperature range quite
well, it should be used with caution for temperatures at the lower end of
the glass transformation region. It usually overestimates the viscosity in this
regime. The VFT relation is in good agreement with experimental data above
the transformation regime, but a theoretical justification of this equation is
missing.

The viscosity can also be fitted, over limited temperature ranges, by an
Arrhenius expression of the form

η = η0(T ) exp
[
∆Hη(T )

kBT

]
, (30.3)

where η0(T ) and ∆Hη(T ) are pre-factor and activation enthalpy for viscous
flow, respectively. The activation enthalpy for viscous flow is much lower for
the fluid melt than for the high viscosity melt in the glass-transformation
region. The temperature dependence between these limiting regions is decid-
edly non-Arrhenian; ∆Hη(T ) and η0(T ) decrease continually with increasing
temperature.

Fragility of Melts: The degree of curvature of the Arrrhenius diagram of
the viscosity of various melts can vary over wide ranges due to the varia-
tions in the value of T0 relative to Tg. Angell has proposed to use this
curvature as a basis for the classification of glass-forming melts [13]. Glasses
which exhibit a near Arrhenian behaviour over their entire viscosity range
(i.e. T0 � Tg) are termed as strong melts, whilst those which exhibit a large
degree of curvature are denoted as fragile melts. The concept of fragile-strong
melt behaviour is summarised in a fragility diagram (Fig. 30.2). In general,
strong melts have well-developed structural units like SiO4/2 tetrahedra in
silicate melts, at least partially covalent bonds, and only gradually disso-
ciate with increasing temperature. Strong melts usually display only small
changes in heat capacity upon passing through the glass transition region.
Fragile melts are characterised by less well-defined short-range order and
high configurational degeneracy. Their structures disintegrate rapidly with
increases in temperature above Tg. Fragile melts are usually characterised by
larger changes in the heat capacity at Tg. For example, conventional metallic
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Fig. 30.2. Schematic fragility diagram for various melts

glasses usually have fragile melts, whereas bulk metallic glasses have strong
melts (Chap. 29).

Stokes-Einstein Relation: The Irish scientist George Stokes (1819–
1903) showed that a particle of radius r moving with a velocity v in a viscous
medium experiences the frictional force F = 6πrηv. Assuming that the same
relation applies to particles at the atomic scale yields via the Nernst-Einstein
relation (see Chap. 11)

Dη =
kBT

6πrη
. (30.4)

This equation relates the viscosity of a fluid to some viscosity diffusion coef-
ficient Dη. We use the index η to distinguish Dη from diffusion coefficients
obtained from diffusivity measurements by the way of Fick’s laws. Equation
(30.4) was suggested for the first time by Einstein [12] and is called the
Stokes-Einstein relation. The viscosity diffusion coefficient and Fickian dif-
fusion coefficients of the components of a glass melt in its supercooled state
can be very different.

30.2 Experimental Methods

In principle, most of the methods described in Part II of this book for de-
termining diffusivities can be used for studying glasses as well. The most
reliable method is the radiotracer technique. As an example, Fig. 30.3 shows
concentration depth profiles in borate glass after diffusing either 22Na or 86Rb
from a thin layer deposited at the surface. The fitted thin-film solutions of
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Fig. 30.3. Diffusion penetration profiles of 22Na obtained by grinder section-
ing (left) and of 86Rb obtained by sputter sectioning (right) according to Imre
et al. [14]

Fick’s second law confirm that diffusion coefficients can be obtained with
good precision from such data.

Many oxide glasses are ionic conductors. Thus, a conductivity measure-
ment is a powerful tool to deduce a conductivity diffusion coefficient of
the species responsible for ion conduction (see below). Impedance spec-
troscopy is the most common method for conductivity measurements on ion-
conducting solids (see Chap. 16). Examples of conductivity spectra measured
by impedance spectroscopy are displayed in Fig. 30.4. This figure shows for
a soda-lime silicate glass the real part of the complex conductivity as a func-
tion of the frequency ν for various temperatures. The plateau values at low
frequencies represent dc conductivities σdc. The latter increase Arrhenius-
activated with increasing temperature.

Typically, the monovalent cations are the most mobile species in oxide
glasses followed by divalent cations, which are orders of magnitude slower
(see below). For this reason, the majority of diffusion data on oxide glasses
pertain to diffusion of monovalent modifier cations. If only one type of mobile
cation is present in the glass, its diffusion coefficient can be deduced from σdc

via the Nernst-Einstein equation (see Chap. 11), which we repeat here for
convenience:

Dσ =
kBσdcT

Nionq2
. (30.5)

Nion is the number density of mobile ions and q the charge of each ion. Dσ

can be obtained from σdc if Nion is known, say from the knowledge of the
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Fig. 30.4. Conductivity (real part) of a soda-lime silicate glass (standard glass I of
DGG) versus frequency for various temperatures according to Tanguep-Nijokep
and Mehrer [15]

molecular weight M and the mass density ρ using Nion = ρNA/M , where
NA is the Avogadro number2.

One needs to be careful in using the Nernst-Einstein relation, when several
kind of ions contribute to the dc conductivity, unless the total conductivity
can be shown to be dominated by one type of mobile ions. Also one has
to distinguish Dσ from the tracer diffusion coefficient D∗. Both quantities
are different and their ratio, HR = D∗/Dσ, is termed the Haven ratio (see
Chap.11). The Haven ratio is usually smaller than unity due to correlation
and collectivity effects in the atomic jump process.

Oxygen self-diffusion in glasses can be measured by means of the enriched
stable isotope 18O using 18O/16O isotopic exchange. In this procedure, sam-
ples of the glass are annealed in an 18O atmosphere and the change in 18O
content is measured, for example, by secondary mass spectroscopy (SIMS).
Determinations of the depth distribution of 18O can also be done by nuclear
reaction analysis (NRA). Then an energetic proton beam is used to induce
the nuclear reaction 18O(p,α)15N and the spectrum of the emitted α-particles
is measured (Chap. 13). Nuclear magnetic relaxation (NMR) techniques and
in particular measurements of the spin-lattice relaxation rate can be applied
to self-diffusion studies of glasses as well (Chap. 15).

2 The molecular formula of the glass should then be written in such a way that it
contains one atom of the mobile ion.
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Permeation of gases through glasses is of technological interest. If the dif-
fusing species is a gas, it is possible to expose one face of a glass membrane
(thickness ∆x) to a known pressure of the gas, whilst the other side of the
membrane is connected to a mass spectrometer. In one method, the permeat-
ing gas is continuously removed from the spectrometer side by pumping and
maintaining a pressure difference ∆p across the membrane and the steady
state diffusion flow of gas, J , through the membrane is measured. From such
experiments the permeability K can be determined via

K =
J∆p

∆x
. (30.6)

If one assumes that the gas concentration in the glass, C, is given by Henry’s
law, C = Csp, where Cs is the ambient pressure solubility and p the gas
pressure, the permeability can be written as

K = DCs , (30.7)

where D is the diffusivity of the gas. Usually, diffusivity and solubility are
both Arrhenius activated.

30.3 Gas Permeation

A number of gases permeate through glasses at rates which can have serious
consequences for practical applications. Helium can readily permeate through
many glasses used for vacuum tubes. Hydrogen permeation can result in col-
oration of glasses by the reduction of ions to a lower valency or to the metallic
state and by the reaction with optically active defects. Oxygen permeating
through the wall of an electric lamp can react with filament material, causing
failure of the bulb.

Permeation rates of gases in vitreous silica are shown in Fig. 30.5. The
data indicate that the permeability decreases as the atomic or molecular
diameter of the diffusing species increases. The permeability decreases in the
order He > H2 > Ne > N2 > O2 > Ar > Kr. The trend for He, Ne, and
hydrogen isotopes in all glasses is similar as in vitreous silica.

Permeation varies linearly with the partial pressure of the gas for pres-
sures up to many atmospheres. The effect of glass composition on helium
permeation has been studied for a variety of oxide glasses, including silicate,
borate, germanate, and phosphate compositions. In general, He permeation
decreases in silicate glasses with increasing modifier content. For example,
the permeability of soda-lime silicate glasses, depending on the temperature,
is two to four orders of magnitude lower than in pure vitreous silica (see,
e.g., [4]). Helium permeates through vitreous silica most readily, since it is
the most open-structured glass. The modifier ions occupy ‘interstitial sites’
of the network, thus blocking diffusion paths for He atoms.
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In general, permeability data reflect the characteristics of ‘interstitial
spaces’ in glasses. However, care is needed when the permeating species re-
acts with the glass network. For example, H2 in vitreous silica reacts with
the silica network to form hydroxyls and silan groups [16]. It has also been
suggested that water diffuses in vitreous silica as molecules reacting with the
network to form immobile hydroxyl ions.

30.4 Examples of Diffusion and Ionic Conduction

Below the glass-transition region, where the network structure is essentially
rigid, self-diffusion of network formers is very slow. In comparison, self-
diffusion of modifier cations is faster as they can move through the ‘intersti-
tial’ channels of the network. Thus, it is the movement of modifier cations
which determines many properties of the glass such as electrical conductivity,
corrosion resistance, and dielectric break down. For this reason, the majority
of diffusion data on oxide glasses refers to diffusion and ionic conduction of
the modifier cations (see [6]). In what follows, diffusion and ion conduction
of vitreous silica, soda-lime-glass, and borate glasses are used to illustrate
typical features. In addition, the so-called mixed-alkali effect is described.

Vitreous Silica and Quartz: Vitreous silicon dioxide is an important tech-
nological material. It is the most refractory glass in commercial use and has
high corrosion resistance, a low coefficient of thermal expansion, and good
UV transparency. Apart from laboratory use, optical mirrors, high-efficiency

Fig. 30.5. Permeability of gases through vitreous SiO2 according to Shelby [2]
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lamps, optical fibers and dielectric films in microelectronic devices represent
important applications (see also Chap. 28).

As already mentioned, vitreous SiO2 as well as quartz crystals contain
SiO4/2 tetrahedra, which are linked together in three dimensions. In glassy
silica, these tetrahedra form a random network, whereas in the crystal they
are linked in an ordered fashion. Crystalline SiO2 exists in many modifications
as temperature and pressure varies. At ambient pressure trigonal low-quartz
transforms around 575 ◦C to hexagonal high-quartz, which at 870 ◦C trans-
forms to hexagonal trydimite. At 1470 ◦C cubic cristobalite is formed, which
melts at about 1700 ◦C.

A comparison of diffusion in glassy and crystalline SiO2 may be of spe-
cial interest (Fig. 30.6). Diffusion of 22Na in vitreous silica prepared from
quartz3 was studied between 170 and 1200 ◦C applying the residual activity

Fig. 30.6. Diffusion in vitreous silica and in quartz (for references see text)

3 Despite its defined chemical composition one distinguishes in the literature dif-
ferent types of vitreous silica with respect to preparation method, raw material,
and impurity content. These differences can lead to differences between the dif-
fusion results of various groups. For example, glassy silica prepared from natural
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method [17]. Diffusion of the stable isotope 30Si has been measured in the
temperature range 1110 to 1410 ◦C using SIMS [18]. Self-diffusion of oxy-
gen was studied using a gas phase isotope exchange reaction [19]. SIMS has
also been used to profile the interdiffusion of network oxygen in a vitreous
Si18O2 – Si16O2 thin-film structure [20]. The diffusivity values are lower, but
with a higher activation enthalpy (4.7 eV) than those reported in [19] and
approach the diffusivity of network oxygen uncomplicated by gas phase ex-
change reactions. Figure 30.6 confirms that diffusion of the network former
Si is very slow, whereas Na diffusion is relatively fast. The Si activation en-
thalpy of about 6 eV is close to the energy necessary to break Si-O bonds.
The energy of a Si-O bond is about 2.9 eV [25]. For each SiO4/2 tetrahedron
the four half-bonds represent an energy of 5.8 eV. The main barrier for the
movement of Si atoms seems to be indeed the Si-O bond energy. According to
this reasoning, one could expect for oxygen diffusion an activation enthalpy
of about half of that of Si diffusion. One experimental value of about 2.43 [19]
seems to support this reasoning. However, other authors report values as low
as 0.85 eV [26] and as high as 3.08 eV [27]. In view of this large scatter, it is
likely that different diffusion mechanisms operate for oxygen and silicon.

Figure 30.6 also shows 22Na diffusion in crystalline quartz parallel and
perpendicular to its crystallographic axis [21–23] and 45Ca diffusion in one
direction [24]. The transition between high- and low-quartz at 575 ◦C influ-
ences Na diffusion. Since high-quartz has a hexagonal structure, which is of
higher symmetry than the trigonal one of low-quartz, diffusion in high-quartz
has a lower activation enthalpy. Figure 30.6 reveals a strong anisotropy of Na
diffusion in quartz as well. Diffusion parallel to the axis is much faster than
perpendicular to it. It is also remarkable that Na diffusion in vitreous silica
lies between the Na diffusivities parallel and perpendicular to the crystallo-
graphic axis of low- and of high-quartz. Na and Ca have nearly the same ionic
radii. Nevertheless, the tracer diffusivity of Ca is (at 600 ◦C) almost seven
orders of magnitude lower than that of Na. This reflects the stronger linkage
of Ca to the glass network.

Soda-Lime Silicate Glass: Silicate glasses form the largest class of oxide
glasses (see Chap. 28). Most of them are used as window and container glasses.
Soda-lime glasses are mainly ternary glasses often with some further minor
additions. They usually contain about 10 to 20mol% alkali oxides, primarily
in the form of Na2O, 5 to 15mol % CaO and 70 to 75mol % SiO2. Use of
dolomite as a source of CaO often implies that considerable MgO is also
present in the glass. For special purposes some of the soda is replaced by
K2O or, less commonly, by Li2O. Replacement of CaO and/or MgO by SrO
and BaO occurs occasionally in the production of glasses.

quartz crystals either by electric melting or by plasma sputtering in a H2 and O2

plasma reveal nearly the same Na diffusivites, whereas glasses synthesised from
SiCl4 display a lower Na diffusivity presumably due to a distinctly lower content
of hydroxyl groups [5].
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Fig. 30.7. Structure of a soda-lime silicate glass (schematic in two dimensions)

Fig. 30.8. Viscosity diffusion coefficient, Dη , tracer diffusivities, D∗
Na, D∗

Ca, and
charge diffusion coefficient Dσ, of soda-lime silicate glass (standard glass I of DGG)
according to Tanguep-Nijokep and Mehrer [15]
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The structure of a soda-lime silicate glass (Fig. 30.7) is readily described
by the structural rules of Zachariasen. The silicon-oxygen tetrahedron, with
a coordination number of 4, serves as the basic building block. If modifier
cations are introduced – by melting SiO2, Na2O, and CaO to form a soda-
lime glass – some Si-O-Si bridges are broken. Oxygen atoms occupy free ends
of separated tetrahedra thus forming non-bridging oxygen (NBO) units. The
NBO units are the anionic counterparts of the alkali- or alkaline-earth ions.
The cations (Na+ or Ca2+) are mainly incorporated at the severance sites of
the network. Usually, every alkali ion has a neighbouring NBO, while every
alkaline-earth ion has two neighbouring NBO units. This structure provides
stronger network linkage at the alkaline-earth sites. Thus the divalent alkaline
earth ions are less mobile than the monovalent alkali ions. The replacement –
of alkali ions by alkaline-earth ions – reduces the ionic contributions to the
electrical conductivity and improves the chemical durability of the glass.

Figure 30.8 and 30.9 illustrate mass transport properties in two sim-
ilar soda-lime silicate glasses produced by the Deutsche Glastechnische
Gesellschaft (DGG) as standard glass I and II for physical and chemical
testing. The composition of standard glass I (in mole fractions) is: 71.8%

Fig. 30.9. Tracer diffusivities, D∗
Na, D∗

Ca, and charge diffusion coefficient, Dσ, of
soda-lime silicate glass (standard glass II of DGG) according to Tanguep-Nijokep
and Mehrer [15]
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SiO2, 14.52% Na2O, 7.22% CaO, 6.24% MgO, and some minor additions.
The composition of standard glass II is: 71.37% SiO2, 13.19% Na2O, 10.43%
CaO, 5.01% MgO, and some minor addition. Both glasses differ mainly in
their content of alkaline-earth oxides. For standard glass I viscosity data
for the undercooled melt are available from measurements performed at
the Physikalisch Technische Bundesanstalt (Braunschweig, Germany). These
data have been used to calculate the viscosity diffusion coefficient, Dη, from
the Stokes-Einstein relation Eq. (30.4) using 0.042nm for the ionic radius of
Si (Fig. 30.8). Dη can be readily described by Vogel-Fulcher-Tammann be-
haviour. Also shown are tracer diffusivities of 22Na and 45Ca and the charge
diffusion coefficient, Dσ, measured in the glassy state, which are all well
represented by Arrhenius relations. At the glass-transition temperature, Ca
diffusion is 6 orders of magnitude slower than Na diffusion and at lower tem-
peratures the difference is even larger. This confirms the expectation that
divalent Ca ions have a much stronger linkage to the network than Na ions.
In addition, this large difference together with the fact that conductivity dif-
fusion and Na tracer diffusion have the same activation enthalpy show that
the electrical conductivity of soda-lime silicate glasses is due to the motion
of Na ions.

Figure 30.10 shows the Haven ratios, HR = D∗
Na/Dσ, of both standard

glasses based on the assumption that only Na ions are mobile. The Haven
ratios are: HR = 0.45 for standard glass I and HR = 0.33 for standard glass
II. Both Haven ratios are temperature-independent within the experimental
errors, indicating that the mechanism of Na diffusion does not change with
temperature.

Alkali Borate Glasses: The structure of vitreous boric oxide (B2O3) dif-
fers considerably from that of vitreous silica. Although boron occurs in tri-
angular as well as tetrahedral coordination in crystalline compounds, only
the triangular state is formed in vitreous boric oxide. The BO3/2 units are
connected at all three corners via B-O-B bonds to form a network. It is
also believed that vitreous boric oxide contains a certain amount of so-called
boroxol groups consisting of three boron-oxygen triangles joined together. In
contrast to vitreous silica, the basic building block of the vitreous boron oxide
network is planar rather than three-dimensional. A three-dimensional struc-
ture is obtained by ‘crumpling’ the network. Since the primary bonds exist
only within a plane, bonds in a third dimension are weak and the structure is
easily disrupted. One consequence of this weakly bound structure is the low
glass-transition temperature of vitreous boric oxide (about 260 ◦C), which is
much lower than that of vitreous silica (about 1100 ◦C).

The arrangement of atoms (or ions) in an alkali borate glass is illustrated
in Fig. 30.11. Whereas addition of alkali oxides to vitreous silica results in
the formation of NBO units (see above), the effect of alkali-oxide addition to
boric oxide cannot be explained on the basis of NBO formation. The addition
of alkali oxide forces some of the boron to change from trigonal to tetrahedral
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configuration. Formation of two boron-oxygen tetrahedra consumes the ad-
ditional oxygen provided by one alkali oxide molecule. If alkali ions are intro-
duced into the trigonally coordinated network of vitreous B2O3, tetrahedrally
coordinated BO−

4/2 units are formed, which are the anionic counterparts of
the alkali ions. Each Na2O (or Rb2O) molecule creates two BO−

4/2 units. Only
at concentrations larger than about 25mol % alkali oxide, non-bridging oxy-
gens appear. As evidenced by the glass-transition temperatures, the addition
of alkali oxides enhances the stability of the glassy borates considerably at
least below 25mol% alkali content (Fig. 30.12).

Figure 30.13 shows an Arrhenius diagram of the dc conductivity (times
temperature) of sodium borate glasses [28]. The conductivity is Arrhenius
activated and increases many orders of magnitude when the alkali content
increases from 4 to 30mol%. In ion conducting glasses, the conductivity is
determined by the number density of mobile ions and by their mobility. As
a result, glasses which contain significant concentrations of monovalent ions
are poor insulators, while glasses that are free of monovalent ions are ex-
cellent insulators. Figure 30.14 shows the effect of Li2O, Na2O, K2O, and

Fig. 30.10. Haven ratios of soda-lime silicate glasses according to Tanguep-
Nijokep and Mehrer [15]
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Rb2O additions on the conductivity of borate glass. Whereas the conduc-
tivity increases 5 to 6 orders of magnitude, the alkali content varies much
less. This indicates that the mobility of ions increases significantly. The lat-
ter conclusion is supported by Na tracer diffusion studies, which show a very
similar increase with Na2O content [30]. In Fig. 30.14 also a decrease of con-
ductivity for corresponding glasses containing the same alkali concentrations
is observed in the order of increasing ionic radii: Li > Na > K > Rb. The
smallest alkali ion entails the highest conductivity.

Fig. 30.11. Structure of sodium-rubidium borate glass (schematic in two dimen-
sions)

Fig. 30.12. Glass-transition temperatures of alkali borate glasses according to
Berkemeier et al. [28]
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Fig. 30.13. Arrhenius diagram of the dc conductivity (times temperature) for Y
Na2O (1-Y)B2O3 glasses according to Berkemeier et al. [28]

Fig. 30.14. Electrical dc conductivity of Li, Na, K, and Rb borate glasses according
to Berkemeier et al. [28]

Mixed-Alkali Effect: Glasses containing two or more alkali oxides display
the so-called mixed-alkali effect, which is one of the old but still very in-
teresting features of ionic conduction and diffusion in glass. Figure 30.15
shows as a typical example the conductivity diffusion coefficient of a sodium-
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Fig. 30.15. Charge diffusion coefficient Dσ of mixed 0.2 [X Na2O (1-X)Rb2O] 0.8
B2O3 glasses according to Imre et al. [29]

rubidium borate glass system according to Imre et al.[29]. Further exam-
ples can be found, e.g., in a paper by Gao and Cramer [31]. If sodium ions
are gradually replaced by rubidium ions the conductivity in Fig. 30.15 does
not follow a linear mixing rule between the end-members. Instead, it passes
through a deep minimum, which for this particular glass system is located
near X = 0.4. Such conductivity minima are the best-known fingerprints of
the mixed-alkali effect, which has been observed for many other mixed-alkali
glasses. The depth of the mixed-alkali minimum decreases with increasing
temperature. As a consequence the activation enthalpy ∆H of Dσ passes
through a maximum for an intermediate composition (Fig. 30.16). Further-
more, the mixed-alkali effect decreases with decreasing total alkali content
and vanishes for low total alkali contents [30].

In mixed-alkali silicate glasses containing 30mol % alkali oxide the con-
ductivity departs by as much as a factor of 103 to 106 from a linear mixing
rule of the end compositions [32]. Besides dramatic departures from linearity
in the conductivity, other transport properties of mixed-alkali glasses, such as
tracer diffusion, viscosity, and internal friction display characteristic features
of the mixed-alkali effect.

Of particular interest is self-diffusion of the alkali ions in a mixed-alkali
glass. Systematic studies of tracer self-diffusion in mixed-alkali glasses are rel-
atively rare [8], because tracer studies are very laborious and time-consuming.
Figure 30.17 shows the tracer diffusivities of 22Na and 86Rb in sodium-
rubidium borate glasses [14]. This figure reveals further typical aspects of
mixed-alkali behaviour:
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Fig. 30.16. Composition dependence of the activation enthalpy for conductivity
diffusion of Fig. 30.15 [29]

Fig. 30.17. Composition dependence of 22Na and 86Rb diffusion in mixed
0.2[X Na2O(1-X)Rb2O]0.8 B2O3 glasses according to Imre et al. [14]. Na dif-
fusion: full symbols; Rb diffusion: open symbols

1. The tracer diffusivity of the majority ion is higher than that of the mi-
nority ion regardless of the size relationship of the ions. On the other
hand, this difference is much more pronounced if the minority ion is the
larger ion. The Rb diffusivity on the Na-rich side is about 4 orders of
magnitude lower than the Na diffusivity (Fig. 30.17).

2. The diffusivities of the two ions cross, when plotted as functions of the
mixed-alkali composition. The crossover occurs usually at non-equiatomic
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Fig. 30.18. Composition dependence of the charge diffusion coefficient, Dσ, and
of the mean tracer diffusion coefficient, 〈D〉, of mixed Na-Rb borate glasses 0.2[X
Na2O (1-X)Rb2O]0.8 B2O3

compositions and the crossover composition is almost independent of tem-
perature.

3. Similar observations were reported for Na-Cs silicate glasses by Terai [33]
and Jain et al. [34], for Na-K silicate glasses by Estropiev [35] and
Fleming and Day [38], for Na-Rb germanate glasses by Estropiev [36],
and for Na-Rb silicate glasses by McVay and Day [37].

4. One may define a hypothetical ‘mean tracer diffusion coefficient’. For
a Na-Rb borate glass it is given by

〈D〉 = XD∗
Na + (1 − X)D∗

Rb , (30.8)

where D∗
Na and D∗

Rb are the tracer diffusivities of Na an Rb ions, respec-
tively. The as-calculated values of 〈D〉, due to the crossover in the diffu-
sivities, produce a minimum near the minimum of Dσ (Fig. 30.18). One
may also consider a ‘common Haven ratio’ defined via 〈H〉 = 〈D〉/Dσ.
From Fig. 30.18 it is obvious that the common Haven ratio passes through
a maximum at an intermediate composition.

Understanding the mixed-alkali effect is one of the longstanding challenges in
glass science [39, 40, 7]. It has been the subject of many studies, with several
suggested explanations [41–47]. In the author’s opinion the understanding of
the trend in the tracer diffusivities is the key to this puzzle. Any proposed
model of the mixed-alkali effect must somehow involve strong interactions
between different alkalis such that a large number of majority alkali ions are
immobilised or their mobility is at least considerably reduced, when minor-
ity ions are added. A widely accepted explanation of the mixed-alkali effect
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has not yet been put forward. Recent progress is summarised in reviews by
Dieterich and Maass [48] and by Bunde et al. [49].
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19. R. Haul, G. Dümbgen, Z. Elektrochemie 66, 636 (1962)
20. J.C. Mikkelsen, Jr., Appl. Phys. Lett. 45, 1187 (1984)
21. G.H. Frischat, Phys. Stat. Sol. 35, K47 (1969)
22. G.H. Frischat, Ber. Dt. Keram. Ges. 47, 238 (1970); and 47, 313 (1970)
23. G.H. Frischat, J. Amer. Ceram. Soc. 53, 357 (1970)
24. G.H. Frischat, Ber. Dt. Keram. Ges. 47, 364 (1970);
25. H.F. Wolf, Semiconductors, Wiley Interscience, 1971
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Part VII

Diffusion along High-Diffusivity Paths
and in Nanomaterials



31 High-diffusivity Paths in Metals

31.1 General Remarks

In contrast to gases and liquids, crystalline solids exhibit several structurally
different paths by which atomic diffusion can take place. In the preceding
parts of this book we have considered lattice diffusion (also denoted as bulk
diffusion). The defects which aided diffusion through the crystal were atomic
defects such as vacancies or interstitials. Grain boundaries, dislocations and
free surfaces entered only to help attain the equilibrium concentration of
point defects. For metals it has long been known [1] that the jump rates
of atoms along dislocations, grain boundaries, and at free surfaces are much
higher than in the lattice1. Because the diffusivity is high in these regions, the
terms high-diffusivity paths or diffusion short circuits were coined to describe
this very fast diffusion phenomena illustrated in Fig. 31.1. Lattice (or bulk)
diffusion is characterised by its diffusion length

√
Dt. The deep penetrating

diffusion fringes near the free surface, around the grain-boundary, and the
dislocation line illustrate the effects of high-diffusivity paths.

Fig. 31.1. Schematic illustration of high-diffusivity paths in a solid

1 In ionic solids and ceramics, a space charge layer can form around extended
defects and at surfaces, which can modify the picture developed here for metals.



548 31 High-diffusivity Paths in Metals

High-diffusivity paths are of interest for several reasons. First, there is the
question what is their influence on measurements of lattice diffusion coeffi-
cients. Second, with properly designed experiments it is possible to determine
the diffusivity along diffusion short-circuits, to deduce their characteristic
parameters, to learn more about their structure, and how atoms move in
them. Furthermore, there are kinetic processes which are limited by high-
diffusivity paths. For example, grain-boundary diffusion in polycrystalline
materials plays a key rôle at temperatures below 0.6 Tm (Tm = melting
temperature). Examples of processes controlled by grain-boundary diffusion
are diffusional (Coble) creep, discontinuous precipitation, diffusion induced
grain-boundary migration, recrystallisation, and sintering.

Diffusion short-circuits are important also in various areas of modern
technology. Many structural changes in thin-film microelectronic, optoelec-
tronic, and magnetic storage devices are controlled by short-circuit diffusion.
These devices are often based on multilayer thin-film structures with film
thicknesses comparable to the diffusion distances at the operating temper-
atures. The lifetime as well as the efficient performance of such devices de-
pend largely on the physical integrity of the thin-film structures. Due to their
high density of dislocations and grain boundaries and due to the possibility
of large composition and/or stress gradients, thin-film structures are highly
vulnerable. Because of the high density of grain boundaries in polycrystalline
thin films, grain-boundary diffusion is often the dominating transport pro-
cess at the temperatures of device operation. Detrimental effects and even
device failure can be the result. Diffusion-failure of devices may also occur
due to intermixing and compound formation mainly via grain-boundary and
dislocation pipe diffusion between different layers. The efficiency of diffusion
barriers used to prevent undesirable intermixing between layers of a thin-film
device is also influenced by the short-circuit diffusion characteristics of the
barrier layer. Therefore, an understanding and controlling of these processes
is important to ensure the integrity and to improve the stability of thin-film
devices [2].

Grain-boundary and dislocation-pipe diffusion is considered in detail in
Chaps. 32 and 33. In the present chapter, we discuss some general features
of high-diffusivity paths. We illustrate the spectrum of various diffusivities
that can occur in crystalline solids and we mention empirical rules for grain-
boundary diffusion. Finally, we address the question how the influence of
high-diffusivity paths on the measurement of lattice diffusion coefficients can
be avoided.

31.2 Diffusion Spectrum

Lattice diffusion represents the most severe constraint to atomic migration,
leading to the lowest diffusivities and the highest activation enthalpies in
a given material. Due to their distorted structure, dislocation cores have
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Fig. 31.2. Schematic illustration of the diffusion spectrum for metals in a reduced
temperature scale; Tm denotes the melting temperature

smaller constraints for atomic motion than the lattice. High-angle grain
boundaries with their less densely packed structure enable fast atomic diffu-
sion. Surfaces offer the least constraints to the motion of diffusing defects and
as a result, both adatoms and vacancies can promote the diffusion process.
The diffusion spectrum for metals [1] is shown in Fig. 31.2. The diffusion
data represent typical averages for a variety of metals and for the various
high-diffusivity paths.

Experience has revealed the following hierarchy between lattice (or bulk)
diffusivity D, dislocation pipe diffusivity Dd, grain-boundary diffusivity Dgb,
and the diffusivity at surfaces Ds:

D � Dd ≤ Dgb ≤ Ds . (31.1)

For the corresponding activation enthalpies the following inequalities hold:

∆H > ∆Hd ≥ ∆Hgb > ∆Hs . (31.2)

Grain boundaries and dislocations are the most frequently encountered in-
ternal short circuits. They can be treated by similar phenomenological ap-
proaches as discussed in Chaps. 32 and 33.

31.3 Empirical Rules for Grain-Boundary Diffusion

Grain-boundaries provide the most prominent high-diffusivity paths. The
grain-boundary diffusivity usually follows an Arrhenius type of temperature
dependence
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Dgb = D0
gb exp

(
−∆Hgb

kBT

)
, (31.3)

where ∆Hgb is the activation enthalpy and D0
gb the pre-exponential factor of

grain-boundary diffusion.
Typically, grain-boundary diffusion in metals is four to six orders of mag-

nitude faster than lattice diffusion. The difference increases with decreasing
temperature due to the smaller activation enthalpy of grain-boundary diffu-
sion as compared to lattice diffusion. The pre-exponential factors D0

gb are not
very much different from those of lattice diffusion. As illustrated in Fig. 31.2,
the grain-boundary diffusivity approaches a common value for all metals of
about 10−9 to 3× 10−9 m2 s−1 near the melting temperature. Even then the
grain-boundary diffusivity is significantly larger than the diffusivity in the
lattice. The grain-boundary diffusivity in metals near Tm is comparable to
self-diffusion in liquid metals [7].

A large body of grain- and interphase boundary diffusion data for metals
has been accumulated by Gust and associates [5, 6]. As for lattice dif-
fusion, self-diffusion is the most basic diffusion process for grain boundaries.
For metals, the ratios of activation enthalpies of lattice and grain-boundary
self-diffusion, ∆Hgb/∆H , lie between 0.4 and 0.6. Table 31.1 summarises em-
pirical correlations between grain-boundary self-diffusion properties for fcc,
bcc, and hcp metals derived either by Brown and Ashby [8] or by Gust
et al. [9]. The physical justification of such correlations is rather obscure.
At the atomic level there is no obvious link between the diffusion jump and
the process of melting. Nevertheless, such empirical rules do work and are
useful as a guide for the systematics of grain-boundary data. The obvious
value of such rules is that they allow diffusion rates to be estimated for
solids, for which little or no data are available. They should be used with
a clear appreciation of the possible errors involved; but in some instances
these are small. For lattice diffusion similar empirical correlations are de-
scribed in Chap. 8.

Table 31.1. Empirical correlation between grain-boundary self-diffusion for fcc,
bcc, and hcp metals and the melting temperature Tm. Left: according to Brown
and Ashby [8]. Right: according to Gust et al. [9]. For the grain-boundary width
a value of δ = 0.5 nm was assumed

Structure D0
gb ∆Hgb D0

gb ∆Hgb

[m2 s−1] [Jmol−1] [m2 s−1] [Jmol−1]

fcc 1.89 × 10−5 83.0 × Tm/K 1.94 × 10−5 74.4 × Tm/K
bcc 0.67 × 10−3 97.6 × Tm/K 1.84 × 10−5 86.7 × Tm/K
hcp 0.55 × 10−4 89.8 × Tm/K 0.3 × 10−4 85.4 × Tm/K
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31.4 Lattice Diffusion and Microstructural Defects

In experimental studies focused on lattice diffusion the influence of high-
diffusivity paths is unwanted. If possible, it should be completely eliminated
or at least reduced to a tolerable extent. Two major factors determine the
quality of diffusion measurements, the method used and the extent to which
the sample material is characterised. The importance of specifying the mate-
rial cannot be overstated. The measured diffusivity depends apart from the
chemistry of the sample on its microstructure. Dislocations and grain bound-
aries can lead to apparent values of the diffusivity that are usually larger
than the true lattice value.

The most accurate method for diffusion studies is the radiotracer sec-
tioning technique [3], described in Chap. 13. The tracer – initially deposited
at the front face of the sample, may rapidly reach the side surfaces by sur-
face diffusion or by evaporation and re-deposition and then diffuse inward
(Fig. 31.1). Surface diffusion fringes along the side surfaces can be eliminated
in careful tracer studies of lattice diffusion studies. To keep the diffusion one-
dimensional, one removes about 6

√
Dt from the side edges of the sample. In

this way, an influence of lateral diffusion fringes from the free surfaces of the
sample is avoided.

The use of single crystals avoids grain-boundary diffusion. For polycrys-
tals, distortion by ‘grain-boundary tails’ is one of the best known reasons for
deviations from Gaussian or error function type penetration profiles expected
for pure lattice diffusion. Of course, the influence of grain-boundary diffusion
is smaller in coarse-grained than in fine-grained polycrystals. If single crys-
tals are not available, polycrystals with large grain size should be used in
lattice diffusion studies. Criteria for separating bulk and grain-boundary dif-
fusion given by Harrison [4] are discussed in Chap. 32. The condition of
well-specified material also implies that its microstructure remains unchanged
during the diffusion anneal. Grain growth in polycrystalline samples must be
avoided by pre-annealing treatments at high enough temperatures.

Dislocations are almost inevitably present even in most single crystals.
Extended pre-annealing at temperatures not much below the melting tem-
perature Tm of the material can reduce the dislocation density. However,
it will usually not remove all dislocations. Well-annealed single crystals of
metals still contain about 1010 dislocations per m2. This value corresponds
to an average distance between dislocations of about 10µm. A modification
of Harrison’s criteria [4] permits a separation of lattice and dislocation pipe
diffusion. Usually dislocations densities of about 1010 m−2 can be tolerated
if diffusion experiments are performed at temperatures above about 0.6Tm.

For some materials, single crystals can be grown practically dislocation-
free due to elaborate crystal-growth techniques. The most prominent exam-
ple are silicon single crystals. Silicon wafers cut from dislocation-free single
crystals provide the base material for most microelectronic devices. Disloca-
tions and grain boundaries usually act as sinks and sources for vacancies and
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self-interstitials. In this way dislocations help attain the equilibrium concen-
tration of point defects. Point-defect equilibrium in metals is established in
very short time intervals (typically several ms) compared to annealing times
typical of diffusion experiments. In dislocation-free single crystals the free
surfaces are the only sources and sinks for intrinsic point defects. As a con-
sequence, super- or undersaturations of point defects can occur and have an
influence on the diffusion kinetics. Consequences therefrom are discussed in
the Chaps. 24 and 25 devoted to diffusion in semiconductors.
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9. W. Gust, S. Mayer, A. Bögel, B. Predel, J. Physique 46 (C4), 537 (1985).
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32.1 General Remarks

Diffusion along grain boundaries (grain-boundary diffusion) is a transport
phenomenon of fundamental and technological importance. The fact that
grain boundaries in metals provide high-diffusivity paths was already known
in the 1930s mostly from indirect evidence. By 1950, the fast grain-boundary
diffusion was well documented by autoradiographic images [1], from which
the ratio between diffusivity along grain-boundaries and in the lattice was
estimated by Le Claire to be several orders of magnitude [2].

At about the same time, Hoffman and Turnbull in the metallurgy
group at the General Electric Research Laboratory applied the radiotracer
method (see Chap. 13) to study self-diffusion in silver [3]. They investigated
diffusion of radioactive 110mAg in silver mono- and polycrystals, sectioned
the samples into thin layers parallel to the source surface and measured the
specific activity per layer, which is proportional to the concentration of the
isotope1. In that way they obtained accurate concentration-depth curves.
For monocrystals they deduced lattice self-diffusion coefficients by fitting the
thin-film solution of Fick’s second law to the experimental profiles. In con-
trast, the profiles measured on polycrystals clearly revealed long penetration
‘tails’ which were correctly attributed to the effect of diffusion along grain
boundaries . For the quantitative description of profiles with ‘tails’ a the-
oretical model describing the coupled grain-boundary and lattice diffusion
in a polycrystal was developed by J.C. Fisher [7], another member of the
same laboratory. His work resulted in what is nowadays known as the ‘Fisher
model’, a model which became a cornerstone of grain-boundary diffusion.

During the following decades the techniques for grain-boundary diffusion
experiments have been considerably improved and extended to a wider tem-
perature range and to a broad spectrum of materials. On the theoretical
side, the Fisher model has been subject to careful mathematical analysis
and extended to new situations encountered in diffusion measurements. For

1 Already in the pioneering work of Roberts-Austen on diffusion of gold in
lead [4] sectioning experiments had been undertaken in combination with chem-
ical assaying techniques. In the 1920s, von Hevesy [5, 6] introduced the radio-
tracer sectioning technique to study solid-state diffusion (see Chap. 1).
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a broad overview of both fundamentals and recent achievements the reader is
referred to the textbook on grain-boundary diffusion by Kaur, Mishin, and
Gust [8]. A collection of experimental data can be found in [9] for metals and
alloys and for non-metals in [10]. Progress in the area of grain-boundary dif-
fusion is summarised in several reviews [11–15], of which the one by Herzig
and Mishin [16] is the most recent.

Knowledge and understanding of grain-boundary diffusion is vital in ma-
terials science. Diffusion along grain boundaries often controls the evolution
of the microstructure and properties of materials at elevated temperatures.
In processes such as Coble creep, sintering, diffusion induced grain-boundary
motion, discontinuous reactions, recrystallisation and grain growth, diffusion
along grain-boundaries plays a prominent rôle. Grain-boundary diffusion ia
important in thin-film interconnections and multilayer devices [17].

In this chapter, we first remind the reader of some basics of grain-
boundary structure. Then we give a condensed review of the phenomeno-
logical theory of grain-boundary diffusion based on the Fisher model, which
is strictly applicable to bicrystals. We consider grain-boundary diffusion in
polycrystals and the pertinent A-, B-, and C-type of diffusion regimes. We
mention foreign atom diffusion in the presence of segregation into the grain
boundary. Finally, we report on some ideas about diffusion mechanisms in
grain boundaries.

32.2 Grain Boundaries

Grain boundaries were already observed in the 19th century in optical micro-
graphs of polycrystalline metal samples, which had been polished and etched
to make the grain structure visible. Since Hargreaves and Hills [18] grain
boundaries are known to be transition regions between two neighbouring
perfect crystals (grains), which are in contact with each other but differ in
crystallographic orientation.

Grains in polycrystals without texture are oriented randomly. As a con-
sequence, a wide range of ostensibly different grain boundaries exists. The
nature of a boundary depends on the misorientation of the two adjoining
grains and on the orientation of the boundary plane relative to them. The
lattice orientation of any two grains can be made to coincide by rotating
one of them through a suitable angle about a single axis. In general, the
axis of rotation is randomly oriented with respect to both grains and to the
grain-boundary plane. Grain boundaries are characterised by not less than
five macroscopic parameters2: three for the rotation axis and two for the ori-
entation of the grain-boundary plane. There are two families of boundaries

2 There is an additional microscopic parameter, which is not relevant for the
present discussion. It accounts for a miccroscopic translation between the two
grains along the grain-boundary plane.
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Fig. 32.1. Tilt boundary (left) and twist boundary (right)

that are relatively simple. These are tilt boundaries and twist boundaries il-
lustrated in Fig. 32.1. For tilt boundaries the axis of rotation is parallel to the
grain-boundary plane, whereas for twist boundaries the rotation axis is per-
pendicular to the boundary. Particular categories which are used to describe
boundaries include:

(i) Low-angle boundaries with misorientations smaller than about 15 de-
grees, which consist of an array of discrete and clearly recognisable lat-
tice dislocations (see below).

(ii) High-angle boundaries with misorientations larger than 15 degrees,
where a lattice dislocation structure is no longer evident.

(iii) Special boundaries such as twins with particularly good lattice matching.
(iv) General boundaries which rather represent the average type of grain

boundaries found in polycrystalline materials.

The topic of grain boundaries and their atomic structure has been reviewed
by Gleiter [20], Balluffi [21], and in the anthology of Wolf and Yip [22].

32.2.1 Low- and High-Angle Grain Boundaries

The simplest grain boundary is a low-angle symmetric tilt grain boundary
shown in Fig. 32.2. This boundary can be considered as an array of parallel
edge dislocations. The regions between the dislocations fit almost perfectly
into both adjoining crystals whereas the dislocation cores are regions of poor
fit in which the crystal structure is highly distorted. The energy of a low-angle
boundary equals the total energy of the dislocations within the unit area of
the boundary. This depends on the spacing Ld of the dislocations. For the
array of Fig. 32.2 the spacing is given by

Ld =
b

sin Θ
≈ b

Θ
, (32.1)

where b is the Burgers vector of the dislocations and Θ the angle of misorien-
tation across the boundary. At small values of Θ, the dislocation spacing is
large and the grain boundary energy γ is proportional to the number density
of dislocations in the boundary, 1/Ld, i.e.

γ ∝ Θ . (32.2)
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Fig. 32.2. Low-angle tilt boundary after Burgers [19]

Low-angle twist boundaries can be considered as a planar network of screw
dislocations [23].

As the misorientation Θ between the two grains increases, the strain fields
of dislocations progressively cancel each other so that γ increases slower than
Eq. (32.2) predicts. In general, when the misorientation exceeds 10 to 15
degrees the dislocation spacing is so small that the dislocation cores overlap.
It is then impossible to identify individual dislocations. At this stage, the
grain-boundary energy is almost independent of misorientation. High-angle
boundaries contain large areas of poor fit and have a relatively open structure
(Fig. 32.3). The bonds between the atoms are broken or highly distorted
and consequently the grain-boundary energy is relatively high. Correlations
between the macroscopic parameters of grain boundaries and their energy
have been explored by atomistic computer simulations. For a review, we refer
the reader to the already mentioned anthology of Wolf and Yip [22]. The

Fig. 32.3. Random high-angle grain boundary (schematic)
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grain-boundary energy plays a central rôle in grain-boundary diffusion and in
segregation of foreign atoms to the boundary. As a rule of thumb, high-angle
grain-boundary energies are often found to be about one third of the energy of
the free surface. In low-angle boundaries, however, most of the atoms fit very
well into both lattices so that there is little free volume and the interatomic
bonds are only slightly distorted. The regions of poor fit are restricted to
dislocation cores.

32.2.2 Special High-Angle Boundaries

Not all high-angle boundaries have an open disordered structure. Special
high-angle boundaries have significantly lower energies than random high-
angle boundaries. Special boundaries occur at particular misorientations of
the grains and orientations of the boundary plane which allow the adjoin-
ing lattices to fit together with relatively little distortion of the interatomic
bonds.

The simplest special high-angle boundary is the boundary between twins.
If the boundary is parallel to the twinning plane, the atoms in the boundary
fit perfectly into both grains. The result is a coherent twin boundary illus-
trated in Fig. 32.4. In fcc metals the twinning plane is a close-packed {111}
plane. Twin orientations in fcc metals correspond to a misorientation of 70.2
degrees around a 〈110〉-axis. A coherent twin boundary is a symmetric tilt
boundary between the twin-related crystals. The atoms in such a boundary
are essentially in undistorted positions and the energy of a coherent twin
boundary is very low in comparison to the energy of a random high-angle
boundary.

If the twin boundary does not lie exactly parallel to the twinning plane the
atoms do not fit perfectly into each grain and the boundary energy is higher.
Such boundaries are denoted as incoherent twin boundaries. The energy of
a twin boundary is very sensitive to the orientation of the grain-boundary
plane. If the boundary energy is plotted as a function of the boundary orien-
tation (right part of Fig. 32.4) a sharp cusped minimum is obtained at the
position of the coherent boundary.

Low grain-boundary energies are also found for other large-angle bound-
aries. A two-dimensional example is shown in Fig. 32.5. This is a symmetrical

Fig. 32.4. A coherent twin boundary (left). Twin-boundary energy γ as a function
of the orientation φ of the grain-boundary plane (right)
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Fig. 32.5. A special large-angle boundary according to Gleiter [24]

tilt grain boundary between grains with a misorientation of 38.2 degrees. The
boundary atoms fit rather well into both grains leaving little free volume.
Moreover, a small group of atoms is repeated at regular intervals along the
boundary.

High-resolution transmission electron microscopy (HREM) can be used to
resolve the atomic structure of a grain boundary (see, e.g., [26]). Interfaces
suitable for HREM are tilt boundaries, whose tilt axis coincides with a low-
index zone axis. Figure 32.6 shows the HREM micrograph of a (113) [113]
symmetric tilt boundary in a gold bicrystal. This grain boundary is periodic
and several grain-boundary units along the boundary can be identified. This
image also illustrates that the grain-boundary width δ (see below) is of the
order of 0.5 nm.

Fig. 32.6. A high-resolution transmission electron microscope image of a (113)[113]
symmetric tilt boundary in gold according to Wolf and Merkle [25]
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32.3 Diffusion along an Isolated Boundary
(Fisher Model)

Most of the mathematical treatment of grain-boundary diffusion is based on
the model first proposed by Fisher [7]. The grain boundary is represented
by a semi-infinite, uniform, and isotropic slab of high diffusivity embedded
in a low-diffusivity isotropic crystal (Fig. 32.7). The grain boundary is de-
scribed by two physical parameters: the grain-boundary width δ and the
grain-boundary diffusivity Dgb. The latter of course depends on the grain-
boundary structure discussed above. It is usually much larger than the lattice
diffusivity D in the adjoining grains, i.e. Dgb � D. The grain-boundary width
is of the order of an interatomic distance. δ ≈ 0.5 nm is a widely accepted
value (see above).

In a tracer diffusion experiment a layer of tracer atoms (either self- or
foreign atoms) is deposited at the surface. Then, the specimen is annealed at
constant temperature T for some time t. During the annealing treatment the
labeled atoms diffuse into the specimen in two ways:

(i) by lattice diffusion directly into the grains and
(ii) much faster along the grain boundary.

Atoms which diffuse along the grain boundary eventually leave it and continue
their diffusion path in the grains, thus giving rise to a lattice diffusion zone
around the grain boundary. The total concentration of the diffuser in the
specimen is the result of two contributions: a concentration c, established

Fig. 32.7. Fisher’s model of an isolated grain boundary. D: lattice diffusivity,
Dgb: diffusivity in the grain boundary, δ: grain-boundary width
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either directly by in-diffusion from the source or by leaking out from the
grain boundary and the concentration inside the grain boundary, cgb.

Mathematically, this diffusion problem can be described by applying
Fick’s second law to diffusion inside the grains and inside the grain-boundary
slab. For composition-independent diffusivities we have:

∂c

∂t
= D

(
∂2c

∂y2
+

∂2c

∂z2

)
for | y |≥ δ/2 ,

∂cgb

∂t
= Dgb

(
∂2cgb

∂y2
+

∂2cgb

∂z2

)
for | y |< δ/2 . (32.3)

In Eqs. (32.3) the coordinate system was chosen in such a way that the
xz-plane is the symmetry plane of the grain boundary. Then, the concentra-
tion field depends on the variables y and z. Continuity of the concentrations
and of the diffusion fluxes across the interfaces between grain-boundary and
grains require the following boundary conditions:

c(±δ/2, z, t) = cgb(±δ/2, z, t) (32.4)

and

D

[
∂c(y, z, t)

∂y

]
|y|=δ/2

= Dgb

[
∂cgb(y, z, t)

∂y

]
|y|=δ/2

. (32.5)

These conditions apply for self-diffusion. In the case of foreign atom diffusion,
grain-boundary segregation requires a modification, which is discussed later
in this chapter.

Since the grain-boundary width is very small (δ ≈ 0.5 nm) and Dgb � D,
one can simplify the problem (see, e.g., [8]) and arrive at the following set of
two coupled equations:

∂c

∂t
= D

(
∂2c

∂y2
+

∂2c

∂z2

)
for | y |≥ δ/2 , (32.6)

∂cgb

∂t
= Dgb

∂2cgb

∂z2
+

2D

δ

(
∂c

∂y

)
y=δ/2

for | y |< δ/2 . (32.7)

The first equation represents direct diffusion from the source into the lat-
tice. In the second equation, the first term on the right-hand side represents
the concentration change due to diffusion in the grain boundary. The sec-
ond term describes the concentration change due to leakage of the diffusing
species through the ‘walls’ of the grain-boundary slab into the grains. The
mathematical problem reduces to the solution of Eqs. (32.6) and (32.7) after
suitable initial and boundary conditions have been chosen.

It is convenient to introduce normalised variables, which correspond to
the spatial coordinates y, z and to time t, respectively:
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ξ ≡ y − δ/2√
Dt

,

η ≡ z√
Dt

,

β ≡ (∆ − 1)δ
2
√

Dt
≈ δDgb

2D
√

Dt
. (32.8)

In these abbreviations
∆ ≡ Dgb

D
(32.9)

is a dimensionless parameter, which equals the ratio of grain-boundary and
lattice diffusivity. In physical terms, the variable ξ accounts for the extent of
lateral lattice diffusion from the grain boundary into the grains. The quantity
η accounts for the influence of direct lattice diffusion from the source into the
grains; the smaller η the stronger is this influence. Whereas the physical
meaning of ξ and η are obvious this is according to the author’s experience
rather less so for the parameter β, also called the Le Claire parameter. It is
a measure of the extent to which grain-boundary diffusion is enhanced relative
to lattice diffusion. Loosely speaking, one can consider β as the ratio of the
transport capacity inside the grain-boundary slab, cgbDgbδ, to the transport
capacity along the grain-boundary fringe, cD

√
Dt, which has a width

√
Dt.

As we shall see below, diffusion profiles in bi- or polycrystals usually
consist of a near-surface part dominated by lattice diffusion and a deep pen-
etrating grain-boundary tail. Grain-boundary tails of the concentration field
tend to level out as β decreases. Then, it becomes more difficult to reveal
the influence of enhanced diffusion along grain boundaries in experiments.
A question in this context is, what are the optimum conditions for the deter-
mination of grain-boundary diffusivities? The quantity β is relevant for this
question. This can be seen from Fig. 32.8, in which isoconcentration contours
are plotted for various values of β. The dotted line corresponds to the limit-
ing case, Dgb = D, for which preferential grain-boundary diffusion is absent.
The isoconcentration contours illustrate that the penetration of the diffuser
along the grain boundary is much greater than anywhere else in the crystal.
The larger the value of β, the more pronounced is the lateral diffusion fringe
along the grain boundary. For an accurate determination of Dgb from section-
ing experiments (see below) β must be at least 10. The annealing conditions
must be chosen accordingly.

The solution for diffusion along an isolated grain-boundary slab embedded
in a crystal can be written as follows:

c(ξ, η, β) = c1(η) + c2(ξ, η, β) (32.10)

in the grains and
c(η) = cgb(η) (32.11)
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Fig. 32.8. Isoconcentration contours for various values of the Le Claire
parameter β

inside the boundary. In Eq. (32.10) the first term represents in-diffusion into
the grains from the external source. The second term represents the leaking-
out contribution from the grain boundary. The direct grain-boundary con-
tribution, cgb, can be neglected when

√
Dt � δ; studies of the direct grain-

boundary diffusion require
√

Dt < δ. These distinctions are also related to
the kinetic regimes B and C of diffusion in polycrystals, discussed later in
this chapter.

Constant Source Solution: Let us at first consider the case of a constant
source (also called infinite or inexhaustible source), with the diffuser concen-
tration kept constant at the surface and zero everywhere inside the sample
at the beginning. The initial and boundary conditions are:

c(y, 0, t) = c0 for t > 0 ,

c(y, z, 0) = 0 for z > 0 , (32.12)
c(y,∞, 0) = 0 .

co is the concentration of the diffuser at the surface in the source.
An approximate solution of the diffusion problem formulated in Eqs. (32.6),

(32.7), and (32.12) was given already by Fisher [7]. An exact solution has
been worked out three years later by Whipple [27] using the Fourier-Laplace
transformation method (see Chap. 3). We shall not go through the long and
rather tedious mathematical exercise of deriving it. A transparent derivation
of this solution can be found, e.g., in a textbook by Adda and Philib-
ert [28]. The first term of Eq. (32.10) is a complementary error function

c1 = c0 erfc(η/2) (32.13)
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and represents direct in-diffusion into the grains from the inexhaustible
source. The second term in Eq. (32.10) represents the leakage contribution
from the grain boundary into the grains. It is given by

c2(ξ, η, β) =
c0η

2
√

π

∆∫
1

exp(−η2/4σ)
σ3/2

erfc

[
1
2

(
∆ − 1
∆ − σ

)1/2(
ξ +

σ − 1
β

)]
dσ ,

(32.14)
where σ is an integration variable. Note that the time variable is included in
η and also in the Le Claire parameter β. At a fixed temperature β ∝ 1/

√
t,

i.e. β decreases with increasing time (see Eqs. 32.8).

Instantaneous Source (or Thin-Film) Solution: For an instantaneous
source initial and boundary conditions are expressed by:

c(y, z, 0) = Mδ(z),
c(y, z, 0) = 0 for z > 0,

c(y,∞, t) = 0,

∂c(y, z, t)
∂z

|z=0 = 0 . (32.15)

δ(z) is the Dirac delta function and M the amount of diffuser deposited per
unit area. This surface condition entails that the initial layer is completely
consumed during the diffusion experiment.

An exact solution of the diffusion problem formulated in Eqs. (32.6),
(32.7), and (32.15) has been worked out by Suzuoka [29, 30], using the
method of Fourier-Laplace transforms (see Chap. 3). The first term in
Eq. (32.10) is

c1(η) =
M√
πDt

exp
(
−η2

4

)
. (32.16)

It describes lattice in-diffusion into the grains from a thin-film source. The
second term in Eq. (32.10) represents the leakage contribution from the grain
boundary:

c2(ξ, η, β) =
M√
πDt

∆∫
1

[
η2

4σ
− 1

2

]
exp(−η2/4σ)

σ3/2

erfc

[
1
2

(
∆ − 1
∆ − σ

)1/2(
ξ +

σ − 1
β

)]
dσ . (32.17)

A comparison between the constant source solution, Eq. (32.14), and the
instantaneous source solution, Eq. (32.17), shows that the latter can be ob-
tained from Eq. (32.14) by a transformation through the operator−√

Dt ∂/∂η
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Fig. 32.9. Concentration contours for constant source (left) and a thin-film source
solutions (right) for an arbitrary value of β = 50 according to Suzuoka [30]

and replacing c0 by M . Furthermore, in the case of the instantaneous source
solution it can be shown that

∞∫
0

c2(ξ, η, β)dη = 0 . (32.18)

A consequence of this equation is that the total amount of diffuser is given
by the volume diffusion term c1(η), thus establishing that the total amount
M of diffuser is conserved.

Figure 32.9 shows a comparison between the two types of diffusion sources
for an arbitrarily chosen value of β = 50. For the thin-layer source the grain-
boundary term c2 is negative near the surface, indicating that in the near-
surface region the crystal is supplying diffusing material to the grain bound-
ary. The reason is that the source concentration decreases much more rapidly
at the grain boundary than anywhere else. Thus, in the near-surface region
the grain boundary behaves as a ‘sink for the diffuser’. Beyond a certain
depth the grain-boundary behaviour changes to that of a ‘source for the dif-
fuser’, since then the direct volume diffusion from the source is negligible.
In contrast, for an inexhaustible source the contribution c2 is always pos-
itive. This implies that the grain boundary behaves as source of diffuser,
irrespective of whether the near-surface region or the deeper regions are con-
sidered.

Average Concentrations in Thin Layers: Average concentrations are of
prime interest for the analysis of grain-boundary diffusion experiments, which
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are carried out by the radiotracer technique (see Chap. 13). Let us therefore
discuss an expression for the average concentration in a thin layer, c̄, at some
depth z (Fig. 32.7). The total amount in a thin section between z − ∆z/2
and z + ∆z/2 and parallel to the free surface is given by the integral

c̄ =
1

LxL∆z

+Lx/2∫
−Lx/2

+L/2∫
−L/2

z+∆z/2∫
z−∆z/2

[c(y, z, t) + cgb(y, z, t)] dxdydz (32.19)

Lx and L are the dimensions of the bicrystal along the x− and y−axes, re-
spectively. The quantity LxL∆z is the section volume. For sake of simplicity,
let us assume that the grain boundary lies in the center of the bicrystal and
that the section is so thin that the concentration along the z−axis remains
constant within a section. Then, the average concentration c̄ is obtained by

c̄ =
1
L

+L/2∫
−L/2

[c(y, z, t) + cgb(y, z, t)] dy . (32.20)

Furthermore, since c is an even function of y and cgb practically constant
within the boundary, we obtain

c̄(z, t) =
δ

L
c̄gb(z, t) +

2
L

L/2∫
δ/2

c(y, z, t)dy . (32.21)

Let us for the moment neglect the amount of diffuser, cgb, inside the bound-
ary3. Then, we have

c̄(z, t) =
2
L

L/2∫
δ/2

c(y, z, t)dy . (32.22)

We know from Eq. (32.10) that the concentration field has two contributions,
where c1 represents bulk diffusion and c2 is the grain-boundary leakage contri-
bution given either by the thin-film solution (32.17) or by the constant-source
solution (32.14). Since c1 is constant in the xy-plane, the bulk diffusion con-
tribution to the average concentration equals c1 and we have

c̄(z, t) = c1(z, t) +
2
L

L/2∫
δ/2

c2(y, z, t)dy . (32.23)

3 The same assumption is made in the next section for to type B kinetics in
polycrystals. In type C kinetics the direct grain-boundary contributions is dom-
inating.
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In terms of the dimensionless variables ξ, η, β, and ∆, we get

c̄(η, β) = c1(η, t) +
2
√

Dt

L

(L−δ)/2
√

Dt∫
0

c2(ξ, η, β)dξ . (32.24)

For all practical purposes, the upper limit of the integral may even be replaced
by infinity.

Substituting the thin-film solution Eq. (32.17) in Eq. (32.24) and using
the standard formula

∞∫
x

erfc(u)du =
exp(−x2)√

π
− x erfc(x) , (32.25)

we get

c̄2(η, β) =
M

L
√

π

∆∫
1

(
η2

σ
− 2
)

exp(−η2/4σ)
σ3/2

(
∆ − σ

∆ − 1

)1/2 [exp(−Y 2)√
π

− Y erfcY
]

dσ , (32.26)

where

Y =
σ − 1
2β

(
∆ − σ

∆ − 1

)1/2

. (32.27)

Similarly, using the constant-source solution of Eq. (32.14) gives

c̄2(η, β) =
c0

√
Dt

L

2η√
π

∆∫
1

(
η2

σ
− 2
)

exp(−η2/4σ)
σ3/2

(
∆ − σ

∆ − 1

)1/2 [exp(−Y 2)√
π

− Y erfcY
]

dσ . (32.28)

The factor 1/L in Eqs. (32.26) and (32.28) is important. For a bicrystal with
dimensions L along x- and y-axes, 1/L represents the grain-boundary length
per unit area of the bicrystal. An expression which is generally valid for
a bicrystal or for polycrystals is:

c̄(η, β) = c1(η, β) + 2λ
√

Dt

Λ∫
0

c2(ξ, η, β)dξ . (32.29)

In Eq. (32.29) λ represents the grain-boundary length per unit area on the
sample surface exposed to the diffuser.
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For a bicrystal with a width L normal to the grain-boundary, Λ and λ are
given by

Λ =
L

2
√

Dt
and λ =

1
L

. (32.30)

For an array of uniformly spaced grain-boundaries with spacing ds we have

Λ =
ds

2
√

Dt
and λ =

1
ds

, (32.31)

and for a polycrystal having cubic grains with grain size d

Λ =
d

2
√

Dt
and λ =

2
d

. (32.32)

For the more complicated case of a polycrystal with random distribution
of grain size the reader may consult the textbook of Kaur, Mishin, and
Gust [8].

Segregation of Foreign Atoms: Foreign atoms tend to segregate into
grain boundaries. This process is called grain-boundary segregation and re-
sults in an excess concentration of the foreign element in the grain bound-
ary. The mathematics of grain-boundary diffusion discussed so far has not
taken into account segregation effects. This is justified for grain-boundary
self-diffusion.

Diffusion of foreign elements (solutes) can be treated by the same mathe-
matics, if grain-boundary segregation is taken into account in a suitable way.
In the case of self-diffusion, it was assumed that the grain-boundary width δ is
a purely geometric quantity and that the matching condition Eq. (32.4) sim-
ply expresses the continuity of concentration across the grain/grain-boundary
interfaces. This assumption must be modified for solute atoms because they
can segregate into the boundary. Accoording to Gibbs [31] segregation can
be taken into account by introducing the segregation factor s. The matching
condition then reads

sc(±δ/2, z, t) = cgb(±δ/2, z, t) (32.33)

Equation (32.33) rests on two assumptions:

1. The solute atoms in the grain boundary maintain local thermodynamic
equilibrium with the solute atoms in the lattice adjacent to the interfaces.
In other words, segregation is in local equilibrium at any depth z.

2. The grain-boundary segregation follows the law of Henry, which reads
cgb = sc. Henry’s law implies that the segregation factor is a function of
temperature only and not a function of c. Henry’s law is applicable when
both, cgb and c, are small enough. This is usually the case, when impurity
diffusion in a pure matrix is studied in radiotracer experiments.
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Grain-boundary self-diffusion in alloys represents another interesting situa-
tion, which is not considered here. It may encompass also segregation effects
of the alloy components. For details we refer the reader to the textbook of
Kaur, Mishin, and Gust [8], to reviews by Mishin and Herzig [15, 16],
and by Bernardini and Gas [33, 34].

32.4 Diffusion Kinetics in Polycrystals

As we have already seen, grain-boundary diffusion is a complex process which
involves direct lattice diffusion from the source, diffusion along the grain
boundary, leakage of the diffusant from the grain-boundary and subsequent
lattice diffusion into fringes around the grain boundary. Depending on the
relative importance of the various elementary processes, one can observe dif-
ferent diffusion kinetics (or diffusion regimes). Each regime prevails in a cer-
tain domain of annealing temperatures, annealing times, grain sizes, lattice
and grain-boundary parameters. The knowledge of the diffusion regimes is
important for designing diffusion experiments and for the interpretation of
their results. This is because the shape of the diffusion profile depends on the
dominating kinetic regime. Moreover, different diffusion parameters can be
extracted in the various diffusion regimes, which therefore must be identified
in dependable studies.

Figure 32.10 shows Harrisons’s classification of the diffusion kinetics,
which introduces three regimes called type A, B, and C [38]. This classification
is the first and still the most widely used one for polycrystals. A more so-
phisticated classifications is proposed in [8, 14] and summarised in Chap. 34.

32.4.1 Type A Kinetics Regime

This kinetics is observed after diffusion anneals at high temperatures, or/and
with long annealing times, or/and in materials with small grain size. Monte
Carlo work by Belova and Murch [32] has shown that the lattice diffusion
length,

√
Dt, need to be only a little larger than the spacing d between grain

boundaries: √
Dt ≥ d/0.8 . (32.34)

Then, the diffusion fringes around neighbouring grain boundaries overlap
and a diffusing atom may visit many grains and grain boundaries during
a diffusion experiment. This results in an almost planar diffusion front with
a penetration depth proportional to

√
t. From a macroscopic viewpoint the

polycrystal obeys Fick’s law for a homogeneous medium with some effective
diffusion coefficient Deff . The latter represents a weighted average of the
lattice diffusivity D and grain-boundary diffusivity Dgb.

In the case of self-diffusion, Hart [39] proposed an effective diffusivity
for dislocated crystals. Modified for diffusion in polycrystals an approximate
expression for the effective diffusivity is given by
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Fig. 32.10. Illustration of the type A, B, and C diffusion regimes in a polycrystal
according to Harrisons classification [38]

Deff = gDgb + (1 − g)D . (32.35)

In Eq. (32.35) the quantity g is the fraction of atomic sites in the grain
boundary of the polycrystal, which can be written as

g =
qδ

d
, (32.36)

where q is a numerical factor depending on the grain shape. For example,
q = 1 for parallel grain boundaries and q = 3 for cubic grains.

Diffusion profiles measured in the type A regime follow a Gaussian for
instantaneous source conditions or an error function for constant source con-
ditions. The only quantity which can be determined from the profile, is the
effective diffusivity. Since usually Dgb � D, the effective diffusivity is larger
than the lattice diffusivity. This explains why diffusion coefficients measured
on polycrystals often can be larger than diffusion coefficients measured on
monocrystalline samples. On the other hand, since the activation enthalpy
of D is larger than that of Dgb, the enhancement due to grain boundaries
becomes weaker with increasing temperature. Usually, at sufficiently high
temperatures the effective diffusivity in coarse-grain polycrystals approaches
the lattice diffusivity. In very fine-grained polycrystalline materials, the ef-
fective diffusivity can be dominated by the first term in Eq. (32.35) (see
Chap. 34). Then, knowing the grain size one can estimate the product δDgb.

For foreign atoms which segregate into the grain boundary, the Hart equa-
tion (32.35) has to be modified. Segregation of a diffuser can be taken into
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account by multiplying the fraction of atomic sites in the high-diffusivity
path, g, by the segregation factor of the diffuser, s. For fine-grained poly-
crystals (nanocrystals), in which d is so small and/or segregation is so strong
that d � sδ/2, the effective diffusivity is given by [8]

Deff = τDgb + (1 − τ)D . (32.37)

τ and 1 − τ are the fractions of time that a diffusing foreign atom spends in
the grain boundaries and in the grains, respectively. In the presence of seg-
regation, these time fractions can be estimated as the corresponding volume
fractions, g and 1 − g, multiplied by the pertinent concentrations, c and cgb.
Thus

τ =
gcgb

gcgb + (1 − g)c
≈ sg

1 + sg
=

qsδ/d

1 + qsδ/d
. (32.38)

When d � sδ/2, we have τ ≈ sg. Then, Eq. (32.37) reduces to

Deff = sgDgb + (1 − sg)D . (32.39)

This equation was suggested already in 1960 by Mortlock [40]. For con-
ventional polycrystals, say with d > 50 µm, we have δ/d ≈ 10−5. Then, even
for large s-values sg � 1 is fulfilled and Eq. (32.39) simplifies further:

Deff ≈ sgDgb + D . (32.40)

For a more detailed discussion of effective diffusion especially in nanomate-
rials we refer to Chap. 34 and a paper by Belova and Murch [41].

32.4.2 Type B Kinetics Regime

The conditions of type B kinetics are often encountered in diffusion experi-
ments on polycrystals. This kinetics emerges after diffusion anneals at lower
temperatures, or/and with relatively short annealing times, or/and in materi-
als with sufficiently large grain size. Under such conditions the bulk diffusion
length,

√
Dt, can become much smaller than the spacing d between grain

boundaries. Simultaneously, the width of the grain-boundary fringes, which
is given by

√
Dt, can be considerably larger than the grain-boundary width

δ. In the case of solute diffusion with segregation an effective width, sδ, must
be considered. Thus, the conditions for type B kinetics are

sδ �
√

Dt � d . (32.41)

In this regime, grain-boundary fringes develop by out-diffusion from the
boundaries. In contrast to the type A regime, the lattice diffusion fringes of
neighbouring grain boundaries do not overlap. Hence individual grain bound-
aries are isolated and the solutions for the boundary in bicrystals discussed
in Sect. 32.3 can be used for polycrystals.
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The left-hand part of the inequality Eq. (32.41) is equivalent to α � 1
(see Eq. 32.45). It is also necessary for proper B regime conditions that the Le
Claire parameter fulfills β � 1 (see Eq. 32.44). Then, the diffusion profile has
the two-step character illustrated in Fig. 32.11. For self-diffusion the product,
δDgb, and for solute diffusion the triple product, sδDgb, can be determined
using the procedure described below.

Processing of Type B Grain-Boundary Diffusion Profiles: Most
grain-boundary diffusion experiments are carried out by the radiotracer
method in combination with a serial sectioning technique (Chap. 13). Af-
ter the diffusion anneal, thin layers of the material are removed from the
specimen and the radioactivity of each section is determined. This quantity
is proportional to the average concentration per layer, c̄, as a function of the
penetration distance z. This function, called a concentration (or diffusion,
or penetration) profile, contains the information about the grain-boundary
diffusion parameters. It is subject to a mathematical treatment to extract
these parameters.

In a grain-boundary diffusion experiment the overall penetration profile
consists of two parts shown schematically in Fig. 32.11: first, a near-surface
part due to the direct lattice diffusion from the surface. This part extends
to about (3 to 4) ×√

Dt, and the concentration in this region follows either
a Gaussian or an error function depending on the surface condition. Second,
a deep penetrating grain-boundary tail due to the simultaneous diffusion in-
side grain-boundaries, leakage from the boundary and lateral lattice diffusion
into the adjacent grains. This tail is described by c̄2 of Sect. 32.3 and is con-
sidered in what follows.

As already mentioned, one is usually interested in the case ∆ ≡ Dgb/D �
1 with β remaining finite (see Eqs. 32.8 and 32.9). The variations of c̄2 com-
puted from Eqs. (32.26) and (32.28) for a value of β = 100 (with ∆ = 2×106

and
√

Dt =10µm) are displayed in Fig. 32.12. For the instantaneous source
the negative part of c̄2 near the source represents the behaviour of the grain
boundary as a sink. The positive part at deeper penetration depths is the
leakage contribution, when the boundary acts as source for diffusing atoms.

Of particular interest is the behaviour of c̄2 for η > 3 to 4, where direct
lattice diffusion can be neglected. Figure 32.13 shows a plot of log c̄2 versus
z6/5. In the tail region, the penetration profiles become straight lines when
plotted in this way. An important aspect of Fig. 32.13 is that the slope
−∂ log c̄2/∂z6/5 is very nearly the same, irrespective of the type of diffusion
source. As we shall see below, the slope of this line is used to determine an
important grain-boundary diffusion parameter.

It should be noted, however, that the power 6/5 has no physical meaning
and cannot be derived analytically. It simply offers a reasonably good mathe-
matical approximation of the profile shape in the grain-boundary dominated
profile range. Accurately measured experimental profiles usually do follow
the z6/5 rule over a wide concentration range. In practice, the linearity of
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Fig. 32.11. Schematic illustration of a penetration profile in a bi-crystal for type
B kinetics

the grain-boundary tail in the log c̄ versus z6/5 plot is, on the one hand,
a signature of predominant grain-boundary diffusion and, on the other hand,
a criterion for the quality of an experiment.

Figure 32.14 shows experimental penetration profiles of Ag self-diffusion
in polycrystalline silver, determined by serial sectioning and subsequent mea-
surements of the activity per layer. The profiles are plotted as logarithm of
the specific activity per layer as function of 6/5 power of the penetration
distance. These profiles follow type B kinetics of grain-boundary diffusion for
penetration depths larger than about 50µm.

One can deduce the triple-product, sDgbδ, from slopes of diagrams like
Fig. 32.14 as

sDgbδ = 1.322

√
D

t
(−∂c̄/∂z6/5)−5/3 (32.42)

for constant-source conditions and

sDgbδ = 1.308

√
D

t
(−∂c̄/∂z6/5)−5/3 (32.43)

for instantaneous-source conditions. If the lattice diffusion coefficient D is
known from independent measurements, the triple product can be deter-
mined. In the case of self-diffusion the product Dgbδ is obtained.

Equations (32.42) and (32.43) require that the following conditions are
met by the experiment:
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Fig. 32.12. Average thin-layer concentration at depth z of a diffuser entering via
a grain boundary versus the normalised penetration depth η = z/

√
Dt for β = 100

(∆ = 2 × 106 and
√

Dt = 10 µm) according to Suzuoka [29]. The concentrations
are expressed in units of M/(L

√
π) in the case of an instantaneous source and in

units of c0

√
Dt/L for a constant source

(i) The parameter β defined by Le Claire [36]

β =
sDgbδ

2D
√

Dt
= α∆ (32.44)

must be large enough (in practice β > 10). In the case of self-diffusion,
we have s = 1 and β is given by Eq. (32.8).

(ii) The parameter

α =
sδ

2
√

Dt
(32.45)

must be small enough, in practice α < 0.1.

Equations (32.42) and (32.43) are relations that are often used in the ana-
lysis of grain-boundary diffusion studies. If the Le Claire parameter β is
smaller than 104 the numerical constants in Eq. (32.42) and (32.43) are
slightly different. An analysis of the various solutions has been presented by
Le Claire [36]. A detailed practice-oriented discussion for various β ranges
can be found in the textbook of Kaur, Mishin, and Gust [8].

We note that Eqs. (32.42) and (32.43) only provide the triple-product
sDgbδ or Dgbδ for self-diffusion. The individual values of s, Dgb, and δ remain
unknown. Even in the case of self-diffusion (s = 1) one still needs to know
the grain-boundary width δ to deduce the grain-boundary diffusivity Dgb.
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Fig. 32.13. Logarithm of the average thin layer concentration at depth z of the
diffuser entering via a grain boundary versus z6/5 (z = section depth, ∆ = 2× 106

and
√

Dt = 10 µm) according to Suzuoka [29]. The concentrations are expressed
in units of M/(L

√
π) for an instantaneous source and in units of c0

√
Dt/L for

a constant source

The usual assumption δ = 0.5 nm, already suggested by Fisher [7], proved
to be a good guess. This value is consistent with determinations of δ by high-
resolution electron microscopy and other techniques [8]. Furthermore, the
combination of type B and type C regime measurements of grain-boundary
self-diffusion (see below) showed that 0.5 nm is a reasonable value for the
grain-boundary width [35, 37].

32.4.3 Type C Kinetics Regime

Type C kinetics corresponds to conditions where lattice diffusion is practically
‘frozen in’. Then, diffusion takes place along grain boundaries only, without
any essential leakage into adjacent grains. This situation can be matched
in diffusion anneals at sufficiently low temperatures and/or for very short
diffusion times. In this regime we have

√
Dt � sδ . (32.46)

This criterion for type C kinetics is equivalent to α � 1 (see Eq. 32.45).
In practice, α > 10 is sufficient. The concentration-depth profile is either
a Gaussian function



32.4 Diffusion Kinetics in Polycrystals 575

Fig. 32.14. Type B kinetics penetration profiles of self-diffusion in Ag polycrystals
according to Sommer and Herzig [35]

c̄(z) ≈ c̄gb(z) ∝ exp
(
− z2

4Dgbt

)
(32.47)

for an instantaneous source or an error function

c̄(z) ≈ c̄gb(z) ∝ erfc

(
z

2
√

Dgbt

)
(32.48)

for a constant source at z = 0.
Grain-boundary diffusion studies in the type C regime are difficult. The

major reason is that one has to detect the small amount of diffuser inside the
boundaries. Type B experiments are less ambitious, since the lattice diffusion
fringes around the grain boundaries enhance the average concentration in
the grain-boundary tails. If type C kinetics profiles are measured in bi- or
polycrystals, one can determine the grain-boundary diffusivity Dgb. For self-
diffusion a combination of type B and type C kinetics experiments on the
same material permits a determination of the grain-boundary product Dgbδ
and of Dgb. Using this idea, grain-boundary self-diffusion studies in silver
polycrystals yielded the already mentioned value δ ≈ 0.5 nm for the grain-
boundary width [35].
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32.5 Grain-Boundary Diffusion and Segregation

Segregation occurs as a result of inhomogeneities in a solid. These inhomo-
geneities provide sites on which solute atoms have a lower Gibbs free energy.
Such sites occur at free surfaces, grain boundaries, interfaces between differ-
ent phases as well as at dislocations and stacking faults. All of these regions
have solute concentrations that differ from each other and from that of the
bulk material. For a detailed discussion of segregation effects the reader is
referred to a review by Hondros and Seah [45]. Theoretical studies based
on atomistic computer simulations and experiments using atom probe field-
ion microscopy are described by Foiles and Seidman [46]. In what follows,
we consider segregation of solute atoms and its effects on grain-boundary
diffusion.

Since the discovery of grain-boundary diffusion, the topic of segregation
of foreign elements to grain boundaries has always been of interest. One of
its effects was already noticed by one of the progenitors of physical metal-
lurgy and solid-state diffusion: Roberts-Austen stated in 1888 ‘One thou-
sandth part of antimony converts first rate best selected copper to the worst
conceivable’. We know nowadays that this was due to the influence of grain-
boundary segregation on the mechanical behaviour of polycrystalline copper.
Grain-boundary embrittlement is often caused by segregation of impurities.
This effect is of considerable importance for engineering materials [44].

Solute Segregation at Grain Boundaries: Segregation to grain bound-
aries has been widely studied, not least for its rôle in controlling intergranular
fracture in engineering materials. A useful empirical correlation between the
solubility limit of a foreign atom in a host crystal, cB, and the segregation
factor was first noted by Seah and Hondros [47]. As a ‘rule of thumb’ the
segregation factor is inversely proportional to the the solubility limit of the
segregant at the measuring temperature:

s =
K

cB
(32.49)

Using this equation, the grain-boundary segregation factor can be estimated
from handbooks of phase diagrams, when no measurements are available. In
the dilute limit, Eq. (32.49) provides the correct theoretical description [45].

The solute segregation factors s introduced already in Eq. (32.33) can be
determined directly when a sample of the segregated material can be frac-
tured along grain-boundaries and the chemical composition is analysed using
Auger spectroscopy (see Chap. 13) or some other technique. Unfortunately,
such measurements of s are only possible for brittle materials such as ceramics
or some intermetallic compounds.

Segregation Factors from Grain-boundary Diffusion: The segrega-
tion factor can be deduced also from grain-boundary diffusion studies. The
idea is to combine type B and type C regime measurements. As pointed
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out above, grain-boundary diffusion experiments are usually performed in
the type B regime. The profiles are plotted versus z6/5 and the slope of the
grain-boundary tail is determined (see, e.g., Eq. 32.43). For solute diffusion,
this analysis yields the triple product sδDgb, which is the only quantity that
can be determined in type B conditions. While the grain-boundary width can
be treated as a known constant (δ ≈ 0.5 nm), the grain-boundary diffusivity
Dgb and the segregation factor s remain to be determined. Both quantities
are temperature-dependent and may vary by orders of magnitude. Type C
experiments directly provide the grain-boundary diffusivity Dgb. By combin-
ing values of Dgb from type C experiments at low temperatures with values
of sδDgb extrapolated from type B regime measurements at higher tempera-
tures, one gets

sδ =
(sδDgb)B−regime

(Dgb)C−regime
. (32.50)

The triple product for solute diffusion usually follows an Arrhenius relation
with an activation enthalpy Qgb and a pre-factor (sδDgb)0:

sδDgb = (sδDgb)0 exp
(
− Qgb

kBT

)
, (32.51)

The segregation factor is an Arrhenius function as well. Segregation increases
with decreasing temperature:

s = s0 exp
(

∆Hseg

kBT

)
. (32.52)

The segregation enthalpy ∆Hseg is the gain in enthalpy that occurs when
a solute atom is moved from a lattice site to a site in the grain boundary.
s0 is a pre-exponential related to the segregation entropy. Since the grain-
boundary diffusivity of the solute also obeys an Arrhenius relation

Dgb = D0
gb exp

(
−∆Hgb

kBT

)
, (32.53)

we obtain for the activation enthalpy of the triple product

Qgb = ∆Hgb − ∆Hseg . (32.54)

If Qgb and ∆Hgb are known from grain-boundary diffusion studies, one can
determine the segregation enthalpy ∆Hseg .

Examples: Combined type B and C regime measurements of solute diffu-
sion have been performed on few systems (see the reviews of Mishin and
Herzig [12, 15]). We give two examples:

Grain-boundary diffusion of radioactive Te in Ag has been studied over
a wide temperature range from 378 to 970K [48]. The penetrations profiles
were carefully analysed, attributed to type B kinetics above 600K, and triple



578 32 Grain-Boundary Diffusion

Fig. 32.15. Arrhenius diagram of the triple product sδDgb and of sDgb from Te
diffusion along grain boundaries in Ag according to Herzig et al. [48]. Type B and
C kinetics prevail above 600 K and below 500 K, respectively. The range 500–600 K
corresponds to a transient regime

product values determined from log c̄ versus z6/5 plots. Measurements be-
low 500K were attributed to type C kinetics and the profiles analysed by
fitting Gaussian functions. Figure 32.15 shows an Arrhenius diagram of the
sδDgb and δDgb values determined in this way. The triple product follows
the Arrhenius relation

sδDgb = 2.34 × 10−15 exp
(
−43.5 kJmol−1

kBT

)
m3s−1 (32.55)

and the grain-boundary diffusion coefficient (assuming δ =0.5 nm) is de-
scribed by

Dgb = 1.01 × 10−4 exp
(
−86.7 kJmol−1

kBT

)
m2s−1 . (32.56)

The ratio between sδDgb and sDgb yields the segregation factor. The values
for Te in Ag are displayed in Fig. 32.16 together with segregation factors
for Au in Ag [49] obtained by the same procedure. The solubility of Te in
the Ag lattice is very small. The high values for the segregation factor of
Te in Ag (103 to 104) are consistent with the low lattice solubility of Te in
Ag (see Eq. 32.49). The segregation enthalpy of Te is fairly high and equals
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Fig. 32.16. Grain-boundary segregation factors for Te in Ag according to Herzig
et al. [48] and Au in Ag according to Surholt et al. [49] determined from
combined type B and type C measurements

∆Hseg = −43.3kJmol−1. Te atoms prefer to be incorporated on sites at
silver grain boundaries. In contrast, the Au–Cu system is a system which
forms a complete solid solution from the Au to the Cu side. Under such
conditions, grain-boundary segregation is rather weak, which is reflected by
a relatively small value of ∆Hseg .

32.6 Atomic Mechanisms of Grain-Boundary Diffusion

The atomic mechanisms of grain-boundary diffusion are still not well under-
stood. It was an assumption for many years that atoms move in grain bound-
aries by exchanges with vacancies [8, 50, 51]. This assumption must be revised
in view of recent modeling and simulation results for grain-boundary diffu-
sion. Molecular dynamics simulations of grain-boundary diffusion in Ag [52,
53] and Cu [54–57] have pointed to a possible rôle of self-interstitials along
with vacancies. The atomic structure of several symmetrical tilt grain bound-
aries in Cu and their interaction with vacancies and interstititals have been
studied by Mishin and coworkers using molecular statics, molecular dy-
namics and other atomistic simulation methods [58–60].

The results can be summarised as follows: point defect formation energies
in the grain boundary are on average lower than in the lattice but variations
from site to site within the grain boundary are significant. The formation
energies of vacancies and interstitials are close to each other, which makes
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both defects equally important for grain-boundary diffusion. Depending on
the grain-boundary structure, grain-boundary diffusion can be dominated
by vacancies or interstitials. The diffusion anisotropy depends on the grain-
boundary structure, with diffusion in tilt boundaries along the tilt axis being
either faster or slower than normal to the tilt axis.

Vacancies show effects such as delocalisation and instability at certain
grain-boundary sites. Vacancies can move in grain-boundaries by single-atom
exchanges, as they do in the lattice, but they can also move by collective
jumps involving the simultaneous displacement of several atoms. Interstitial
atoms can occupy relatively open positions between atoms, form split intersti-
tials, or form highly delocalised displacement zones. Interstitials can move by
the direct or indirect mechanism. Under the direct mechanism, an interstitial
atom wanders along the grain boundary by jumping between neighbouring
interstitial positions. Under the indirect mechanism, an interstitial atom dis-
places a neighbouring regular atom and takes its place. This process occurs
by the simultaneous (collective) displacement of both atoms. Furthermore,
an interstitial atom can initiate a chain of atomic displacements and push the
terminal atom of the chain into an interstitial position. All atoms taking part
in this chain process move in concert and not one after another. Interstitial
dumbbells in grain boundaries always move by collective jumps of three or
more atoms, as they do in the lattice. Ring mechanisms have also been found.

On the whole, it appears that atomistic mechanisms of diffusion in grain
boundaries are different from lattice diffusion. A variety of mechanisms, most
of which involve collective motion of two or more atoms, seem to play a rôle.
Considering that the collective events often happen by displacements of
chains or rings, we note an analogy with diffusion mechanisms in metallic
glasses (see Chap.29).
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33 Dislocation Pipe Diffusion

Atomic migration in solids is more rapid along or close to dislocations than
through the regular lattice (Fig. 31.1). Since practically all crystals contain
dislocations, any measured diffusion rate will usually contain a dislocation
contribution. This may be quite negligible for low dislocation densities, espe-
cially at high temperatures. However, it can become important at low temper-
atures because of the low activation enthalpy for dislocation diffusion relative
to that of lattice diffusion (see Chap. 31). It may be even the dominant mode
of transport in some diffusion-controlled processes observable at relatively
low temperatures such as precipitation and metal oxidation. The study and
understanding of dislocation diffusion is therefore a matter of importance.

It is common practise to denote the number of dislocations that penetrate
the unit area, ρd, as the dislocation density. It corresponds to the total length
of dislocation lines per unit volume of a crystal. For example, a typical dislo-
cation density of a well-annealed metal is about 106 cm−2. This corresponds
to a dislocation length of 10 km per cm3. In a heavily deformed metal the
dislocation length can reach 105 to 106 km per cm3.

The average distance Λ between dislocations depends on the dislocation
arrangement. It is usually given by

Λ =
K√
ρ

d

, (33.1)

where K is of the order of unity. For example, for a quadratic array of parallel
dislocation K = 1, for a hexagonal array K =

√
3/2.

Following the classification of Harrison [7] (see Chap. 32), three kinetic
regimes of dislocation diffusion can be distinguished as in the case of grain-
boundary diffusion. The occurrence of a particular regime depends on the
average dislocation distance and the lattice diffusion length. Type A kinetics
is observed for √

Dt > Λ . (33.2)

In this case the diffusion fields of neighbouring dislocations heavily overlap.
Type B kinetics prevails for

a �
√

Dt � Λ . (33.3)
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Then, the overlap of diffusion fields from neighbouring dislocations is negli-
gible. Type C kinetics occurs for

a >
√

Dt , (33.4)

when diffusion is restricted to the dislocation core. The latter is characterised
by the dislocation pipe radius a (see below).

The subject of dislocation diffusion has been reviewed by Gibbs and
Harris [1], Gjostein [2], and Balluffi [3]. A collection of data for diffusion
along dislocations in metals can be found in Le Claire’s chapter in a data
collection for metals [4] and in a chapter by Erdelyi and Beke in a data
collection for non-metals [5]. A thorough mathematical analysis analogous to
the analysis of grain-boundary diffusion in Chap. 32 has been given by Le
Claire and Rabinovitch [6]. The main features of their treatment and
major results are summarised below.

33.1 Dislocation Pipe Model

The simplest model for discussing diffusion properties of dislocations has been
introduced by Smoluchowski [8] and is illustrated in Fig. 33.1. Dislocations
are considered as cylindrical pipes of radius a. The diffusivity in the dislo-
cation pipe, Dd, is larger than the lattice diffusivity, D, outside the pipe.
A frequent assumption for the pipe radius is a = 0.5 nm.

More realistic models would take into account that the diffusion coefficient
varies with the distance r from the dislocation core. However, there is no clear
indication for a suitably simple form of Dd(r). Luther [9] investigated the
consequences of Dd(r) ∝ 1/r2. The advantage of Luther’s approach is not
very apparent. Therefore, we prefer to regard dislocation diffusion as being
adequately represented by Smoluchowski’s model. This approach is analogous
to the Fisher model of grain-boundary diffusion.

Fig. 33.1. Smoluchowski model of a dislocation pipe



33.1 Dislocation Pipe Model 585

The main features of dislocation diffusion can be illustrated for the case of
isolated dislocations. If c and cd represent the concentrations of the diffuser
outside and inside the dislocation pipe, Fick’s equations to be solved are:

∂c

∂t
= D

[
1
r

∂

∂r

(
r
∂c

∂r

)
+

∂2c

∂z2

]
for r ≥ a ,

∂cd

∂t
= Dd

[
1
r

∂

∂r

(
r
∂cd

∂r

)
+

∂2c

∂z2

]
for r < a . (33.5)

In Eqs. (33.5) r and z are cylindrical coordinates. They denote the distance
from the pipe axis and from the surface, respectively. The solutions are sub-
ject to the boundary conditions at r = a. There must be continuity of fluxes
and concentrations: (

D
∂c

∂r

)
r=a+

=
(

Dd
∂cd

∂r

)
r=a−

,

c(r = a+) = cd(r = a−) . (33.6)

For isolated dislocations the additional boundary conditions are

∂c

∂r
→ 0 as r → ∞ . (33.7)

As in the case of grain-boundary diffusion, two initial conditions at the surface
z = 0 are considered: constant source (case I)

c(z = 0, r, t) = c0 (33.8)

and instantaneous source (case II)

c(t = 0) = 2Mδ(y) . (33.9)

In case I, the concentration at the surface is maintained at a value c0 for all
times t ≥ 0. In case II, a very thin layer of 2M diffuser atoms per unit area
is deposited on the surface.

Constant source conditions are appropriate, for example, if diffusion oc-
curs from a vapour phase. Then c0 is the concentration of the diffuser at the
surface in equilibrium with the vapour. Constant source conditions are also
appropriate for solubility-limited diffusion. Instantaneous source conditions
simulate a conventional thin-film tracer diffusion experiment. However, it is
only fully appropriate in practice if there is no rapid surface diffusion towards
the dislocation to compensate the loss near r = 0 due to rapid diffusion down
the dislocation pipe. In practice, neither the constant source condition nor
the instantaneous source condition may exactly describe the situation prevail-
ing at the surface. However, very likely they do represent the limits between
which any experimental condition will lie.
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While the diffusion fields for the constant source and the instantaneous
source are different [6], we shall see below that the gradient of the log c̄
versus z plot in the dislocation tail is the same for both cases. This is analo-
gous to the Whipple and the Suzuoka solutions for grain-boundary diffusion
(see Chap. 32). For diffusion of a solute that segregates to dislocations with
an equilibrium segregation factor s, the second equation of (33.6) may be
replaced by sc = cd (see also Chap. 32).

Exact solutions of the problem for isolated dislocations and for a hexag-
onal array of parallel dislocations all normal to and ending at the surface
z = 0 of a semi-infinite solid have been worked out by Le Claire and Ra-
binovitch [10–12] and summarised by the same authors [6]. For simplicity,
we consider self-diffusion along dislocations, which implies s = 1. The solu-
tions for the concentrations field around a dislocation, c(r, z, t), are of the
form

c(r, z, t) = c1(z, t) + c2(r, z, t) for r ≥ a . (33.10)

c1 represents the standard expression for the concentration in the absence of
the dislocation, under constant or instantaneous source conditions. c2 is the
additional concentration outside dislocations due the rapid diffusion down
and out of them. The solutions for the diffusion fields are rather difficult to
handle. We confine ourselves to the expressions for the average concentration,
c̄(z, t), in a thin layer at some depth z after some time t.

33.2 Solutions for Mean Thin Layer Concentrations

Mean concentrations are of prime interest for the analysis of dislocation dif-
fusion as for grain-boundary diffusion. Mean concentrations are measured
in serial sectioning experiments. It is convenient to introduce abbreviations
analogous to the normalised variables of grain-boundary diffusion:

η ≡ z√
Dt

,

β ≡ (∆ − 1)a√
Dt

,

α ≡ a√
Dt

,

∆ ≡ Dd

D
. (33.11)

For the constant source (upper index I, surface concentration c0), the solution
for the mean concentration c̄I is analogous to the Whipple solution of grain-
boundary diffusion and can be written as, a sum of the complementary error
function plus a dislocation tail:

c̄I(η) = c0

[
erfc

η

2
+ πa2ρdQ

I
]

. (33.12)
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For the thin-layer source (upper index II), the solution for the mean concen-
tration c̄II is analogous to the Suzuoka solution of grain-boundary diffusion.
It consits of a thin-film solution plus a dislocation tail:

c̄II(η) =
M√
πDt

[
exp

(
−η2

4

)
+ πa2ρdQ

II

]
. (33.13)

In both cases, the contribution of dislocation diffusion is proportional to the
total cross-sectional area of dislocations πa2ρd. In Eqs. (33.12) and (33.13)
the quantities QI and QII are given by the following expressions [6]:

QI(η) = −16
π3

(∆ − 1)2
∞∫
0

x3 exp(−x2) sin(ηx)dx

∞∫
0

[exp(−z2) − 1]
(θ2 + φ2)

dz

z3

(33.14)
and

QII(η) =
16

π5/2
(∆ − 1)2

∞∫
0

x4 exp(−x2) cos(ηx)dx

∞∫
0

[exp(−z2) − 1]
(θ2 + φ2)

dz

z3
,

(33.15)
with

θ = 2zY1(zα) + (x2β − z2α)Y0(zα) ,

φ = 2zJ1(zα) + (x2β − z2α)J0(zα) , (33.16)

where J1, J0 and Y1, Y0 denote Bessel functions of the first and second kind
of order one and zero, respectively. We note that constant source and instan-
taneous source solutions are related via

c̄II(η, t) = − M

c0

√
Dt

∂

∂η
c̄I(η, t) . (33.17)

Fig. 33.2 compares the dependence of QI and QII on the normalised depth
variable η. Both QI and QII first increase as η increases, pass through a max-
imum, and then decrease monotonically. QI is always positive and becomes
zero at η = 0; QII has a zero and changes sign at the η-value for which QI is
at its maximum, in accordance with Eq. (33.17). The value of QII is negative
for smaller η-values because the finite amount of diffuser available under in-
stantaneous source conditions is depleted around the dislocation pipe by the
rapid diffusion down the pipe. At larger η-values, the mean concentration
is enhanced in both cases as diffuser is leaking out of the dislocation pipe
into its surrounding. The properties illustrated in Fig. 33.2 for dislocation
pipe diffusion are qualitatively similar to the corresponding quantities for
grain-boundary diffusion shown in Fig. 32.12.

When measurements are extended to values of the reduced penetration
depth η such that the first terms of Eqs. (33.12) or (33.13) are negligible,
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Fig. 33.2. Dislocation diffusion: mean thin-layer concentrations of the constant
and instantaneous source solutions, QI and QII , for α = 10−2 and (∆ − 1) = 105

according to Le Claire and Rabinovitch [6]

dislocation tails can be observed in penetration profiles. The concentration
in the tails is due to the material that has diffused down and out of the
dislocations to depths well below those reached by lattice diffusion alone. The
tail properties are determined by QI and QII . Figure 33.3 show logarithmic
plots of QI and QII versus η for various values of the parameters α and αβ.
These plots reveal the following features:

Fig. 33.3. Dislocation diffusion: constant source solution QI (left) and instanta-
neous source solution QII (right) versus η for α = 10−1, 10−2, 10−3, αβ = 10 (full
lines) and αβ = 102 (dashed lines) according to Le Claire and Rabinovitch [6]
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1. Beyond η-values of 4 to 5 the plots are practically linear for α ≤ 1. This
implies that plots of log c̄ are linear versus z for dislocation tails. We
recall that plots of log c̄ for grain-boundary tails are linear versus z6/5.

2. For given values of α and αβ, the slopes of the linear regions are prac-
tically the same for constant and instantaneous source conditions. The
slopes can be represented as

∂ lnQI

∂η
=

∂ lnQII

∂η
= −A(α)√

αβ
, (33.18)

where the quantity A(α) is given by

A2(α) =
8
π2

∞∫
0

exp(−z2)dz

z[J2
0 (zα) + Y 2

0 (zα)]
. (33.19)

The properties of A(α) are illustrated in Fig. 33.4. A(α) is of the order
of unity and a slowly varying function of α with very weak dependence
on αβ.

3. In principle, the dislocation tail can provide an estimate of the dislocation
density, if the experimental accuracy is sufficient to permit an extrapo-
lation back to z = 0. The intersect with the ordinate, c̄int, is a measure
of the dislocation density. For details we refer the reader to the review of
Le Claire and Rabinovitch [6].

Fig. 33.4. Dislocation diffusion: The quantity A(α) is plotted as a function of α
for various values of αβ according to Le Claire and Rabinovitch [6]
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Type B kinetics: The solutions in Eqs. (33.12) and (33.13) correspond to
isolated dislocations. They are appropriate if the average dislocation distance
Λ is larger than the lattice diffusion length, i.e. for Λ � √

Dt. Then, disloca-
tions are sufficiently apart from each other and the individual diffusion fields
do not overlap and type B kinetics prevails. According to Eq. (33.18) the
measured slope of the dislocation tail is, for either surface condition, given
by

∂ ln c̄

∂z
= − A(α)√

(Dd/D − 1)a2
(33.20)

as long as A(α) is insensitive to variations in αβ. The quantity (Dd/D−1)a2

can be determined from the slope in the tail region of a plot of logarithm c̄
versus penetration distance z with little uncertainty, because A(α) depends
only weakly on α. In addition, the quantity ∆ ≡ Dd/D can be determined
from the slope of the tail, provided that the pipe radius a is known. Obviously
the result for ∆ depends on a. There are no undisputed measurements for a.
A frequent assumption for metals is a = 0.5 nm [13, 14]. Larger values prevail
in ionic crystals because of electrostatic effects.

Profiles of dislocation diffusion under type B kinetics conditions are sim-
ilar to grain-boundary diffusion, with two major differences:

(i) As discussed above, diagrams of log c̄ versus z are linear for dislocation
tails. In contrast, grain-boundary tails are linear in plots of logarithm
c̄ versus z6/5. In practice, a distinction between dislocation and grain-
boundary diffusion on the basis of the shape of the penetration plots
may be difficult. It requires measurements over at least two orders of
magnitude in the tail region.

(ii) Because A(α) is only a slowly varying function of α, and thus an even
more slowly varying function with time, the slopes of dislocation tails are
almost independent of time. This is in marked contrast to grain-boundary
tails, where the slopes in a plot of log c̄ versus z6/5 are proportional to
t−1/4 (see Chap. 32). This permits a relatively sensitive test to distin-
guish dislocation and grain-boundary diffusion tails. This test can, for
example, also be used to distinguish diffusion along isolated dislocations
from dislocations grouped in low-angle grain boundaries.

Type A kinetics: For long diffusion anneals and high dislocation densities
type A kinetics condition prevail. This is the case for Λ <

√
Dt. Depending

on the types of surface conditions either error function type or Gaussian
penetration profiles evolve. Then, based on a dislocation volume fraction
g = πa2ρd, an effective diffusivity, Deff , can be measured (see Eq. 32.35),
which according to Hart [15] is given by

Deff = D[1 + πa2ρd(Dd/D − 1)] . (33.21)
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Type C kinetics: Type C kinetics is expected for a >
√

Dt, i.e. at low
enough temperatures and/or for short diffusion anneals. The penetration pro-
files are linear in plots of log c̄ versus penetration distance z2. The slope is
given by (

∂ ln c̄

∂z2

)
tail

= − 1
4Ddt

. (33.22)

This equation can be used to determine Dd directly.
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34 Diffusion in Nanocrystalline Materials

34.1 General Remarks

‘Nano’ is the Greek word for ‘dwarf’. In the International System of Units
(SI) it is the decimal multiple 10−9 used as prefix of SI units. ‘Nanoscience’
refers to the range from one to several hundred nanometers and ‘nanotech-
nology’ are technologies in which atoms are manipulated in quantities of one
to several thousand atoms. Nanoscience probably first gained attention in
a 1959 lecture of the American Nobel laureate of 1965 in physics Richard
Feynman (1918–1988), who stated ‘. . . that the day was not far off, when
substances could be assembled at an atomic level’. Although this day has not
yet really come, nanotechnology involves at least manufacturing and charac-
terisation of materials with crystal grains of nanometer size.

In nanocrystalline materials, new atomic structures and properties are
generated by utilising the atomic arrangement in the cores of defects such
as grain boundaries, interfaces, and dislocations. Depending on the type of
defects utilised, nanocrystalline materials with different structures can be
generated. These materials consist of a large volume fraction of defect cores
and (strained) crystal lattice regions.

As an example, Fig. 34.1 shows the structure of a two-dimensional
nanocrystalline material. The crystals are represented by periodic arrays
of atoms in different crystallographic orientations (full circles). The atomic
structures of the core regions of the boundaries between the crystallites are
different because their structure depends on the crystal misorientations and
on the boundary inclinations. The boundary core regions (open circles) are
characterised by a reduced atomic density and by interatomic spacings devi-
ating from those in the crystallites. Nanocrystalline materials are sometimes
also denoted as nanophase materials or as nanometer-sized crystalline mate-
rials.

In this chapter, we consider mainly bulk nanocrystalline materials. Our
understanding of nanocrystalline materials is documented in reviews, e.g.,
by Siegel and Hahn [1], Birringer and Gleiter [2], Gleiter [3],
Gialanella and Lutterotti [4], Heitjans and Indris [6], and Chad-
wick [7].

Diffusion has attracted attention, largely because material transport be-
longs to the group of physical properties differing most from single-crystalline
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Fig. 34.1. Schematic view of a nanocrystalline material

or conventional polycrystalline materials. In addition, diffusion is a key prop-
erty determining the suitability of nanocrystalline materials for applica-
tions. The present chapter is organised as follows: Sect. 34.2 reminds the
reader of some important synthesis techniques of nanocrystalline materials.
In Sect. 34.3 we consider theoretical aspects of diffusion in polycrystalline
materials of various grain size. Sect. 34.4 illustrates diffusion in metallic
nanomaterials by typical examples. Sect. 34.5 contains remarks about ionic
conduction and diffusion in nanocrystalline ionic materials.

34.2 Synthesis of Nanocrystalline Materials

The synthesis of nanocrystalline materials is frequently carried out by as-
sembling pre-generated small crystalline clusters created, for example, by
inert-gas condensation, high-energy ball milling, and by chemical methods.
Bulk materials are produced from nanocrystalline powders by consolidation
and sintering. There are, however, also procedures like heavy plastic defor-
mation, which do not require pre-generated clusters. We discuss some of the
most important techniques and refer for details and for a more comprehensive
list of synthesis techniques to reviews of Gleiter [3] and Gianelli [4] and
the anthology of Naiwa [5].

34.2.1 Powder Processing

Inert-gas Condensation: Inert-gas condensation is a direct extension of
physical vapour deposition methods. In a UHV chamber backfilled with a low
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pressure of inert gas, typically He or Ar, the vapour phase of the material
to be nanocrystallised is formed. Vapours are commonly produced in ovens,
electron guns, sputter devices and laser evaporation sources.

For example, a substance (e.g., Cu) is vapourised in an oven. Then, the
evaporated atoms transfer their kinetic energy to the inert gas and condense
in the form of nanosized crystals. Direct evaporation into a gas produces an
aerosol or a smoke of clusters. The mean cluster size can be controlled by
varying the evaporation rate and the inert-gas pressure. Clusters with mean
diameters as small as 3 to 4 nanometers can be generated by this process. The
cluster size can be reduced and the size distribution sharpened by imposing
a forced convective current to the inert gas to reduce cluster-cluster aggrega-
tion processes. The clusters are carried by the convective current of inert gas
to the surface of a finger cooled with liquid nitrogen. Subsequently, the inert
gas is removed and the particles can be scraped away and collected to be
processed further. For instance, they can be directly compacted in the UHV
chamber in a piston and anvil-like device using pressures of several GPa. The
whole process leads to bulk nanocrystalline samples and can be carried out
under well controlled atmosphere and clean conditions. This procedure was
developed by Gleiter and associates [2, 3]. It has been frequently repro-
duced and described in scientific and technical papers [4, 8] and has become
a milestone in the history of nanostructural materials.

This processing technique also allows for great versatility. Composite ma-
terials can be produced by using two or more evaporation sources; oxide
materials and other ceramic materials are obtained by mixing or replacing
the inert gas with a reactive gas such as oxygen or nitrogen; the particle size
can be controlled by the evaporation rate and the condensation gas pressure.

High-energy Milling: A few remarks on industrial application of milling
techniques in conventional powder technology may be useful. High-volume,
low-energy mills are used to process metallic powders and to modify their
microstructure. For instance, industrial devices are employed in the produc-
tion of oxide dispersion strengthened alloys. Milling is also used to achieve
very fine-grained ceramic powders in metallic matrices, such as Mg- and Al-
base light-weight alloys and Ni-base superalloys. Moreover, the formation of
very fine mixtures of elemental and pre-alloyed metallic powders induced by
milling promotes formation of stable solid solutions or intermetallic com-
pounds. This occurs either directly during milling or upon heating milled
powders to temperatures which trigger the reactions. The most popular lab-
oratory mills, having common features to large scale devices, are planetary
ball mills, vibratory mills, shaker mills, and attritor mills. Notes on the work-
ing principle of mills can be found, for instance, in [4, 9].

The reduction of grain size in powder samples to a few nanometers during
heavy mechanical deformation in high-energy ball mills plays a significant rôle
in the powder processing of nanostructured materials. In particular, this is
true for bcc and hcp metallic powders as well as for intermetallic compounds.
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During milling of metallic powders a large amount of cold-work energy can
be stored in the materials. Values as high as 40% of the enthalpy of melting
are reported [10]. An important parameter is the minimum grain size, dmin,
that can be reached by milling. Grain refinement is limited by the smallest
separation between dislocations, dc. When the grain size is in the range of dc,
dislocations become unstable and anneal out at the grain boundaries. This
dynamic recovery prevents further grain refinement via plastic deformation.
A linear relationship, dmin ∝ dc, has been proposed on the basis of data
available for pure metals and binary alloys (see, e.g., Fe-Cu alloys [11]). dc

depends on the composition of the material. Finer grain size can be achieved
by varying the composition, since the stacking fault energy and the modulus
of the Burgers vector change accordingly, and with them the minimum grain
size [13]. The ball milling method seems to be not applicable to fcc metals.
If fcc metal powders are ball-milled, they sinter to larger particles up to
millimeter size. Fcc metals are too soft for an effective energy storage during
the milling process.

Mechanical milling may induce several transformations, such as the for-
mation of nanostructures, still showing crystallinity. Partially or fully amor-
phous materials are also obtained. This is because a high amount of cold-
work energy produced by ball milling can also promote amorphisation. This
was reported for the first time for Ni-Nb powder mixtures [14]. Asymmetric
interdiffusion of the components, resulting from their very different diffu-
sivities [15], is one of the most important factors for this transformation,
which can be regarded as an example of solid-state amorphisation [16, 17].
High-energy ball milling is also suitable to produce nanostructured alloys by
mechanical alloying of the constituent powders.

Mechanical milling and mechanical alloying are comparatively inexpen-
sive, require simple equipment, and are well suited to be scaled up to mass
production of nanostructured powders. Actually, processing large powder
feed-stocks can have the beneficial effect of reducing the concentrations of
contaminants from milling media and atmosphere, which may reach intoler-
ably high values in laboratory size equipment (see, e.g., [12]).

34.2.2 Heavy Plastic Deformation

Heavy plastic deformation methods also called severe plastic deformation
(SPD) methods have attracted growing interest for the direct production of
bulk nanostructured samples and provide interesting alternatives to powder
processing routes. SPD methods have been reviewed by Valiev et al. [18].
These methods overcome difficulties connected with residual porosity in com-
pacted powder samples and impurities from the ball-milling process.

The basic idea of this approach, comprising various techniques, is to sub-
ject bulk specimen to large plastic deformation at relatively low tempera-
tures. In this way, a uniform nanostructure can be induced and, thanks to the
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Fig. 34.2. Schematic drawing of an ECAP device used for severe plastic deforma-
tion according to Valiev et al. [18]

specific design of SPD equipments, the intensive fracturing following strain-
hardening is largely avoided. Another interesting aspect is the controlled
deformation geometry. This allows one to obtain reproducible straining con-
ditions, different from high-energy ball milling. In the latter case, the loading
geometry is very complex and difficult to predict and model.

Several kinds of SPD methods are in use: severe plastic torsion straining,
equal channel angular pressing (ECAP), and multiple forging [4, 18]. For ex-
ample, during ECAP pressing a billet is pressed through a die using a facility
with two channels which intersect at an angle Φ (Fig. 34.2). This permits
intense plastic strain without changing the cross section area of the billet.
Repeated deformation of the material in a defined way is also possible. In the
case of hard materials, ECAP can be conducted at elevated temperatures.
Typical sizes of the processed billets are 7 to 10 centimeter in length and not
more than 2 centimeters in diameter.

The structure of SPD materials can be rationalised via transformations
of a dislocated sample with critical dislocation density to a nanocrystalline
material. The structures of SPD materials contain mainly high-angle grain
boundaries. Soft metals such as Cu and Al can also be processed by SPD
methods. Cu and Al pure metallic and composite compacts reach almost full
density. Heavy plastic deformation methods can also be used for consolidating
metallic and composite powders.

Whereas ECAP usually leads to microstrucures with grain sizes in the
range of several 100 nanometers, high pressure torsion (HPT) can yield grain
sizes that are in the range of 10 nanometers. Yet only small pellets can be
sythesised via HPT.

An alternative technique to produce extremely fine-grained bulk nanocrys-
talline materials has been developed by Wilde and coworkers [19]. It is
based on repeated cold rolling with intermediate folding. This technique is
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capable of synthesising pure fcc metals in gram quantities with grain sizes
below 10 nanometers. Such small grain sizes have not been achieved by any
other SPD technique. This deformation procedure resembles the technique of
ancient damascene sword making.

34.2.3 Chemical and Related Synthesis Methods

Chemical processing has great potential for the synthesis of nanocrystalline
material. For example, sol-gel methods usually involve low preparation tem-
peratures, preventing recrystallisation and coalescence of powder particles,
and the possibility to control the composition through the selection of chem-
ical reagents. However, full removal and decomposition of several chemicals,
such as organic solvents, salts, organometallic precursors is not always easy
to achieve. Therefore, the concentration of impurities in the final metallic
phases can be rather high. For this reason, not many examples of fully metal-
lic nanocrystalline materials processed by chemical methods can be found in
the literature. Chemical routes are more frequently used to synthesise either
fully ceramic systems or composites of nano-grained metallic phases dispersed
into a ceramic matrix.

An interesting process for producing nanocrystalline Fe-Ni alloys has been
reported by Lee et al. [23]. The idea of this process is to combine ball
milling and chemical methods. Nanocrystalline precursors of Fe oxide and
Ni oxide powders are synthesised by ball milling. The ball-milled oxides are
then reduced in hydrogen atmosphere into powders of an Fe-Ni nanoalloy.
The reduction process yields agglomerates of about 30µm in diameter each
composed of nanoalloy particles of about 30 nm in size. From these powders,
nanocrystalline bulk material can be produced by pressureless sintering.

34.2.4 Devitrification of Amorphous Precursors

This route for synthesising nanomaterials is based on partial crystallisation of
amorphous alloys, obtained by rapid solidification (see Chap. 29). Either fully
nanocrystalline materials or composites of nanograins dispersed in an amor-
phous matrix can be obtained. High-strength Al-base alloys or ferromagnetic
alloys can be prepared by crystallisation methods.

Aluminium–transition metal-rare earth alloys, for instance, Al-Ni-Y [20],
can be quenched into the amorphous state and display very high mechani-
cal strength. The strength can be further improved thanks to crystallisation
of nanoparticles. The extremely high number density of the nanoparticles
enchance the mechanical strength of Al-rich alloys or the saturation mag-
netisation of Fe-rich alloys. At the same time the stability of the amorphous-
nanocrystalline composite structure is improved due to the overlap of dif-
fusion fields that surround each nanoparticle [21]. It was also shown that
severe plastic deformation of amorphous precursors (Al88Y7fe5) can lead to
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nanocrystalline microstructures with refined grain size and enhanced stability
against coarsening [22].

Soft-magnetic nanomaterials can be sythesised by crystallising amorphous
precursors (see, e.g., [24]). For applications involving ac magnetic fields it is
important to have a low coercive field. From a microstructural viewpoint
the coercivity is high if magnetic domain walls are pinned in the material.
Grain boundaries are usually very effective in hindering domain-wall move-
ment. Therefore, a conventional approach to improve soft-magnetic proper-
ties is to increase the grain size. This is, however, only suitable for grain sizes
in excess of about 100 nanometers. An inversion of the dependence of the
coercive fields on the grain size occurs, when the thickness of the domain
walls exceeds the average grain size. Two examples of such alloys are Fe73.5

Si13.5B9Nb3Cu1 (VITROPERM) and Fe90Zr7B3 (NANOPERM) consisting
of α-Fe nanocrystallites embedded in a residual amorphous matrix. The soft
magnetic properties of such materials are comparable to, or even better than
those of Fe-Si alloys, Fe-Ni permalloy, and completely amorphous Co and Fe
based metallic glasses.

34.3 Diffusion in Poly- and Nanocrystals

Grain boundaries and interfaces are high-diffusivity paths (see Chap. 32).
In nanomaterials a large amount of atoms is located in grain boundaries or
interfaces (Fig. 34.1). For example, in material with an average grain size of
5 nm about 50% of the atoms are located in boundaries. In material with
10 nm grains 20% still lie in boundaries.

It is sometimes argued that grain-boundary diffusion plays no significant
rôle at near-ambient temperature. This is not true for nanostructured materi-
als. Let us consider grain-boundary self-diffusion in Cu as an example. Using
experimental values for the grain-boundary diffusivity [26], we estimate that
the diffusion length inside grain-boundaries,

√
Dgbt, at 700K is about 8 µm

for an annealing time t of 1 min. Near room temperature the corresponding
diffusion length is still about one nanometer per minute. This means that in
two hours an atom will travel about 10 nanometers inside the grain-boundary
network, whereas the lattice diffusion length,

√
Dt, at room temperature is

completely negligible [27]. The diffusion length
√

Dgbt is comparable to the
grain size in typical nanostructured Cu materials. Grain-boundary diffusion
thus cannot be neglected near room temperature.

34.3.1 Grain Size and Diffusion Regimes

Diffusion in polycrystals is already considered in Chap. 32. Three main kinetic
regimes were introduced and denoted as type A, B, and C. In the type C
regime, diffusion takes place only inside the grain boundaries. In the B regime
lattice diffusion fringes are formed by out-diffusion from the boundaries into
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the adjacent grains. In the type A regime the lattice diffusion fringes from
adjacent boundaries overlap. For bi-crystals only type B and type C regimes
are relevant.

Diffusion kinetics in poly- and nanocrystalline materials has been dis-
cussed in greater detail by Kaur, Mishin, and Gust [29]. These authors
refined the classification of diffusion regimes A, B, and C by introducing fur-
ther subregimes. In what follows, we summarise the essentials of their discus-
sion. For convenience, we repeat two parameters relevant for grain-boundary
diffusion, which had been already introduced in Chap. 32:

α ≡ sδ

2
√

Dt
=

sδ

2Lb
and β ≡ sδDgb

2D3/2t1/2
=

(
LB

gb

Lb

)2

. (34.1)

s denotes the segregation factor of a solute and δ the grain-boundary width.
In the following, it is useful to distinguish several characteristic lengths scales
listed in Table 34.1.

Depending on the interrelations between the characteristic lengths scales,
several kinetic regimes and subregimes of diffusion can be distinguished in
polycrystals as illustrated in Fig. 34.3. In addition, polycrystals can be sub-
divided into three main classes according to the grain size: these classes are
denoted as coarse-grained, fine-grained, and ultrafine-grained polycrystals.
At a fixed temperature, polycrystals of each class show their own scenario of
diffusion regimes in time. The scenarios for the various classes of polycrystals
are listed in Table 34.2 and discussed below.

Coarse-grained Polycrystals: The following sequence of diffusion regimes
occurs with increasing time: C → B2 → B4 → A (see Table 34.2, Fig. 34.3).
Grain-boundary diffusion starts in the C regime, where the leakage of diffus-
ing atoms from the boundaries to the grains is negligible and boundaries act
as more or less parallel diffusion paths. If all boundaries are perpendicular to
the surface, diffusion along boundaries gives rise to Gaussian or error-function
diffusion profiles, depending on the initial conditions. In real polycrystals, the
grain boundaries intersect at various angles with the surface. Nevertheless,
the grain-boundary diffusion coefficient, Dgb, can be deduced from the mea-

Table 34.1. Characteristic length scales for diffusion in polycrystals

Lattice (or bulk) diffusion length Lb =
√

Dt

Average grain size d

Grain-boundary width δ

Effective grain-boundary width sδ

Diffusion length inside boundaries (C regime) LC
gb =

p
Dgbt

Effective grain-boundary diffusion length (B regime) LB
gb =

√
sDgbδ

(4D)1/4 t1/4
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Fig. 34.3. Tracer distribution in various kinetic regimes and subregimes of diffusion
in polycrystals according to Kaur, Mishin and Gust [29]

Table 34.2. Sequence of diffusion regimes and subregimes in polycrystals according
to Kaur, Mishin, and Gust [29]. The sequences corresponds to a fixed tempera-
ture and increasing time

Class of polycrystal Sequence of diffusion regimes in time

Coarse-grained C → B2 → B4 → A
Fine-grained C → B2 → B′

2 → A′

Ultrafine-grained C → C′ → B′
2 → A′

Special ultrafine-grained C → C′ → A0

sured profile if the intersection angles are taken into account. Since Dgb � D,
we have LC

gb � Lb. Negligible leakage from the boundaries also means α � 1
or Lb � sδ/2.

The bulk diffusion length, Lb, grows with time and the condition for type
C kinetics, Lb � sδ/2, breaks down sooner or later and finally changes to the
opposite, Lb � sδ/2. Under the latter condition, the parameter α is small
and the kinetics changes to the B2 regime. Diffusion profiles in the B2 regime
assume a two-step shape, with a near-surface step caused by bulk in-diffusion
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from the surface with penetration depth ≈ Lb and a grain-boundary tail. The
characteristic penetration depth of the grain boundary fringes is given by LB

gb.
From the grain-boundary tail of a diffusion profile the triple product sδDgb

can be determined. Examples are shown in Fig. 32.14 of Chap. 32.
A comparison of the penetration distances LC

gb and LB
gb shows that with

the change from the C to the B2 regime the penetration law changes from
LC

gb ∝ √
t to LB

gb ∝ t1/4. From the condition LC
gb = LB

gb, the characteristic
time and length, t′ and L′, of this transition are:

t′ =
s2δ2

4D
and L′ =

sδ

2

√
Dgb

D
. (34.2)

Note that in the B2 regime we have preferential grain-boundary penetration,
i.e. LB

gb � Lb and β � 1.
The lattice diffusion length, Lb, grows faster than LB

gb (see Table 34.1).
At some time Lb reaches the magnitude of LB

gb. From the condition Lb = LB
gb,

the characteristic time and length, t′′ and L′′, of this intersection point are:

t′′ =
(sδDgb)2

4D3
and L′′ =

sδDgb

2D
. (34.3)

These equations mark the end of the B2 regime and the transition to the
B4 regime. In the B4 regime diffusion proceeds with a nearly planar front
(Fig. 34.3). Depending on the initial conditions, the diffusion profile is given
by Gaussian or error function solutions.

Coarse-grained polycrystals in the present context means that the grain
size d is much larger than L′′. This implies that the grain-boundary diffu-
sion fringes remain isolated for such a long time that diffusion along each
individual boundary has enough time to evolve through all the regimes from
C to B4. Some time later, the lattice diffusion length reaches the average
grain size (d ≈ Lb) and then exceeds it. This marks the beginning of the
A regime in which Lb > d. In the A regime the polycrystal behaves like
an effective medium with some effective diffusivity. We consider the case of
effective diffusion in Sect. 34.3.2.

Fine-grained Polycrystals: We now consider the evolution of diffusion
regimes with increasing annealing time in polycrystals under conditions where
the grain size lies in the range �L′ � d � L′′. The following diffusion regimes
develop with increasing time: C → B2 → B′

2 → A′ (see Table 34.2, Fig. 34.3).
Diffusion starts in grain boundaries (C regime) like for coarse-grained poly-
crystals. With increasing diffusion time, for t � t′ the B2 regime is reached.
After some time the effective grain-boundary diffusion length LB

gb reaches and
exceeds the average grain size. Then, a regime denoted as B′

2 is reached, in
which LB

gb � d � Lb � sδ/2. In the B′
2 regime the tracer penetrates far

beyond the average grain size, but nevertheless the diffusion fringes around
the boundaries do not overlap.
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Diffusion in the B′
2 regime has been analysed by Bokstein et al. [30]

and by Levine and MacCallum [31]. The main features of the diffusion
kinetics in this regime are independent of grain shape and are (apart from
geometrical factors) the same as in the B2 regime for coarse-grained poly-
crystals. This is plausible from the following considerations: for LB

gb � d
the diffusant concentration in the grain-boundaries encompassing the grains
of the diffusion zone are almost the same. Since d � Lb, atoms that leave
a grain boundary and travel into an adjacent grain behave very much the
same as around an isolated planar boundary. Fisher’s model appears to be
also applicable if Lb � d � LB

gb. However, the grain-boundary width should
be replaced by an effective value according to δ → g/A, where g is the volume
fraction of grain boundaries and A the grain-boundary area per unit volume.
The ratio g/A differs from δ by a geometrical factor of the order of unity. For
example in a cubic grain model g ≈ 3δ/d, A = 6/d and then g/A = δ/2.
The triple product sδDgb is the only parameter that can be determined in
this regime.

With further increase of the annealing time, the diffusion fringes around
grain boundaries start to overlap and finally the bulk diffusion length becomes
larger than the grain size. Then, we reach a regime with a planar diffusion
front described by an effective diffusivity. This regime is denoted as A′ to
distinguish it from the A regime in coarse-grained polycrystals. In the present
case, we have d � L′′. In the type A regime of coarse-grained polycrystals, the
effective diffusivity is dominated by the lattice diffusion coefficient, whereas in
fine-grained material the effective diffusivity is dominated by diffusion along
grain boundaries. However, the same expression for the effective diffusivity
can be used (see, e.g., Eqs. 34.4 or 34.7).

Ultrafine-grained Polycrystals: Finally, let us consider diffusion in poly-
crystals with a grain size so small that d � L′. Ultrafine-grained polycrys-
tals have the following scenario of diffusion regimes with increasing time:
C → C′ → B′

2 → A′ (see Table 34.2 and Fig. 34.3).
Again the diffusion process starts in the C regime, as long as Lb � sδ/2 is

fulfilled. With increasing time, the penetration depth inside the grain bound-
aries, LC

gb, reaches and then exceeds the grain size. Then a new subregime C’
occurs, not considered so far. It is characterised by LC

gb � d � sδ/2 � Lb.
In this regime the diffusant penetrates deeply (compared to the grain size)
inside the grain boundaries without considerable leakage into the grains. The
moment t0 of the transition C → C’ can be estimated from the condition
LC

gb = d, which yields t0 = d2/Dgb. Using Eqs. (34.2) the transition time can
also be written as t0 = (d/L′)2t′, which implies t0 � t′ since in the present
case d � L′. Therefore, the C′ regime develops before the time t′ at which
the onset of the B′

2 regime is expected. For times longer than t′, which cor-
responds to the upper limit of the C′ regime, the diffusion process reaches
the B′

2 regime, in which LC
gb � d � Lb � sδ/2. Some time later the lattice
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diffusion length exceeds the grain size and the diffusion kinetics enters the A’
regime.

Strongly Segregating Solutes in Ultrafine-grained Polycrystals: In
the previous discussion we had assumed that the grain size, although small,
is still larger than sδ/2. In ultrafine-grained polycrystals the effective grain-
boundary width of strongly segregating solutes, sδ/2, is larger than the grain
size. Now we consider ultrafine-grained polycrystals in which the grain size
is so small and/or segregation so strong that d � sδ/2 is fulfilled. Then, the
following scenario of diffusion regimes with increasing time emerges: C →
C′ → A0 (see Table 34.2, Fig. 34.3). Figure 34.3 shows that as d approaches
sδ/2 the B′

2 regime shrinks and disappears for effective boundary widths,
which are larger than the grain size. Thus after short C and C′ regimes
we arrive at an A type regime denoted as A0. The effective diffusivity in
the A0 regime is given by a modified Hart-Mortlock equation discussed in
Sect. 34.3.2.

34.3.2 Effective Diffusivities in Poly- and Nanocrystals

Theoretical aspects of diffusion in polycrystals with type A kinetics have been
reconsidered by Belova and Murch [32] and Maier and associates [33,
34]. The authors of [32] discuss arrangements of grain-boundaries and grains
illustrated in Fig. 34.4. Contributions to the effective diffusivity Deff of poly-
and nanocrystalline material arise from the lattice diffusivity D in the grains
and the diffusivity Dgb inside the grain-boundaries. The volume fraction of
grain boundaries is denoted as g.

Effective Self-diffusivity: Self-diffusion is the most basic diffusion process
also in poly- and nanocrystalline materials. One can distinguish several limits
for the effective diffusivity, depending on the arrangement of grains and grain
boundaries:

The upper limit for the effective self-diffusivity is well-known for par-
allel arrangement of grain boundaries and grains in the diffusion direction

Fig. 34.4. Models representing grains (dark) and boundaries in a nanostructured
material. Left : parallel arrangements of grains and grain boundaries in the diffusion
direction. Middle: serial of arrangement of grains and grain boundaries. Right :
grains represented as cubes
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(Fig. 34.4, left). It is the Hart equation [35] already discussed in Chap. 32.
We repeat it for convenience:

Deff (Hart) = gDgb + (1 − g)D . (34.4)

In the solid-state diffusion literature the Hart equation has been the standard
equation for interpreting the effective diffusivity measured in type A kinetics,
where the bulk diffusion length, Lb =

√
Dt, is larger than the spacing between

the grain boundaries.
The lower limit for the effective diffusivity corresponds to a series of

alternating grains and grain boundaries in the diffusion direction (Fig. 34.4,
middle). The pertaining diffusivity is:

Deff (series) =
DgbD

gD + (1 − g)Dgb
. (34.5)

Equations (34.4) and (34.5) are exact for the geometries described.
For other arrangements and shapes of the grains, a number of different

formalisms have been applied to describe the effective diffusivity. More than
a century ago the famous scientist Maxwell [36] developed a mean field
approximation for the effective dc conductivity in a material composed of
two phases with different conductivities. By analogy to this treatment, the
effective diffusivity of a polycrystal is:

Deff (Maxwell) =
Dgb[(3 − 2g)D + 2gDgb]

gD + (3 − g)Dgb
. (34.6)

Equation (34.6) is known as the Maxwell equation or as the Maxwell-Garnett
equation [37]. In the limiting case, Dgb � D and g � 1, the Hart equation
yields Deff (Hart) ≈ gDgb and the Maxwell equation yields Deff (Maxwell) ≈
2gDgb/3.

Monte Carlo simulations by Belova and Murch have shown that the
Maxwell-Garnett equation provides a fairly accurate description of the ef-
fective diffusivity [32]. These authors consider a simple phenomenological
model represented by cubic arrangement of grains and grain boundaries (see
Fig. 34.4, right). The results of the Monte Carlo simulation for Dgb/D = 100
and 1000 were compared with with Eqs. (34.4), (34.5), and (34.6). The com-
parison showed that for values of g that could reasonably be expected to
correspond to nanocrystalline materials (g less than about 0.5) the Maxwell-
Garnett equation (34.6) yields good results, whereas the Hart equation (34.4)
and the series equation (34.5) are poorer approximations. These findings im-
ply that the Hart equation should not be used, unless the experimental con-
ditions for tracer penetration can be well described by parallel boundaries in
the diffusion direction.

Effective Diffusivity of Solutes: Equations for the effective diffusivity of
a solute in polycrystals, which correspond to the equations for the host atoms
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have also been derived. For parallel boundaries in diffusion direction the Hart
equation was extended by Mortlock [38] to cover the case of effective solute
diffusivity. For convenience we repeat Eq. (32.39):

Deff (Hart-Mortlock) ≈ sgDgb + (1 − sg)D . (34.7)

Euation (34.7) is generally referred to as the Hart-Mortlock equation. All the
diffusivities in this and subsequent equations refer to that of a solute with
segregation factor s.

Unlike the Hart equation (34.4), the Hart-Mortlock equation (34.7) is not
exact for solute diffusion even for parallel grain boundaries in the diffusion
direction. In the presence of boundary segregation the fractions of time that
diffusing atoms spend in grain boundaries and in grains determine the effec-
tive diffusivity. The time fractions can be calculated from the volume frac-
tions, g and 1 − g, and the segregation factor (see Eq. 32.38). By combining
Eqs. (32.37) and (32.38), we get:

Deff (corrected Hart-Mortlock) =
sgDgb + (1 − g)D

1 − g + sg
. (34.8)

Equation (34.8) is the corrected Hart-Mortlock equation for solute diffusion.
For a series of grain boundaries and grains in the diffusion direction, the

effective solute diffusivity is given by:

Deff (series-solute) =
sDgbD

gDb + s(1 − g)Dgb
. (34.9)

This equation is the extension of (34.5) for solute atoms.
The Maxwell-Garnett equation (34.6) for self-diffusion has been modified

by Kalnins et al. [33] to account for solute segregation. The modified
Maxwell equation is

Deff (Maxwell-solute) =
sDgb[(3 − 2g)D + 2sgDgb]

(1 − g + sg)[gD + (3 − g)sDgb]
. (34.10)

Like in the case of effective self-diffusion, Monte Carlo simulations for solute
diffusion show that the modified Maxwell-Garnett equation (34.10) provides
a much better description of the effective diffusivity than the corrected Hart-
Mortlock equation (34.8) and the series equation (34.9) [32].

34.4 Diffusion in Nanocrystalline Metals

34.4.1 General Remarks

Since the pioneering work performed on nanocrystalline materials in the 1980s
by Gleiter and coworkers [39], diffusion in these materials has attracted
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permanent interest, largely because material transport in nanostructured ma-
terials belongs to the group of material properties differing most from their
coarse-grained or single-crystalline counterparts. An overwiew of the early dif-
fusion measurements on nanocrystalline metals and alloys was given in [40].
More recent developments can be found in a status report of Würschum
and coworkers [28].

In the first diffusion studies in this field diffusivities in nanocrystalline Cu
produced by inert-gas condensation and subsequent consolidation were found
to be significantly faster than in grain boundaries of conventional polycrys-
tals (see, e.g., [41, 42]). Soon after this initital era it was recognised that
factors such as structural relaxation, grain growth, residual porosity, dif-
ferent types of interfaces, and perhaps triple junctions must be taken into
account to obtain an unambigous assessment of diffusion in nanocrystalline
metals. More recent studies taking structural relaxation and grain growth into
consideration came to the conclusion that diffusivities in relaxed interfaces
of nanocrystalline metals are similar to or only slightly higher than grain-
boundary diffusivities obtained from conventional bicrystals or polycrystals.

Somewhat at variance with the finding that the grain boundary diffusivi-
ties of nanocrystalline materials are siminlar to those obtained from conven-
tional polycrystals are the observations of super-plasticity [43] and increased
strength and ductility [44] of nanostructured materials processed by severe
plastic deformation. These properties have been attributed to the formation
of non-equilibrium grain-boundaries with enhanced diffusivity [45]. However,
so far the existence of such grain-boundary structures has not been estab-
lished by experiments.

Most of the experimental techniques discussed in part II of this book
have been applied to diffusion studies on nanocrystalline metals and alloys
as well. These methods include radiotracer techniques, electron microprobe
analysis, Auger electron and secondary ion mass spectrometry, Rutherford
backscattering, and nuclear magnetic resonance. The nanostructured ma-
terials studied were prepared by various synthesis routes discussed above
including inert-gas condensation and consolidation, severe plastic deforma-
tion, mechanical milling and compaction, and crystallisation of amorphous
precursors. An overview of investigations available up to 2003 for metallic
nanomaterials can be found in Table 1 of [28].

34.4.2 Structural Relaxation and Grain Growth

Since the conditions during the synthesis of nanocrystalline materials are far
from thermodynamic equilibrium, the initial structure of grain-boundaries
and interfaces of bulk samples may depend on their time-temperature history.
For instance, for nanocrystalline metals prepared by inert-gas condensation
and subsequent compaction or by severe plastic deformation structural relax-
ation effects have been reported, which lead to a decrease of the self-diffusivity
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in the boundaries in nano-Fe [46] and nano-Ni [48]. In both cases the grain-
boundary diffusion coefficients in the relaxed state are similar or only slightly
higher than the values expected for conventional grain boundaries.

The relaxed structure of nanocrystalline metals is prone to grain-boundary
motion and grain growth. In this case the assessment of the diffusion be-
haviour is affected by the concomitant grain-boundary migration. The oc-
currence of grain growth during diffusion leads to a decrease of the interface
fraction and, as a consequence of the growth-induced boundary migration
to a slowing down of tracer diffusion, since tracer atoms are immobilised by
incorporation in lattice sites of the crystallites. These complications may lead
to deviations from diffusion profiles expected for type C kinetics.

34.4.3 Nanomaterials with Bimodal Grain Structure

In a number of nanocrystalline alloys, it has been possible to carry out diffu-
sion measurements without complications caused by structural relaxation and
grain growth. Despite the stable microstructure, the diffusion behaviour of
nanocrystalline alloys may still be more complex than discussed in Sect. 34.3.
One reason is the presence of several types of interfaces1. The existence of
more than one type of boundaries may be a frequent feature of nanocrys-
talline materials, particularly when bulk samples are prepared from powders
consisting of agglomerates of nanograins.

An interesting and well-studied example are nanocrystalline Fe-Ni al-
loys produced during hydrogen reduction of ball-milled oxide powders (see
Sect 34.2). After sintering the microstructure of these nanoalloys remains
stable up to fairly high temperatures of about 1100K. Their structure is bi-
modal and consists of nanocrystalline grains of about 100 nm size clustered
in agglomerates with an average size of 30 to 50µm. In such a microstructure
two types of interfaces exist: agglomerate boundaries and intra-agglomerate
boundaries. Although this complexity was not included in the theoretical dis-
cussion of Sect. 34.3, we illustrate the state-of-the-art below by radiotracer
diffusion in Fe-Ni nanoalloys. The analysis of the diffusion experiments in
nano-material with a hierarchical microstructure is a sophisticated task. For
a detailed discussion of the diffusion kinetics, taking into account fluxes from
the agglomerate to the intra-agglomerate boundaries, we refer to a paper of
Divinski et al. [52].

Radiotracer experiments on nanocrystalline Fe-Ni alloys with bimodal
microstructure are reported by Divinski et al. [50, 51]. The data cover
a wide temperature range and encompass diffusion in type A, B, and C ki-
netic regimes. Figure 34.5 shows examples of penetration profiles of 59Fe

1 Further reasons for a more complex behaviour, not considered here, can be the
presence of intergranular amorphous phases in materials obtained by crystallisa-
tion of amorphous precursors and the occurrence of intergranular melting [28].
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self-diffusion in nanocrystalline Fe-40% Ni. The profiles are plotted as func-
tion of the penetration depth y either according to Gaussian penetration
(y2 axis, left part) or according to the Whipple-Suszuoka grain-boundary
solution (y6/5 axis, right part). The profile at the highest temperature corre-
sponds to type A kinetics, the two profiles at lower temperatures reveal type
B kinetics. For an unambiguous assessment of these profiles it is important to
judge several parameters relevant for diffusion in polycrystals: using lattice
diffusivities of conventional Fe-Ni alloys [49] (and s = 1 for self-diffusion) it
can be shown that the parameter, α = sδ/(2

√
Dt), is always smaller or much

smaller than unity [50]. This implies that considerable out-diffusion into the
adjacent grains occurs for the profiles in Fig. 34.5 and excludes type C kinet-
ics. Type A diffusion kinetics emerges when diffusion fringes from neighbour-
ing boundaries overlap significantly, i.e. for d/

√
Dt < 1. Then, one expects

diffusion profiles which are linear in a plot of logarithm of specific activity
versus y2. This is indeed the case for the 1013K profile of Fig. 34.5. From
such profiles an effective diffusivity can be deduced. On the other hand, if the
grain-boundary fringes do not overlap, i.e. for d/

√
Dt � 1, type B kinetics is

expected. Values between 40 and 80 are reported for the ratio between grain
size and bulk diffusion length [50]. Under such conditions diffusion profiles
should in general be composed of two parts (Chap. 32 and Sect. 34.3). The
first part should correspond to direct in-diffusion from the surface. However,
in the experiments shown in Fig. 34.5 the bulk penetration length is smaller

Fig. 34.5. Penetration profiles of 59Fe diffusion in Fe-40% Ni nanoalloys represent-
ing either type A or type B kinetics according to Divinski et al. [50]: Fe diffusion
plotted as function of y2 (left). Fe diffusion plotted as function of y6/5 (right)
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than one µm. Since mechanical serial sectioning has been used, only the sec-
ond part could be observed, which corresponds to boundary diffusion. The
profiles at 852 and 751K represent indeed Whipple-Suzuoka behaviour in the
nanomaterial. The product δDgb can be deduced from such profiles and Dgb

is obtained if a value for δ ≈ 0.5 nm is assumed.
The effect of the bimodal microstructure has been revealed in experiments

under type C conditions for the same material [51]. Figure 34.6 shows exam-
ples of penetration profiles of 59Fe self-diffusion in a plot of the logarithm of
the specific activity versus penetration distance squared. The existence of two
types of interfaces – agglomerate and intra-agglomerate boundaries – mani-
fests itself in two-stage diffusion profiles. Diffusivities in the grain-boundaries
inside the agglomerates and diffusivities in the boundaries between the ag-
glomerates have been deduced therefrom.

Figure 34.7 summarises grain-boundary diffusivities of Fe-Ni nanoalloys
under type A and B [50], and type C kinetics conditions [51]. The results
cover a relatively wide temperature interval. Data obtained in different dif-

Fig. 34.6. Penetration profiles of 59Fe diffusion in Fe-40% Ni nanoalloys as function
of y2 representing type C kinetics according to Divinski et al. [51]. Two types of
grain boundaries contribute to the diffusion profiles
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Fig. 34.7. Arrhenius diagram of Fe grain-boundary diffusion in Fe-40% Ni nanoal-
loys according to Divinski et al. [51]. Open circles and solid line: Dgb for agglom-
erate boundaries. Filled circles and solid line: Dgb for intra-agglomerate boundaries.
For comparison, grain-boundary diffusion in conventional polycrystals is shown as
dashed lines: Ni in Fe-Ni [53]; Fe in γ-iron [54]

fusion regimes are consistent, when a value of δ ≈ 1nm is assumed for
the grain-boundary width. The grain-boundary diffusivity along well-relaxed
intra-agglomerate boundaries has an activation enthalpy of about 190kJ/mol
and the diffusivities in the boundaries between the agglomerates is faster by
about two orders of magnitude than that in the boundaries between the
nanograins.

Grain-boundary diffusion of Ni has been measured in coarse-grained poly-
crystals of Fe-Ni alloys [53] and is also shown in Fig. 34.7. For Fe diffusion no
data for grain-boundary diffusion in conventional polycrystals of Fe-Ni alloys
are available. Therefore, the results on Fe-Ni nanoalloys are also compared
with grain-boundary diffusion in coarse-grained γ-Fe [54]. This comparison
seems to be justified, since bulk diffusion in γ-Fe and in conventional γ-Fe-Ni
alloys are not much different [55]. The comparison indicates that the atomic
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mobilities in the intra-agglomerate boundaries of Fe-Ni nanoalloys are similar
to those in large-angle boundaries of conventional polycrystals. This coinci-
dence indicates that the grain-boundaries between the nanocrystallites had
sufficient time to relax into a quasi-equilibrium state during the production
process.

34.4.4 Grain Boundary Triple Junctions

In nanocrystalline materials a further aspect is the presence of many triple
junctions. A triple junction is a linear defect that is formed when three grain
boundaries join (Fig. 34.1). With decreasing grain size of nanocrystalline
materials both the fractions of atoms located in grain boundaries as well
as those located in triple junctions increase. It is well recognised that grain
boundaries act as rapid diffusion paths in metals and can dominate mass
transport at lower temperatures. The rôle of diffusion along triple junctions is
not yet completely settled. It is, however, not unlikely that they can make an
appreciable contribution to mass transport due to their more open structure
compared to grain boundaries.

A mathematical model of triple junction diffusion analogous to the Fisher
model for grain boundaries is available in the literature [56, 57]. Unfortu-
nately, the rôle of triple junctions so far has been almost overlooked in the
experimental diffusion literature. This is perhaps connected with the diffi-
culty of separating the contribution of triple junction diffusion from the total
diffusion flux. To the author’s knowledge, only very few systematic studies
are available. An example is diffusion of Zn in triple junctions of aluminium
studied by Peteline et al. [58]. The authors conclude that diffusivity along
triple junctions at 280 ◦C is about three orders of magnitude faster than in
grain boundaries.

An enhanced mobility at triple junctions might also be important for
mechanisms of plastic deformation of nanostructured materials that are based
on grain-boundary sliding [59]. Such mechanims, especially a rigid body ro-
tation of nanograins under the application of an external shear stress, have
been observed in molecular dynamics simulations [60]. For steric reasons,
nanograin rotations need to involve considerable atomic transport, especially
near triple junctions.

34.5 Diffusion and Ionic Conduction
in Nanocrystalline Ceramics

Diffusion and ionic conduction in nanocrystalline ceramics has been reviewed
by Heitjans and Indris [6] and by Chadwick [7]. In this section, we focus
on some selected diffusion and conductivity measurements in nanocrystalline
ceramics. These examples comprise the classical oxygen ion conductor ZrO2,
the anion conductor CaF2, and some composite materials.
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Ionic Conduction: The interest in nanocrystalline ion-conducting materi-
als dates back to an observation of Liang [61]. This author discovered for
the composite LiF:Al2O3 that, when the insulator Al2O3 is added to the
ion conductor LiF, the conductivity of the material increases by more than
one order of magnitude (Fig. 34.8). In such systems, denoted as dispersed
ionic cinductors (DIC), the enhanced conductivity has been attributed to
conduction along interfacial regions between the ion-conducting grains and
the grains of the insulator. Conventional DIC’s are composites of microcrys-
talline materials, partially with sub-micrometer grains of the insulator. In
principle, the conductivity enhancement may have different origins, such as
the formation of space charge layers, an enhanced dislocation density, or the
formation of new phases (see [6] for references). Similar results were reported
for the composite CuBr:TiO2 by Knauth and associates [62–64]. These
studies also showed that the conductivity enhancement is larger for 3µm
CuBr grains than for 5 µm grains.

An attractive explanation for a high conductivity along the interfaces
has been suggested by Maier in terms of the formation of a space-charge
layer [65]. As discussed in Chap. 26, in ionic crystals the concentration of
defects, e.g., cation and anion vacancies in the case of Schottky disorder, is
equal in the bulk due to the constraint of charge neutrality even though the
formation enthalpies of the defects are different. Near the grain-boundary or
near an interface, this constraint is relaxed due to grain-boundary or interface
charges and the concentrations of cation and anion vacancies can be different.

Fig. 34.8. Conductivity of LiI:Al2O3 composites according to Liang [61]
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This leads to the formation of a space charge layer. The unbalanced defect
concentrations decay away in moving from the interface to the interior of the
solid. The space charge layer can be treated by the classical Debye-Hückel
theory [65]. This leads to a Debye screening length, LD, given by

LD =

√
ε0εrkB

q2CbT
, (34.11)

where ε0 and εr are the permittivities of vacuum and sample, respectively.
Cb is the concentration of the majority carrier in the bulk and q its charge.
For an ionic solid with εr = 10 and a bulk carrier concentrationm of 1022

m−3 the Debye length is about 50 nm at 600K. Thus, the effective space
charge region is many times larger than the width of the boundary core,
which for a grain boundary is typically 0.5 nm (see Chap. 32). The effect on
the carrier concentration as the grain size decreases is illustrated in Fig. 34.9.
The enhanced carrier concentration in material with grain sizes comparable
or smaller than the Debye length translates into enhanced diffusivity and
conductivity.

There are a number of investigations on dispersed ion conductors. We
refrain from discussing all of them, since the results are far from beeing
conclusive. Instead let us in the rest of this section focus just on the effect of
particle size on diffusion and conduction.

A clearcut result has been reported by Heitjans and associates [66, 67]
for conductivity studies in nanocrystalline CaF2, which is a model substance
for anionic conductors. The nanocrystalline material was prepared by inert-
gas condensation with a particle size of 9 nm. As seen in Fig. 34.10, the
overall conductivity in the nanocrystalline material was found to be four

Fig. 34.9. Defect concentration profiles in nanostructures of ionic materials with
dimension d. LD is the Debye screening length
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orders of magnitude higher than in polycrystals. As indicated by the solid
line, the conductivity in the nanocrystalline material fits well to a space
charge enhancement model [65, 67]. The enhanced conductivity is caused by
the high number of grain boundaries. Analogous results have been obtained
on nanocrystalline BaF2 prepared by ball milling [68].

A fine example for the validity of the space charge model is provided
by conductivity measurements on alternating thin films of CaF2 and BaF2

performed by Maier and coworkers [69]. The CaF2–BaF2 heterostruc-
tures were produced by molecular beam epitaxy, with layers in the nanometer
regime. In agreement with the space charge model, the conductivity increases
as the layer thickness decreases as shown in Fig. 34.11. For distances larger
than 50 nm the conductivity is proportional to the number of interfaces. When
the distance becomes smaller than the Debye screening length in the system
(50 nm), the space charge layers of neighbouring interfaces overlap, which
leads to an even stronger increase of the conductivity. At this point sin-
gle interfaces loose their individual character and a nanoionic material with
anomalous transport properties is generated.

Diffusion and Ionic Conduction in ZrO2 and Related Materials:
A number of oxides shows fast oxygen ion conduction. Such materials have
applications in solid electrolyte membranes in solid oxide fuel cells (SOFC)
and as oxygen permeation membranes (see Chap. 27). Thus, there have been

Fig. 34.10. Conductivity of nanocrystalline CaF2 (circles) and of microcrystalline
material (diamonds) according to Heitjans and associates [66, 67]. The solid
has been calculated from the space charge layer model
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Fig. 34.11. Conductivity of CaF2-BaF2 layered heterostructures parallel to the
layers of thickness L according to Maier and coworkers [69]

a number of studies of nanocrystalline zirconia. Common SOFC membranes
usually consist of cubic stabilised ZrO2. Pure ZrO2 is monoclinic at normal
temperatures and transforms at high temperatures to a tetragonal and then
to a cubic structure. Addition of aliovalent dopants, such as yttrium (YSZ)
and calcium (CSZ), stabilise at low concentrations the tetragonal phase and
at higher concentrations the cubic phase. In addition to stabilise the cubic
phase, the dopants are compensated by oxygen vacancies, which increase the
conductivity.

Diffusion of oxygen in nanocrystalline monoclinic ZrO2 has been studied
by Schaefer and associates [70]. Nanocrystalline powders were prepared
by inert-gas condensation and in situ consolidation at ambient temperature
and pressures of 1.8GPa and subsequent pressureless sintering. Samples with
a mass density of 97% and an average grain size of 80nm were obtained. The
diffusion of 18O has been investigated by SIMS profiling. The profiles could
be attributed to three contributions: (i) diffusion in the grains, (ii) diffusion
along the grain-boundaries, and (iii) diffusion due to residual pores in the
sample. The grain-boundary diffusivity, Dgb, is reported to be 3 to 4 orders
of magnitude larger than the diffusivity inside the grains, D. A comparison
of the 18O diffusion in the lattice and grain-boundary diffusivities in ZrO2

with that of other oxide ceramics is shown in Fig. 34.12.
The available data for ZrO2 are, however, not clearcut. Firstly, conduc-

tivity studies of bulk ZrO2 showed that the grain-boundary diffusivity is less
than the bulk diffusivity (see, e.g., [71, 72]). This has been attributed to the
segregation of impurities into the grain boundaries forming blocking phases.
However, blocking has also been proposed due to oxygen vacancy depletion
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Fig. 34.12. Oxygen diffusion in ZrO2 and YSZ. n-ZrO2: nanocrystalline zirconia
(squares: bulk diffusion, diamonds: interface diffusion); m-ZrO2: microcrystalline
zirconia; YSZ: yttrium stabilised zirconia (dashed-dotted lines). After Schaefer
and associates [70]

in the grain-boundary space charge layers [73]. Nanocrystalline YSZ with 30
to 50 nm grain size has been prepared by inert-gas condensation and the bulk
and grain-boundary conductivities turned out to be similar to those of nor-
mal ceramics [74]. Similar results have been reported for nanocrystalline YSZ
with a grain size of 90 nm [75].

Conclusion: Diffusion and ionic conduction in nanocrystalline ceramics is
far from being well understood. This is mainly due to a lack of knowledge
about the detailed microstructure, which is less well known than for nanocrys-
talline metals. The rôle of sample preparation has not been resolved for many
systems. The complexity of these systems is determined, for example, by the
number of phases involved, the deviation from purely cationic or anionic con-
duction, the average grain size and the width of the grain size distribution.
More work is needed to avoid some of the complications found in early pa-
pers. Results of diffusion and conductivity are partly incompatible. For the
case of ionic materials there appears to be a need for more studies of diffusion
rather than conductivity measurements.
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15.10 Mössbauer spectra for self-diffusion in polycrystalline Fe
from a review of Vogl and Petry [27]. FWHM denotes
the full-width of half maximum of the Mössbauer line. The
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Schottky defect 451

Schottky product 452

silver halides AgCl and AgBr 468

structural constraint 83

tracer self-diffusion 458

vacancy pair 451, 453, 460

irreversible thermodynamics 191

diffusion in binary alloys 195

entropy production 192

isothermal diffusion 193

Onsager reciprocity theorem 192

Onsager transport equations 191

thermodynamic forces 192

tracer self-diffusion in element
crystals 193

isotope effect 151, 298, 306, 316, 321,
323, 456, 464, 515

effective isotope-effect parameter
154

Einstein model 152

incoherent tunneling 324

kinetic energy factor 153, 399

many-body effects 153

non-classical isotope effect 323

single-jump mechanisms 151

isotope effect experiment 155

isotope pair 155, 157
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isotope effect parameter 153, 155, 158,
306, 464

isotopically controlled heterostructure
223, 227, 402

chemical vapour deposition (CVD)
223

molecular beam epitaxy (MBE) 223

Jain, Himanshu 11
Jost, Wilhelm 10
jump rate 56, 58, 61, 65, 131, 246, 280,

308, 337, 547
jump rate of a solute atom 100
jump vector 280

Kärger, Jörg 14
kick-out mechanism 102, 336, 391,

421, 425, 428, 430, 431, 436
Kirkendall effect 168–170, 172, 197,

297
inert markers 168, 173
Kirkendall markers (inert markers)

174
Kirkendall plane 169, 174
Kirkendall velocity 169
microstructural stability of the

Kirkendall plane 169
stable Kirkendall plane 175
two stable Kirkendall planes 176
unstable Kirkendall plane 176

Kirkendall, Ernest 8, 168
Klotsman, Semjon 13
Koiwa, Masahiro 13

L12 inremetallics 367
L12 intermetallics 355, 358

L12 compounds Ni3Ge and Ni3Ga
356

L12 Ni3Al 355
sublattice vacancy mechanism 355,

356
Laplace transformation 45

Laplace transform 45
lattice (or bulk) diffusion 547, 551
lattice diffusion 11, 212, 559, 568
Laue, Max von 1, 8
Laves phases 364

C15 type cubic Laves phase Co2Nb
365

Co-antisite atoms 365
law of mass action 335, 412, 426, 429,

456
Lidiard, Alan B. 12
Limoge, Yves 13
linear flow 32, 38
local equilibrium 427
Lomer equation 329
Lomer expression 117
Loo, Frans van 14
Ludwig-Soret effect 180

magnetic relaxation 250, 320
Manning, John 12
mean residence time 62, 109, 211, 245,

260, 263, 276
mechanical spectroscopy 237

complex elastic modulus 240
elastic dipoles 237, 244
forced oscillations 243
Gorski relaxation 237, 248
Gorski relaxation time 248
hysteresis loop 239
loss angle 241
mean modulus 242
mechanical loss in ion-conducting

glasses 249
point-defect relaxation 238
relaxation strength 242
relaxation time 245
relaxation time of Snoek relaxation

246
relaxed elastic modulus 239
Snoek relaxation 237, 244
standard linear solid 239
strain relaxation time 239
stress relaxation time 239
techniques of mechanical spec-

troscopy 242
three-point-bending 243
torsional pendulums 243
unrelaxed elastic modulus 241
Zener relaxation 247

Mehrer, Helmut 15
melting properties and diffusion 141

activation enthalpy and melting
properties 143

diffusivities at the melting point
141
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van Liempt rule 143
metallic glasses (glassy metals,

amorphous alloys) 500, 503
migration enthalpy 146, 396, 472
migration entropy 146
Mishin, Yuri 14
mixed-alkali effect 538
mobility 170, 179, 181, 183
Mössbauer spectroscopy (MBS) 112,

253, 264, 279, 359
Debye-Waller factor 268
diffusional line-broadening 266, 268
Doppler shift 265
Mössbauer isotopes 265
natural linewidth 266
self-correlation function 268

mono- and divacancies 73, 136, 303
monovacancy 70, 99, 130, 136
monovacancy mechanism 99, 130, 154,

158, 302
Mundy, John 11
Murch, Graeme 13

NaCl 462, 464, 466
Nakajima, Hideo 13
nanocrystalline materials 593, 594
Nernst, Walther 475
Nernst-Einstein relation 182–184, 460,

470, 487, 527
Nernst-Planck equation 186, 188

Nazarov-Gurov equation 189
network glasses 521
neutron scattering 271
non-steady-state diffusion 39
nuclear magnetic relaxation (NMR)

112, 253, 528
Bloch equation 256
field-gradient NMR (FG-NMR) 256
free induction decay (FID) 259
Koringa relation 262
Larmor frequency 254
local field 260
motional narrowing 260
NMR experiment 255
nuclear electric quadrupole moment

259
nuclear magnetic moment 259
PFG-NMR 257
spectral density function 262

spin-lattice relaxation time 256,
258, 262

spin-spin relaxation time 256
Zeeman effect 254

nuclear reaction analysis (NRA) 528

Öchsner, Andreas 14
octahedral sites 95, 244, 313
Ohm’s law 29
Onsager matrix 187, 191, 192
Onsager, Lars 9, 191
order-disorder transition 341, 344

Cu-Zn system 344
Fe3Al system 345
Fe-Co system 344

oxide glasses 521

permeation 38
Perrin, Jean Baptiste 1, 7
Peterson, Norman 11
phenomenological coefficients 191,

199, 200
Philibert, Jean 12
point defect 69, 396, 472, 475
point source 52
positron annihilation spectroscopy

(PAS) 77, 359, 364
mean lifetime of positrons 78
trapping model 78

pre-exponential factor 127, 143, 147,
297, 300, 304, 316, 328, 332, 459,
510, 550

pressure dependence of diffusion 132

quantum effects 321
quartz 530
quasicrystals 371

dodecahedron 372
Penrose tiling 372
pseudo-Mackay clusters 373
single-quasicrystal 371

quasielastic neutron scattering (QENS)
253, 269, 271

Chudley-Elliot random jump
diffusion 276

diffusional broadening of QENS
signal 275

incoherent scattering function 275
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incoherent scattering function for
random jump motion 276

linewidth of quasielastic line 275
quasielastic linewidth 272
quasielastic linewidth of polycrys-

talline sample 278

radial diffusion in a cylinder 50
random alloy model 172, 203, 205
random walk 55, 56, 58, 105

distribution function 58
mean square displacement 59, 106
random walk on a lattice 60
true random walk 61
uncorrelated random walk 61

rapid quenching (RQ) 77
residual activity method 222
Roberts-Austen, William Chan-

dler 3, 333, 553, 576
Rothman, Steven J. 12

Sauer-Freise method 166
partial molar volume 166
Vegard rule 166

scattering cross section for neutrons
270

Schottky disorder 69, 85, 452, 453, 613
Schottky pair 85
Schottky product 86
Schottky-pair formation properties

86
Schottky, Walter 1, 8, 69
Schrödinger equation 31
second rank tensor 374
secondary ion mass spectroscopy

(SIMS) 224
SIMS instrument 224
sputtering process 225
TOF-SIMS instrument 225

secondary mass spectroscopy (SIMS)
528

Seeger, Alfred 16
segregation 567, 576
Seith, Wolfgang 14
self-diffusion 213, 214, 227, 257, 297,

300, 301, 314, 334, 335, 343, 357,
375, 378, 395, 458, 464, 550, 560,
599

enriched stable isotope 227

self-diffusion in metals 297

bcc metals – empirical facts 301

Curie temperature 309

fcc metals – empirical facts 299

hexagonal close-packed and tetrago-
nal metals 306

magnetic transition 308

metals with phase transitions 308

mono- and divacancy interpretation
303

monovacancy interpretation 302

self-diffusion in group-IV transition
metals 310

self-diffusion in iron 309

standard interpretation 303

self-diffusion in semiconductors 395

activation volumes of Ge self-diffusion
402

charge states of self-interstitials and
vacancies 397

concentration of self-interstitials
396

concentration of vacancies 396

doping dependence of Ge self-
diffusion 400

self-diffusion of Ge 399

self-diffusion of Si 403

self-interstitial transport product of
Si 405

vacancy transport product of Si 405

self-interstitial 63, 69, 79, 102, 136,
396, 404, 422, 579

dumbbell configuration 80

pure metal 79

radiation damage 80

semiconductor 80

semiconductors 88, 385

background doping 89, 91

band gap 89, 386

charged defects 90

diamond structure 385

direct band gap III-V compounds
389

doping elements 388

electric-field effect 391

electronic structure 89

electrons and holes 387
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fast diffusing metallic impurities
390

Fermi level 89

Fermi-level effect 391
germanium 385

high perfection 391
hybrid solutes 390

impurities with deep levels 390
intrinsic carrier density 89, 387
ion-pairing 391

low solubilities 391
major contaminants O and C 390

Moore’s law 389
n-type and p-type 387

oxidation-enhanced or -retarded
diffusion 391

packing density 88

self-doping 91, 391
semiconductor age 386

semiconductor single crystals 387
shallow dopants 390

silicon 385
silicon dioxide 388

silicon-carbide 389
thermal defect concentrations 89

under- or oversaturation of point
defects 392

zinc blende structure 385

serial sectioning 217
grinder sectioning 219

ion-beam sputter sectioning (IBS)
219

lathe sectioning 219

mechanical sectioning 218
Shewmon, Paul 12

silicate glasses 532, 533, 539
silver halide 468

sinks and sources for point defects
188, 426, 443, 552

site fraction of monovacancies 72

slab source 43
Smoluchowski, Marian 6

solute diffusion 116, 327, 336
solute diffusion coefficient 337

solvent diffusion 116, 327, 336
linear enhancement factor 337

partial correlation factor 337
solvent diffusion coefficient 337

Soret effect 180

spherical coordinates 32
spherical flow 38
spreading resistance profiling 285, 290

foreign atom concentration 292
resistivity 292
spreading resistance 291
spreading resistance profile 290

steady-state diffusion 37
hollow cylinder 38
planar membrane 38
spherical shell 38

Stokes-Einstein relation 517, 526, 535
Stolwijk, Nicolaas 15
Straumal, Boris 14

structural relaxation 506, 508
sum rules 198, 204
Summerfield scaling 288
supersaturation of point defects 428,

430, 437

Tammann, Gustav 494
temperature dependence of diffusion

127
temporal correlation 112

bunching effect 112
tetrahedral sites 95, 313
thermodynamic factor 171, 184, 187,

197
thermoelectric devices 192

thermomigration 180
thermotransport 180
thin-film solution 39, 182, 217, 219,

220, 563, 587
sandwich geometry 39
thin-film geometry 39

tracer diffusion coefficient 171, 184,
200, 202, 212, 298, 518, 528, 533,
534, 539

tracer diffusion experiment 215, 507,
608

evaporation losses of the matrix
222

evaporation losses of tracer 221
tracer diffusion of cations and anions

456
tracer difuusion coefficient

grain-boundary tail 221
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tracer self-diffusion coefficient 213,
215, 303, 397, 441, 460, 469

tracer self-diffusion coefficient in HCP
307

transmission electron microscopy
(TEM) 77

transport coefficient 187, 191
transport product 397, 398, 404, 420,

427
TTT diagram 497, 505, 511

Turnbull, David 10, 553

undersaturation of point defects 428,
430, 439

uniaxial intermetallics 360
anisotropy ratio 361, 364

diffusion asymmetry 363
equiatomic NiMn 361
L10 TiAl 360

phase transition B2-L10 362
tetragonal MoSi2 363

V-T diagram 495, 507
vacancy 63, 69, 99, 194, 196, 421, 579

pure metals 70

vacancy mechanism 98, 114, 130, 185,
264, 395, 396, 398, 413, 417, 418,
421, 441

vacancy mechanism of self-diffusion
108, 130

mean residence time of a vacancy
109

mean residence time of the tracer
atom 109

return probability 110
rule of thumb 108, 116
vacancy-tracer encounter 109

vacancy properties 74
properties of monovacancy formation

79
vacancy source or sink 335
vacancy-impurity complex 330
vacancy-mediated solute diffusion

116, 130
vacancy-solute interaction 336
viscosity 495, 517, 525
viscosity diffusion coefficient 517, 526,

533, 535
vitreous silica 529, 531
Vogel-Fulcher-Tammann behaviour

487, 516, 525
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