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Preface

Recent years have witnessed a dramatic resurgence of interest in channel coding
within the optical communications community, as evidenced by the increase of the
number of publications, and many eye-catching implementations and experimen-
tal demonstrations presented at major conferences. The main drivers behind the
emergence of channel coding in optical communications are: (1) high demands in
bandwidth thanks to the recent growth of Internet usage, IPTV, VoIP, and YouTube;
and (2) rapid advance of silicon signal processing capability. In recent years, with
the rapid growth of data-centric services and the general deployment of broadband
access networks, there has been a strong demand driving the dense wavelength di-
vision multiplexing (DWDM) network upgrade from 10 Gb/s per channel to more
spectrally efficient 40 Gb/s or 100 Gb/s per channel, and beyond. The 100 Gb/s
Ethernet (100 GbE) is currently under standardization for both local area networks
(LANs) and wide area networks (WANs). The 400 Gb/s and 1 Tb/s are regarded
to be the next steps after 100 Gb/s and have started already attracting research
community interests. Migrating to higher transmission rates comes along with nu-
merous challenges such as degradation in the signal quality due to different linear
and nonlinear channel impairments and increased installation costs. To deal with
those channel impairments novel advanced techniques in modulation and detection,
coding, and signal processing should be developed. Such topics will be described in
detail in this book.

The introduction of sophisticated electronic digital signal processing (DSP), co-
herent detection, and coding could fundamentally alter the optical networks as we
see them today. DSP has played a vital role in wireless communication and has en-
abled so-called software-defined radio (SDR). Thanks to the recent resurgence of
coherent detection and the recent drive toward dynamically reconfigurable optical
networks with transmission speeds beyond 100 Gb/s, DSP and forward error correc-
tion (FEC) are becoming increasingly important. Regardless of the data destination,
an optical transport system (OTS) must provide the predefined bit-error rate (BER)
performance. To achieve a target BER regardless of the data destination, the future
OTS should be able to adjust the FEC strength according to the optical channel con-
ditions. Such an approach leads us toward the software-defined optical transmission
(SDOT) in which the transponder can be adapted or reconfigured to multiple stan-
dards, multiple modulation formats, or code rates, a concept very similar to SDR.
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viii Preface

Although channel coding for optical channels has gained prominence and
emerged as the leading ultra-high-speed optical transmission enabling technol-
ogy, FEC seems to be rather alien to many optical engineers. The optical engineers
are aware that FEC potentially hold the keys to solving many major problems for
today’s “fragile” and “rigid” optical networks, but feel intimidated by sophisticated
coding terminology. This book is intended to give a coherent, self-contained, and
comprehensive introduction to the fundamentals of channel coding and DSP for
optical communications. It is designed for three diverse groups of researchers: (1)
optical communication engineers who are proficient in the optical science and are
interested in applying coding theory and DSP, but not familiar with basic coding
concepts, (2) wireless communication engineers who are very much adequate with
their DSP and coding skill sets, but are disoriented by the perceived huge gap be-
tween optical and RF communications worlds, and (3) coding experts interested in
entering the world of optical communications. An attempt has been made to make
the individual chapters self-contained as much as possible while maintaining the
flow and connection between them.

This book is organized into 11 chapters, and treats topics related to modulation,
DSP and coding for optical channels starting from the fundamentals of optical com-
munication and major channel impairments and noise sources, through DSP and
coding, to various applications, such as single-mode fiber transmission, multimode
fiber transmission, free space-optical systems, and optical access networks. This
book presents interesting research problems in the emerging field of channel cod-
ing, constrained coding, coded-modulation, and turbo equalization and touches on
the intriguing issue related to future research topics in coding for optical channels.
The main purpose of this book is: (1) to describe the FEC schemes currently in use
in optical communications, (2) to describe different classes of codes on graphs of
high interest for next-generation high-speed optical transport, (3) to describe how
to combine multilevel modulation and channel coding optimally, and (4) to describe
how to perform equalization and soft decoding jointly, in a so-called turbo equaliza-
tion fashion.

The authors would like to thank their colleagues and students, in particular,
H. G. Batshon, L. L. Minkov, M. Arabaci, A. R. Krishnan, S. K. Planjery, L. Xu,
T. Wang, M. Cvijetic, F. Kueppers, S. Denic, M. Ivkovic, M. A. Neifeld, J. Anguita,
T. Mizuochi, X. Liu, I. Gabitov, N. Alic, G. T. Djordjevic, and S. K. Turitsyn, whose
collaboration or support on the subject of coding for optical channels contributed
directly and indirectly to the completion of this book. The authors would like to
acknowledge National Science Foundation (NSF), NEC Laboratories America, and
Opnext for their support of coding theory and coding for optical channels research
activities.

Finally, special thanks are extended to Charles Glaser and Amanda Davis of
Springer US for their tremendous effort in organizing the logistics of this book in-
cluding editing and promotion, which is indispensible to make this book happen.

Tucson, AZ Ivan Djordjevic
William Ryan

Bane Vasic



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Historical Perspective of Optical Communications. . . . . . . . . . . . . . . . . . . 2
1.2 Optical Transmission and Optical Networking . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Optical Communications Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3.1 Migration to 100 Gb/s Ethernet and Beyond . . . . . . . . . . . . . . . . 9
1.3.2 Dynamically Reconfigurable Optical Networks . . . . . . . . . . . . 10
1.3.3 Software-Defined Optical Transmission. . . . . . . . . . . . . . . . . . . . . 11
1.3.4 Digital Signal Processing and Coherent Detection. . . . . . . . . . 13
1.3.5 OFDM for Optical Communications . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4 Forward Error Correction for Optical Communications
and Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.5 Organization of the Book . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2 Fundamentals of Optical Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Key Optical Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.1 Optical Transmitters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Optical Receivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.3 Optical Fibers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.4 Optical Amplifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2.5 Other Optical Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.3 Direct Detection Modulation Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.3.1 Non-Return-to-Zero . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.3.2 Return-to-Zero . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.3.3 Alternate Mark Inversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.3.4 Duobinary Modulation Format. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3.5 Carrier-Suppressed Return-to-Zero . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.3.6 NRZ-DPSK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3.7 RZ-DPSK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.4 Coherent Detection Modulation Schemes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.4.1 Optical Hybrids and Balanced Receivers . . . . . . . . . . . . . . . . . . . . 61
2.4.2 Dominant Coherent Detector Noise Sources . . . . . . . . . . . . . . . . 63

ix



x Contents

2.4.3 Homodyne Coherent Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.4.4 Phase Diversity Receivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.4.5 Polarization Control and Polarization Diversity . . . . . . . . . . . . 69
2.4.6 Polarization Multiplexing and Coded Modulation . . . . . . . . . . 70

2.5 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3 Channel Impairments and Optical Communication
Systems Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.1 Noise Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.1.1 Mode Partition Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.1.2 Reflection-Induced Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.1.3 Relative Intensity Noise (RIN) and Laser

Phase Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.1.4 Modal Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.1.5 Quantum Shot Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.1.6 Dark Current Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1.7 Thermal Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1.8 Spontaneous Emission Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1.9 Noise Beat Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1.10 Crosstalk Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.2 Channel Impairments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2.1 Fiber Attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2.2 Insertion Losses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2.3 Chromatic Dispersion and Single Mode Fibers . . . . . . . . . . . . . 85
3.2.4 Multimode Dispersion and Multimode Fibers . . . . . . . . . . . . . . 94
3.2.5 Polarization-Mode Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.2.6 Fiber Nonlinearities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .100

3.3 Transmission System Performance Assessment
and System Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .110
3.3.1 Quantum Limit for Photodetection . . . . . . . . . . . . . . . . . . . . . . . . . .112
3.3.2 Shot Noise and Thermal Noise Limit . . . . . . . . . . . . . . . . . . . . . . . .113
3.3.3 Receiver Sensitivity for Receivers with

Optical Preamplifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .114
3.3.4 Optical Signal-to-Noise Ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .114
3.3.5 Power Penalty Due to Extinction Ratio. . . . . . . . . . . . . . . . . . . . . .115
3.3.6 Power Penalty Due to Intensity Noise . . . . . . . . . . . . . . . . . . . . . . .115
3.3.7 Power Penalty Due to Timing Jitter. . . . . . . . . . . . . . . . . . . . . . . . . .116
3.3.8 Power Penalty Due to GVD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .116
3.3.9 Power Penalty Due to Signal Crosstalk. . . . . . . . . . . . . . . . . . . . . .117
3.3.10 Accumulation Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .117
3.3.11 Systems Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .119
3.3.12 Optical Performance Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . .120

3.4 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .121
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .121



Contents xi

4 Channel Coding for Optical Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .123
4.1 Channel Coding Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .124
4.2 Linear Block Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .130

4.2.1 Generator Matrix for Linear Block Code . . . . . . . . . . . . . . . . . . . .131
4.2.2 Parity-Check Matrix for Linear Block Code . . . . . . . . . . . . . . . .132
4.2.3 Distance Properties of Linear Block Codes . . . . . . . . . . . . . . . . .134
4.2.5 Coding Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .135
4.2.6 Syndrome Decoding and Standard Array . . . . . . . . . . . . . . . . . . .137
4.2.7 Important Coding Bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .141

4.3 Cyclic Codes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .142
4.4 Bose–Chaudhuri–Hocquenghem Codes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .148

4.4.1 Galois Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .148
4.4.2 The Structure and Decoding of BCH Codes . . . . . . . . . . . . . . . .151

4.5 Reed–Solomon Codes, Concatenated Codes, and Product Codes . . .158
4.6 Trellis Description of Linear Block Codes

and Viterbi Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .161
4.7 Convolutional Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .166

4.7.1 Distance Properties of Convolutional Codes . . . . . . . . . . . . . . . .172
4.7.2 Bounds on the Bit-Error Ratio

of Convolutional Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .174
4.8 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .176
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .177

5 Graph-Based Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .179
5.1 Overview of Graph-Based Codes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .179
5.2 Convolutional Turbo Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .181

5.2.1 Performance Characteristics of Parallel
and Serial Turbo Codes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .182

5.2.2 The PCCC Iterative Decoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .184
5.2.3 The SCCC Iterative Decoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .191

5.3 Block Turbo Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .193
5.3.1 Overview of Turbo Decoding of BTCs . . . . . . . . . . . . . . . . . . . . . .193

5.4 LDPC Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .196
5.4.1 Matrix Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .196
5.4.2 Graphical Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .197
5.4.3 LDPC Code Design Approaches. . . . . . . . . . . . . . . . . . . . . . . . . . . . .198
5.4.4 LDPC Decoding Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .199
5.4.5 Reduced Complexity Decoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .202

5.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .205
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .205

6 Coded Modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .207
6.1 Multilevel Modulation Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .207
6.2 Single-Carrier-Coded Modulation Schemes . . . . . . . . . . . . . . . . . . . . . . . . . .211
6.3 Multidimensional Coded Modulation Schemes. . . . . . . . . . . . . . . . . . . . . . .218



xii Contents

6.4 Coded OFDM in Fiber-Optics Communication Systems . . . . . . . . . . . .223
6.4.1 Coded OFDM in Fiber-optics Communication

Systems with Direct Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .224
6.4.2 Coded OFDM in Fiber-Optics

Communication Systems with Coherent Detection . . . . . . . . .231
6.5 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .244
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .245

7 Turbo Equalization in Fiber-Optics Communication Systems . . . . . . . . . .249
7.1 Channel Equalization Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .250
7.2 Turbo Equalization in Fiber-Optics Communication

Systems with Direct Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .257
7.2.1 Description of LDPC-Coded Turbo Equalizer . . . . . . . . . . . . . .258
7.2.2 Large-Girth LDPC Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .262
7.2.3 Suppression of Intrachannel Nonlinearities

by LDPC-Coded Turbo Equalization . . . . . . . . . . . . . . . . . . . . . . . .265
7.2.4 Chromatic Dispersion Compensation. . . . . . . . . . . . . . . . . . . . . . . .267
7.2.5 PMD Compensation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .269

7.3 Multilevel Turbo Equalization in Fiber-Optics
Communication Systems with Coherent Detection . . . . . . . . . . . . . . . . . . .271
7.3.1 Description of Multilevel Turbo Equalizer . . . . . . . . . . . . . . . . . .271
7.3.2 Mitigation of Intrachannel Nonlinearities by

LDPC-Coded Turbo Equalization Based on
Multilevel BCJR Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .277

7.3.3 PMD Compensation in Polarization
Multiplexed Multilevel Modulations by Turbo
Equalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .279

7.4 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .282
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .282

8 Constrained Coding for Optical Communication . . . . . . . . . . . . . . . . . . . . . . . . .285
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .285
8.2 Fundamentals of Constrained Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .286
8.3 Construction of Finite-State Encoders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .290
8.4 Decoders for Constrained Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .294
8.5 Applications to Optical Communications . . . . . . . . . . . . . . . . . . . . . . . . . . . . .299

8.5.1 Use of Constrained Encoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .300
8.5.2 Combined Constrained and Error Control Coding . . . . . . . . . .305
8.5.3 Deliberate Error Insertion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .306

8.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .308
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .309



Contents xiii

9 Coding for Free-space Optical Channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .311
9.1 Atmospheric Turbulence Channel Modeling. . . . . . . . . . . . . . . . . . . . . . . . . .312

9.1.1 Zero Inner Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .313
9.1.2 Nonzero Inner Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .313
9.1.3 Temporal Correlation FSO Channel Model . . . . . . . . . . . . . . . . .315

9.2 Coded MIMO FSO Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .317
9.2.1 LDPC-Coded MIMO Concept and Space-Time Coding . . .317
9.2.2 Bit-Interleaved LDPC-coded Pulse-Amplitude

Modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .322
9.2.3 Bit-Interleaved LDPC-coded Pulse-Position

Modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .326
9.3 FSO-OFDM Transmission System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .328
9.4 OFDM in Hybrid Optical Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .337

9.4.1 Hybrid Optical Networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .338
9.4.2 Description of Receiver and Transmission

Diversity Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .341
9.4.3 Performance Evaluation of Hybrid Optical Networks . . . . . .343

9.5 Raptor Codes for Temporally Correlated FSO Channels . . . . . . . . . . . . .346
9.6 Summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .350
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .350

10 Optical Channel Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .353
10.1 Channel Capacity Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .354
10.2 Calculation of Information Capacity by Forward

Recursion of BCJR Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .360
10.3 Information Capacity of Fiber-Optics Communication

Systems with Direct Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .364
10.4 Information Capacity of Multilevel Fiber-Optics

Communication Systems with Coherent Detection . . . . . . . . . . . . . . . . . . .370
10.5 On the Channel Capacity of Optical OFDM Systems

for ASE-Noise-Dominated Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .372
10.5.1 Power-Variable Rate-Adaptive

Polarization-Multiplexed Coherent-Coded OFDM .. . . . . . . .373
10.5.2 Adaptive-Coded OFDM for Communication

Over GI-POF Links. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .376
10.5.3 Adpative-Coded OFDM for Radio-over-Fiber

Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .378
10.6 On the Channel Capacity of Hybrid Free-Space

Optical-Wireless Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .381
10.6.1 Hybrid FSO-Wireless System Description . . . . . . . . . . . . . . . . . .381
10.6.2 Adaptive Modulation and Coding . . . . . . . . . . . . . . . . . . . . . . . . . . .384

10.7 On the Channel Capacity of Optical MIMO MMF Systems . . . . . . . . .391
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .396



xiv Contents

11 Future Research Directions in Coding for Optical Channels . . . . . . . . . . . .399
11.1 Binary QC-LDPC Codes of Large Girth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .401

11.1.1 Design of Large-Girth QC-LDPC Codes . . . . . . . . . . . . . . . . . . . .401
11.1.2 FPGA Implementation of Large-Girth LDPC Codes . . . . . . .402

11.2 Nonbinary QC-LDPC Codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .405
11.3 Nonbinary LDPC-Coded Modulation for Beyond

100 Gb/s Transmission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .408
11.4 Adaptive Nonbinary LDPC-Coded Modulation . . . . . . . . . . . . . . . . . . . . . .413
11.5 Adaptive LDPC-Coded OFDM.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .416
11.6 Generalized LDPC Codes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .420
11.7 LDPC-Coded Hybrid

Frequency/Amplitude/Phase/Polarization
Modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .424

11.8 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .428
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .429

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .433



About the Authors

Ivan B. Djordjevic is an Assistant Professor in the Department of Electrical and
Computer Engineering at the University of Arizona, Tucson, where he is directing
the Optical Communications Systems Laboratory (OCSL). He is the author or coau-
thor of more than 100 journal publications and more than 100 conference papers. Dr.
Djordjevic is also the author, together with Dr. William Shieh, of the book OFDM
for Optical Communications, Elsevier, 2009. His current research interests include
optical networks, error control coding, constrained coding, coded modulation, turbo
equalization, OFDM applications, and quantum error correction. He is an Associate
Editor for the Research Letters in Optics and the International Journal of Optics.

William E. Ryan is a Professor in the Department of Electrical and Computer En-
gineering at the University of Arizona. He has published numerous papers in the
leading conferences and journals in the area of communication theory and chan-
nel coding. He is also the author (with Shu Lin) of the graduate textbook Channel
Codes: Classical and Modern, Cambridge University Press, 2009. His research in-
terests are in coding and signal processing with applications to magnetic data storage
and data communications.

Dr. Bane Vasic received his B.Sc., M.Sc., and Ph.D. from the University of Nis,
Serbia. He is currently a Professor of Electrical and Computer Engineering and
Mathematics at the University of Arizona, Tucson. Prior to this appointment, he
was at Bell Laboratories. He is a Member of the Editorial Board of the IEEE
Transactions on Magnetics, and was a chair or technical program chair for several
workshops and conferences including: IEEE CTW 2003 and 2007, DIMACS Work-
group and Workshop on Theoretical Advances in Information Recording, 2004,
LANL Workshop on Applications of Statistical Physics to Coding Theory, 2004,
Communication Theory Symposium within ICC 2006. He has authored a num-
ber of journal and conference articles, book chapters and edited three books, and
his patents are implemented in Bell Labs chips. His research interests include cod-
ing theory, communication theory, constrained systems, and digital communications
and recording.

xv



Chapter 1
Introduction

We live in a time officially proclaimed as the information era, which is closely
related to Internet technology and characterized by never-ending demands for higher
information capacity [1]. Optical transmission links are established around the
globe, and the optical fiber connection extends from the global backbone to access
networks, all the way down to the curb, building, home, and desk [1–9]. Despite
of the Internet “bubble” occurred in the early 2000s, the Internet traffic has been
growing at astonishing rate ranging from 75 to 125% per year [6]. Given the re-
cent growth of Internet usage, IPTV, and VoIP, it has become clear that current
10-Gb/s Ethernet rate is insufficient to satisfy the bandwidth demands in near future.
For example, Internet2 has announced 2 years ago a capacity upgrade of its next-
generation IP network from 10 Gb/s to 100 Gb/s [7]. According to some industry
experts, 100-Gb/s transmission is needed by the end of 2009, while 1 Tb/s should
be standardized by the year 2012–2013 [7].

The performance of fiber-optic communication systems operating at these high
rates is degraded significantly due to several channel impairments including intra-
and interchannel fiber nonlinearities, the nonlinear phase noise, and polarization
mode dispersion (PMD). These effects constitute the current limiting factors in ef-
forts to accommodate demands for higher capacities/speeds, longer link lengths,
and more flexible wavelength switching and routing capabilities in optical networks.
To deal with those channel impairments, novel advanced techniques in modulation
and detection, coding, and signal processing should be developed, and some impor-
tant approaches will be described in this book. The book represents a coherent and
comprehensive introduction to the fundamentals of optical communications, digital
signal processing (DSP), and coding for optical channels.

In this chapter, we provide a historical overview on optical communications
(Sect. 1.1), introduce basics of optical communication and networking (Sect. 1.2),
describe the current optical communication trends (Sect. 1.3), and explain why the
coding in optical channels is of utmost importance (Sect. 1.4). In Sect. 1.5, we de-
scribe the organization of the book.

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 1, c Springer Science+Business Media, LLC 2010
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2 1 Introduction

1.1 Historical Perspective of Optical Communications

The earliest optical communications systems consisted of fire or smoke signals,
signaling lamps, and semaphore flags to convey a single piece of information [3].
For example, a relatively sophisticated ancient communication system, along the
Great Wall of China, was composed of countless beacon towers. In this ancient
communication system, the number of lanterns or the color of smoke was used as
a means to inform the size of an invading enemy, which represents a crude form
of multilevel signaling. By using the beacon towers, with the guards in each tower,
positioned at regular distances along the Great Wall, a message could be transmit-
ted from one end of the Great Wall to the other, more than 7,300 km, in slightly
more than 1 h [9]. Therefore, this ancient communication system has many similar-
ities with today’s relay or regeneration systems, in which the beacon towers can be
considered as relays. Relay or regeneration systems were further studied by Claude
Chappe in 1792 to transmit coded messages over a distance of 100 km [3].

Thanks to the success of telegraphy, telephony, and radio communications in the
first half of twentieth century, the optical communication systems were actually for-
gotten. However, in the late twentieth century, different communication systems
came to saturation in terms of reach and capacity. For instance, a typical coax-
ial cable-based transport system operating at 155 Mb/s requires the regeneration
at approximately every 1 km, which is costly to operate and maintain. The natural
step was to study the optical communication systems, which can dramatically in-
crease the total capacity. The research in optical communication was boosted upon
demonstration of a laser principle [10]. The first step was to fabricate an appropriate
optical transmission medium. Kao and Hockman [11] proposed to use the optical
fiber as the medium, although at the time it had unacceptable fiber loss. Their ar-
gument was that attenuation mostly was coming from impurities, rather than any
fundamental physical effect such as Rayleigh scattering, which could be reduced by
improving the fabrication process. Their prediction was that an optical fiber with
attenuation of 20 dB/km should be sufficient for telecom applications, which sur-
prisingly was developed within 5 years since initial proposal, by researchers from
Cornell. This invention opens up opportunities for development of fiber-optic com-
munication systems. Several generations of optical communication systems were
developed since then. The first generation appeared in 1980s, and the operating
wavelength was 0:8�m with 45 Mb/s data rate. Repeater spacing was 10 km, which
was much greater than that for comparable coax systems. Lower installation and
maintenance costs resulted from fewer repeaters.

The second generation, which was focused on a transmission near 1:3�m to take
advantage of the low attenuation (<1 dB/km) and low dispersion, was deployed
during the early 1980s. Sources and detectors were developed that use InGaAsP
semiconductor. The bit rate of these systems was limited to <100 Mb/s due to
dispersion in multimode fibers (MMFs). Single-mode fiber (SMF) was then incorpo-
rated. By 1987 the second generation systems were operating at 1.7 Gb/s at 1:3�m
with repeater spacing of 50 km.
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The third generation systems were based on the use of 1.55-�m sources and
detectors. At this wavelength the attenuation of fused silica fiber is minimal. The
deployment of these systems was delayed, however, due to the relatively large dis-
persion at this wavelength. Two approaches were proposed to solve the dispersion
problem. The first approach was to develop single-mode lasers and the second was
to develop dispersion shifted fiber (DSF) at 1:55�m. In 1990, 1.55-�m systems
operating at 2.5 Gb/s were commercially available and were capable of operating
at 10 Gb/s for distances of 100 km [1–3]. The best performance was achieved with
DSFs in conjunction with single-mode lasers. A drawback of these systems was the
need for electronic regeneration with repeaters typically spaced every 60–70 km.
Coherent detection methods were investigated in late 1980s and early 1990s to
increase receiver sensitivity. However, this approach was super ceded by the de-
velopment of the optical amplifier.

The fourth generation systems are based on the use of optical amplifiers to in-
crease repeater spacing and wavelength division multiplexing (WDM) to increase
the aggregate bit rate. Erbium-doped fiber amplifiers (EDFAs) were developed to
amplify signals without electronic regeneration during the 1980s [1–3]. In 1991,
signals could be transmitted 14,300 km at 5 Gb/s without electronic regeneration
[1–3]. The first transpacific commercial system went into operation sending sig-
nals over 11,300 km at 5 Gb/s and other systems are being deployed [1–3]. System
capacity is increased through use of WDM. Multiple wavelengths can be ampli-
fied with the same optical amplifier. In 1996, 20 � 5Gb=s signals were transmitted
over 9,100 km providing a total bit rate of 100 Gb/s and a bandwidth–length (B–L)
product of 910 (Tb/s) km. [1–3] In these broad band systems, dispersion becomes
an important issue to be addressed.

In the fifth generation systems, the effort is primarily concerned with the fiber
dispersion problem. Optical amplifiers solve the loss problem but increase the dis-
persion problem since dispersion effects accumulate over multiple amplification
stages. An ultimate solution is based on the novel concept of optical solitons [1–3].
These are pulses that preserve their shape during propagation in a lossless fiber by
counteracting the effect of dispersion through fiber nonlinearity. Experiments using
stimulated Raman scattering (SRS) as the nonlinearity to compensate for both loss
and dispersion were effective in transmitting signals over 4,000 km [1–3]. EDFAs
were first used to amplify solitons in 1989 [1–3]. By 1994 a demonstration of soliton
transmission over 9,400 km was performed at a bit rate of 70 Gb/s by multiplexing
seven 10-Gb/s channels [1–3]. In parallel, dispersion compensating fibers (DCFs)
were invented to deal with chromatic dispersion, and various dispersion maps were
proposed [1–3] (see Sect. 1.3.4 for more details).

In sixth generation systems, the efforts have been directed toward realizing
greater capacity of fiber systems by multiplexing a large number of wavelengths.
These systems are referred to as dense wavelength division multiplexing (DWDM)
systems. Systems with wavelength separation of 0.8 nm are currently in operation
and efforts are pushing to reduce this to <0.5 nm. Controlling wavelength stability
and the development of wavelength demultiplexing devices are critical to this effort.
Systems are currently operating at 10 Gb/s and 40 Gb/s.
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The current research focus is related to 100 Gb/s per wavelength optical trans-
mission and beyond, by employing various multilevel modulation and coding
schemes, polarization-multiplexing, DSP, and coherent detection. The orthogonal
frequency division multiplexing (OFDM) appears to be an excellent candidate to
deal with chromatic dispersion and PMD, but is sensitive to four-wave mixing
(FWM) between subcarriers due to fiber nonlinearities [9].

1.2 Optical Transmission and Optical Networking

An exemplary WDM optical network, which can be used to identify the key optical
components, concepts, and system parameters is shown in Fig. 1.1. The end-to-end
optical transmission involves both electrical and optical signal paths. To perform
conversion from electrical to optical domain the optical transmitters are used, while
to perform conversion in opposite direction (optical to electrical conversion) the op-
tical receivers are used. The SMF serves as a foundation of an optical transmission
system because the optical fiber is used as medium to transport the optical signals
from source to destination. The optical fibers attenuate the signal during transmis-
sion, and someone has to use optical amplifiers, such as EDFAs, Raman amplifiers,
or parametric amplifiers, to restore the signal quality. Unfortunately, the amplifi-
cation process is accompanied with the noise addition. For better exploitation of
enormous bandwidth of SMF, the WDM concept is introduced, which corresponds
to the scheme with multiple optical carriers at different wavelengths that are mod-
ulated by using independent electrical bit streams, as shown in Fig. 1.1, and then
transmitted over the same SMF. During transmission of WDM signals, occasionally
several wavelengths have to be added/dropped, which is performed by the optical
add–drop multiplexer (OADM), as shown in Fig. 1.1. The optical networks require
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Fig. 1.2 A typical optical networking architecture

the switching of information among different fibers, which is performed by the op-
tical cross-connect (OXS). To combine several distinct wavelength channels into
composite channel the wavelength multiplexers are used. On the other hand, to split
the composite WDM channel into distinct wavelength channels, the wavelength de-
multiplexers is used. To impose the information signal (be in digital or analog form)
optical modulators are used. The optical modulators are commonly used in combi-
nation with semiconductor lasers.

To provide a global picture, we describe a typical optical network shown in
Fig. 1.2. We can identify three ellipses representing the core network, the edge
network, and the access network [1]. The long-haul core network interconnects
big cities, major communications hubs, and even different continents by means
of submarine transmission systems. The core networks are often called the wide
area networks (WANs) or interchange carrier networks. The edge optical networks
are deployed within smaller geographical areas and are commonly recognized as
metropolitan area networks (MANs) or local exchange carrier networks. The ac-
cess networks represent peripheral part of optical network and provide the last-mile
access or the bandwidth distribution to the individual end-users.

The optical transmission systems can be classified according to different criteri-
ons. If transmission length is used for classification, we can identify very short reach
(hundreds of meters), short reach (several kilometers), long reach (tens and hundreds
of kilometers), and ultra-long reach (thousands of kilometers) optical transmission
systems. When bit rate is used as classification criteria, the optical transmission sys-
tems can be classified as low-speed (tens of Mb/s), medium-speed (hundreds Mb/s),
and high-speed (Gb/s). Finally, from application perspective point of view the sys-
tems can be either power budget (loss) limited or bandwidth (transmission speed)
limited.

The ultimate goal of an optical signal transmission system is usually defined
as achieving desired bit error rate (BER) performance between two end users or
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between two intermediate nodes in network reliably and at affordable cost. In
order to achieve so, an optical transmission system needs to be properly designed,
which includes the management of key optical communication systems engineering
parameters. These parameters can be related to power, time, wavelength, or be inter-
related. The parameters related only to power are power level, fiber loss, insertion
loss, and extinction ratio (the ratio of powers corresponding to bit “1” and bit “0”).
The parameters related only to time are jitter, first-order PMD, and bit/data rate. The
parameters related to wavelength include optical bandwidth and wavelength stabil-
ity. The parameters, signal impairments and additive/multiplicative noise sources,
related to both power and wavelength are optical amplifier gain, optical noise
[such as amplified-spontaneous emission (ASE) noise], different crosstalk effects,
FWM, and SRS. The parameters related to time and wavelength are laser chirp,
second-order PMD, and chromatic dispersion. The parameters related to power and
time are BER, modulation format, polarization-dependent loss (PDL), and quan-
tum noise. Finally, the channel impairments related to time, power, and wavelength
simultaneously are self-phase modulation (SPM), cross-phase modulation (CPM),
and stimulated Brillouin scattering (SBS). Any detection scenario must include
electronic noise, such as thermal noise, which is associated with receiver design.
These different parameters, noise sources, and channel impairments are subject of
Chaps. 2 and 3.

Different high-speed optical transmission enabling technologies can either
be related to the usage of novel/better devices, such as Raman and paramet-
ric amplifiers, PMD and chromatic dispersion compensators, and modulators,
or be related to the novel methods, such as advanced modulation formats (vari-
ous multilevel modulation schemes with both direct and coherent detections and
OFDM), forward error correction (FEC), coded modulation, constrained (modu-
lation/line) coding, advanced detection schemes [maximum likelihood sequence
detection/estimation (MLSD/E) and maximum a posteriori probability (MAP)
detection (Bahl–Cocke–Jelinek–Raviv (BCJR)-algorithm-based equalizers)], and
various multiplexing schemes [polarization-multiplexing, optical time division
multiplexing (OTDM), subcarrier multiplexing (SCM), code division multiplexing
(CDM), and OFDM]. These various enabling technologies will be described in the
following chapters.

An important concept to be introduced here is related to the so-called lightwave
path, which can be defined as the trace that optical signal passes between the source
and destination without experiencing any opto-electrical-opto (O-E-O) conversion
[1]. Generally speaking, the lightwave paths may differ in lengths and in the infor-
mation capacity that is carried along and can traverse though different portions of
an optical network. The lightwave path can be considered as bandwidth wrapper
for lower speed transmission channels, which form virtual circuit services [1]. The
time division multiplexing (TDM) technique is applied to aggregate the bandwidth
of virtual circuits before it is wrapped in the lightwave path. TDM of virtual circuits
can be either fixed (each circuit receives a guaranteed amount of the bandwidth
– a bandwidth pipe) or statistical (in packet-switching the data content is divided
into data packets, which can be handled independently). The fixed multiplexing of
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Table 1.1 Bit rates for different synchronous/asynchronous optical channels
Synchronous (TDM)
channels Bit rate

Asynchronous (data)
channels Bit rate

DS-1 1.544 Mb/s 10-BaseT Ethernet 10 Mb/s
E-1 2.048 Mb/s 100-BaseT Ethernet 100 Mb/s
OC-1 51.84 Mb/s FDDI 100 Mb/s
OC-3DSTM-1 155.52 Mb/s ESCON 200 Mb/s

Fiber Channel-I 200 Mb/s
OC-12DSTM-4 602.08 Mb/s Fiber Channel-II 400 Mb/s

Fiber Channel-III 800 Mb/s
OC-48DSTM-16 2.488 Gb/s Gb Ethernet 1 Gb/s
OC-192DSTM-64 9.953 Gb/s 10-Gb Ethernet 10 Gb/s
OC-768DSTM-256 39.813 Gb/s 40-Gb Ethernet 40 Gb/s

Table 1.2 The wavelength
bands for fiber-optics
communications

Wavelength
band Descriptor

Wavelength
range (nm)

O-band Original 1,260–1,360
E-band Extended 1,360–1,460
S-band Short 1,460–1,530
C-band Conventional 1,530–1,565
L-band Long 1,565–1,625
U-band Ultra-long 1,625–1,675

virtual circuits is defined by SONET/SDH standards. Bit-rates of different band-
width channels, for both synchronous and asynchronous transmission, are given in
Table 1.1, due to Cvijetic [1].

Optical fiber is the key point of an optical transmission system because it has
much wider available bandwidth, lower signal attenuation, and smaller signal dis-
tortions compared with any other wired or free-space physical media. The total
bandwidth is approximately 400 nm, or around 50 THz, when related to the wave-
length region with fiber attenuation being bellow 0.5 dB/km. The usable optical
bandwidth is commonly split into several wavelength bands, as shown in Table 1.2
due to Ramaswami and Sivarajan [2]. The bands around the minimum attenuation
point, usually referred to as C and L bands, are the most suitable for high chan-
nel count DWDM transmission. The wavelength region around 1,300 nm is less
favorable for optical signal transmission because signal attenuation is higher than
attenuation in S, C, and L bands. On the other hand, it is quite suitable for CATV sig-
nals, and the course-WDM (CWDM) technique is usually employed in this region.

The key optical components, which will be described in Chap. 2, can be classi-
fied as follows (1) semiconductor light sources [light-emitting diodes (LEDs) and
semiconductor lasers: Fabry–Perot (FP), distributed feedback (DFB), distributed
Bragg reflector (DBR), vertical cavity surface emitting (VCSEL), and tunable lasers
(external cavity laser, mutilaser chip, three-section tunable)]; (2) optical modula-
tors [direct optical modulators and external modulators: Mach–Zehnder modulator
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(MZM) and electroabsorption modulator]; (3) optical fibers (MMFs and SMFs);
(4) optical amplifiers [semiconductor optical amplifier (SOA), EDFA, Raman am-
plifiers, and parametric amplifiers]; (5) photodiodes [PIN, avalanche photodiodes
(APDs), and metal–semiconductor–metal (MSM) photodetectors]; and (6) various
optical components [optical isolators, optical circulators, optical filters, optical cou-
plers, optical switches, and optical multiplexers/demultiplexers].

A monochromatic electromagnetic wave, which is commonly used as a signal
carrier, can be represented through its electric field as E.t/ D pA cos.!t C �/
(A – amplitude, ! – frequency, � – phase, p – polarization orientation), for which
each parameter can be used to impose the message signal. If the message signal
is analog, the corresponding modulation formats are amplitude modulation (AM),
frequency modulation (FM), phase modulation (PM), and polarization modulation
(PolM). On the other hand, when the modulating signal is digital then the carrier
signal duration is limited to symbol duration, and corresponding modulation formats
are amplitude shift keying (ASK), frequency shift keying (FSK), phase shift keying
(PSK), and polarization shift keying (PolSK).

In order to better utilize the enormous bandwidth of the optical fiber, we have
to transmit simultaneously many channels over the same bandwidth through mul-
tiplexing. The commonly used methods of multiplexing in optical communications
are given below as follows:

� Wavelength-division multiplexing (WDM) is already introduced in Fig. 1.1.
� Time-division multiplexing (TDM), in which many lower-speed signals are time-

interleaved to generate a high-speed signal. The multiplexing can be performed
either in electrical domain, when is known as electrical TDM (ETDM), or in
optical domain, when is known as optical TDM (OTDM).

� Frequency-division multiplexing (FDM), in which continuous-wave (CW) mod-
ulation is used to translate the spectrum of the message signal into a specific
frequency slot of the passband of optical channel. The optical version of FDM is
commonly referred to as WDM.

� Orthogonal frequency-division multiplexing (OFDM) is a particular version of
FDM in which the orthogonality among subcarrier is obtained by providing that
each subcarrier has exactly an integer number of cycles in the symbol interval.
The number of cycles between adjacent subcarriers differs by exactly one.

� Subcarrier multiplexing (SCM) is again a particular version of FDM in which
different independent data streams are first microwave multiplexed and then
transmitted using the same wavelength carrier.

� Code-division multiplexing (CDM), in which each message signal is identified by
a unique signature sequence (“code”), with signature sequences being orthogonal
to each other.

During the transmission over an optical fiber, the transmitted signal is impaired by
various noise sources and channel impairments. The noise sources can be additive
in nature (dark current noise, thermal noise, ASE noise, and crosstalk noise) or be
multiplicative in nature [mode partition noise (MPN), laser intensity noise (RIN),
modal noise, quantum shot noise, and avalanche shot noise]. Different channel
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impairments can be related to fiber attenuation, insertion loss, dispersion effects,
or fiber nonlinearities. Fiber attenuation originates from material absorption, which
can be intrinsic (ultraviolet, infrared) or extrinsic (water vapor, Fe, Cu, Co, Ni,
Mn, Cr, various dopants: GeO2, P2O5, B2O3), Rayleigh scattering, and waveg-
uide imperfections (Mie scattering, bending losses, etc.). The dispersion effects can
originate from intermodal (multimode) dispersion (in MMFs), chromatic dispersion
(material and waveguide dispersion effects present in SMF), PMD, and PDL. The
fiber nonlinearities can originate from nonelastic scattering effects (SBS, SRS) or
Kerr nonlinearities (SPM, XPM, FWM). Various noise sources and optical channel
impairments are described in Chap. 3.

1.3 Optical Communications Trends

The invention of Internet has fundamentally changed the underlying information
communication infrastructure and has lead to the world-wide telecom boom in the
late 1990s and early 2000s [9]. This development coincided with the development
and deployment of WDM optical amplified systems. Surprisingly, the Internet traffic
has continued its rapid growth despite the so-called “Internet bubble” in the equity
market. Namely, some new applications, such as IPTV and YouTube, have emerged,
which continued to drive the high bandwidth demands so that the growth of the
Internet does not seem to saturate any soon. Moreover, the CISCO’s projection of the
Internet traffic growth, up to 2012, shows an exponential dependence from 2002 to
2012 [9]. This exponential Internet traffic growth places an enormous pressure to the
underlying information infrastructure at every level, from core to access networks.
In the rest of this section, we describe several trends in optical communications
arising from rapid IP traffic growth.

1.3.1 Migration to 100 Gb/s Ethernet and Beyond

Over the past decades the Ethernet (IEEE 802.3) has expanded from original share-
medium LAN technology to a reliable standard across all level of the networks
[9]. Ethernet has become the undisputed communication technology of choice in
terms of cost and reliability. Because the IP backbones have grown so quickly
that some large ISPs already reported router-to-router trunk connectivity exceeding
100 Gb/s in 2007; some industry experts believe that the 100-Gb/s Ethernet (100
GbE) standard is too late, while 1-Tb/s Ethernet standard should be available by
2012–2013 [8]. The migration of the line rate from 10 Gb/s to 100 Gb/s is expected
to help in reduction of capital and operational costs. Since the migration to 100 GbE
leads to fewer pipes, but of larger bandwidth among the IP routers, it is expected to
simplify the traffic management.
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The deployment of transmission systems based on data rates of 100 Gb/s is ad-
vantageous for many reasons [12] (1) smaller number of high-speed channels for a
given bandwidth results in better spectral efficiency because no bandwidth is wasted
on separating the channels; (2) a single high-speed transponder may replace many
low-speed ones resulting in reduction of the number of optoelectronic devices and
easier monitoring; and (3) a reduced number of channels for a given bandwidth
permits using simpler optical switching devices and simpler routing algorithms.
However, increasing data rates of fiber-optics communication systems is associ-
ated with numerous technological obstacles [10–15] such as increased sensitivity
to fiber nonlinearities, high sensitivity to PMD, and increased demands in disper-
sion accuracy.

1.3.2 Dynamically Reconfigurable Optical Networks

The explosive growth of bandwidth-rich Internet video applications places tremen-
dous strain on the traditional communication networks [9]. Although the link
capacity can be enhanced by migration to 40 Gb/s or 100 Gb/s or by employing
more WDM channels, such simplistic approach works very well in only a point-to-
point communication. In order to be able to adjust to ever changing requirements
for the bandwidth demand, the optical networks must be able to dynamically add,
drop, and route the wavelength channels at individual nodes. If this operation is
performed in optical domain, the transponder cost related to optical-to-electrical
and electrical-to-optical conversions will be eliminated. This type of wavelength
management in optical domain is performed by reconfigurable optical add–drop
multiplexer (ROADM) [16].

Current limitations of photonics-enabled networks also result from the het-
erogeneity of the infrastructure and consequential bottlenecks at different bound-
aries and interfaces. In optically routed networks, neighboring DWDM channels
carry random traffic patterns in which different lightwave paths experience differ-
ent penalties due to the deployment of ROADMs and wavelength cross-connects
(WXCs). Different wavelength channels carrying the traffic to different destinations
can have quite different signal-to-noise ratios (SNRs) and spectral distortions due to
cascaded filtering effects, as illustrated in Fig. 1.3a. The Internet of the future should
be able to support a wide range of services containing a large amount of multimedia
over different network types at high speed.

The ROADMs are commonly used to provide interconnection of many distri-
bution networks (see Fig. 1.3b). Since their introduction in 2003, ROADMs have
become a mainstream for use in core networks. Unfortunately, the use of reconfig-
urable networks with the transport speed exceeding 100 Gb/s imposes big challenges
to the network designers, because at such high speeds the transmitted signal is very
sensitive to PMD, residual chromatic dispersion, ROADMs concatenation filter-
ing effect, and imperfections in electrical and optical components. It is therefore
mandatory to perform per channel optical dispersion compensation. For long-haul
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Fig. 1.3 (a) Different lightwave paths (L1 and L2) in an optically routed network; (b) optical
distribution networks connected by ROADMs

transmission, it is also necessary to perform PMD compensation at 100 Gb/s. The
optical PMD compensators usually have large footprint and are highly lossy and ex-
pensive. It is quite clear that such a “brute-force” migration from 10 GbE to 100 GbE
cannot achieve at all the original goal of the cost saving.

1.3.3 Software-Defined Optical Transmission

In response to the emergence of analog and digital standards in wireless communica-
tions during 1980s, the concept of software-defined ratio (SDR) has been introduced
[17–19]. SDRs are capable of changing scrambling and encryption coding in an
ad hoc manner. Additionally, they can change their modulation format, data rate,
channel coding, and voice codecs, while providing flexible and interoperable com-
munication. The flexibility to adapt to major transmission parameters in accordance
to the existing channel/traffic conditions is another key benefit. When channel con-
ditions are favorable, SDRs can increase the signal constellation size or decrease
it when channel conditions become poor, therefore giving SDRs the advantage of
improved noise immunity. Channel coding schemes of SDRs can also be adapted to
better deal with the effects of fading and interference.

As expected, similar challenges arise in modern optical communications [9].
A number of various “advanced” modulation formats have been proposed for the
next generation 100-Gb/s Ethernet optical transport [20–26]. We envision an optical
network in which all packets are error protected at edge nodes and can provide a tar-
get BER performance regardless of the packet destination. Because in this network
the encoding and decoding is performed in edge nodes, it is compatible with existing
modulation and multiplexing and switching techniques and can be used in different
network environments. To enable the long-haul transmission, the employed codes
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must have good error correction capabilities. On the other hand, short links and/or
highfidelity lightwave paths can utilize lower overhead and offer lower decoding la-
tency. In order to optimize error correction overhead, complexity and latency it is of
crucial importance that codes offer flexible error protection capability, so that pack-
ets traveling further or through the error prone network are protected better. Error
protection flexibility can be achieved by encoding user data in packets with different
destinations using different codes, each having different error protection capabili-
ties. Information about the code employed for a particular packet can be included
in the packet header together with other information necessary to provide active
routing. In general, the use of different codes for different destinations would be
costly to implement due to increased hardware complexity. Such complexity can be
avoided if a unified encoding and decoding architecture can be used for all destina-
tions. The structured quasicyclic (QC) low-density parity-check (LDPC) codes [27]
provide us with this unique feature. Such an approach leads toward the software-
defined optical transmission (SDOT) in which the transponder can be adapted or
reconfigured to multiple standards, multiple modulation formats, or code rates, the
concept very similar to SDR. In addition, the SDOT system should be able to (1)
dynamically set up the physical link without any human intervention, (2) assign an
optimal line rate and signal constellation size in accordance with the optical link
conditions, (3) select between multicarrier mode and single-carrier mode, (4) chose
an optimum code rate, and (5) accurately report various channel parameters (optical
SNR, chromatic dispersion, PMD, electrical SNR) so to predict the fault and alarm
before it causes the traffic interruption.

The concept of SDOT is illustrated in Fig. 1.4a. A key difference with respect to
a conventional optical transmission system is the presence of DAC/ADC and DSP in
the architecture of the SDOT. The SDOT promotes the migration from analog to dig-
ital domain to enhance the optical transmissions by providing a dynamic adaptation
to the optical channel conditions and reconfiguration to an appropriate modulation
format and code rate.

The electronic dispersion compensation (EDC) is a key point important for
the success of SDOT concept. The very early approaches of EDC are essentially
hardware based including feed-forward equalizer (FFE) and decision feedback
equalizer (DFE), with limited performance improvement [28]. The EDC by DSP
means has shown much better tolerance to various channel impairments. SDOT
shown in Fig. 1.4 provides a generic architecture applicable to various EDCs by
DSP techniques. For example, for conventional optical front ends and intensity
modulation/direct detection (IM/DD) systems, the MLSD/E or turbo equalization
can be used [13, 15]. The precompensation can be used together with optical in-
phase/quadrature (IQ) modulator and direction detection, which is illustrated in
Fig. 1.4b. For a coherent detection front end, digital phase estimation can be used
instead of conventional optical phase-locked loop (OPLL). For coherent detection
and optical IQ modulator (see Fig. 1.4b), coherent optical OFDM can be used to
compensate for chromatic dispersion and PMD. Although the front ends in these
examples are different, they all take the advantage of DSP to improve the chromatic
dispersion and PMD tolerance.
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1.3.4 Digital Signal Processing and Coherent Detection

The conventional optical systems employ a dispersion map to deal with accumulated
chromatic dispersion of SMF. In dispersion maps, the DCF modules are deployed at
the amplifier stage to compensate for the accumulated dispersion of the transmission
link. The DCF could be placed at the optical amplifier site within double-stage am-
plifier, which is typical for terrestrial applications (see Fig. 1.5a), or be distributed
in a dispersion mapped span, which is typical for submarine systems (see Fig. 1.5b).
Such dispersion maps work very well for transmission systems operating at 10 Gb/s
and below, but become extremely tedious at 40 Gb/s and beyond, requiring both the
dispersion and dispersion slope of the DCF to be matched precisely. Any residual
mismatched dispersion needs to be compensated using a fixed or tunable opti-
cal dispersion module, and this is performed on per channel basis. On the other
hand, the electron equalizer has the advantages of lower cost, small footprint, and
ease of adaption and is suitable for employment in SDOT scenario [9]. The elec-
tronic equalizers employ the classical equalization approaches such as FFE, DFE,
Viterbi equalizer, and turbo equalizer. The early stage electrical equalizers mostly
utilized SiGe or InP/AlGaAs technology with the channel memory limited to 2 or
3 bits and have successfully been commercial deployed [29]. The major break-
through in electronic signal processing took place when researchers from Nortel
promoted their predistortion equalizer supporting 5,000-km transmission over SMF
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without any optical dispersion compensator [30]. This work raised an interesting
and fundamental question to the optical community whether it is necessary at all to
use the dispersion maps, such as those shown in Fig. 1.5. The “era” of electronic
DSP-assisted optical transmission has arrived, followed by the subsequent dramatic
revival of the coherent optical communications [9].

1.3.5 OFDM for Optical Communications

OFDM is an efficient approach to deal with intersymbol interference (ISI) due to
chromatic dispersion and PMD. By providing that the guard interval is larger than
the combined delay spread due to chromatic dispersion and maximum differen-
tial group delay (DGD), the ISI can be eliminated successfully [9]. In the early
of the 2006, three groups independently proposed two flavors of optical OFDM for
long-haul application that were also aimed at eliminating the need for dispersion
management in optical transmission systems [9], including direct-detection optical
OFDM [31, 32] and coherent optical OFDM (CO-OFDM) [33]. CO-OFDM pro-
vides the superior performance in terms of spectral efficiency, receiver sensitivity,
and polarization-dispersion resilience, but requires a little bit higher implementation
complexity compared to that of direct detection OFDM [9]. The transmission exper-
iments of CO-OFDM conducted in the research laboratories have reached 100-Gb/s
transmission over 1,000 km of SMF [34–36].

The block diagram of an OFDM system with direct detection for transmission
over MMF links is shown in Fig. 1.6, as an illustration. The demultiplexer converts
incoming information data stream into parallel form. Constellation mapper maps
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parallel data into N subcarriers using quadrature amplitude modulation (QAM).
The modulation is performed by applying the inverse fast Fourier transform (IFFT),
which transforms frequency-domain parallel data into time-domain parallel data.
The digital-to-analog (D/A) converter performs the conversion from digital to ana-
log domain. Typically, D/A converter contains a transmit filter. As shown in Fig. 1.6,
to reduce the system cost direct modulation of laser diode can be used. Because the
negative signals cannot be transmitted over an intensity modulation with direct de-
tection, the bias voltage is used to convert the negative portion of OFDM signal to
positive. Since this approach is power inefficient, the clipping can be used. At the
receiver side, upon optical-to-electrical conversion by photodetector, DC bias block-
ing, analog-to-digital (A/D) conversion, cyclic removal, and serial-to-parallel (S/P)
conversion, the demodulation is performed by the FFT. With sufficient number of
subcarriers, the OFDM symbol duration can be made arbitrarily small increasing
therefore the tolerance to ISI due to chromatic dispersion and PMD. By providing
that the cyclic extension guard interval (see Fig. 1.6) is longer than total delay spread
due to chromatic dispersion and maximum value of DGD, chromatic dispersion and
PMD can be completely (at least in principle) compensated for. The cyclic extension
can be performed by inserting the lastNG/2 samples of the IFFT effective portion of
symbol at the beginning of the OFDM symbol and appending the firstNG/2 samples
at the end.



16 1 Introduction

As both single-carrier coherent system and CO-OFDM have made rapid progress
toward 100-GbE transport, there naturally arises an intriguing question about the
superiority between CO-OFDM and single-carrier coherent system [9]. Although
OFDM has gained popularity in the previous decade and has already widely been
implemented in a number of communication standards, there has been an on-going
debate on the superiority between OFDM and single-carrier FDE. OFDM has two
fundamental problems (1) large peak-to-average-power ratio (PAPR) and (2) sensi-
tivity to phase noise. The debates sometimes do not provide the clear-cut answer and
the result can be a split decision in standards. For example, the Europe, Japan, and
most of the countries in the world have selected OFDM, while the USA has chosen
single-carrier 8-level vestigial sideband modulation (8VSB) as the digital TV stan-
dard. However, the same arguments used in wireless communication are not quite
applicable to the optical domain. Given the fact that the communication channel,
devices, and systems are quite distinct compared to RF domain, it is imperative to
understand thoroughly the problems at hand and clarify the context in which the de-
bate is being conducted, which was addressed in [9]. From the comparison provided
in [9], we conclude that the CO-OFDM is advantageous because of its scalability to
the ever increasing data rate and transponder adaptability.

1.4 Forward Error Correction for Optical Communications
and Networks

The state-of-the-art fiber-optics communication systems standardized by the ITU
employ concatenated BCH/RS codes [37, 38]. The RS(255,239) in particular has
been used in a broad range of long-haul communication systems, and it is commonly
considered as the first-generation of FEC [41, 42]. The elementary FEC schemes
(BCH, RS, or convolutional codes) may be combined to design more powerful FEC
schemes, e.g., RS(255,239)C RS(255,233). Several classes of concatenation codes
are listed in ITU-T G975.1. Different concatenation schemes, such as the concate-
nation of two RS codes or the concatenation of RS and convolutional codes, are
commonly considered as second generation of FEC [41]. In recent years, iteratively
decodable codes, like turbo codes [38–41] and LDPC codes [13–15, 42, 44–50],
have generated significant research attention. In [40], Sab and Lemarie proposed an
FEC scheme based on block turbo code for long-haul DWDM optical transmission
systems. In recent papers [13–15, 44–48], we have shown that iteratively decodable
LDPC codes outperform turbo product codes (TPCs) in BER performance. The de-
coder complexity of these codes is comparable (or lower) to that of TPCs and is
significantly lower than that of serial/parallel concatenated turbo codes. For rea-
sons mentioned above, LDPC code is a viable and attractive choice for the FEC
scheme for 100-Gb/s optical transmission systems. The soft iteratively decodable
codes (turbo and LDPC codes), also known as codes on graphs, in optical commu-
nity are commonly referred to as the third generation of FEC [41, 43].
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Codes on graphs have revolutionized communications and are becoming standard
in many applications. LDPC codes, invented by Gallager [42] in 1960s, are linear
block codes for which the parity check matrix has low density of ones. LDPC codes
have generated great interests in the coding community recently, and this has re-
sulted in a great deal of understanding of the different aspects of LDPC codes and
their decoding process. An iterative LDPC decoder based on the sum–product algo-
rithm (SPA) has been shown to achieve a performance as close as 0.0045 dB to the
Shannon limit [49]. The inherent low complexity of this decoder opens up avenues
for its use in different high-speed applications, including optical communications.

In Fig. 1.7, we show the recent progress in FEC for high-speed optical commu-
nications; the figure is adopted and modified from [51]. The horizontal axis denotes
the year, while the vertical axis denotes the net coding gain (NCG). The first gener-
ation FEC schemes appeared during 1987–1993 and RS(255,239) of code rate 0.93
(overhead 7%) shows the NCG of 5.8 dB. The second generation FEC was devel-
oped during 2000–2004, with the best performing concatenated code showing the
NCG of 9.4 dB for code rate of 0.8 (25% of redundancy) [51]. Focus, since then
was on codes on graphs, turbo and LDPC codes, with potential NCG above 10 dB.
The codes on graphs are commonly referred to third generation FEC for optical
communications, as indicated above.
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The new emerging applications such as IPTV and YouTube have continued
to drive the bandwidth demand. The traffic in the IP backbones has grown so
quickly that some large ISPs already reported router-to-router trunk connectivity
over 100 Gb/s in 2007. As the response, the network operators consider 100 Gb/s per
wavelength optical transport. The multilevel modulation schemes are being studied
as an efficient way, which in combination with channel coding, in so-called coded
modulation [14, 15], can provide a solution to high bandwidth demands. However,
at such high speed the signal quality is degraded significantly due to intrachannel
nonlinearities and PMD. The turbo equalization [13, 15] has been proposed to si-
multaneously deal with various linear and nonlinear channel impairments. Different
coded modulation schemes and different turbo equalization schemes can be consid-
ered as the fourth generation channel coding for next generation high-speed optical
transport.

As an illustration of recent progress in FEC for high-speed optical transmission,
in Fig. 1.8 we show an FPGA evaluation board due to Mizuochi et al. [52] for study
of feasibility of FEC for 100-Gb/s optical transmission. The authors in [52] have
demonstrated a 2-bit soft-decision-based LDPC (9216,7936) and RS (992,956) FEC
coding, with four iterations using live FPGA emulation boards and demonstrated
the NCG of 9.0 dB at 31.3 Gb/s (at output BER of 10�13). In combination with
polarization-multiplexed QPSK, this FEC scheme represents the first potential can-
didate for 100 Gb/s per wavelength optical transmission and beyond. Some other
LDPC code proposals suitable for 100 Gb/s per wavelength optical transmission
may be found in [15].

To illustrate the efficiency of LDPC coding, in Fig. 1.9 we provide the re-
sults of simulations for an additive white Gaussian noise (AWGN) channel model.
We compare the large girth LDPC codes (Fig. 1.9a) against RS codes, concate-
nated RS codes, TPCs, and other classes of LDPC codes [15]. In optical com-
munications, it is a common practice to use the Q-factor as a figure of merit

Fig. 1.8 An FPGA board for study of LDPC coding for 100-Gb/s optical transmission. (After ref.
[52]; c IEEE 2009; reprinted with permission.)
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Fig. 1.9 (a) Large girth QC LDPC codes against RS codes, concatenated RS codes, TPCs, and
previously proposed LDPC codes on an AWGN channel model and (b) LDPC codes vs. convolu-
tional, concatenated RS, and concatenation of convolutional and RS codes on an AWGN channel.
Number of iterations in sum–product-with-correction-term algorithm was set to 25. (After ref. [15];
c IEEE 2009; reprinted with permission.)

of binary modulation schemes instead of SNR.1 In all simulation results in this
figure, we maintained the double precision. For the LDPC(16935,13550) code,
we also provided 3- and 4-bit fixed-point simulation results (see Fig. 1.9a). Our
results indicate that the 4-bit representation performs comparable to the double-
precision representation whereas the 3-bit representation performs 0.27 dB worse
than the double-precision representation at the BER of 2 � 10�8. The large-girth2

LDPC(24015,19212) code of rate 0.8 outperforms the concatenation RS(255,239)
C RS(255,223) (of rate 0.82) by 3.35 dB and RS(255,239) by 4.75 dB both at
BER of 10�7. The same LDPC code outperforms projective geometry (PG) (2; 26)
based LDPC(4161,3431) (of rate 0.825) by 1.49 dB at BER of 10�7 and outper-
forms CIDS-based LDPC(4320,3242) of rate 0.75 [47] by 0.25 dB. At BER of
10�10, it outperforms lattice-based LDPC(8547,6922) of rate 0.81 (designed as de-
scribed in [45]) by 0.44 dB and BCH(128,113)�BCH(256,239) TPC of rate 0.82 by
0.95 dB. The NCG at BER of 10�12 is 10.95 dB. In Fig. 1.9b, different LDPC codes

1 The Q-factor is defined as Q D .�1 � �0/=.�1 C �0/, where �j and � j .j D 0; 1/ represent
the mean and the standard deviation corresponding to the bits j D 0; 1.
2 The girth represents the shortest cycle in corresponding bipartite graph representation of a parity-
check matrix.
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are compared against RS (255,223) code, concatenated RS code of rate 0.82, and
convolutional code (CC) (of constraint length 5). It can be seen that LDPC codes,
both regular and irregular, offer much better performance than hard-decision codes.
It should be noticed that pairwise balanced design (PBD) based irregular LDPC code
of rate 0.75 is only 0.4 dB away from the concatenation of convolutional RS codes
(denoted in Fig. 1.9b as RS C CC) with significantly lower code rate R D 0:44 at
BER of 10�6. As expected, irregular LDPC codes outperform regular LDPC codes.

The main purpose of this book is (1) to describe the FEC schemes currently in
use in optical communications (Chap. 4), (2) to describe different classes of codes
on graphs of high interest for next generation high-speed optical transport (Chap. 5),
(3) to describe how to combine multilevel modulation and channel coding opti-
mally (Chap. 6), and (4) to describe how to perform equalization and soft decoding
jointly, in a so-called turbo equalization fashion (Chap. 7). In Chap. 5, we describe
the codes on graphs suitable for the use of next-generation optical networks, namely
TPCs and LDPC codes. Due to the fact that LDPC codes can match and outperform
TPCs in terms of BER performance while having a lower complexity decoding al-
gorithm, in this book we are mostly concerned with LDPC codes. Given the fact that
LDPC-coded turbo equalizer is an excellent nonlinear ISI equalizer candidate, there
naturally arises the question about fundamental limits on channel capacity of coded-
modulation schemes, which is addressed in Chap. 10. After this brief description of
the book, in Sect. 1.5 we provide detailed description of every chapter in the book.

1.5 Organization of the Book

This chapter is devoted to the overview/organization of the book. This book con-
tains 11 chapters covering a number of topics related to coding and DSP for optical
channels.

In Chap. 2, we describe the key optical components used in contemporary op-
tical communication systems, basic modulation formats, and direct detection and
coherent detection principles.

In Chap. 3, we describe basic signal and noise parameters; major channel impair-
ments including chromatic dispersion, PMD, and fiber nonlinearities; and system
engineering process.

Chapter 4 is devoted to various hard decision-coding schemes currently in use
in optical communications, such as BCH codes, RS codes, concatenated codes, and
interleaving process. For completeness of presentation, the convolution codes are
also described.

In Chap. 5, we describe codes on graphs, such as turbo codes, TPCs, and LDPC
codes, that are currently in research phase. We describe their performance for
thermal-noise-dominated scenario.

Chapter 6 is devoted to the optimization of multilevel modulation and coding
process to achieve the best possible BER performance. Several coded-modulation
schemes are described (1) multilevel coding [14, 53], (2) multidimensional coded
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modulation [24,25], and (3) coded-OFDM [9,22,31]. Using this approach, modula-
tion, coding, and multiplexing are performed in a unified fashion so that all related
signal processing is performed on symbol level. At this level, dealing with various
nonlinear effects and PMD is more manageable, while the aggregate rate is main-
tained above 100 Gb/s.

Chapter 7 is devoted to the compensation of different linear and nonlinear chan-
nel impairments by turbo equalization. We describe a multilevel (M > 2) MAP
turbo equalization scheme based on multilevel BCJR algorithm [54] based equalizer
(called here multilevel BCJR equalizer) [15]. When used in combination with large
girth LDPC codes as channel codes, this scheme represents a universal equalizer
scheme for simultaneous suppression of fiber nonlinearities, for chromatic dis-
persion compensation, and for PMD compensation, applicable to both direct and
coherent detections. To further improve the overall BER performance, we perform
the iteration of extrinsic LLRs between LDPC decoder and multilevel BCJR equal-
izer. We use the extrinsic information transfer (EXIT) chart approach due to ten
Brink [55] to match the LDPC decoders and multilevel BCJR equalizer. We further
show how to combine this scheme with multilevel-coded modulation schemes with
coherent detection.

In Chap. 8, we describe the use of constrained coding to deal with intrachannel
nonlinearities. The role of a constrained coding is to impose certain constraints on
a transmitted sequence in order to avoid those waveforms that are most likely to be
incorrectly received. A constrained encoder translates an arbitrary user bit stream
into a bit stream that satisfies the constraints of the channel. In this chapter we de-
scribe (1) time-domain constraints, such as runlength constraints, special forbidden
pattern, distance enhancing codes, and self-synchronized codes; (2) spectral con-
straints, such as DC free constraint, spectral null constraint, higher order spectral
zeros, and discrete spectral components; and (3) composite constraints. We further
describe the ghost-pulse-constrained codes suitable to deal with intrachannel non-
linearities. Finally, we describe how to optimally combine constrained and channel
codes, such as reverse concatenation with soft iterative decoding.

In Chap. 9, we describe free-space optical (FSO) systems that are robust in the
presence of atmospheric turbulence such as (1) coded-OFDM, (2) coded MIMO
concept, and (3) raptor-code-based FSO systems. We further describe different
schemes suitable to solve the incompatibility problem between wireless/RF and
optical channels: M-ary QAM and OFDM, M-ary pulse-amplitude modulation
(PAM), and M-ary pulse-position modulation (PPM). We also describe different
power-efficient coding schemes. We further discuss different adaptive modulation
and coding techniques. We conclude the chapter with different coded modulation
schemes suitable for hybrid optical communication systems.

Given the fact that turbo equalization is an excellent approach to deal with non-
linear ISI due to chromatic dispersion, PMD, and fiber nonlinearities, there naturally
arises the question about fundamental limits on channel capacity of fiber-optics
channels. In Chap. 10, we describe how to determine the channel capacity under
different scenarios. The channel capacity evaluation of both single-carrier and multi-
carrier (in particular OFDM) is described. We describe how to determine the channel
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capacity when the nonlinear interaction of Kerr nonlinearities and ASE noise is
taken into account. The channel capacity of hybrid optical-wireless communication
systems is addressed as well.

In Chap. 11, we illustrate and emphasize why coding for optical channels is a
vibrant and fast progressing field that provides great potentials for both practical
development and research endeavor in the field of optical communications. We also
give out our views on what are the important problems in coding for optical chan-
nels. The main problem in decoder implementation for large girth binary LDPC
codes is the excessive codeword length, and a fully parallel implementation on a
single FPGA is quite a challenging problem. To solve this problem, in Chap. 11, we
also consider large-girth nonbinary LDPC codes over GF(2m). By designing codes
over higher-order fields, we aim to achieve the coding gains comparable to binary
LDPC codes but for shorter codeword lengths.
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Chapter 2
Fundamentals of Optical Communication

The ultimate goal of the optical signal transmission is to achieve the predetermined
bit-error ratio (BER) between any two nodes in an optical network. The optical
transmission system has to be properly designed in order to provide the reliable
operation during its lifetime, which includes the management of key engineering
parameters.

In this chapter, we describe the key optical components used in contemporary op-
tical communication systems; basic direct detection modulation schemes; and basic
coherent detection schemes. This chapter is based on [1–24].

The chapter is organized as follows. After the brief introduction, in Sect. 2.2
the key optical components are identified and described at a level sufficient to
understand other chapters in the book without having any background in optical
communications. In Sect. 2.3, different modulation formats with direct detection
are described. Section 2.4 is devoted to different modulation schemes with coher-
ent detection.

2.1 Introduction

The optical transmission system design [1–5] involves accounting for different
effects that may degrade the signal during modulation, propagation, and detection
processes. The transmission quality is assessed by the received signal-to-noise ratio
(SNR), which is the ratio between signal power and noise power at the decision
point. The SNR is related to the receiver sensitivity, the minimum received optical
power needed to keep SNR at the specified level.

In digital optical communications, bit-error rate (BER), defined as the ratio of
bits in error to total number of transmitted bit at the decision point, is commonly
used as a figure of merit. In that sense, the receiver sensitivity is defined as the min-
imum required received optical power to keep BER below a given value. The three
types of parameters important from the system engineering point of view include
(1) optical signal parameters that determine the signal level, (2) the optical noise
parameters that determine the BER, and (3) the impairment parameters that deter-
mine the power margin to be allocated to compensate for their impact. The optical

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 2, c Springer Science+Business Media, LLC 2010

25
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signal parameters defining the signal level include optical transmitter output power,
extinction ratio, optical amplification gain, and photodiode responsivity. The total
noise is a stochastic process composed of both additive noise components and mul-
tiplicative (nonadditive) noise components. There exist a number of impairments
that deteriorate the signal quality during transmission such as fiber attenuation,
chromatic dispersion, polarization mode dispersion (PMD), polarization-dependent
loss (PDL), fiber nonlinearities, insertion loss, and frequency chirp; just to mention
a few. A proper design process involves different steps to provide a prespecified
transmission system quality and to balance different system parameters. The sys-
tems parameter can be related to power, time, wavelength, or combination of them.
Given this general description of different signal and noise parameters, we turn our
attention to the key optical components.

2.2 Key Optical Components

This section describes the basic optical components used in an optical transmission
system. An exemplary optical network identifying the key optical components is
shown in Fig. 2.1. The end-to-end optical transmission involves both electrical and
optical signal paths. To perform conversion from electrical to optical domain, the
optical transmitters are used, while to perform conversion in opposite direction (op-
tical to electrical conversion), the optical receivers are used. The optical fibers serve
as foundation of an optical transmission system because the optical fiber is used as a
medium to transport the optical signals from source to destination. The optical fibers
attenuate the signal during transmission, and someone has to use optical amplifiers,
such as erbium-doped fiber amplifiers (EDFAs), Raman amplifiers, or parametric
amplifiers, to restore the signal quality [1–5]. However, the process of amplifica-
tion is accompanied with noise addition. The simplest optical transmission system
employs only one wavelength. The wavelength division multiplexing (WDM) can
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be considered as an upgrade of the single-wavelength system. WDM corresponds to
the scheme in which multiple optical carriers at different wavelengths are modulated
by using independent electrical bit streams, as shown in Fig. 2.1, and then transmit-
ted over the same fiber. WDM has potential of exploiting the enormous bandwidth
offered by the optical fiber. During transmission of WDM signals, occasionally one
or several wavelengths are to be added or dropped, which is performed by the op-
tical component known as optical add–drop multiplexer (OADM), as illustrated in
Fig. 2.1. The optical networks require the switching of information among different
fibers, which is performed in optical cross-connect (OXS). To combine several dis-
tinct wavelength channels into composite channel, the wavelength multiplexers are
used. On the other hand, to split the composite WDM channel into distinct wave-
length channels, the wavelength demultiplexers are used. To impose the information
signal, optical modulators are used. The optical modulators are commonly used in
combination with semiconductor lasers.

The typical receiver configuration with direct detection is shown in Fig. 2.2 [1–5].
The main purpose of the optical receiver, terminating the lightwave path, is to con-
vert the signal coming from single-mode fiber from optical to electrical domain and
process appropriately such obtained electrical signal to recover the data being trans-
mitted. The incoming optical signal may be preamplified by an optical amplifier
and further processed by an optical filter to reduce the level of amplified spon-
taneous emission (ASE) noise or by wavelength demultiplexer to select a desired
wavelength channel. The optical signal is converted into electrical domain by using
a photodetector, followed by an electrical postamplifier. To deal with residual in-
tersymbol interference (ISI), an equalizer may be used. The main purpose of clock
recovery circuit is to provide timing for decision circuit by extracting the clock from
the received signal. The clock recovery circuit is most commonly implemented us-
ing the phase-lock loop (PLL). Finally, the purpose of decision circuit is to provide
the binary sequence being transmitted by comparing the sampled signal to a prede-
termined threshold. Whenever the received sample is larger than the threshold, the
decision circuit decides in favor of bit 1, otherwise in favor of bit 0.
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Fig. 2.3 An illustration of
external modulation principle.
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The optical signal generated by semiconductor laser has to be modulated by
information signal before being transmitted over the optical fiber. This can be
achieved by directly modulating the bias current of semiconductor laser, which can
be done even at high speed (even up to 40 Gb/s in certain lasers). Unfortunately,
this concept although conceptually simple is rarely used in practice because of the
frequency chirp introduced by direct modulation, nonuniform frequency response,
and large current swing needed to provide operation. For transmitters operating at
10 Gb/s and above, instead, the semiconductor laser diode (LD) is commonly biased
at constant current to provide continuous wave (CW) output, and external modula-
tors are used to impose the information signal to be transmitted. The most popular
modulators are electro-optic optical modulators, such as Mach–Zehnder modula-
tors, and electroabsorption modulators. The principle of the external modulator is
illustrated in Fig. 2.3. Through the external modulation process, a certain param-
eter of the CW signal, used as a signal carrier, is varied in accordance with the
information-bearing signal. For example, a monochromatic electromagnetic wave is
commonly used as a carrier, and its electrical field E.t/ can be represented by

E.t/ D pA cos.!t C '/; (2.1)

where A, !, and ' are amplitude, frequency, and phase, respectively; while p de-
notes the polarization orientation. Each of those parameters can be used to carry
information, and the information-bearing signal can be either CW or discrete. If
the information-bearing signal is CW, corresponding modulation formats are ampli-
tude modulation (AM), frequency modulation (FM), phase modulation (PM), and
polarization modulation (PolM). On the other hand, if the information-bearing sig-
nal is digital, the corresponding modulations are: amplitude-shift keying (ASK),
frequency-shift keying (FSK), phase-shift keying (PSK), and polarization-shift key-
ing (PolSK).

Optical fibers serve as foundation of an optical transmission system because they
transport optical signals from source to destination. The combination of low-loss
and large bandwidth allows high-speed signals to be transmitted over long distances
before the regeneration is needed. A low-loss optical fiber is manufactured from
several different materials; the base row material is pure silica, which is mixed with
different dopants in order to adjust the refractive index of optical fiber. The opti-
cal fiber consists of two waveguide layers, the core and the cladding, protected by
buffer coating. The majority of the power is concentrated in the core, although some
portion can spread to the cladding. There exists a difference in refractive indices be-
tween the core and cladding, which is achieved by mixing dopants, commonly added
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to the fiber core. There exist two types of optical fibers: multimode fiber (MMF)
and single-mode fiber (SMF). Multimode optical fibers transfer the light through a
collection of spatial transversal modes. Each mode, defined through a specified com-
bination of electrical and magnetic components, occupies a different cross section of
the optical fiber core and takes a slightly distinguished path along the optical fiber.
The difference in mode path lengths in multimode optical fibers produces a differ-
ence in arrival times at the receiving point. This phenomenon is known as multimode
dispersion (or intermodal dispersion) and causes signal distortion and imposes the
limitations in signal bandwidth. The second type of optical fibers, SMFs, effectively
eliminates multimode dispersion by limiting the number of propagating modes to
a fundamental one. SMFs, however, introduce another signal impairment known as
the chromatic dispersion. Chromatic dispersion is caused by the difference in veloc-
ities among different spectral components within the same mode.

The attenuation of signal propagating through optical fiber is low compared to
that through other transmission media, such as copper cables or free space. Never-
theless, we have to amplify the attenuated signal from time to time, to restore the
signal level, without any conversion into electrical domain. This can be done in op-
tical amplifiers, through the process of stimulated emission. The main ingredient
of an optical amplifier is the optical gain realized through the amplifier pumping
(being either electrical or optical) to achieve the so-called population inversion. The
common types of optical amplifiers are semiconductor optical amplifiers (SOAs),
EDFAs, and Raman amplifiers. The amplification process is commonly followed by
the noise process, not related to the signal, which occurs due to spontaneous emis-
sion. The amplification process degrades the SNR, because of ASE added to the
signal in every amplifier stage.

Before providing more details about basic building blocks identified in this sec-
tion, let us give more global picture by describing a typical optical network shown
in Fig. 2.4. We can identify three ellipses representing the core network, the edge
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Fig. 2.4 A typical optical networking architecture
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network, and the access network [1]. The long-haul core network interconnects
big cities, major communications hubs, and even different continents by means
of submarine transmission systems. The core networks are often called the wide
area networks (WANs) or interchange carrier networks. The edge optical networks
are deployed within smaller geographical areas and are commonly recognized as
metropolitan area networks (MANs) or local exchange carrier networks. The access
networks represent peripheral part of optical network and provide the last-mile ac-
cess or the bandwidth distribution to the individual end-users. The common access
networks are local area networks (LANs) and distribution networks. The common
physical network topologies are mesh network (often present in core networks), ring
network (in edge networks), and star networks (commonly used in access networks).

Given this general description of key optical components in the rest of this
section, we provide more details about basic building blocks: optical transmit-
ters are described in Sect. 2.2.1, optical receivers in Sect. 2.2.2, optical amplifiers
in Sect. 2.2.3, optical fibers in Sect. 2.2.4, and other optical building blocks, such
as multiplexers/demultiplexers, optical filters, OADMs, optical switches, couplers,
etc., are described in Sect. 2.2.5.

2.2.1 Optical Transmitters

The role of the optical transmitter is to generate the optical signal, impose the
information-bearing signal, and launch the modulated signal into the optical fiber.
The semiconductor light sources are commonly used in state-of-the-art optical com-
munication systems. The light generation process occurs in certain semiconductor
materials due to recombination of electrons and holes in p–n junctions, under direct
biasing. Depending on the nature of the recombination process, we can classify dif-
ferent semiconductor light sources as either light-emitting diodes (LEDs) in which
spontaneous recombination dominates or semiconductor lasers in which the stimu-
lated emission is a dominating mechanism. Namely, there are three basic processes
in semiconductor materials, as illustrated in Fig. 2.5, by which the light interacts
with matter: absorption, spontaneous emission, and stimulated emission. In normal
conditions, the number of electrons in ground state (with energy E1) N1 is larger
than the number of electrons in excited state (with energyE2)N2, and in the thermal
equilibrium their ratio follows the Boltzmann’s statistics [1, 3, 4]

N2

N1
D exp

�
�
h�

kBT

�
D exp

�
�
E2 �E1

kBT

�
; (2.2)
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E2 E2
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Fig. 2.5 Illustrating the interaction of the light with the matter
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where h� is a photon energy (h is the Plank’s constant and � is the optical frequency
proportional to the energy difference between the energy levels E2 � E1), kB is
the Boltzmann’s constant, and T is the absolute temperature. In the same regime,
the spontaneous emission rate dN2;spon=dt D A21N2.A21 denotes the spontaneous
emission coefficient) and the stimulated emission rate dN2;stim=dt D B21�.�/N2
(B21 denotes the stimulated emission coefficient and �.�/ denotes the spectral den-
sity of electromagnetic energy) are equalized with absorption rate dN1;abs=dt D
A12�.�/N1 (A12 denotes the absorption coefficient):

A21N2 C B21�.�/N2 D B12�.�/N1: (2.3)

In the visible or near-infrared region .h� � 1 eV/, the spontaneous emission always
dominates over stimulated emission in thermal equilibrium at room temperature
.kBT � 25meV) [see (2.2)]. The stimulated emission rate can exceed absorption
rate only when N2 > N1; the condition is referred to as population inversion and
can never be realized for systems being in thermal equilibrium. The population in-
version is a prerequisite for laser operation; and in atomic system, it is achieved by
using three- and four-levels pumping schemes (an external energy source raises the
atomic population from ground to an excited state). There are three basic compo-
nents required to sustain stimulated emission and to form useful laser output: the
pump source, the active medium, and the feedback mirrors. The active medium can
be solid (such as in semiconductor lasers), gaseous, or liquid in nature. The pump
can be electrical (e.g., semiconductor lasers), optical, or chemical. The purpose of
the pump is to achieve the population inversion. The basic structure of semicon-
ductor laser of Fabry–Perot type is shown in Fig. 2.6a, together with the equivalent
model. The injection (bias) current flows through the p–n junction and stimulates
the recombination of electrons and holes, leading to the generation of photons.

For the lasing action to be sustainable, the gain and phase matching condition
should be satisfied. In the active medium, both gain/absorption described by .�/
and scattering described by ˛s are present. The intensity inside the cavity can be
described by the following dependence I.z/ D I0 expŒ..�/ � ˛s/z�. The lasing is
possible when collective gain is larger than the loss after a round trip pass through
the cavity:

I.2L/ D I0R1R2 exp Œ2L..�/ � ˛s/� D I0; (2.4)

where R1 and R2 are facet reflectivities (see Fig. 2.6), L is the length of active
medium, and I0 and I.2L/ correspond to initial and round-trip intensities. The gain
threshold is obtained by solving (2.4) per  :

 th D ˛s C
1

2L
ln
�

1

R1R2

�
D ˛int C ˛mir; (2.5)
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where the internal losses (corresponding to ˛s/ and mirror losses ..1=2L/ln
.1= R1R2// are denoted by ˛int and ˛mir, respectively. After the round trip the
resultant phase must be equal to the initial phase, leading to the phase-matching
condition:

expŒ�j2ˇL� D 1) 2ˇL D q2�; ˇ D 2�n=�; (2.6)

where ˇ denotes the propagation constant, n is the refractive index of active
medium, and � is the free-space wavelength. The phase-matching condition can be
satisfied for many different integers q, representing different longitudinal modes of
frequency �q D qc=.2nL/. The separation between neighboring longitudinal modes
is known as the free-spectral range:

�v D vq � vq�1 D q
c

2nL
� .q � 1/

c

2nL
D

c

2nL
: (2.7)

Because of the presence of longitudinal modes, the Fabry–Perot laser belongs to
the class of multimode lasers. To improve the coherence of output light and the
laser modulation speed, distributed feedback (DFB) lasers, shown in Fig. 2.6b, are
used. The key idea of this laser is to effectively select one of the longitudinal modes
while suppressing the remaining ones. This is achieved by introducing the Bragg
grating inside of the laser cavity. The wavelength of selected longitudinal mode can
be determined from the Bragg condition:

2� D m
�

nav
) �B D

2nav�

m
; (2.8)
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where � is the grating period, nav is the average refractive index of a waveguide
mode, and �=nav is the average wavelength of the light in the waveguide mode.
If the grating element is put outside of the active region or instead of the facet
mirrors, the distributed Bragg reflector (DBR) laser is obtained, which is illustrated
in Fig. 2.6c. Both DFB and DBR lasers belong to the class of single-mode lasers.
Different semiconductor lasers shown in Fig. 2.6 are edge-emitting lasers.

Another important semiconductor laser type is vertical cavity surface emitting
laser (VCSEL), which emits the light vertical to the active layer plane [1–4].
The VCSELs are usually based on In-GaAs-P layers acting as Bragg reflectors and
provide the positive feedback leading to the stimulated emission.

The spectral curve of the single-mode lasers is a result of transition between
discrete energy levels and can often be represented using the Lorentzian shape [1–4]:

g.�/ D
��

2�
h
.v � v0/2 C

�
��
2

�2i ; (2.9)

where �0 is the central optical frequency and �� represents the laser linewidth [1]:

�� D
nspG

�
1C ˛2chirp

�
4�P

; (2.10)

where nsp is the spontaneous emission factor, G is the net rate of stimulated emis-
sion, P denotes the output power, and ˛chirp is the chirp factor (representing the
amplitude–phase coupling parameter).

The small-signal frequency response of the semiconductor laser is determined by
[3, 4]

H.!/ D
˝2

R C �
2

R

.˝R C ! � j�R/.˝R � ! C j�R/
; (2.11)

where �R is the damping factor and ˝R is the relaxation frequency.

˝2
R �

GNPb

�p
.�R � ˝R/

with GN being the net rate of stimulated emission, Pb being the output power corre-
sponding to the bias current, and �p being the photon lifetime related to the excited
energy level. The modulation bandwidth (defined as 3-dB bandwidth) is therefore
determined by the relaxation frequency

!3 dB D

q
1C
p
2˝R;

and for fast semiconductor lasers it can be 30 GHz. Unfortunately, the direct modu-
lation of semiconductor lasers leads to frequency chirp, which can be described by
the instantaneous frequency shift from steady-state frequency �0 as follows [1]:
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ı�.t/ D
˛chirp

4�

�
d
dt

lnP.t/C �P.t/
�
D Cdyn

d
dt
P.t/C CadP.t/; (2.12)

where P.t/ is the time variation of the output power, � is the constant (varying from
zero to several tens) related to the material and design parameters, and ˛chirp is the
chirp factor defined as the ratio between the refractive index n change and gain G
change with respect to the number of carriers N : ˛chirp D .dn=dN/=.dG=dN/. The
first term on the right-hand side of (2.12) represents dynamic (transient or instanta-
neous) chirp and the second term the adiabatic (steady-state) frequency chirp. The
random fluctuation in carrier density due to spontaneous emission also leads to the
linewidth enhancement proportional to

�
1C ˛2chirp

�
. To avoid the chirp problem,

the external modulation is used; while the semiconductor lasers are biased by a dc
voltage to produce a continuous wave operation.

There are two types of external modulators commonly used in practice: Mach–
Zehnder modulator (MZM) and electroabsorption modulator (EAM), whose opera-
tional principle is illustrated in Fig. 2.7. The MZM is based on electro-optic effect,
the effect that in certain materials (such as LiNbO3) where the refractive index n
changes with respect to the voltage V applied across electrodes [4]:

�n D �
1

2
� n3r33.V=de/) �� D

2�

�
�n L; (2.13)

where �n denotes the refractive index change, �� is corresponding phase change,
r33 is the electro-optic coefficient (�30:9 pm=V in LiNbO3/, de is the separation of
electrodes, L is the electrode length, and � is the wavelength of the light. The MZM
(see Fig. 2.7a) is a planar waveguide structure deposited on the substrate, with two
pairs of electrodes (1) for high-speed ac voltage representing the modulation data
(RF) signal and (2) for dc bias voltage. Let V1.t/ and V2.t/ denote the electrical
drive signals on the upper and lower electrodes, respectively. The output electrical
fieldEout.t/ of the second Y-branch can be related to the input electrical filedEin by

Eout.t/ D
1

2

�
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�
j
�

V�
V1.t/
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C exp
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�

V�
V2.t/

��
Ein; (2.14)
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where V� is differential drive voltage .V1�V2 D V�/ resulting in differential phase
shift of � rad between two waveguides. Possible modulation formats that can be
used with this MZM include: on–off keying (OOK) with zero/nonzero chirp, bi-
nary phase-shift keying (BPSK), differential phase-shift keying (DPSK), quadrature
phase-shift keying (QPSK), differential QPSK (DQPSK), and return-to-zero (RZ)
with duty cycle 33%, 50%, or 67%. For example, for zero-chirp OOK or BPSK the
following complementary drive signals should be applied:

V1.t/ D V.t/ � V�=2; V2.t/ D �V.t/C V�=2)
Eout.t/

Ein
D sin

�
�V.t/

V�

�
:

The electroabsorption modulator (EAM) is a semiconductor-based planar waveg-
uide composed of multiple p-type and n-type layers that form multiple quantum
wells (MQWs). The basic design of EAM is similar to that of semiconductor lasers.
The MQW is used to support the quantum-confined Stark effect (the absorption
spectrum being a function of applied field) more effectively. Because of similarities
of EAMs and semiconductor lasers design it is possible to fabricate them on the
same substrate (see Fig. 2.7b), providing that EAM and laser are electrically iso-
lated. Bandgap of quantum wells is larger than photon energy, so that the light is
completely transmitted in the absence of bias, which corresponds to the ON state.
When the reverse bias is applied the input signal is absorbed, which corresponds to
the OFF state. The modulation speed of EAMs is typically comparable to the mod-
ulation speed of MZMs. However, the extinction ratio (the ratio of average powers
corresponding to symbol 1 and symbol 0) is lower.

2.2.2 Optical Receivers

The purpose of the optical receiver is to convert the optical signal into electrical
domain and to recover the transmitted data. The typical OOK receiver configura-
tion is already given in Fig. 2.2. We can identify three different stages: front-end
stage, the linear channel stage, and data recovery stage. The front-end stage is com-
posed of a photodetector and a preamplifier. The most commonly used front-end
stages are high-impedance front-end and transimpedance front-end, both shown in
Fig. 2.8. High-impedance front end (Fig. 2.8a) employs a large value load resistance
to reduce the level of thermal noise and has a good receiver sensitivity. However,
the bandwidth of this scheme is low because the RC constant is large. To achieve
both the high receiver sensitivity and large bandwidth, the transimpedance front-
end scheme, shown in Fig. 2.8b, is used. Even though the load resistance is high, the
negative feedback reduces the effective input resistance by a factor of G � 1, where
G is the front-end amplifier gain. The bandwidth is increased for the same factor
compared to high-impedance front-end scheme.

The photodiode is an integral part of both front-end stage schemes. The key
role of the photodiode is to absorb photons in incoming optical signal and convert



36 2 Fundamentals of Optical Communication

RL

RF

C

From SMF

Output voltage

Front end 

amplifier
Front end 

amplifier

+V +V

+

−

C

From SMF

Output voltage+

−

a b

Fig. 2.8 Optical receiver front-end stage schemes (a) high-impedance front-end and
(b) transimpedance front-end

n-type

p-type

i-type

Incoming 

optical signal

V

AR coating

p+-type

n+-type

i-type

Incoming 

optical signal

−V

−V

V

AR coatinga b

c

p-type

h ν

h
e

Absorption

region

Multiplication

region

C p R sh

R s

i ph

Fig. 2.9 The semiconductor photodiodes (a) p–i–n photodiode and (b) avalanche photodiode.
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them back to the electrical level through the process opposite to the one taking
place in semiconductor lasers. The common photodiodes are p–n photodiode, p–i–n
photodiode, avalanche photodiode (APD), and metal–semiconductor–metal (MSM)
photodetectors [3,4]. p-n photodiode is based on a reverse-biased p–n junction. The
thickness of the depletion region is often less than the absorption depth for inci-
dent light, and the photons are absorbed outside of the depletion region, leading
to the slow response speed. p–i–n photodiode consists of an intrinsic region sand-
wiched between p- and n-type layers, as shown in Fig. 2.9a. Under the reverse bias,
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the depletion depth can be made sufficiently thick to absorb most of the incident
photons. Avalanche photodiode, shown in Fig. 2.9b, is a modified p–i–n photodiode
that is operated at very high reverse bias. Under high-field conditions, photogener-
ated carriers induce generation of secondary electron–hole pairs by the process of
impact ionization, and this process leads to internal electrical gain. MSM photode-
tectors employ interdigitated Schottky barrier contacts on one face of the device and
are compatible with planar processing and optoelectronic integration. Depending on
the device design, the device is illuminated through the p- or n-type contact. In Si,
Ge, or GaAs diodes, the substrate is absorbing so that the device has to be illumi-
nated through the top contact, as shown in Fig. 2.9a. On the other hand, in InGaAs
or InGaAsP, the substrate is transparent, and the device can be designed to be illu-
minated either through the substrate or through the top contact. In order to increase
the depletion region and to minimize the diffusion current component, an intrinsic
layer (i-type) is introduced to the p–i–n photodiode structure. The p–i–n photodiode
is reverse biased and has very high internal impedance, meaning that it acts as a cur-
rent source generating the photocurrent proportional to the incoming optical signal
power. The equivalent scheme of p–i–n photodiode is shown in Fig. 2.9c. Typically
the internal series resistance Rs is low, while the internal shunt resistance is high, so
that the junction capacitance Cp dominates and can be determined by

Cp D "s
A

w
D

�
"sNAND

2.NA �ND/.V0 � VA/

�1=2
; (2.15)

where "s is the semiconductor permittivity, A is the area of the space charge re-
gion (SCR), w is the width of SCR, NA and ND denote dopant (acceptor and
donor) densities, V0 is the built-in potential across the junction, and VA is applied
negative voltage. The photocurrent iph.t/ is proportional to the power of incident
light P.t/, that is iph.t/ D RP.t/, where R [A/W] is the photodiode responsiv-
ity. The photodiode responsivity is related to the quantum efficiency �, defined as
the ratio of number of generated electrons and the number of incident photons, by
R D �q=h�, where q is an electron charge and hv is a photon energy. Using this
model we can determine the 3-dB bandwidth of high-impedance front-end scheme
as B3 dB D 1=.2�RLCp/ and the 3-dB bandwidth of transimpedance front-end
scheme as B3 dB D .GC 1/=.2�RFCp/, which is G times higher than bandwidth of
high-impedance front-end scheme.

2.2.3 Optical Fibers

Optical fibers serve as foundation of an optical transmission system because they
transport optical signals from source to destination. The combination of low-loss
and extremely large bandwidth allows high-speed signals to be transmitted over
long distances before the regeneration becomes necessary. A low-loss optical fiber
is manufactured from several different materials; the base row material is pure silica,
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which is mixed with different dopants in order to adjust the refractive index of opti-
cal fiber. The optical fiber, shown in Fig. 2.10, consists of two waveguide layers, the
core (of refractive index n1/ and the cladding (of refractive index n2/, protected by
the jacket (the buffer coating). The majority of the power is concentrated in the core,
although some portion can spread to the cladding. There is a difference in refrac-
tive indices between the core and cladding .n1 > n2/, which is achieved by a mix
of dopants commonly added to the fiber core. The refractive-index profile for step-
index fiber is shown in Fig. 2.10c, while the illustration of light confinement by the
total internal reflection is shown in Fig. 2.10d. The ray will be totally reflected from
the core–cladding interface (a guided ray) if the following condition is satisfied:

n0 sin � i <

q
n21 � n

2
2;

where � i is the angle of incidence. max.n0 sin � i/ defines the light gathering capac-
ity of an optical fiber and it is called the numerical aperture (NA):

NA D
q
n21 � n

2
2 � n1

p
2�; � D 1;

where � is the normalized index difference defined as � D .n1 � n2/=n1. There-
fore, from the geometrical optics point of view, light propagates in optical fiber due
to series of total internal reflections that occur at the core–cladding interface. The
smallest angle of incidence � (see Fig. 2.10d) for which the total internal reflection
occurs is called the critical angle and equals sin�1 n2=n1.
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There exist two types of optical fibers: MMF (shown in Fig. 2.10a) and SMF
(shown in Fig. 2.10b). Multimode optical fibers transfer the light through a collec-
tion of spatial transversal modes. Each mode, defined through a specified combina-
tion of electrical and magnetic components, occupies a different cross section of the
optical fiber core and takes a slightly distinguished path along the optical fiber. The
difference in mode path lengths in multimode optical fibers produces a difference
in arrival times at the receiving point. This phenomenon is known as multimode
dispersion (or intermodal dispersion) and causes signal distortion and imposes the
limitations in signal bandwidth. The second type of optical fibers, SMFs, effectively
eliminates multimode dispersion by limiting the number of propagating modes to a
fundamental one. The fundamental mode occupies the central portion of the optical
fiber and has an energy maximum at the axis of the optical fiber core. Its radial dis-
tribution can be approximated by Gaussian curve. The number of modes .M/ that
can effectively propagate through an optical fiber is determined by the normalized
frequency (V parameter or V number): M � V 2=2, when V is large. The normal-
ized frequency is defined by

V D
2�a

�

q
n21 � n

2
2; (2.16)

where a is the fiber core radius, � is the carrier wavelength, and n1 and n2 are
refractive indices related to the fiber core and the fiber cladding, respectively.

Each mode propagating through the fiber is characterized by its own propagation
constant ˇ. The dependence of the electric and magnetic fields on axial coordinate
z is expressed through the factor exp.�jˇz/. The propagation constant must satisfy
the following condition:

2�n2=� < ˇ < 2�n1=�: (2.17)

In order to evaluate the transmission characteristics of the optical fiber, the func-
tional dependence of the mode propagation constant on the optical signal wave-
length has to be known. The normalized propagation constant b is defined for that
purpose:

b D
ˇ2 � .2�n2=�/

2

.2�n1=�/2 � .2�n2=�/2
: (2.18)

The normalized propagation constant is related to the normalized frequency V by
[1, 3]

b.V / � .1:1428 � 0:9960=V /2; 1:5 � V � 2:5: (2.19)

The multimode dispersion can effectively be eliminated by limiting the number of
propagating modes to a fundamental one: V � Vc D 2:405 with Vc being the cutoff
frequency. The cutoff frequency is controlled by keeping the core radius small and
the normalized index difference � D .n1 � n2/=n1 between 0.2 and 0.3%.
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2.2.4 Optical Amplifiers

The purpose of an optical amplifier is to restore the signal power level, reduced
due to losses during propagation, without any optical to electrical conversion. The
general form of an optical amplifier is given in Fig. 2.11a. Most optical amplifiers
amplify incident light through the stimulated emission, the same mechanism that
is used in lasers, but without the feedback mechanism. The main ingredient is the
optical gain realized through the amplifier pumping (electrical or optical) to achieve
the population inversion. The optical gain, generally speaking, is not only a func-
tion of frequency, but also a function of local beam intensity. To illustrate the basic
concepts, we consider the case in which the gain medium is modeled as two-level
system, as shown in Fig. 2.11b. The amplification factor G is defined as the ratio of
amplifier output Pout and input Pin powers G D Pout=Pin. The amplification factor
can be determined by knowing the dependence of evolution of power through the
gain media [3]:

dP
dz
D gP; g.!/ D

g0

1C .! � !0/2T
2
2 C P=PS

; (2.20)

g is the gain coefficient, g0 is the gain peak value, !0 is the atomic transition
frequency, T2 is the dipole relaxation time .<1 ps/, ! is the optical frequency of
incident signal, P is the incident signal power, and PS is the saturation power.

In the unsaturated regime .P � PS/, the differential equation (2.20) can be
solved by separation of variables to get the following dependence of power P.z/ D
P.0/ exp.gz/, so that the amplification factor can be obtained by

G.!/ D expŒg.!/L�; (2.21)

and corresponding full-width half-maximum (FWHM) bandwidth is determined by

��A D ��g

s
ln 2

ln.G0=2/
; G0 D exp.g0L/; (2.22)

where ��g is the FWHM gain coefficient bandwidth.
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Fig. 2.11 (a) Optical amplifier principle, (b) two-level amplifier system model
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The gain saturation comes from the power dependence of the gain coefficient
(2.20). The coefficient is reduced when the incident power P becomes comparable
with the saturation power PS. Let us assume that the incident frequency is tuned to
the peak gain .! D !0/, then from (2.20) we obtain

dP
dz
D

g0P

1C P=PS
: (2.23)

By solving the differential equation (2.23) with respect to the boundary conditions,
P.0/ D Pin, and P.L/ D Pout D GPin, we get

G D G0 exp
�
�
G � 1

G

Pout

PS

�
: (2.24)

From (2.24) we can determine another important optical amplifier parameter, the
output saturation power as being the optical power at which the gain G is reduced
to G0=2 .3 dB down):

P sat
out D

G0 ln 2
G0 � 2

PS � .ln 2/PS � 0:69PS.G0 > 20 dB/: (2.25)

Three common applications of optical amplifiers are (1) power boosters (of transmit-
ters), (2) in-line amplifiers, (3) optical preamplifiers, which is illustrated in Fig. 2.12.
The booster (power) amplifiers are placed at the optical transmitter side to enhance
the transmitted power level or to compensate for the losses of optical elements be-
tween the laser and optical fibers, such as optical coupler, WDM multiplexers, and
external optical modulators. The in-line amplifiers are placed along the transmission
link to compensate for the losses incurred during propagation of optical signal. The
optical preamplifiers are used to increase the signal level before the photodetection
takes place, improving therefore the receiver sensitivity.
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Booster (power) amplifier

Tx Rx

Fiber Fiber

In-line amplifiers

Tx Rx

Fiber

Pre-amplifier

Tx Rx

a b

c

. . .

Fig. 2.12 Possible application of optical amplifiers (a) booster amplifier, (b) in-line amplifiers,
and (c) preamplifier
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Fig. 2.13 The SOA operation principle

Several types of optical amplifiers have been introduced so far: SOAs, fiber
Raman (and Brillouin) amplifiers, rare-earth-doped fiber amplifiers (erbium-
doped EDFA operating at 1,500 nm and praseodymium-doped PDFA operating
at 1,300 nm), and parametric amplifiers. Semiconductor lasers act as amplifiers
before reaching the threshold. To prevent the lasing, antireflection (AR) coatings are
used in SOAs, as shown in Fig. 2.13. Even with AR coating, the multiple reflections
must be included when considering the Fabry–Perot (FP) cavity. The gain of FP
amplifiers is given by [3]

GFP.�/ D
.1 �R1/.1 �R2/G.�/�

1 �G.�/
p
R1R2

�2
C 4G

p
R1R2sin2 Œ�.� � �m/=��L�

; (2.26)

whereR1 andR2 denote the facet reflectivities,G.�/ is the single-pass amplification
factor, �m is the cavity resonance frequency, and ��L is the free-spectral range.

FP amplifier bandwidth can be determined as follows [3]:

��A D
2��L

�
sin�1

"
1 �G

p
R1R2�

4G
p
R1R2

�1=2
#
: (2.27)

A fiber-based Raman amplifier employs the stimulated Raman scattering (SRS)
occurring in silica fibers when an intense pump propagates through it. SRS funda-
mentally differs from stimulated emission: in stimulated emission an incident photon
stimulates emission of another identical photon, but in SRS the incident pump
photon gives up its energy to create another photon of reduced energy at a lower
frequency (inelastic scattering); the remaining energy is absorbed by the medium
in the form of molecular vibrations (optical phonons). Raman amplifiers must be
pumped optically to provide gain, as shown in Fig. 2.14.

The Raman-gain coefficient gR is related to the optical gain g.z/ as
g.z/ D gRIp.z/, where Ip is the pump intensity given by Ip D Pp=ap, with Pp
being the pump power and ap being the pump cross-sectional area. Since the cross-
sectional area is different for different types of fibers, the ratio gR=ap is the measure
of the Raman-gain efficiency. The DCF efficiency can even be eight times better
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Fig. 2.14 The Raman amplifier operation principle in forward-pumping configuration

than that of a standard SMF, as shown in [3]. The evolution of the pump Pp and
signal Ps powers (in distance z) can be studied by solving the system of coupled
differential equations below [1, 3]:

dPs

dz
D �˛sPs C

gR

ap
PpPs;

dPp

dz
D �˛pPp �

!p

!s

gR

ap
PpPs; (2.28)

where as denotes the signal cross-sectional area and !p and !s denote the pump and
signal frequency, respectively, while other parameters are already introduced above.

In small-signal amplification regime (when the pump depletion can be ne-
glected), the pump power evolution is exponential, Pp.z/ D Pp.0/ expŒ�˛pz�, so
that the Raman amplifier gain is found to be

GA D
Ps.0/ exp.gRPp.0/Leff=ap � ˛sL/

Ps.0/ exp.�˛sL/
D exp.g0L/;

g0 D gR
Pp.0/

ap

Leff

L
�
gRPp.0/

ap˛pL
.˛pL� 1/: (2.29)

The origin of saturation in Raman amplifiers is pump power depletion, which is
quite different from that in SOAs. Saturated amplifier gain GS can be determined
(assuming ˛p D ˛s) by [3]

GS D
1C r0

r0 C 1=G
1Cr0
A

; r0 D
!p

!s

Ps.0/

Pp.0/
: (2.30)

The amplifier gain is reduced down by 3 dB when GAr0 � 1, the condition that is
satisfied when the amplified signal power becomes comparable to the input pump
power Ps.L/ D Pp.0/. Typically P0 � 1W, and channel powers in a WDM systems
are around 1 mW, meaning that Raman amplifier operates in unsaturated or linear
regime.

The rare-earth doped fiber amplifiers are finding increasing importance in optical
communication systems. The most important class is EDFAs due to their ability
to amplify in 1:55-�m wavelength range. The active medium consists of 10–30 m
length of optical fiber highly doped with a rare-earth element, such as erbium (Er),
ytterbium (Yb), neodymium (Nd), or praseodymium (Pr). The host fiber material
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can be pure silica, a fluoride-based glass, or a multicomponent glass. General EDFA
configuration is shown in Fig. 2.15.

The pumping at a suitable wavelength provides gain through population inver-
sion. The gain spectrum depends on the pumping scheme as well as on the presence
of other dopants, such as Ge or Al within the core. The amorphous nature of silica
broadens the energy levels of Er3C into the bands, as shown in Fig. 2.16.

The pumping is primarily done in optical domain with the primary pump wave-
lengths at 1:48�m and 0:98-�m. The atoms pumped to the 4I11=2 level (with
980 nm pump) decay to the primary emission transition band. The pumping with
1:48�m is directly excited to the upper transition levels of the emission band.

EDFAs can be designed to operate in such a way that the pump and signal
travel in opposite directions; this configuration is commonly referred to as back-
ward pumping. In bidirectional pumping, the amplifier is pumped in both directions
simultaneously by using two semiconductor lasers located at both fiber ends.

2.2.5 Other Optical Components

Different optical components can be classified, depending on whether they can op-
erate without an external electric power source or not, into two broad categories:
passive or active. Important active components are lasers, external modulators, op-
tical amplifiers, photodiodes, optical switches, and wavelength converters. On the
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Fig. 2.17 Optical couplers (a) fiber fusing based and (b) GRIN rod based

other hand, important passive components are optical couplers, isolators, multi-
plexers/demultiplexers, and filters. Some components, such as optical filters, can be
either passive or active depending on operational principle. In this section, we will
briefly explain some important optical components not being described in previous
sections.

The 2� 2 optical coupler is a fundamental device that can either be implemented
using the fiber fusing or be based on graded-index (GRIN) rods and optical filters,
as shown in Fig. 2.17. The fused optical couplers (shown in Fig. 2.17a) are obtained
when the cladding of two optical fibers are removed, the cores are brought together,
and then heated and stretched. The obtained waveguide structure can exchange en-
ergy in the coupling region between the branches. If both inputs are used 2 � 2
coupler is obtained, if only one input is used 1 � 2 coupler is obtained. The op-
tical couplers are recognized either as optical tap (1 � 2) couplers or directional
(2 � 2) couplers. The power coupler splitting ratio depending on purpose can be
different with typical values being 50%/50%, 10%/90%, 5%/95%, and 1%/99%.
Directional coupler parameters (defined when only input 1 is active) are splitting
ratio Pout;1=.Pout;1 C Pout;2/, excess loss 10 log10ŒPin;1=.Pout;1 C Pout;2/�, inser-
tion loss 10 log10.Pin;i=Pout;j /, and crosstalk 10 log10.Pcross=Pin;1/. The operation
principle of directional coupler can be explained using coupled mode theory [15]
or simple scattering (propagation) matrix S approach, assuming that a coupler is
lossless and reciprocal device:�

Eout;1

Eout;2

�
D S

�
Ein;1

Ein;2

�
D

�
s11 s12
s21 s22

��
Ein;1

Ein;2

�
D e�jˇL

�
cos.kL/ j sin.kL/
j sin.kL/ cos.kL/

��
Ein;1

Ein;2

�
; (2.31)
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where ˇ is propagation constant, k is coupling coefficient, L is the coupling re-
gion length, Ein;1 and Ein;2 are corresponding inputs electrical fields, and Eout;1 and
Eout;2 are corresponding output electrical fields. Scattering matrix S elements are
denoted with sij. For example, for 3-dB coupler we have to select kL D .2mC1/�=4
(m is a positive integer) to get�

Eout;1

Eout;2

�
D

1
p
2

�
1 j
j 1

��
Ein;1

Ein;2

�
: (2.32)

The combination of two GRIN rods and an optical filter can effectively be used as an
optical coupler, as illustrated in Fig. 2.17b. The GRIN rods are used as collimators,
to collimate the light from two input ports and deliver to the output port, while the
optical filter is used to select a desired wavelength channel.

The optical couplers can be used to create more complicated optical devices such
as M � N optical stars, directional optical switches, different optical filters, multi-
plexers, etc.

An optical filter modifies the spectrum of incoming light and can mathematically
be described by corresponding transfer function Hof.!/:

Eout.t/ D
1

2�

1Z
�1

QEin.!/Hof.!/ej!td!; (2.33)

where Ein.t/ and Eout.t/ denote the input and output electrical field, respectively,
and we used � to denote the FT as before. Depending on the operational prin-
ciple, the optical filters can be classified into two broad categories as diffraction
or interference filters. The important class of optical filters is tunable optical fil-
ters, which are able to dynamically change the operating frequency to the desired
wavelength channel. The basic tunable optical filter types include tunable 2 � 2
directional couplers, Fabry–Perot (FP) filters, Mach–Zehnder (MZ) interferometer
filters, Michelson filters, and acousto-optical filters. Two basic optical filters, FP
filter and MZ interferometer filter, are shown in Fig. 2.18. An FP filter is in fact
a cavity between two high-reflectivity mirrors. It can act as a tunable optical filter
if the cavity length is controlled for example by using a piezoelectric transducer.
Tunable FP filters can also be made by using liquid crystals, dielectric thin films,

Mirrors

a b

Piezoelectric transducer

Optical fiberOptical fiber

RR

L 3 dB

coupler

3 dB

couplerDelay
t

Fig. 2.18 Basic optical filters (a) Fabry–Perot filter and (b) Mach–Zehnder interferometer
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semiconductor waveguides, etc. A transfer function of an FP filter whose mirrors
have the same reflectivity R, and the cavity length L can be written as [4]

HFP.!/ D
.1 �R/ej�

1 �Rej!� ; � D 2L=vg; (2.34)

where � is the round-trip time within the cavity and vg is the group velocity. The
transfer function of FP filter is periodic with period being the free spectral range
(FSR) �� D vg=.2L/. Another FP filter important parameter is the finesse defined
as [1, 4]

F D ��=��FP Š
�
p
R

1 �R
; (2.35)

where ��FP is the FP transmission peak width.
Mach–Zehnder interferometer filters, shown in Fig. 2.18b, can also be used as

tunable optical filters. The first coupler splits the signal into two equal parts, which
acquire different phase shifts before they interfere at the second coupler. Several MZ
interferometers can be cascaded to create an optical filter. When cross output of 3-dB
coupler is used, the square magnitude of transfer function is jHc.!/j D cos2.!�=2/
[3], so that the transfer function of M -stage MZ filter based on 3-dB couplers can
be written as

jHMZ.!/j
2
D

MY
mD1

cos2.!�m=2/; (2.36)

where �m is the adjustable delay of mth .m D 1; 2; : : :;M/ cascade.
Multiplexers and demultiplexers are basic devices of a WDM system. Demulti-

plexers contain a wavelength-selective element to separate the channels of a WDM
signal. Based on underlying physical principle, different demultiplexer devices can
be classified as diffraction-based demultiplexers (based on a diffraction grating) and
interference-based demultiplexers (based on optical filters and directional couplers).

Diffraction-based demultiplexers are based on Bragg diffraction effect and use
an angular dispersive element, such as the diffraction grating. The incoming com-
posite light signal is reflected from the grating and dispersed spatially into different
wavelength components, as shown in Fig. 2.19a. Different wavelength components
are focused by lenses and sent to individual optical fibers. The same device can be
used as multiplexer by switching the roles of input and output ports. This device can
be implemented using either conventional or GRIN lenses. To simplify design, the
concave grating can be used.

The second group of optical multiplexers is based on interference effect and em-
ploys the optical couplers and filters to combine different wavelength channels into a
composite WDM signal. The multiplexers employing the interference effect include
thin-film filters multiplexers, and the array waveguide grating (AWG) [1–4,8,9,16],
which is shown in Fig. 2.19b. The AWG is highly versatile WDM device, because it
can be used as a multiplexer, a demultiplexer, a drop-and-insert element, or even as
a wavelength router. It consists of Minput and Moutput slab waveguides and two iden-
tical focusing planar star couplers connected by N uncoupled waveguides with a
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Fig. 2.19 Optical multiplexers/demultiplexers (a) grating-based demultiplexer, (b) array wave-
guide grating (AWG) demultiplexer, and (c) illustrating the operating principle of AWG

propagation constant ˇ. The length of adjacent waveguides in the central region dif-
fer by a constant value�L, with corresponding phase difference being 2�nc�L=�,
where nc is the refractive index of arrayed waveguides. Based on the phase-matching
condition (see Fig. 2.19c) and knowing that the focusing is achieved when the path
length difference �L between adjacent array waveguides be an integer multiple of
the central design wavelength �c, that is nc�L D m�c, we derive the following
expression for the channel spacing [16]:

�� D
y

L

nscd

m�2
nc

ng
; (2.37)

where d is the spacing between the grating array waveguides, y is the spacing be-
tween the centers of output ports, L is the separation between center of arrayed
waveguides and center of output waveguides, nc is the refractive index of waveg-
uides in grating array, ns is the refractive index of star coupler, ng the group index,
and m is the diffraction order. The FSR can be obtained by [16]
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��FSR D
c

ng.�LC d sin�in;i C d sin�out;j /
; (2.38)

where the diffraction angles from the i th input �in;i and j th output �out;j ports
(measured from the center of the array) can be found as �in;i D iy=L, and �out;j D

jy=L, respectively.
Given this description of basic building blocks used in the state-of-the-art optical

communication systems, we turn our attention to the description of different direct
detection schemes.

2.3 Direct Detection Modulation Schemes

Basic optical modulation formats can be categorized as follows (1) On–Off Keying
(OOK), where the 1 is represented by the presence of the pulse while the 0 by the
absence of a pulse; (2) Amplitude-shift keying (ASK), where the information is em-
bedded in the amplitude of the sinusoidal pulse; (3) Phase-shift keying (PSK), where
the information is embedded in the phase; (4) Frequency-shift keying (FSK), where
the information is embedded in the frequency; and (5) Polarization-shift keying
(PolSK), where the information is embedded in the polarization. In this section, we
will discuss the modulation formats with direct detection, namely (1) non-return-
to-zero (NRZ), (2) return-to-zero (RZ), (3) alternate mark inversion (AMI), (4)
duobinary modulation, (5) carrier-suppressed RZ, (6) NRZ-differential phase-shift
keying (NRZ-DPSK), and (7) RZ-differential phase-shift keying (RZ-DPSK).

2.3.1 Non-Return-to-Zero

NRZ is considered to be the simplest modulation format. In early modulation
phases, it was used due to its immunity to laser phase noise and for its low band-
width requirements relative to other modulation formats. Recently, these issues are
not the main concern with the advanced technology and high speed, and so, NRZ is
merely used for comparison purposes with other formats.

The block diagram of an NRZ transmitter is shown in Fig. 2.20, and it is com-
posed of a laser source and an external modulator. In our case, the modulator is
chosen to be a Mach–Zehnder modulator (MZM). The output of the NRZ transmit-
ter is shown in Fig. 2.21.

Fig. 2.20 Non-return-to-zero
transmitter. MZM
Mach–Zehnder modulator
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laser
MZM

Data input
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2.3.2 Return-to-Zero

RZ is one of the basic subcategories of the OOK modulation format. Its bandwidth
is higher than that of the corresponding NRZ at the same data rate due to the fact
that in each “1” bit period T , the signal amplitude reaches the amplitude specified
for the “1” bit and goes down to zero. RZ is characterized by the duty cycle, which is
the ratio of the pulse width at 1=

p
2 of the maximum amplitude to the bit period T .

Figure 2.22 shows the block diagram of the RZ transmitter which is basically an
NRZ transmitter with an extra external modulator driven by an electrical clock that
can be achieved by a sinusoidal signal at the half data rate. Figure 2.23 shows the
RZ signal output of the modulator.

2.3.3 Alternate Mark Inversion

AMI utilizes amplitude to transmit information, the amplitude levels are either “on”
or “off,” while the optical phase levels for the “on” state are either “0” or “� ,” i.e.,
for a “0” bit, the output of the AMI modulator is “0”, while for a “1” bit, the output is
either “1” or “�1.” In fact, the 1’s in AMI are represented in an alternating fashion,
i.e., no two consecutive “1” bits have the same sign.

Figure 2.24 shows the block diagram of the AMI transmitter with the same bi-
nary input used for the previous example for NRZ and RZ (i.e., 01101001). As
noticed, the AMI transmitter is an RZ transmitter that is driven by AMI-encoded
data. The driving circuit consists of a precoder and an encoder that utilize delay
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Fig. 2.24 The block diagram of the AMI transmitter

Table 2.1 AMI modulated
signal generation and
detection

m 0 1 2 3 4 5 6 7 8
Dm 0 1 1 0 1 0 0 1
Pm 0 0 1 0 0 1 1 1 0
Bm 0 1 �1 0 1 0 0 �1

jBmj 0 1 1 0 1 0 0 1

lines. The precoder gives out Pm by adding the input bit to the value stored in the
delay line by a modulo-2 adder, while the encoder gives outBm by subtractingPm�1
from Pm.

Table 2.1 shows an example of calculating Pm and Bm from the data input Dm.
We assume that the initial values in the delay lines are set to “0,” so at m D 0,
P0 D 0, then we calculate Pm by adding Pm�1 to Dm. Bm on the other hand is
calculated by subtracting Pm�1 from Pm. The original sequence is recovered by
photodetector, which removes the phase information.

2.3.4 Duobinary Modulation Format

The optical duobinary signal has two intensity levels “on” and “off.” The “on” state
signal can have one of the two optical phases, 0 and � . The two “on” states cor-
respond to the logic states “1” and “�1” of the duobinary encoded signal, and the
“off” state corresponds to the logic state “0” of the duobinary encoded signal. Ac-
cording to the duobinary encoding rule, the logic states “�1,” “0,” and “1” of the
duobinary encoded signal correspond to the logic states “0,” “1,” and “0” of the
original binary signal, respectively. Therefore, the original signal can be recovered
by inverting the directly detected signal.

The schematic diagram of the transmitter for the optical duobinary signal format
is shown in Fig. 2.25. The transmitter configuration of the optical duobinary signal
format is identical to that of the RZ signal format. However, the signal that drives
the data modulator is not the original NRZ data, but the duobinary-encoded data
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Fig. 2.25 The block diagram of the duobinary transmitter

Table 2.2 Duobinary signal
generation and detection

m 0 1 2 3 4 5 6 7 8
Dm 0 1 1 0 1 0 0 1
Pm 0 0 1 0 0 1 1 1 0
Bm 0 1 1 0 1 2 2 1
Bm � 1 �1 0 0 �1 0 1 1 0
jBm � 1j 1 0 0 1 0 1 1 0
jBm � 1j 0 1 1 0 1 0 0 1

sequence. The first step in the modulation process is to feed the original NRZ data
sequence Dm to the differential precoder in order to avoid error propagation at the
receiver caused by the preceding received data not being recovered correctly. The
precoder gives out Pm by adding the input bit to the value stored in the delay line by
a modulo-2 adder, while the encoder gives out Bm by subtracting Pm�1 from Pm.
Table 2.2 shows an example of generating Pm and Bm from the data input Dm, as
well as recovery of the transmitted sequence on receiver side by photodetector and
NOT gate.

2.3.5 Carrier-Suppressed Return-to-Zero

Carrier-suppressed return-to-zero (CS-RZ) modulation format was proposed by
Sano and Miyamoto [25]. The major difference between a CS-RZ and a conven-
tional RZ is that in CS-RZ optical signal there is a � phase shift between adjacent
bits, as shown in Fig. 2.26. Therefore, the average optical field in a CS-RZ sig-
nal is zero (there is no DC component). In the frequency domain, this translates
into a carrier suppression in the optical spectrum. In general, the generation of
a CS-RZ optical signal requires two electro-optic modulators. The first intensity
modulator generates a conventional chirp-free RZ optical signal and the second
electro-optic phase modulator produces a � optical phase shift between adjacent
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Fig. 2.26 (a) The block diagram of the CS-RZ transmitter and (b) the illustration of generation of
CS-RZ sequence

bits. In this transmitter configuration, the modulation bandwidths of both of these
two electro-optic modulators have to be in the same level as the data rate. The figure
below shows one possible version of CS-RZ transmitter. In this configuration, the
first intensity modulator encodes the NRZ data. The second Mach–Zehnder type in-
tensity modulator is biased at the minimum power transmission point and driven by
a sinusoid at the half data rate. The MZ intensity modulator biased at this condition
performs frequency doubling for the modulating signal, and the output pulse train
is phase alternated between adjacent bits. This configuration reduces the bandwidth
requirement for the electro-optical modulators. In fact, the bandwidth required for
the second modulator is only a half of the signal data rate.

CS-RZ is another modulation format considered to have better tolerance to fiber
nonlinearity and residual chromatic dispersion. Phase alternating between adjacent
bit slots reduces the fundamental frequency components to half of the data rate
and regular RZ intensity bit pattern makes it easy to find the optimum dispersion
compensation. In addition, carrier suppression reduces the efficiency of four-wave
mixing (FWM) in WDM systems.
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Fig. 2.27 The block diagram of (a) NRZ-DPSK transmitter and (b) corresponding receiver
configuration. LD Laser diode

Table 2.3 NRZ-DPSK signal generation
fbkg 1 0 0 1 0 0 1 1
fdk�1g 1 1 0 1 1 0 1 1
Differentially encoded sequence
fdkg, dk D bk ˚ dk�1

1 1 0 1 1 0 1 1 1

Transmitted phase (rad) 0 0   0 0   0 0 0

2.3.6 NRZ-DPSK

DPSK eliminates the need for a coherent reference signal at receiver by combin-
ing two basic operations at transmitter (1) differential encoding and (2) phase-shift
keying. To send symbol 0, we phase advance the current signal waveform by 180ı,
and to send a symbol 1, we leave the phase unchanged. The transmitter and re-
ceiver block diagrams are shown in Fig. 2.27a. The receiver “measures” the relative
phase difference received during two successive bit intervals. The following dif-
ferentially encoded rule applied: If the incoming binary symbol bk is 1, leave the
symbol dk unchanged with respect to previous bit; if the incoming binary symbol
bk is 0, change the symbol dk with respect to the previous bit (see Table 2.3 for an
illustrative example).

At a DPSK optical receiver, shown in Fig. 2.27b, a one-bit-delay Mach–Zehnder
interferometer (MZI), correlates each bit with previous bit and makes the phase-to-
intensity conversion. When the two consecutive bits are in-phase, they are added
constructively in the MZI and results in a high signal level. Otherwise, if there is
a � phase difference between the two bits, they cancel each other in the MZI and
results in a low signal level. In a practical DPSK receiver, the MZI has two balanced
output ports (constructive port and destructive port).

2.3.7 RZ-DPSK

In order to improve system tolerance to nonlinear distortion and to achieve a longer
transmission distance, return-to-zero DPSK (RZ-DPSK) has been proposed. In this
modulation format, an optical pulse appears in each bit slot, with the binary data
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Fig. 2.28 The block diagram
of RZ-DPSK transmitter
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encoded as either a “0” or a “�” phase shift between adjacent bits. In general, the
width of the optical pulses is narrower than the bit slot and therefore, the signal
optical power returns to zero at the edge of each bit slot. In order to generate the
RZDPSK optical signal, one more intensity modulator has to be used compared
to the generation of NRZ-DPSK. The block diagram of a RZ-DPSK transmitter is
shown in Fig. 2.28.

First, an electro-optic phase modulator generates a conventional NRZ-DPSK op-
tical signal, and then, this NRZ-DPSK optical signal is sampled by a periodic pulse
train at the clock rate through an electro-optic intensity modulator. In this modu-
lation format, the signal optical intensity is no longer constant; this will probably
introduce the sensitivity to self-phase modulation (SPM). In addition, due to the
narrow pulse intensity sampling, the optical spectrum of RZ-DPSK is wider than
a conventional NRZ-DPSK. Intuitively, this wide optical spectrum would make the
system more susceptible to chromatic dispersion. However, in long distance optical
systems, periodic dispersion compensation is often used and RZ modulation format
makes it easy to find the optimum dispersion compensation because of its regular
bit patterns.

2.4 Coherent Detection Modulation Schemes

In order to exploit the enormous bandwidth potential of the optical fiber, different
multiplexing techniques (OTDMA, WDMA, CDMA, SCMA), modulation formats
(OOK, ASK, PSK, FSK, PolSK, CPFSK, DPSK, etc.), demodulation schemes (DD
or coherent), and technologies were developed; and some important aspects are dis-
cussed in this section. The coherent detection offers several important advantages
compared to direct detection (1) improved receiver sensitivity, (2) better frequency
selectivity, (3) possibility of using constant amplitude modulation formats (FSK,
PSK), (4) tunable optical receivers similar to RF receivers are possible, and (5) with
coherent detection the chromatic dispersion and PMD can easier be mitigated.

Based on whether local laser operating frequency coincides with incoming op-
tical signal, the coherent reception can identified as (1) homodyne, in which the
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Fig. 2.29 Block diagrams of (a) direct detection scheme and (b) coherent detection scheme

frequencies are the same or (2) heterodyne, in which the frequencies are different so
that all related signal processing upon photodetection is performed at suitable inter-
mediate frequency (IF). Different coherent detection can be classified into following
categories (1) synchronous (PSK, FSK, ASK), (2) asynchronous (FSK, ASK),
(3) differential detection (CPFSK, DPSK), (4) phase diversity receivers, (5) polar-
ization diversity receivers, and (6) polarization multiplexing schemes. Synchronous
detection schemes can further be categorized as residual carrier or suppressed carrier
[Costas loop/decision-driven loop (DDL)] based.

In Fig. 2.29, we show the basic difference between direct detection (Fig. 2.29a)
and coherent detection (Fig. 2.29b) schemes. Coherent detection, in addition to the
photodetector and integrator already in use for direct detection, employs a local laser
whose frequency and polarization is matched to the frequency and polarization of
incoming optical signal. The incoming optical signal and local laser output signal
are mixed in optical domain (a mirror is used in this illustrative example, in practice
an optical hybrid is used instead).

Because the photodetector generates the photocurrent in proportion to the input
optical power, the direct detection integrator output signal can be written as follows:

s00.t/ D 0I 0 � t � T;

s01.t/ D RPsI 0 � t � T; (2.39)

where Ps is the input optical signal power, R is the photodiode responsivity intro-
duced earlier, and T is the bit duration. The subscripts 0 and 1 are used to denote
the transmitted bits (zero and one). It is very common in optical communications
to express the photocurrent output signal in terms of number of photons per bit
np D RPsT=q (q is an electron charge) as given below:

s0.t/ D 0I 0 � t � T;

s1.t/ D
np

T
I 0 � t � T: (2.40)

The corresponding coherent detector integrator output signal, for homodyne syn-
chronous detection, can be written as

s0;1.t/ D
1

2T

�
�
p
2np C

p
2nLO

�2
I 0 � t � T; (2.41)
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Fig. 2.30 The synchronous matched filter detector configuration

where nLO denotes the average number of local laser photons per bit, sign “�”
corresponds to transmitted zero, and sign “C” to transmitted one bits. The opti-
mum coherent detection receiver (minimizing the bit error probability Pb/, shown
in Fig. 2.30, is the matched filter (or correlation) receiver with impulse response
given by h.t/ D s1.T � t / � s0.T � t / [26].

General expression for matched filter output signal, applicable to different mod-
ulation formats (such as ASK, FSK, PSK) and shot-noise-dominated scenario, can
be written as follows:

s00;1.t/ D 2R
p
PSPLO cos.!0;1.t/C �0;1.t//C nsh.t/I 0 � t � T; (2.42)

where PLO denotes the local laser output signal, while !0;1 and �0;1 represent
frequency and phase corresponding to bit 0 and 1. nsh.t/ denotes the shot noise
process, which commonly can be modeled as zero-mean Gaussian with power
spectral density N 00 D 2RqPLO. Because the bit energy can be determined by
E 0 D E 00;1 D

R T
0
s020;1.t/dt Š 2R

2PSPLOT , the corresponding SNR is related to
number of photons per bit as given below:

E 0

N 00
D
2R2PsPLOT

2RqPLO
D

RPsT

q
D np: (2.43)

Therefore, the general expression (2.42) can also be written in terms of np:

s0;1.t/ D

r
2np

T
cos.!0;1.t/C �0;1.t//I 0 � t � T: (2.44)

Correlation coefficient � and Euclidean distance d between transmitted signals (s0
and s1) are defined as

� D
1

p
E0E1

Z T

0

s0.t/s1.t/dt I d2 D E0 CE1 � 2�
p
E0E1; (2.45)

where Ei is the energy of i th (i D 0; 1) bit. The probability of error is related to the
Euclidean distance as follows:

Pb D
1

2
erfc

�
d

2
p
N0

�
: (2.46)
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For ASK systems, the transmitted signals can be written in terms of np by

s1.t/ D

r
2np

T
cos.!1t /I s0.t/ D 0I 0 � t � T (2.47)

By using (2.45), the Euclidean distance squared is found to be d2 D np so that
corresponding expression for bit error probability is obtained from (2.46) as follows:

Pb D
1

2
erfc

�p
np

2

�
: (2.48)

The bit error probability of 10�9 is achieved for 72 photons per bit.
For continuous phase FSK (CPFSK) systems, the transmitted symbols can be

represented by

s1.t/ D

r
2np

T
cos.!1t /I 0 � t � T;

s0.t/ D

r
2np

T
cos.!0t /I 0 � t � T: (2.49)

The corresponding correlation coefficient can be found by

� D
2

T

Z T

0

cos !0t cos !1tdt Š
sin 2�m
2�m

; m D
j!1 � !0j

2�=T
; (2.50)

wherem is the modulation index. The corresponding bit error probability is obtained
by substituting (2.50) in (2.46) by

Pb D
1

2
erfc

 s
np

2

�
1 �

sin 2�m
2�m

�!
: (2.51)

For m D 0:5p (p D 1; 2; : : :), the number of required photons per bit to achieve Pb
of 10�9 is 36, while the minimum np D 29:6 is obtained for m D 0:715.

For direct modulation PSK (DM-PSK) systems, the transmitted symbols can be
represented by

s1.t/D

r
2np

T
cos.�1.t//I 0 � t � T I �1.t/D

(
!IFt C

�m
T
t I 0 � t � T=.2m/

!IFt C �=2I T=.2m/ � t � T
;

s0.t/D

r
2np

T
cos.�0.t//I 0 � t � T I �0.t/D

(
!IFt �

�m
T
t I 0 � t � T=.2m/

!IFt � �=2I T=.2m/ � t � T
;

(2.52)



2.4 Coherent Detection Modulation Schemes 59

where !IF D j!s � !LOj is the intermediate frequency. The correlation coefficient
is obtained from (2.45) as � Š 1=.2m/ � 1, and corresponding probability of error
is given by

Pb D
1

2
erfc

 s
np

�
1 �

1

4m

�!
: (2.53)

For m D 1=2, the required number of photons per bit to achieve Pb of 10�9 is 36
(that is the same as in FSK systems), while when m!1 the required np is 18.

For FSK systems, with two oscillators the transmitted signals are represented by

s1.t/ D

r
2np

T
cos.!1t C �/I 0 � t � T;

s0.t/ D

r
2np

T
cos.!0t C �/I 0 � t � T;

� D

(
Œ� � �m�� I 2p � m � 2p C 1

Œ��m�� I 2p C 1 � m � 2.p C 1/
p D 0; 1; 2; : : : : (2.54)

(We use Œx�� to denote mod � operation.) The correlation coefficient is obtained by
substituting (2.54) in (2.45) � Š .sin.2�mC �/� sin �/=.2�m/, while probability
of error expression is obtained by

Pe D
1

2
erfc

 s
np

2

�
1C
jsin�mj
�m

�!
: (2.55)

The bit error probability Pb of 10�9 is achieved for np D 36=.1C j sin �mj=�m/.
For example, np D 18 when m ! 0, while np D 36 when m D 1; 2; : : ::: In
Fig. 2.31, we provide the comparison of different FSK modulation formats in terms
of required np to achieve Pb of 10�9 vs. modulation index m.

For PSK systems, the transmitted signal can be written by

s1.t/ D

r
2np

T
cos.!1t /I 0 � t � T;

s0.t/ D

r
2np

T
cos.!1t C �/I 0 � t � T: (2.56)

The corresponding probability of error is given by

Pe D
1

2
erfc

�r
np

2

�
: (2.57)

The bit error probability Pb of 10�9 is achieved for np D 18 in heterodyne case
and np D 9 in homodyne case. In Fig. 2.32, we provide the bit error probabilities
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Fig. 2.31 Comparison of
FSK systems
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Fig. 2.32 BER performance comparison

for different modulation schemes discussed above. Similarly in conventional digital
communications systems, the synchronous coherent detection PSK scheme per-
forms the best. The comparison of different modulation formats in terms of receiver
sensitivity, defined as required number of photons per bit np to achieve BER of
10�9, is given in Table 2.4, which is adopted from [27]. For more details on various
modulation schemes for coherent detection, an interested reader is referred to an
excellent book due to Jacobsen [27].
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Table 2.4 Receiver sensitivities in terms of required np to achieve BER of 10�9

System
Coherent
heterodyne

Coherent
homodyne IM/DD

Quantum limit 20
Super quantum limit 5
ASK Matched filter 72 36

Asynchronous 76

CPFSK m D 0:5; 1; 1:5; : : : 36

Matched filter m D 0:715 29:6

FSK m D 0 18 9
Two oscillators m D 1; 2; : : : 36

Matched filter m D 1:43 29:6

CPFSK m D 0:5 61:9 30.9
Delay-detection m D 0:8 36:2

m D 1 43:6

FSK m D 1; 2; : : : 40

Asynchronous m D 1:5 47

DM-PSK m D 0:5 36 18
Matched filter m D 1 24 12

m D 2 20:6 10.3
DM-DPSK m D 0:5 61:9 30.9

Delay-detection m D 1 30:6 15.3
m D 2 24:4 12.2

PolSK 36 18
Matched filter

PolSK (and FSK) m D 0:5; 1; 1:5; : : : 72

Matched filter m D 0:715 59:2

m D 1:43 59:2

PolSK asynchronous 40

PSK 18 9
Matched filter

DPSK 20 10
DPSK IF D 1=.2T / 24:7

2.4.1 Optical Hybrids and Balanced Receivers

So far we used an optical mirror to perform optical mixing before photodetection
takes place. In practice, this operation is performed by four-port device known as
optical hybrid, which is shown in Fig. 2.33.

Electrical fields at output ports E1o and E2o are related to the electrical fields at
input ports E1i and E2i as follows:

E1o D .E1i CE2i/
p
1 � k;

E2o D .E1i CE2i exp.�j�//
p
k; (2.58)
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Fig. 2.33 Optical hybrid
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where k is the power splitting ratio and � is the phase shift introduced by the phase
trimmer (see Fig. 2.33). Equation (2.58) can also be written in terms of scattering
(S-) matrix as follows:

E o D

�
Eo1

Eo2

�
D S

�
Eo1

Eo2

�
D SE i ; S D

�
s11 s12
s21 s22

�
D

�p
1 � k

p
1 � k

p
k e�j�

p
k

�
:

(2.59)

In expressions (2.58) and (2.59), we assumed that hybrid is lossless device, which
leads to: s11 D js11j, s12 D js12j, s21 D j s21j, and s22 D js22j exp.j�22/. Popular
hybrids are � hybrid, which S-matrix can be written as (by setting � D � in (2.59))

S D

�p
1 � k

p
1 � k

p
k �

p
k

�
;

and �=2 hybrid, which S-matrix can be written as

S D

�
s11 s12
s21 s22e�j�=2

�
: (2.60)

Well-known � hybrid is 3-dB coupler .k D 1=2/. If �=2 hybrid is symmet-
ric jsijj D 1=L .8i; j /, the phase difference between the input electrical fields
E1i D jE1ij; E2i D jE2ijej� i can be chosen in such a way that total output ports
power

E
�
0E0 D

2

L

h
P1i C P2i C

p
P1iP2i.cos � i C sin � i /

i
(2.61)

is maximized. (We use � to denote Hermitian transposition–simultaneous transpo-
sition and complex conjugation.) For equal input powers, the maximum of (2.61)
is obtained when � i D �=4, leading to L � 2 C

p
2. The corresponding loss is

10 log10.L=2/ D 2:32 dB. For Costas loop- and DDL-based homodyne systems,
there exists optimum k in corresponding S-matrix:

S D
1
p
L

�p
1 � k

p
1 � k

p
k �j

p
k

�
:



2.4 Coherent Detection Modulation Schemes 63

Fig. 2.34 Balanced detector
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To reduce the relative intensity noise (RIN) of transmitting laser and to eliminate the
direct-detection and signal-cross-signal interferences, the most deleterious sources
for multichannel applications, the balanced receiver, shown in Fig. 2.34, is com-
monly used. The upper and lower photodetector’s output currents can, respectively,
be written as

i1.t/ D RjE1j
2
D
1

2
R
�
Ps C PLO C 2

p
PsPLO cos � s

�
C n1.t/;

i2.t/ D RjE2j
2
D
1

2
R
�
Ps C PLO � 2

p
PsPLO cos � s

�
C n2.t/; (2.62)

where � s is the phase of incoming optical signal and ni .t/ .i D 1; 2/ is the i th
photodetector shot noise process of PSD Sni D qRjEi j2. The balanced receiver
output current (see Fig. 2.34) can be written as

i.t/ D i1.t/� i2.t/ D 2R
p
PsPLO cos � s C n.t/; n.t/ D n1.t/� n2.t/; (2.63)

where n.t/ is a zero-mean Gaussian process of PSD Sn D Sn1 C Sn2 D qR.Ps C

PLO/ Š qRPLO. For binary PSK signaling, � s D ˙� and expression (2.63) is
consistent with (2.56).

2.4.2 Dominant Coherent Detector Noise Sources

In this section, we describe the basic coherent detector noise processes, and a
more detailed description of different channel impairments and receiver processes
is provided in Chap. 3. The dominant sources of performance degradation in coher-
ent detection are the laser-phase noise, photodiode shot noise, polarization noise,
data-to-phase lock crosstalk for receiver with residual carrier, and adjacent channel
interference for multichannel applications.

The PIN photodiode shot noise is zero-mean white Gaussian with PSD
PSDn.f / D qR.Ps C PLO/ Š qRPLO if the following is valid

Bandwidth of interest� 1=Td � hPs=h�:

Noise, especially spontaneous emission, causes phase fluctuations in lasers, leading
to a nonzero spectral linewidth ��, which is illustrated in Fig. 2.35. In gas or solid-
state lasers, the linewidth �� typically ranges from the subhertz to the kilohertz
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Fig. 2.35 Lorentzian
spectrum of laser diode
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range. In semiconductor lasers, the linewidth�� is often much larger, up the mega-
hertz range, because a large number of photons are stored in the small cavity and
due to the nonnegligible value of the linewidth enhancement factor.

The laser lightwave signal can be written as

x.t/ D
p
PSe jŒ!0tC�.t/C��; (2.64)

where �.t/ is the laser phase noise process, which is commonly modeled as
Wiener–Lévy process [7], that is a zero-mean Gaussian process with variance
�� D 2���jt j. The autocorrelation function of x.t/ is given by

Rx.�/ D PSe j!0� e����j� j: (2.65)

The corresponding PSD of x.t/ can be found as Fourier transform of (2.65)

PSDx.!/ D
2PS

� ��

�
1C

�! � !0
� ��

�2��1
(2.66)

and has therefore the Lorentzian shape.
The influence of laser phase noise for BPSK signaling is illustrated in Fig. 2.36.

The effect on BER curves is twofold (1) the BER curves are shifted to the right and
(2) BER floor appears. For state-of-the art optical communication systems, the laser
phase noise does impose a serious limitation. However, for large medium and large
multilevel modulations, such as M-ary PSK and M-ary QAM, the laser phase noise
is very important factor of performance degradation.

The polarization noise comes from discrepancies of the state of polarization
(SOP) of incoming optical signal and local laser signal. Different polarization noise
avoidance techniques can be classified as follows (1) polarization control, (2) po-
larization maintenance fibers, (3) polarization scrambling, (4) polarization diversity,
and (5) polarization multiplexing. The polarized electromagnetic field launched into
the fiber can be represented as

E.t/ D

�
ex.t/

ey.t/

�
e j!ct ; (2.67)
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Fig. 2.36 The laser phase noise influence on BER performance of homodyne binary PSK signaling

where ex and ey represent two orthogonal SOP components and !c is the carrier
frequency. The received field can be represented by

E s.t/ D H
0

�
ex.t/

ey.t/

�
e j!ct ; (2.68)

where H 0 is the Jones matrix of birefringence. The additional transformation is
needed to match the SOPs of local laser with that of incoming optical signal:

E 0s.t/ D H
00H 0

�
ex.t/

ey.t/

�
e j!ct D H

�
ex.t/

ey.t/

�
e j!ct ; H D H 00H 0: (2.69)

The SOP of local laser in Stokes coordinates can be represented by S LO D

.S1;LO S2;LO S3;LO/. The heterodyning is possible only if S LO D SR, where SR
is the SOP of received signal. The action of birefringence corresponds to rotating
the point, which represents the launched SOP, on the surface of the Poincaré sphere.
This rotation can be represented as product of three matrices, each of them corre-
sponding to the rotation of reference axes in the Stokes space around axes s1, s2,
and s3 for ˛, ˇ, and  , respectively [9]:

H .˛; ˇ; / D H 1.˛/H 2.ˇ/H 3./;

H 1.˛/ D

�
e j˛=2 0

0 e�j˛=2

�
; H 2.ˇ/ D

�
cos.ˇ=2/ j sin.ˇ=2/
j sin.ˇ=2/ cos.ˇ=2/

�
;

H 3./ D

�
cos.�=2/ sin.=2/
� sin.�=2/ cos.=2/

�
: (2.70)
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If we assume that the SOP of LO is aligned with s1-axis in Stokes space we can
write �

e0x.t/

e0y.t/

�
D H 1.�/H 2.�/

�
e

0

�
: (2.71)

The ratio between the power heterodyned component and the total power is

p.�; �/ D
Phet

Ptot
D

je00xj
2

je00xj
2 C je00y j

2
D

ˇ̌̌̌
e j�=2 cos

�

2

ˇ̌̌̌2
D
1

2
.1C cos �/: (2.72)

Probability density function of � is given below [9]:

PDF.�/ D
sin �
2

e�
A2

4�2
.1�cos �/

�
1C

A2

4�2
.1C cos �/

�
; � 2 Œ0; ��I

A D 2R
p
PsPLO; �2 D qRPLO: (2.73)

The typical optical receiver is based on transimpedance FET stage, as illustrated in
Fig. 2.37. The PSD of receiver noise can be written as [28]

PSDrec.f /D
4kBTa

Rf
C4kBTagm�

�
f

fT;eff

�2
; fT;effDgm=2�CT; CTDCiCCPIN;

(2.74)

where gm is transconductance, � is the FET channel-noise factor, and CT is total
capacitance (FET input capacitance Ci plus PIN photodetector capacitance CPIN/.
(RL is the load resistor, Rf is feedback resistor, Ta is absolute temperature, and kB
is the Boltzmann constant.)

This amplifier stage is popular because it has large gain–bandwidth product
.GBi/ defined below as [28]:

GBi D

ˇ̌̌̌
�Rf

gmRL

1C gmRL

ˇ̌̌̌
1C gmRL

2�CT.Rf CRi/
D fT;eff.RfjjRL/: (2.75)

The intensity noise comes from the variation of optical power of transmitting laser
P D hP i C �P (<�> denotes the statistical averaging). The RIN is defined

Fig. 2.37 Transimpedance
FET receiver

+V

uout

RL

Rf
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as RIN D
˝
�P 2

˛
=hP i2. Because the power of transmitting laser fluctuates, the

photocurrent fluctuates as well, I D hI i C �I . The corresponding shot noise
PSD can be determined as 2qhI i D 2qRhP i. The intensity noise PSD is simply˝
�I 2

˛
D R2RINhP i2. The SNR in the presence of shot, receiver, and RIN can be

determined as signal power over total noise power:

SNR D
2R2PsPLO

2qRPLOB C RIN �R2P 2LOB C PSDrecB
; (2.76)

where B is the receiver bandwidth, and PSDrec is introduced by (2.74). The SNR
for balanced reception can be written as

SNR D
2R2PsPLO

2qRPLOB C
RIN

CMRRR
2P 2LOB C 2PSDrecB

; (2.77)

where CMRR is the common mode rejection ratio of FET. Therefore, the RIN of
balanced receiver is significantly reduced by balanced detection.

2.4.3 Homodyne Coherent Detection

Homodyne coherent detection receiver can be classified as either residual carrier re-
ceivers or suppressed carrier receivers [29]. In systems with residual carrier, shown
in Fig. 2.38, the phase deviation between the mark- and space-state bits is less than
�=2 rad, so that the part of transmitted signal power is used for the nonmodulated
carrier transmission and as a consequence some power penalty occurs.

Costas loop and DDL [29] based receivers, shown in Fig. 2.39, are two alterna-
tives to the receivers with residual carrier. Both these alternatives employ a fully
suppressed carrier transmission, in which the entire transmitted power is used for
data transmission. However, at the receiver side a part of the power is used for the
carrier extraction, so some power penalty is incurred with this approach too.
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2.4.4 Phase Diversity Receivers

The general architecture of a multiport homodyne receiver is shown in Fig. 2.40a
[9]. The incoming optical signal and local laser output signal can be written as

S.t/ D aEse jŒ!ctC�s.t/�; L.t/ D ELOe jŒ!ctC�LO.t/�; (2.78)

where the information is imposed either in amplitude a or phase �s. Both incoming
optical signal S and local laser output signal L are used as inputs to N output ports
of an optical hybrid, which introduces fixed phase difference k.2�=N/ .k D 0;

1; : : :; N � 1/ between the ports, so that the output electrical fields can be written as

Ek.t/ D
1
p
N

h
S.t/e jk 2�N C L.t/

i
: (2.79)
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The corresponding photodetector outputs are as follows:

ik.t/ D RjEk.t/j C ink.t/

D
R

N

�
PLO C aPs C 2a

p
PsPLO cos

�
�s.t/ � �LO.t/C k

2�

N

��
C ink.t/;

(2.80)

where ink.t/ is the kth photodetector shot noise. Different versions of demodulators
for ASK, DPSK, and DPFSK are shown in Fig. 2.40b. For ASK, we simply have to
square photodetector outputs and add them together:

y D

NX
kD1

i2k : (2.81)

2.4.5 Polarization Control and Polarization Diversity

The coherent receivers require matching the SOP of the local laser with that of the
received optical signal. In practice, only the SOP of local laser can be controlled,
and one possible polarization control receiver configuration is shown in Fig. 2.41.
Polarization controller is commonly implemented by using four squeezers as shown
in [9].
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Insensitivity with respect to polarization fluctuations is possible if the receiver
derives two demodulated signals from two orthogonal polarizations of the received
signal, which is illustrated in Fig. 2.42. This scheme is known as polarization diver-
sity receiver. In polarization diversity receivers, however, only one polarization is
used and spectral efficiency is reduced. To double the spectral efficiency of polar-
ization diversity schemes, the polarization multiplexing is advocated in [30–33].

2.4.6 Polarization Multiplexing and Coded Modulation

In polarization multiplexing [30–35], both polarizations carry independent multi-
level modulated streams, which is illustrated in Fig. 2.43. M-ary PSK, M-ary QAM,
and M-ary DPSK achieve the transmission of log2M.D m/ bits per symbol, pro-
viding bandwidth-efficient communication. In coherent detection, the data phasor
�l 2 f0; 2�=M; : : :; 2�.M � 1/=M g is sent at each l th transmission interval. In
direct detection, the modulation is differential, the data phasor �l D �l�1 C ��l
is sent instead, where ��l 2 f0; 2�=M; : : :; 2�.M � 1/=M g is determined by the
sequence of log2M input bits using an appropriate mapping rule. Let us now intro-
duce the transmitter architecture employing forward error correction (FEC) codes.
More details about coded modulation can be found in Chap. 6. If the component
FEC codes are of different code rates but of the same length, the corresponding
scheme is commonly referred to as multilevel coding (MLC) [34]. If all component
codes are of the same code rate, corresponding scheme is referred to as the bit-
interleaved coded modulation (BICM) [35]. The use of MLC allows us to adapt the
code rates to the constellation mapper and channel. In MLC, the bit streams origi-
nating fromm different information sources are encoded using different .n; ki / FEC
codes of code rate ri D ki=n. ki denotes the number of information bits of the i th
.i D 1; 2; : : :; m/ component FEC code and n denotes the codeword length, which
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is the same for all FEC codes. The mapper accepts m bits, c D .c1; c2; : : :; cm/, at
time instance i from the .m� n/ interleaver column-wise and determines the corre-
sponding M -ary .M D 2m/ constellation point si D .Ii ;Qi / D jsi j exp.j�i / (see
Fig. 2.43a). Two dual-drive MZMs are needed, one for each polarization. The out-
puts of the MZMs are combined using the polarization beam combiner (PBC). The
same DFB laser is used as CW source, with x- and y-polarization being separated
by a polarization beam splitter (PBS).

The coherent detector receiver architecture is shown in Fig. 2.43b. The balanced
outputs of I- and Q-channel branches for x-polarization at time instance l can be
written as

�
.x/

I;l
D R

ˇ̌̌
S
.x/

l

ˇ̌̌ ˇ̌̌
L.x/

ˇ̌̌
cos

�
'
.x/

l
C '

.x/
S;PN � '

.x/
L;PN

�
;

�
.x/

Q;l
D R

ˇ̌̌
S
.x/

l

ˇ̌̌ ˇ̌̌
L.x/

ˇ̌̌
sin
�
'
.x/

l
C '

.x/
S;PN � '

.x/
L;PN

�
; (2.82)

whereR is photodiode responsivity while 'S;PN and 'L;PN represent the laser phase
noise of transmitting and receiving (local) laser, respectively. S .x/

l
and L.x/ repre-

sent the receiver incoming signal in x-polarization and local laser x-polarization
signal, respectively. Similar expressions hold for y-polarization. In symbol de-
tection block, the PMD is compensated for using one of the following possible
approaches (1) blind equalization [30], (2) polarization-time coding [32] similar to
space–time coding proposed for use in multi-input multi-output (MIMO) wireless
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communication systems, (3) using BLAST algorithm [31], (4) by polarization in-
terference cancellation scheme [31], or (5) carefully performed channel matrix
inversion [35].

For soft decoding, the a posteriori probability (APP) demapper and bit log-
likelihood ratios (LLRs) calculation blocks operate in similar fashion as described
in [31–35]. The APP and LLRs calculation block are optional; they are not needed
if hard decision decoding is used.

2.5 Summary

This chapter is devoted to the description of basic concepts of optical transmission
systems based on both intensity modulation with direct detection and coherent de-
tection. In Sect. 2.2, basic principles of optical transmission are provided, the basic
building blocks are identified, and fundamental principles of those building blocks
are described. Section 2.3 is devoted to the description of basic direct detection mod-
ulations schemes such as NRZ, RZ, AMI, duobinary modulation, carrier-suppressed
RZ, NRZ-DPSK, and RZ-DSPK.

In Sect. 2.4, the basic concepts of coherent detection are introduced; including
description and comparison of different coherent detection schemes for shot-noise-
dominated scenario, description of dominant receiver noises, description of homo-
dyne detection principle, phase diversity and polarization diversity principles, and
polarization multiplexing.
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Chapter 3
Channel Impairments and Optical
Communication Systems Engineering

In this chapter, we describe basic signal and noise parameters; major channel
impairments including chromatic dispersion, multimode dispersion, polarization
mode dispersion (PMD), and fiber nonlinearities; and system design process. This
chapter is based on [1–23]. This chapter is organized as follows. In Sect. 3.1, dif-
ferent noise sources are identified and explained. Section 3.2 is devoted to different
channel impairments. Section 3.3 deals with different figures of merit to describe
system performance and basic guidelines for system design.

3.1 Noise Sources

The total noise is a stochastic process that has both multiplicative (introduced only
when the signal is present) and additive (always present) components [1]. Multi-
plicative noise components are mode partition noise (MPN), relative intensity noise
(RIN), modal noise, quantum shot noise, and avalanche shot noise. Additive noise
components are dark current noise, thermal noise, amplified-spontaneous emission
(ASE) noise, and crosstalk noise.

Originators of the noise in an optical transmission system can be identified as fol-
lows. In semiconductor lasers, the laser intensity noise, laser phase noise, and MPN
are present. In optical cable, in fiber and splicing, the modal noise and reflection-
induced noise are present. In optical amplifiers, the spontaneous emission and ASE
noises are present. At the receiver side, during the photodetection process, the
thermal noise and quantum noise are generated. The noise components at the re-
ceiver side are cumulative. The most relevant optical noise components at the input
of optical preamplifier are intensity noise and spontaneous emission noise, which
contain the spontaneous emission noise from the preceding in-line amplifier and
accumulated ASE noise from other in-line amplifiers. The optical preamplifier will
enhance all optical inputs in proportion to the gain, and it will also generate addi-
tional spontaneous emission noise. During the photodetection process, as already
indicated above the quantum noise and thermal noise will be generated, in addi-
tion, different beating components, such as signal–noise beating and noise–noise

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 3, c Springer Science+Business Media, LLC 2010
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beating components, will be created. The most important noise source coming to
the front-end amplifiers are ASE noise and signal–noise beating component. The
front-end amplifier will generate additional thermal noise.

3.1.1 Mode Partition Noise

The MPN is the relative fluctuation in power between the main and side modes.
The total power can remain unchanged but the distribution of power among modes
changes. MPN is present (up to certain amount) even in DFBs. MPN can affect the
RIN significantly by enhancing it. It will occur even when the mode suppression
ratio (MSR) is around 20 dB. Different modes will travel at different velocities due
to dispersion, so that MPN can lead to the ISI.

3.1.2 Reflection-Induced Noise

The reflection-induced noise is related to the appearance of the back-reflected light
due to refractive index discontinuities at optical splices, connectors, and optical fiber
ends. The amount of reflected light can be estimated by the reflection coefficient [1]:

rref D

�
na � nb

na C nb

�2
; (3.1)

where na and nb denote the refractive index coefficients of materials facing each
other.

The strongest reflection occurs at the glass–air interface, rref � Œ.1:46–1/=
.1:46C 1/�2 � 3:5% (�14.56 dB). It can be reduced below 0.1% if index-matching
oils or gels are used. The considerable amount of back-reflected light can come back
and enter the laser cavity, negatively affecting the laser operation and leading to ex-
cess intensity noise. The RIN can be increased by up to 20 dB if the back-reflected
light exceeds �30 dBm. The multiple back and forth reflections between splices and
connectors can be the source of additional intensity noise.

3.1.3 Relative Intensity Noise (RIN) and Laser Phase Noise

The operating characteristics of semiconductor lasers are well described by the set of
ordinary differential equations – the rate equations, which describe the interaction
between photons and electrons inside the active region [1, 3, 4]:

dP
dt
D GPCRsp �

P

�p
C FP.t/; (3.2a)
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dN
dt
D
I

q
�
N

� c
� GPC FN.t/; and (3.2b)

d�
dt
D
1

2
˛chirp

�
G �

1

�p

�
C F¥.t/: (3.2c)

In (3.2a) the term GP denotes the increase in number of photons (P ) due to stimu-
lated emission, the term Rsp denotes the increase in P due to spontaneous emission
and can be calculated by Rsp D nspG (nsp – the spontaneous emission factor, typi-
cally nsp � 2), the term –P=�p denotes the decrease in P due to emission through
the mirrors and scattering/absorption by free carriers, and FP.t/ corresponds to
the noise process. In (3.2c) the term I=q denotes the increase in electron num-
bers (N ) due to injection current I , the term –N=� c denotes the decrease in N
due to spontaneous emission and nonradiative recombination, the term –GP the
decrease in N due to stimulated emission, and FN.t/ corresponds to the noise
process. Finally, in (3.2b) the first term corresponds to dynamic chirp, the sec-
ond term to the adiabatic chirp, and F¥.t/ corresponds to the noise process. The
noise terms FP.t/, FN.t/, and F¥.t/ introduced above are known as Langevin forces
that are commonly modeled as zero-mean Gaussian random processes. The pho-
ton lifetime �p is related to the internal losses (˛int) and mirror losses (˛mir) by
�p D

�
vg.˛int C ˛mir/

��1, with vg being the group velocity. The carrier lifetime
� c is related to the spontaneous recombination time (� spon) and nonradiation recom-
bination time (�nr) by � c D � spon�nr=.� sponC�nr/. The net rate of stimulate emission
G is related to the material gain gm by G D � vggm, where � is the confinement
factor.

Noise in semiconductor lasers originates from two sources (1) spontaneous emis-
sion (the dominant noise source) and (2) electron–hole recombination shot noise.
As mentioned above, the noise effects can be modeled by random driving terms in
laser rate equations known as Langevin forces, which can be described as zero-mean
Gaussian random processes with autocorrelation function (Markoffian approxima-
tion) [3, 4]: ˝

Fi .t/Fj .t
0/
˛
D 2Dijı.t � t

0/I i; j 2 fP;N; �g; (3.3)

with dominating factor being DPP D RspP and D¥¥ D Rsp=4P . Fluctuation in
intensity can be described by intensity autocorrelation function [3, 4]:

CPP.�/ D hıP.t/ıP.t C �/i = P
2
; P D hP i ; ıP D P � P : (3.4)

The RIN spectrum can be found by FT of the autocorrelation function [3, 4]:

RIN.!/ D
Z 1
�1

CPP.�/e�j!td� �

(
1=P

3
at lowP

1=P at highP
: (3.5)
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Finally, the SNR can be estimated by [3, 4]

SNR D ŒCPP.0/�
�1=2
�

�
"NL

Rsp�p

�1=2
P ; (3.6)

where the approximation is valid for SNR above 20 dB.
Noise, especially spontaneous emission, causes phase fluctuations in lasers, lead-

ing to a nonzero spectral linewidth��. In gas or solid-state lasers, the linewidth��
typically ranges from the subhertz to the kilohertz range. In semiconductor lasers,
the linewidth �� is often much larger, up the megahertz range, because of (1) the
small number of photons stored in the small cavity and (2) the nonnegligible value of
the linewidth enhancement factor ˛chirp. The spectrum of emitted light electric field
E.t/ D

p
.P / exp.j�/ is related to the field-autocorrelation function �EE.�/ by

S.!/ D

Z 1
�1

�EE.t/e�jt.!�!0/�d�;

�EE.t/ D hE
�.t/E.t C �/i D hexp.j��.t//i D exp

�
�
˝
��2.�/

˛
=2
�
; (3.7)

where ��.�/ D �.t C �/ � �.t/. By describing the laser phase noise process
as Wiener–Lévy process [7], that is a zero-mean Gaussian process with variance
2���jt j (where�� is the laser linewidth), the spectrum of emitted light is found to
be Lorentzian:

SEE.�/ D
P

2���

26664 1

1C

�
2.� C �0/

��

�2 C 1

1C

�
2.� � �0/

��

�2
37775 ; (3.8)

where �0 is the central frequency and other parameters are already introduced above.
The phase fluctuation variance (neglecting the relaxation oscillation) is determined
by [3, 4] ˝

��2.�/
˛
D
Rsp

2P

�
1C ˛2chirp

�
j� j D 2��� j� j : (3.9a)

The laser linewidth can therefore be evaluated by

�� D
Rsp

4�P

�
1C ˛2chirp

�
: (3.9b)

From (3.9b), we see that the chirp effect enhances the laser linewidth by factor�
1C ˛2chirp

�
.

3.1.4 Modal Noise

Modal noise is related to multimode optical fibers. The optical power is nonuni-
formly distributed among a number of modes in multimode fibers (MMFs), causing
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the so-called speckle pattern at the receiver end containing brighter and darker sports
in accordance to the mode distribution. If the speckle pattern is stable, the photodi-
ode effectively eliminates it by registering the total power over the photodiode area.
If the speckle pattern changes with time, it will induce the fluctuation in the received
optical power, known as the modal noise. The modal noise is inversely proportional
to the laser linewidth, so it is a good idea to use LEDs in combination with MMFs.

3.1.5 Quantum Shot Noise

The optical signal arriving at the photodetector contains a number of photons gener-
ating the electron–hole pairs through the photoelastic effect. The electron–hole pairs
are effectively separated by the reversed-bias voltage. However, not every photon is
going to generate the electron–hole pair contributing to the total photocurrent. The
probability of having n electron–hole pairs during the time interval �t is governed
by the Poisson probability density function (PDF) as given by

p.n/ D
N ne�N

nŠ
; (3.10)

where N is the average number of generated electron–hole pairs. The Poisson PDF
approaches Gaussian for large N . The mean of photocurrent intensity can be deter-
mined by

I D hi.t/i D
qN
�t
D

qN
T
; �t D T: (3.11)

For Poisson distribution, the variance equals the mean
˝
.n �N/2

˛
D N so the pho-

tocurrent can be calculated by i.t/ D qn=T . The shot-noise mean-square value can
be determined by

˝
i2
˛
sn D

˝
Œi.t/ � I �2

˛
D
q2
˝
Œn �N�2

˛
T 2

D
q2N

T 2
D

qI
T
D 2qI�f;

�f D
Rb

2

�
Rb D

1

T

�
; (3.12)

where Rb is the bit rate. Equation (3.12) is derived for NRZ modulation format,
but validity is more general. Therefore, the power-spectral density of shot noise
is determined by Ssn.f / D 2qI. To determine the avalanche photodiode (APD)
shot-noise mean-square value, the p–i–n shot-noise mean-square value has to be
multiplied by the excess noise factor F.M/ to account for the randomness of impact
ionization effect [1–3]:

˝
i2
˛APD
sn D SAPD

sn .f /�f D 2qM2F.M/I�f I F.M/ D kNM C .1 � kN /

�
2 �

1

M

�
;

(3.13)
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where M is the average APD multiplication factor and kN is the ratio of impact
ionization factors of holes and electrons, respectively. The often used excess noise
factor approximation is the following one [1]:

F.M/ ŠM x ; x 2 Œ0; 1�: (3.14)

3.1.6 Dark Current Noise

The dark current Id flows through the reversed-biased photodiode even in the ab-
sence of incoming light. The dark current consists of electron–hole pairs created
due to thermal effects in p–n junction. The dark current noise power can be calcu-
lated by modifying 3.13 as follows:˝

i2
˛APD
dcn D S

APD
dcn .f /�f D 2q hM i

2 F.M/Id�f: (3.15)

3.1.7 Thermal Noise

The photocurrent generated during photodetection process is converted to the volt-
age through the load resistance. The load voltage is further amplified by the
front-end amplifier stage. Due to random thermal motion of electrons in load re-
sistance, the already generated photocurrent exhibits additional noise component,
also known as Johnson noise. The front-end amplifier enhances the thermal noise
generated in the load resistance, which is described by the amplifier noise figure
Fn;el. The thermal noise PSD in the load resistance RL, and corresponding thermal
noise power are defined as [1–4]

Sthermal D
4kB�

RL
I

˝
i2
˛
thermal D

4kB�

RL
�f; (3.16)

where � is the absolute temperature, kB the Boltzmann’s constant, and �f is the
receiver bandwidth.

3.1.8 Spontaneous Emission Noise

The spontaneous emission of light appears during the optical signal amplification,
and it is not correlated with signal (it is additive in nature). The noise introduced by
spontaneous emission has a flat frequency characterized by Gaussian PDF, and the
(double-sided) PSD in one state of polarization (SOP) is given by [1–10]
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Ssp.�/ D .G � 1/Fnoh�=2; (3.17)

where G is the amplifier gain and h� is the photon energy. The optical amplifier
noise figure, Fno, defined as the ratio of SNRs at the input and output of the optical
amplifier, is related to the spontaneous emission factor nsp D N2=.N2 � N1/ (for
the two-level system) by [3]

Fno D 2nsp

�
1 �

1

G

�
Š 2nsp � 2: (3.18)

In the most of practical cases, the noise figure is between 3 and 7 dB. The effective
noise figure of the cascade of K amplifiers with corresponding gains Gi and noise
figures Fno;i .i D 1; 2; : : :; K/ [1]:

Fno D Fno;1 C
Fno;2

G1
C
Fno;3

G1G2
C � � � C

Fno;K

G1G2 � � �GK�1
: (3.19)

The total power of the spontaneous emission noise, for an amplifier followed by an
optical filter of bandwidth Bop is determined by

Psp D 2
ˇ̌
Esp

ˇ̌2
D 2Ssp.�/Bop D .G � 1/Fnoh�Bop; (3.20)

where the factor 2 is used to account for both polarizations.

3.1.9 Noise Beat Components

Optical preamplifiers are commonly used to improve the receiver sensitivity by
preamplifying the signal before it reaches the photodetector, which is illustrated
in Fig. 3.1. The gain of the optical amplifier is denoted with G, the optical filter
bandwidth is denoted with Bop, and electrical filter bandwidth is denoted with Bel.

An optical amplifier introduces the spontaneous emission noise in addition to the
signal amplification:

E.t/ D
p
2P cos.2�fct C �/C n.t/; (3.21)

Bop Bel EF- electrical filter

G
p.i.n

PD
EFOF

OF- optical filter

Optical receiver

Pin P

Fig. 3.1 The optical receiver with the preamplifier
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Fig. 3.2 The components of PSD of photocurrent

whereE.t/ denotes the electrical field at the receiver input and n.t/ denotes the am-
plifier spontaneous emission noise, which is the Gaussian process with PSD given
by (3.20). The photocurrent has the following form:

i.t/ D RP.t/ D RE2.t/ D 2RP cos2.2�fctC�/C 2R
p
2Pn.t/ cos.2�fctC� )CRn2.t/:

(3.22)

Following the procedure described in [2], we can determine the variance of different
noise and beating components as follows:

�2 D

Z Bel

�Bel

Si .f /df D �2sh C �
2
sig�sp C �

2
sp�sp;

�2sh D 2qR
�
GPin C SspBop

�
Bel; �2sig�sp D 4R

2GPinSspBel;

�2sp�sp D R
2S2sp.2Bop � Bel/Bel; (3.23)

where we used subscripts “sh” to denote the variance of shot noise, “sp–sp” to de-
note the variance of spontaneous–spontaneous beat noise, and “sig–sp” to denote
the variance of signal–spontaneous beating noise. Ssp is the PSD of spontaneous
emission noise (3.20), Pin is the average power of incoming signal (see Fig. 3.1),
and the components of the PSD of photocurrent i.t/, denoted by Si .f /, are shown
in Fig. 3.2.

3.1.10 Crosstalk Components

The crosstalk effects occurs in multichannel (WDM) systems and can be classi-
fied as (1) interchannel component (the crosstalk wavelength is sufficiently different
from observed channel wavelength) and (2) intrachannel (the crosstalk signal is at
the same wavelength as observed channel or sufficiently close) component.
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Fig. 3.3 Sources of interchannel crosstalk (a) demux and (b) the optical switch
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Fig. 3.4 Sources of intrachannel crosstalk (a) a demux–mux pair and (b) the optical switch

Interchannel crosstalk (also known as out-of-band or heterowavelength crosstalk)
is introduced by either an optical filter or demultiplexer that selects desired channel
and imperfectly rejects the neighboring channels, which is illustrated in Fig. 3.3a.
Another source of interchannel crosstalk is an optical switch, shown in Fig. 3.3b,
in which the crosstalk arises because of imperfect isolation among different wave-
length ports. The crosstalk signal behaves as noise and it is a source of linear
(noncoherent) crosstalk, so that the photocurrent at the receiver can be written
as [1, 3]

I D RmPm C
X
n¤m

RnXmnPn � Ich C IX ; Rm D �mq=h�m; IX D
X
n¤m

RnXmnPn;

(3.24)

where Rm is the photodiode responsivity ofmth WDM channel with average power
Pm, Ich D RmPm is the photocurrent corresponding to the selected channel, IX is
the crosstalk photocurrent, and Xmn is the portion of nth channel power captured by
the optical receiver of the mth optical channel.

The intrachannel crosstalk in transmission systems may occur due to multiple
reflections. However, it is much more important in optical networks. In optical net-
works, it arises from cascading optical (WDM) demux and mux or from an optical
switch, which is illustrated in Fig. 3.4. Receiver current I.t/ D RjEm.t/j

2 con-
tains interference or beat terms, in addition to the desired signal (1) signal–crosstalk
beating terms (like EmEn) and (2) crosstalk–crosstalk beating terms (like EnEk ,
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k ¤ m, n ¤ m). The total electrical field Em and receiver current I.t/, observing
only the in-band crosstalk, can be written as [1–3]

Em.t/ D

0@Em CX
n¤m

En

1A e�j!mt ;

I.t/ D R jEm.t/j
2
� RPm.t/C 2R

NX
n¤m

p
PmPn cosŒ�m.t/ � �n.t/�; (3.25)

where �n.t/ denotes the phase of nth channel and R is the photodiode responsivity.
Each term acts as an independent random variable, and the crosstalk effect can be
observed as the intensity noise (that is Gaussian for large N ):

I.t/ D R.Pm C�P/ .Pn � Pm; n ¤ m/;

where �P is the intensity noise due to intrachannel crosstalk.

3.2 Channel Impairments

In this section, we describe different channel impairments, including the fiber atten-
uation (Sect. 3.2.1), insertion losses (Sect. 3.2.2), chromatic dispersion (Sect. 3.2.3),
multimode dispersion (Sect. 3.2.4), PMD (Sect. 3.2.5), and fiber nonlinearities
(Sect. 3.2.6). The frequency chirp effect is already introduced in Chap. 2.

3.2.1 Fiber Attenuation

Fiber attenuation can be described by the general relation dP=dz D �˛P , where ˛
is the power attenuation coefficient per unit length. If Pin is the power launched into
the fiber, the power remaining after propagating a length L within the fiber Pout is
Pout D Pin exp.�˛L/. The absorption coefficient varies with wavelength as many
of the absorption and scattering mechanisms vary with �. For instance Rayleigh
scattering in fiber is due to microscopic variations in the density of glass (density
fluctuation sites <�) and varies as [3]

˛R D C=�
4; C D 0:7 � 0:9 .dB=km/ �m4:

Mie scattering is caused by imperfections (scattering) in the core–cladding interface
that are larger than �. Intrinsic absorption can be identified as (1) infrared absorp-
tion: in SiO2 glass, vibrational modes of Si–O bonds cause an absorption peak at
� > 7�m, which has a tail extending to the � D 1:55 � �m range; and (2) ultra-
violet absorption is due to the electronic resonances occurring in ultraviolet region
(� < 0:4�m).
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Extrinsic absorption results from the presence of impurities, such as (1)
transition-metal impurities (Fe, Cu, Co, Ni, Mn, and Cr) absorb strongly in
0:6–1:6�m, and the loss level is reduced below 1 dB/km if their amount should
be kept below 1 part per billion and (2) residual OH– ions cause peaks near
� D 0:95�m, 1:24�m, 1:39�m.

3.2.2 Insertion Losses

Fiber loss is not the only source of optical signal attenuation along the transmis-
sion lines. The fiber splices and fiber connectors also cause the signal attenuation.
The fiber splices can be fused or joined together by some mechanical means, with
typical attenuation being 0.01–0.1 dB per fused splice and slightly above 0.1 dB per
mechanical splice. Optical connectors are removable and allow many repeated con-
nections and disconnections, with typical insertion loss for high-quality single mode
fiber (SMF) not above 0.25 dB. To minimize the connector return loss (a fraction
of the optical power reflected back into the fiber at the connector point) the angled
fiber-end surfaces are commonly used. The number of optical splices and connec-
tors depends on transmission length, and must be taken into account, unless the total
attenuation due to fiber joints is distributed and added to the optical fiber attenuation.

3.2.3 Chromatic Dispersion and Single Mode Fibers

Dispersion problem can be described as follows. Short optical pulses entering a dis-
persive channel such as an optical fiber are spread out into a much broader temporal
distribution. Both the intermodal dispersion and chromatic dispersion cause the dis-
tortion in multimode optical fibers, while chromatic dispersion is the only cause of
the signal distortion in SMF. The intermodal dispersion can be specified through
the optical fiber bandwidth Bfib that is related to a 1-km long optical fiber, and this
parameter is specified by the manufacturers and is commonly measured at wave-
length around 1,310 nm (chromatic dispersion is negligible in this region compared
to intermodal dispersion) [1]:

Bfib;L D
Bfib

L�
; � D 0:5 � 1: (3.26)

Single-mode optical fibers do, however, introduce another signal impairment known
as the chromatic dispersion. Chromatic dispersion is caused by difference in ve-
locities among different spectral components within the same mode and has two
components (1) material dispersion and (2) waveguide dispersion component. The
material dispersion is caused by the fact that the refractive index is a function of
wavelength, defined by Sellmeier equation [1, 3]:
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n.�/ D

"
1C

MX
iD1

Bi�
2

�2 � �2i

#
; (3.27)

with typical Bi and �i parameters for pure silica being:

B1 D 0:6961663 at �1 D 0:0684043�m;

B2 D 0:4079426 at �2 D 0:1162414�m;

B3 D 0:8974794 at �3 D 9:896161�m:

The group index ng can be determined by using the Sellmeier equation and the
following definition expression:

ng D nC ! dn=d! D n � � dn=d�:

Waveguide dispersion is related to the physical design of the optical fiber. Since the
value of � is typically small, the refractive indices of the core–cladding are nearly
equal, the light is not strictly confined in the fiber core, and the fiber modes are
said to be weakly guided. For a given mode, say fundamental mode, the portion
of light energy that propagates in the core depends on wavelength, giving rise to
the pulse spreading phenomenon known as waveguide dispersion. By changing the
power distribution across the cross-sectional area, the overall picture related to the
chromatic dispersion can be changed. The distribution of the mode power and the
total value of waveguide dispersion can be manipulated by multiple cladding layers.
This is commonly done in optical fibers for special application purposes, such as
dispersion compensation. Different refractive index profiles of single-mode fibers
used today are shown in Fig. 3.5 [1]. The conventional SMF index profile is shown
in Fig. 3.5a. The nonzero dispersion shifted fiber (NZDSF), with refractive index
profile shown in Fig. 3.5b, is suitable for use in WDM systems. Large effective area
NZDSFs, with index profile shown in Fig. 3.5c, are suitable to reduce the effect of
fiber nonlinearities. Dispersion compensating fiber (DCF), with index profile shown
in Fig. 3.5d, is suitable to compensate for positive chromatic dispersion accumulated
along the transmission line.

Because the source is nonmonochromatic, different spectral components within a
pulse will travel at different velocities, inducing pulse broadening. When the neigh-
boring pulses cross their allocated time slots, the ISI occurs, and the signal bit
rates that can be effectively transmitted can be severely limited. A specific spec-
tral component, characterized by the angular optical frequency !, will arrive at
the output end of the fiber of length L after some delay �g, known as the group
delay:

�g D
L

vg
D L

dˇ
d!
D
L

c

dˇ
dk
D �L

�2

2�c

dˇ
d�
; (3.28)
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Fig. 3.5 Refractive index profiles of different SMFs (a) standard SMF, (b) NZDSF with reduced
dispersion slope, (c) NZDSF with large effective area, and (d) DCF

where ˇ is the propagation constant introduced earlier and vg D Œdˇ=d!��1 is the
group velocity, the speed at which the energy of an optical pulse travels. As a result
of the difference in time delays, the optical pulse disperses after traveling a certain
distance, and the pulse broadening (��g) can be characterized by

��g D
d�g

d!
�! D

d�g

d�
��; (3.29)

where �! represents the frequency bandwidth of the source and �� represents the
wavelength bandwidth of the source. By substituting (3.28) into (3.29) we get

��g D
d�g

d!
�! D

d
�
L

dˇ
d!

�
d!

�! D L
d2ˇ
d!2

�! D L
d2ˇ
d!2

�
�
2�c

�2
��

�
D LD��;

(3.30)

where D [ps/nm km] represents the chromatic dispersion parameter defined by

D D �
2�c

�2
d2ˇ
d!2
D �

2�c

�2
ˇ2; ˇ2 D

d2ˇ
d!2

; (3.31)

where ˇ2 denotes the group-velocity dispersion (GVD) parameter. The chromatic
dispersion can be expressed as the sum of two contributing factors:

D D

d

 
�
�2

2�c

dˇ
d�

!
d�

D �
1

2�c

�
2�

dˇ
d�
C �2

d2ˇ

d�2

�
D DM CDW; (3.32a)
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DM D �
�2

2�c

d2ˇ

d�2
DW D �

�

�c

dˇ
d�
; (3.32b)

where DM represents the material dispersion and DW represents the waveguide
dispersion.

The material dispersion arises due to wavelength dependence of the refractive
index on the fiber-core material, which causes the wavelength dependence of the
group delay. The wavelength dependence of the refractive index n.�/ is well ap-
proximated by the Sellmeier equation, introduced earlier. The material dispersion is
related to the slope of ng D n��dn.�/=d� byDM D .1=c/dng=d�. For pure silica
fiber the following approximation is valid [3]:

DM � 122.1 � �ZD=�/; 1:25�m < � < 1:66�m; (3.33)

where �ZD D 1:276�m is the zero-dispersion wavelength. We can see that for
wavelengths larger than zero-dispersion wavelength the material dispersion coef-
ficient is positive, while the GVD is negative, and this regime is known as the
anomalous dispersion region.

The waveguide dispersion occurs because the propagation constant is a func-
tion of the fiber parameters (core radius and difference between refractive indices in
fiber core and cladding) and at the same time is a function of wavelength. Therefore,
the propagation paths for a mode due to different boundary matching conditions is
slightly different at different wavelengths. Waveguide dispersion is related to the
physical design of the optical fiber. Since the value of � is typically small, the re-
fractive indices of the core–cladding are nearly equal, and the light is not strictly
confined in the fiber core. For a given mode, say fundamental mode, the portion
of light energy that propagates in the core depends on wavelength: the longer the
wavelength, the more the power in the cladding. The effect of waveguide dispersion
on pulse spreading can be approximated by assuming that refractive index of the
material is independent of wavelength. To make the result independent of fiber con-
figuration, we should express the group delay in terms of the normalized propagation
constant b, introduced in Chap. 2 [see (2.18)], so that the propagation constant can
be expressed as

ˇ � n2k.b�C 1/; �� 1: (3.34)

The group delay due to waveguide dispersion can be found as [8]

�WD
L

c

dˇ
dk
�

L

c

�
n2 C n2�

d.Vb/
dV

�
;

d.Vb/
dV

D b

�
1 �

2J 2m.pa/
JmC1.pa/Jm�1.pa/

�
;

(3.35)

where p is the core parameter introduced earlier (p2 D n21k
2 � ˇ2). The pulse

broadening due to waveguide dispersion can be determined using (3.29) by

��W D
d�W

d�
�� D

d�W

dV
dV
dk

dk
d�
�� D L

n2�
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d2.Vb/
dV 2

V
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�
�
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�

�
�� D LDW��;

(3.36)
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where the waveguide dispersion parameter DW is defined by

DW D �
n2�

c

1

�

�
V

d2.Vb/
dV 2

�
; (3.37)

and it is negative for the normalized frequencies between 0 and 3.
The total dispersion can be written as sum of two contributions,D D DMCDW .

The waveguide dispersion (that is negative) shifts the zero-dispersion wavelength to
approximately 1:308�m. D � 15–18 ps=.km nm/ near 1:55�m. This is the low
loss region for fused silica optical fibers. This approach for mutual cancellation was
used to produce several types of single-mode optical fibers that are different in de-
sign compared to standard SMF, standardized by ITU-T. In addition to standard
SMF, there are two major fiber types [1, 2] (1) dispersion shifted fibers (DSF) (de-
scribed in ITU-T recommendation G.653) with dispersion minimum shifted from
the 1,310-nm wavelength region to the 1,550-nm region and (ii) nonzero-dispersion
shifted fibers (NZDSF) (described in G.655 recommendation), with dispersion min-
imum shifted from 1,310-nm window to anywhere within C or L bands (commercial
examples: TrueWave fiber or LEAF).

Dispersion effects do not disappear completely at zero-dispersion wavelength.
Residual dispersion due to higher order dispersive effects still exists. Higher order
dispersive effects are governed by the dispersion slope parameter S D dD=d�.
Parameter S is also known as differential dispersion parameter or second-order dis-
persion parameter, and it is related to the GVD parameter and second-order GVD
parameter ˇ3 D dˇ2=d! by

S D
dD
d�
D

d
d�

�
�
2�c

�2
ˇ2

�
D
4�c

�3
ˇ2 C

�
2�c

�2

�2
ˇ3: (3.38)

The geometrical optics (or ray theory) approach, used to describe the light confine-
ment in step-index fibers through the total internal reflection, is valid when the fiber
has a core radius a much larger than the operating wavelength �. Once the core
radius becomes comparable to the operating wavelength, the propagation of light
in step-index fiber is governed by Maxwell’s equations describing the change of
electric (E ) and magnetic (H ) in space and time [1, 4, 6, 8–10]:

r �E D �@B=@t; (3.39a)

r �H D J C @D=@t; (3.39b)

r �D D �; (3.39c)

r �B D 0; (3.39d)

where B denotes the magnetic flux density, D is the electric flux density, and J D
�E is the current density. Given the fact that there is no free charge in fiber, the
charge density � D 0, and that the conductivity of silica is extremely low � � 0, the



90 3 Channel Impairments and Optical Communication Systems Engineering

equations above can be simplified. The flux densities are related to the field vectors
by constitutive relations:

D D "0E CP ; (3.40a)
B D �0H CM ; (3.40b)

where P and M denoted the induced electric and magnetic densities, "0 is the per-
meability in the vacuum, and �0 is the permittivity in the vacuum. Given the fact
that silica is nonmagnetic materialM D 0. P and E are mutually connected by

P.r; t / D "0

Z 1
�1

�.r; t � t 0/E.r; t 0/dt 0; (3.41)

where the linear susceptibility � is a second-rank tensor that becomes scalar for
an isotropic medium. After certain manipulations the wave equation is obtained
[1–4, 6]:

r
2 QE C n2.!/k20

QE D 0; (3.42)

where k0 D 2�=� is the free space wave number, and with QE we denoted the
Fourier transform of electric field vector.

An optical mode refers to a specific solution of the wave equation, subject
to appropriate boundary conditions. The spatial field distributions, E.r; !/ D
E0.�; �/ expŒjˇ.!/z� j!t� andH .r; !/ D H 0.�; �/ expŒjˇ.!/z� j!t�, of a mode
do not change as the mode propagates along z-axis except for a multiplicative factor
expŒjˇ.!/z�, with ˇ.!/ being the propagation constant of a mode. The fiber modes
may be classified as guided modes, leaky modes, and radiation modes. Different
modes in fiber propagate with different values of propagation constant, that is with
different speeds, causing the pulse spreading. Therefore, it is desirable to design the
fiber which supports only one mode-fundamental mode. Such a fiber is called SMF,
as we mentioned earlier. If the weak guidance condition (� << 1) is not satisfied
the conventional modes TE, TM, EH, and HE modes can be found. The cylindrical
symmetry of fiber suggests the use of cylindrical coordinate system (�, �, z). The
wave equation is to be solved for six components: E�, E� , Ez and H�, H� , Hz.
We can solve the wave equation for axial components only (Ez and Hz), and use
the system of Maxwell’s equations to express the other components as functions of
axial ones. The wave equation for Ez component is as follows [1–4, 6]:

@2Ez

@�2
C
1

�

@Ez

@�
C

1

�2
@2Ez

@z2
C n2k20Ez D 0; n D

(
n1; � � a

n2; � > a
: (3.43)

The wave equation for Ez component can easily be solved using the method of
separation of variables, leading to the following overall solution [3, 4, 6]:

Ez.�; �; z/ D

(
AJm.p�/ejm�ejˇ z; � � a

BKm.q�/ejm�ejˇ z; � > a
; (3.44)
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where Jm.x/ andKm.x/ are corresponding Bessel functions ofmth order (A and B
are constants to be determined from boundary conditions). The similar equation is
valid for Hz.

The other four components can be expressed in terms of axial ones by using the
Maxwell’s equations, and in the core region we obtain [3, 4, 6]
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�
; (3.45)

where p2 D n21k
2
0 � ˇ

2. The similar equations can be obtained for cladding by
replacing p2 with –q2, where q2 D ˇ2 � n22k

2
0 . By satisfying the boundary con-

ditions, the homogeneous system of equation is obtained, which has the nontrivial
solution only if corresponding determinant is zero, which leads to the following
characteristic (eigenvalue) equation [3, 4, 6]:�
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; (3.46)

where pa and qa are related by the following equation:

.pa/2 C .pq/2 D V 2: (3.47)

For given fiber parameters n1, n2, a, and the operating wavelength, we can deter-
mine the normalized frequency V . For fixed V and a given m, there exist multiple
solutions n D 1,2,3,. . . that lead to different modes – propagating modes. The case
m D 0 corresponds to meridional rays (the rays that periodically intersect the cen-
ter axis of the fiber) has the electric/magnetic components independent of �, and
the corresponding modes are classified as: TE0n.Ez D 0/, and TM0n.Hz D 0/

modes. The case m ¤ 0 corresponds to skew rays, the electric and magnetic fields
components are functions of �, and the corresponding modes are classified as: HEmn

(Hz dominates overEz) and EHmn (Ez dominates overHz) modes. Once the mode is
identified (m and n are fixed) from (3.46) and by using the definition expressions for
p and q above, we can easily determine the propagation constant of the mode ˇmn.

The propagating light pulse is a composite optical signal containing a number of
monochromatic spectral components. Each spectral component behaves differently
in a dispersion medium, such as optical fiber, leading to the light pulse distortion.
Each axial component of the monochromatic electromagnetic wave can be repre-
sented by its complex electric field function [1, 3, 6]:

E.z; t / D Ea.z; t / expŒjˇ.!/z� expŒ�j!0t �: (3.48)
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The light pulse distortion, which is observed through the pulse broadening along
the fiber, can be evaluated by knowing the frequency dependence of the propagation
constant ˇ D ˇ.!/ at a specific distance z along the fiber. Each spectral compo-
nent will experience a phase shift proportional to ˇ.!/z. The amplitude spectrum
observed at point z along the fiber length, in the frequency domain is given by

QEa.z; !/ D QEa.0; !/ expŒjˇ.!/z�: (3.49)

The behavior of the pulse envelope during the propagation process can be eval-
uated through the inverse Fourier transform of previous equation, which is very
complicated to calculate, unless additional simplifications are made, for example by
expressing the propagation constant in terms of a Taylor series:

ˇ.!/�ˇ.!c/C
dˇ
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j!D!c.!�!c/C

1
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d2ˇ
d!2
j!D!c.!�!c/

2
C
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6

d3ˇ
d!3
j!D!c.!�!c/

3
C� � � ;

(3.50)

where ˇ1 D .dˇ=d!/j!D!c
is related to the group velocity vg by ˇ1 D 1=vg,

ˇ2 D .d2ˇ=d!2/
ˇ̌
!D!c

is the GVD parameter, and ˇ3 D .d3ˇ=d!3/
ˇ̌
!D!c

is the
second-order GVD parameter. Introducing the concept of slow varying amplitude
A.z; t / [1, 3, 6]:

E.z; t / D Ea.z; t / expŒjˇ.!/z� exp.�j!ct / D A.z; t / exp.jˇcz � j!ct /; (3.51)

we get

A.z; t /D
1

2�

Z 1
�1

QA.0; !/ exp
�

j
�
ˇ1�! C

ˇ2
2
�!2 C

ˇ3
6
�!3

�
z
�

exp.�j.�!/t/d.�!/:

(3.52)

By taking partial derivative of A.z; t / with respect to propagation distance z we
obtain
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(3.53)

Finally, by taking the inverse Fourier transform of (3.53) we derive basic propaga-
tion equation describing the pulse propagation in single-mode optical fibers:
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: (3.54)
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This equation can be generalized by including the fiber attenuation and the Kerr
nonlinear index:
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D �
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2
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C
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6
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Cj jA.z; t /j2 A.z; t /;

(3.55)

where ˛ is the attenuation coefficient and  D 2�n2=.�Aeff/ is the nonlinear co-
efficient with n2 being the nonlinear Kerr coefficient and Aeff being the effective
cross-sectional area of the fiber core.

After the introduction of a new coordinate system with T D t � ˇ1z, the nonlin-
ear Schrödinger equation (NLSE) is obtained:
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(3.56)

The NLSE can be solved using the Fourier split-step algorithm [6]. The length of
the fiber is divided into small steps of size h, as shown in Fig. 3.6. The algorithm
proceeds by first applying the linear operator of the equation (L) for one-half step
length (h=2). The nonlinear operator (NL) is applied for one step length h. The
linear operator is again applied for the full step size. Therefore, the linear operator
is applied at every half-step (h=2) and the nonlinear one at every full-step (h). The
linear operator D in the time domain can be described as follows:

D D �
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2
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2
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C
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6

@3

@t3
; (3.57)

and the linear operator in the frequency domain is obtained by applying the Fourier
transform (FT) on (3.57):

QD D �
˛

2
C j

ˇ2
2
!2 C j

ˇ3
6
!3: (3.58)

The nonlinear operator is defined as

N D j jA.z; T /j2 ; (3.59)

so that the Fourier split-step algorithm can be symbolically described by

A.z0 C h; T / D exp
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2
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Œexp.h �N/A.z0; T /� exp

�
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�
: (3.60)
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Fiber end
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Fig. 3.6 Illustrating the Fourier split-step algorithm
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The linear operator is applied in frequency domain, while the nonlinear operator is
applied in time domain. If fiber nonlinearities can be neglected, the study of prop-
agation is greatly simplified. We have to evaluate the FT of pulse A.0; t/ to get
QA.0; !/ D FTŒA.0; t/�. We have to multiply the corresponding FT by dispersion

factor to get
QA.z; !/ D QA.0; !/ej

h
ˇ2
2 !

2C
ˇ3
6 !

3
i
ze�

˛
2 z: (3.61)

Finally, to get the pulse shape at distance z we have to evaluate the inverse Fourier
transform (FT�1):

A.z; t / D FT�1
�
QA.z; !/

�
:

3.2.4 Multimode Dispersion and Multimode Fibers

MMFs transfer the light through a collection of spatial transversal modes, with each
mode being defined through a specified combination of electrical and magnetic com-
ponents, which occupies a different cross section of the optical fiber core and takes
a slightly distinguished path along the optical fiber. The difference in mode path
lengths in MMFs causes a difference in arrival times at the receiver side, and this
effect is known as multimode (intermodal) dispersion and causes signal distortion
and imposes the limitations in signal bandwidth. The effect of intermodal dispersion
is illustrated in Fig. 3.7 for meridional rays, for both step index MMF (Fig. 3.7a) and
graded-index MMF (Fig. 3.7b). The steeper the angle of the propagation of ray of
congruence, the higher is the mode number, and slower the axial group velocity [8].
This variation in group velocities of different modes results in group delay spread,
which is the root cause of intermodal dispersion. The maximum pulse broadening
can be obtained as the difference of travel time of the highest-order mode Tmax and
that of fundamental mode Tmin as follows:

Cladding

Core

n2

n2

n1

n1

n(ρ)

n(ρ)

ρ

ρ

b

b

b -the cladding radius (125-400 µm) 
ρ-the radial distance

a -the core radius (50-200 µm)

Multimode step-index fiber
a

b

Cladding

Core

Multimode graded-index fiber

a= 50-100 µm
b= 125-140µm 

2a

2a

Fig. 3.7 Intermodal dispersion in MMFs (a) multimode step-index fiber and (b) multimode
graded-index fiber
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�Tmod D Tmax � Tmin D
Ln21
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�
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c
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Ln21
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� �
L

2cn2
.NA/2; �� 1; (3.62)

where L is the MMF length, n1 and n2 are refractive indices related to the fiber
core and cladding respectively, and NA is numerical aperture defined as the light
gathering capacity of MMF:

NA D
q
n21 � n

2
2 � n1

p
2� .�� 1/;

� D .n1�n2/=n1 is the normalized index difference. The delay spread is larger for
fibers with larger numerical aperture or larger normalized index difference. A rough
measure of the delay spread that can be tolerated is half of the bit duration, which
results in the following bit maximum bit rate � distance product:

BL <
n2c

2n21�
�

n2c

.NA/2
: (3.63)

For example, for typical MMF parameters, n1 � n2 � 1:5 and � D 0:01, we
obtain BL < 10 (Mb/s) km, for non-return-to zero (NRZ) systems. To improve
BL product, graded-index MMFs are used, whose index profile can be described
by [8]

n.�/ D

(
n1Œ1 � 2�.�=a/

˛�1=2; � � a

n1.1 � 2�/
1=2 w n1.1 ��/ D n2; � > a

.˛ � profile/: (3.64)

A step-index fiber is approached in the limit for large ˛ and for ˛ D 2 the parabolic-
index profile is obtained. Because the index of refraction is lower at the outer edges
of the core, the light rays will travel faster in that region than in the center where the
refractive index is higher. Therefore, the ray congruence characterizing the higher
order mode will travel further than the fundamental ray congruence, but at faster
rate, resulting in similar arrival times at receiver side. Multimode dispersion in
graded-index fibers is reduced compared to that in step-index fibers.

The trajectory of a light ray is obtained by solving the following differential
equation:

d
ds

�
n.r/

dr
ds

�
D rn.r/; (3.65)

where r is the point along trajectory, s is the path along trajectory, and n.r/ is index
of refraction. By observing meridional paraxial rays r D .�; z/ and noticing that
n.r/ D n.�/, the differential equation (3.65) becomes

d2�
dz2
D
1

n

dn
d�
; (3.65a)
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which can easily be solve for parabolic profile to get

�.z/ D �0 cos.pz/C
�00
p

sin.pz/; p D

r
2�

a2
; (3.66)

where �0 and �00 are the slope and slope radius at z D 0, respectively. Therefore, the
trajectory of meridional rays is periodic with a period 2�=p.

The root-mean square (rms) pulse broadening � in a graded-index fiber can be
obtained by

� D

q
�2intermodal C �

2
intramodal; (3.67)

where � intermodal is the rms pulse spread resulting from intermodal dispersion, while
� intramodal is the rms pulse spread resulting from intramodal dispersion. The inter-
modal delay distortion can be found by

� intermodal D
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�
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�g
˛2
; (3.68)

where �g is the group delay of the mode, which is function of the order (v,m) of the
mode:

�g D
L
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dˇvm
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; (3.69)

with L being the fiber length, ˇvm being the propagation constant, and k D 2�=�

being the wave number. The quantities
˝
�g
˛

and
D
�2g

E
can be obtained from mode

distribution Pvm by [8]
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where M is the total number of modes. To determine the group delay, we use the
following expression for propagation constant [8]:

ˇ D kn1

�
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� m
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�˛=.˛C2/�1=2
; (3.71)

where m is the number of modes with propagation constant between kn1 and ˇ. By
substituting (3.71) into (3.69), and assuming �� 1, we obtain
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(3.72)

where N1 D n1 C k@n1=@k, and " D Œ2n1k=.N1�/�@�=@k. The equation above
indicates that to the first order in �, the group delay difference between the modes
is zero if ˛ D 2C ". If all modes are equally excited Pvm D P and the number of
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modes are large, the summations in (3.70) become integrals, and upon substituting
(3.72) in (3.70) we obtain the following expression for intermodal pulse spread [8]:
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�1=2
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(3.73)

where c1 D .˛ � 2 � "/=.˛ C 2/ and c2 D .3˛ � 2 � 2"/=.˛ C 2/. The optimum
index profile can be found by minimizing the (3.73) to get

˛opt D 2C " ��
.4C "/.3C "/

5C 2"
: (3.74)

By setting " D 0 and substituting (3.74) into (3.73) we obtain

�opt D
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2L

20
p
3c
: (3.75)

The corresponding expression for step-index fiber is obtained by setting ˛ ! 1
(and also assuming " D 0) as follows:
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: (3.76)

The ratio of (3.76) and (3.75) gives � step=�opt D 10=�. Since typically � D 0:01

turns up that a graded-index fiber capacity is three orders of magnitude larger than
that of step index. The corresponding bandwidth � length product is then BL < 10

(Gb/s) km.
The impulse response of graded-index MMFs can be written as follows [23]:
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(3.77)

where the total delay of channel is normalized with delay of the central mode. Notice
that for ˛ < 2, the delay spread is negative meaning that higher modes arrive ear-
lier than the central mode. The impulse responses for different ˛-profile MMFs are
shown in Fig. 3.8. For ˛ !1, the fiber becomes a step-index.

3.2.5 Polarization-Mode Dispersion

The polarization unit vector, representing the SOP of the electric field vector, does
not remain constant in practical optical fibers; rather, it changes in a random fashion
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Fig. 3.8 Impulse responses of MMFs with ˛ D 0:5; 1; 2; 4; 6; 10, and1 (step-index) for index
profile given by (3.64)

along the fiber because of its fluctuating birefringence [1–3]. Two common bire-
fringence sources are (1) geometric birefringence (related to small departures from
perfect cylindrical symmetry) and (2) anisotropic stress (produced on the fiber core
during manufacturing or cabling of the fiber). The degree of birefringence is de-
scribed by the difference in refractive indices of orthogonally polarized modes
Bm D jnx � ny j D �n. The corresponding difference in propagation constants
of two orthogonally polarized modes is �ˇ D jˇx � ˇy j D .!=c/�n. Birefrin-
gence leads to a periodic power exchange between the two polarization components,
described by beat length LB D 2�=�ˇ D �=�n. Typically Bm � 10�7, and there-
fore LB � 10m for � � 1�m. Linearly polarized light remains linearly polarized
only when it is polarized along one of the principal axes; otherwise, its SOP changes
along the fiber length from linear to elliptical, and then back to linear, in a periodic
manner over the length LB.

In certain applications, it is needed to transmit a signal through a fiber that
maintains its SOP. Such a fiber is called a polarization-maintaining fiber (PMF).
(PANDA fiber is well-known PMF.) Approaches to design PMF having high but
constant birefringence are (1) the shape birefringence (the fiber having an ellipti-
cal core) and (2) stress birefringence (stress-inducing mechanism is incorporated in
fiber). Typical PMF has a birefringence Bm � 10�3 and a beat length Bm � 1mm,
resulting in a polarization crosstalk smaller than -30 dB/km. Unfortunately, the loss
of PMFs is high (˛ � 2 dB=km).
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The modal group indices and modal group velocities are related by

Nngx;y D
c

vgx;y
D

c

1=ˇ1x;y
; ˇ1x;y D

dˇx; y
d!

; (3.78)

so that the difference in time arrivals (at the end of fiber of length L) for two or-
thogonal polarization modes, known as the differential group delay (DGD) can be
calculated by [3]

�� D
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L
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�
L

vgy

ˇ̌̌̌
D L

ˇ̌
ˇ1x � ˇ1y

ˇ̌
D L�ˇ1: (3.79)

DGD can be quite large in PMF (�1 ns=km) due to their large birefringence.
Conventional fibers exhibit much smaller birefringence, but its magnitude and po-
larization orientation change randomly at scale known as the correlation length lc
(with typical values in the range 10–100 m). The analytical treatment of PMD is
quite complex due to its statistical nature. A simple model divides the fiber into
a large number of segments (tens to thousands of segments), with both the degree
of birefringence and the orientation of the principal states being constant in each
segment but change randomly from section to section, as shown in Fig. 3.9. Even
though the fiber is composed of many segments having different birefringence, there
exist principal states of polarization (PSP). If we launch a pulse light into one PSP,
it will propagate to the corresponding output PSP without spreading due to PMD.
Output PSPs are different from input PSPs. Output PSPs are frequency independent
up to the first-order approximation. A pulse launched into the fiber with arbitrary
polarization can be represented as a superposition of two input PSPs. The fiber is
subject to time-varying perturbations (such as temperature and vibrations) so that
PSPs and DGD vary randomly over time.

DGD is Maxwellian distributed random variable with the mean-square DGD
value [3]: ˝

.�T /2
˛
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�
C
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� 1

�
; (3.80)

where the parameters in (3.80) are already introduced above. For long fibers,
L� lc, the RMS DGD follows:˝

.�T /2
˛1=2
D �ˇ1

p
2lcL D Dp

p
L; (3.81)

Fig. 3.9 A simple PMD
model Different fiber sections

Local birefringence axes
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where Dp [ps=
p

km] is the PMD parameter. Typical values for PMD parameter are
in the range 0:01–10 ps=.km/1=2, in new fibers Dp < 0:1 ps=.km/1=2. The first-
order PMD coefficient, Dp, can be characterized again by Maxwellian PDF [1]:
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D2

p

2˛2

!
; (3.82)

where ˛ is the coefficient with a typical value around 30 ps. The mean value
˝
Dp
˛

determined from Maxwellian PDF:
˝
Dp
˛
D .8�/1=2˛. The overall probability

P.Dp) that coefficient Dp will be larger than prespecified value can be determined
by [1]
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3
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is about 4 � 10�5, so that the practical expression to characterize the
first-order PMD is [1]:

�T D 3
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L: (3.84)

The second-order PMD occurs due to frequency dependence of both DGD and PSP
and can be characterized by coefficient DP2 [1, 17]:
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where the first term describes the frequency dependence of DGD and the second
term describes the frequency dependence of Stokes vector s (describing the position
of PSP) [18]. The statistical nature of second-order PMD coefficient in real fiber is
characterized by PDF of DP2 [1, 19]:

p.DP2/ D
2�2DP2

�

tanh.�DP2/

cosh.�DP2/
: (3.86)

The probability that the second-order PMD coefficient is larger than 3 hDP2i is still
not negligible. However, it becomes negligible for larger values of 5 hDP2i, so that
the total pulse spreading due to the second-order PMD effect can be expressed
as [1]

��P2 D 5 hDP2iL: (3.87)

3.2.6 Fiber Nonlinearities

The basic operational principles of optical transmission can be explained assum-
ing that the optical fiber medium is linear. The linearity assumption is valid if the
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Fig. 3.10 Classification of fiber nonlinearities

launched power does not exceed several mW in a single channel system. In modern
WDM technology, high-power semiconductor lasers and optical amplifiers are em-
ployed, and the influence of fiber nonlinearities becomes important. Moreover, in
some special cases, the fiber nonlinearities may be used to enhance the fiber trans-
mission capabilities (e.g., soliton transmission). There are two major groups of fiber
nonlinearities related either to nonlinear refractive index (Kerr effect) or to nonlin-
ear optical scattering, which is illustrated in Fig. 3.10.

The Kerr effect occurs due to dependence of index of refraction on light inten-
sity, and fiber nonlinearities belonging to this category are (1) self-phase modulation
(SPM), (2) cross-phase modulation (XPM), and (3) four-wave mixing (FWM). The
SPM is related to the single optical channel. The variation of power within the chan-
nel causes the changes in refractive index, which leads to the pulse distortion. In
XPM, the refractive index changes not only due to variations in power in observed
channel but also due to variation in powers of other wavelength channels leading
to the pulse distortion. In FWM, several wavelength channels interact to create new
channels. This effect is dependent on both the powers of interacting channel and
chromatic dispersion.

The stimulated scattering effects are caused by parametric interaction between
the light and materials. There are two types of stimulated scattering effects (1) stim-
ulated Raman scattering (SRS) and (2) stimulated Brillouin scattering (SBS). In the
SRS, the light interacts with material through the vibrations and causes the energy
transfer from short wavelength channels to longer wavelength channels, leading to
the interchannel crosstalk. In the SBS, the light interacts with the matter through
acoustic waves, leading to the coupling with backward propagating waves, thus lim-
iting the available power per channel.

The nonlinear effects introduced above are functions of the transmission length
and cross-sectional area of the optical fiber. The nonlinear interaction is stronger
for longer fibers and smaller cross-sectional area. On the other hand, the nonlin-
ear interaction decreases along the transmission line because of the signal getting
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attenuated as it propagates. Therefore, the strength of the nonlinear effects may be
characterized by introducing the concept of effective length, Leff, as an equivalent
length so that the product of launched power P0 and the equivalent length is the
same as the area below power evolution curve P.z/ D P0 exp.�˛z/:

P0Leff D

Z L

zD0
P.z/dz D

Z L

zD0
P0e�˛zdz) Leff D

1 � e�˛L

˛
� 1=˛; (3.88)

where ˛ denotes the attenuation coefficient, and the approximation is valid for fiber
which are at least several tens of kilometers in length. The affective length after M
amplifiers is

Leff; total D
1 � e�˛L

˛
M D

1 � e�˛L

˛

L

l
; (3.89)

where L is the total transmission length, l is the amplifier spacing, and M is the
number of amplifiers. If the amplifier spacing increases, the optical amplifier gain
increases in proportion to exp.˛l/, to compensate for the fiber losses. On the other
hand, the increase in power enhances the nonlinear effects. Therefore, what matters
is the product of launched powerP0 and the total effective lengthLeff;total as follows:
P0Leff;total.

The nonlinear effects are inversely proportional to the area of the fiber core be-
cause the concentration of the optical power per unit cross-sectional area (power
density) is higher for smaller cross-sectional area and vice versa. Optical power dis-
tribution across the cross-sectional area is closely related to the overall refractive
index, and to characterize it the concept of effective cross-sectional area (Aeff/ is
introduced [1, 2]:

Aeff D

hR
r

R
�
r dr d� jE.r; �/j2

i2
R
r

R
�
r dr d� jE.r; �/j4

; (3.90)

where E.r; �) is the distribution of electrical field in cross section and (r; �) denote
the polar coordinates. For the Gaussian approximation E.r; �/ D E0 exp.�r2=w2/,
the effective cross-sectional area is simply Aeff D �w2, where w is the mode radius.
The Gaussian approximation is not applicable to the optical fibers having more com-
plicated index profile, such as DSFs, NZDFs, and DCFs. In these cases, the effective
cross-sectional area can be found by [1]

Aeff D k�w2; (3.91)

where k is smaller than 1 for DCFs and some NZDSFs and larger than 1 for NZDSF
with larger effective cross-sectional area.
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3.2.6.1 Self-Phase Modulation

For relatively high power density, the index of refraction acts as the function density,
the effect is known as Kerr effect [1–3]:

n.P / D n0 C n2
P

Aeff
; (3.92)

where n2 is the Kerr coefficient (second order refractive index coefficient), with
typical values being 2:2–3:4 � 10�20 m2=W. The variation in refractive index due
to Kerr effect yield to the propagation constant ˇ variations, because ˇ D 2�n=�:

ˇ.P / D ˇ0 C P; ˇ0 D 2�n0=�;  D
2�n2

�Aeff
; (3.93)

where  is the nonlinear coefficient, with typical values being 0:9–2:75W�1 km�1

at 1,550 nm [1, 2]. The propagation constant ˇ will vary along the duration of op-
tical pulse, because the different points along the pulse will “see” different optical
powers, and the frequency chirping is introduced. The propagation constant associ-
ated with the leading edge of the pulse will be lower than that related to the central
part of the pulse. The difference in propagation constants will cause the difference
in phases associated with different portions of the pulse. The central part of the
pulse will acquire phase more rapidly than the leading and trailing edges. The total
nonlinear phase shift after some length L can be found by

�˚ŒP.t/� D

Z L

0

Œˇ.P0/ � ˇ�dz D
Z L

0

P.z/dz

D
P0.t/Œ1 � e�˛L�

˛
D P0.t/Leff D

Leff

LNL
; LNL D

1

P0
; (3.94)

where LNL is the nonlinear length.
The frequency variation (chirp) can be found as the first derivative of the nonlin-

ear phase shift with respect to time:

ı!SPM.t/ D
d Œ�˚.t/�

dt
D
2�

�

Leffn2

Aeff

dP0.t/
dt

: (3.95)

In general case, SPM causes the pulse broadening. However, in some situations, the
frequency chirp due to SPM could be opposite to that due to chromatic dispersion
(such as the anomalous dispersion region). In such a case, SPM helps to reduce
the impact of chromatic dispersion. In order to understand the relative effects of
chromatic dispersion and SPM, let us observe the NLSE (3.56), assuming that the
fiber loss and the second-order GVD can be neglected:

@A.z; t /
@z

D �ˇ1
@A.z; t /
@t

� j
ˇ2
2

@2A.z; t /
@t2

C j jA.z; t /j2A.z; t /: (3.96)
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Substituting: � D .t � ˇ1z/=�0, � D z=LD
�
LD D �

2
0

ı
jˇ2j

�
, and U D

A
ıp

P0
�
P0 D A

2
0

�
we get

j
@U

@�
�

sgn.ˇ2/
2

@2U

@�2
CN 2

jU j2 U D 0; N 2
D LD=LNL: (3.97)

When N � 1, the nonlinear length is much larger than the dispersion length so that
the nonlinear effects can be neglected compared with those of chromatic dispersion.
If chromatic dispersion can be neglected (LD ! 1/, the NLSE can be solved
analytically [2]:

U.z; �/ D U.0; �/ejzjU.0;�/j2
.
LNL : (3.98)

Interestingly, the SPM modulation causes a phase change but no change in the enve-
lope of the pulse. Thus, SPM by itself leads only to chirping, regardless of the pulse
shape. The SPM-induced chirp, however, modifies the pulse-broadening effects of
chromatic dispersion.

3.2.6.2 Cross-Phase Modulation

XPM is another effect caused by the intensity dependence of the refractive index,
but it is related to the multichannel transmission and occurs during propagation of a
composite signal. The nonlinear phase shift of a specific optical channel is affected
not only by the power of that channel but also by the optical power of the other
channels:

�˚m.t/ D LeffP0m.t/C

MX
iD1; i¤m

P0i .t/ D
2�

�

Leffn2

Aeff

24P0m.t/C MX
iD1; i¤m

P0i .t/

35 ;
(3.99)

where P0m.t/ denotes the pulse shape in mth channel, other parameters are the
same as before. The nonlinear phase shift is bit-pattern dependent. In the worst-case
scenario (assuming that all channels are transmitting ones and are loaded with the
same power P0m):

�˚m.t/ D
2�

�

Leffn2

Aeff
.2M � 1/P0m.t/: (3.100)

In practice, the optical pulses from different optical channels propagate at different
speeds (they have different group velocities). The phase shift given above can occur
only during the overlapping time. The overlapping among neighboring channels is
longer than the overlapping of channels spaced apart, and it will produce the most
significant impact on the phase shift. If pulses walk through one another quickly
(due to significant chromatic dispersion or when the channels are widely separated),
the described effects on both pulses are diminished because the distortion done by
the trailing edge is undone by the leading edge.
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3.2.6.3 Four-Wave Mixing

FWM is another effect that occurs in optical fibers during the propagation of a
composite optical signal, such as the WDM signal. It gives rise to the new opti-
cal signals. The three optical signals with different carrier frequencies fi , fj , and
fk (i , j , k D 1; : : : ;M ) interact to generate the new optical signal at frequency
fijk D fi C fj � fk , providing that the phase-matching condition is satisfied:

ˇijk D ˇi C ˇj � ˇk ; (3.101)

where ˇs are corresponding propagation constants. The measure of the phase-
matching condition of wavelength channels involved in the interaction is defined by

�ˇ D ˇi C ˇj � ˇk � ˇijk; (3.102)

The FWM is effective only if �ˇ approaches zero. Therefore, the phase-matching
condition is a requirement for the momentum conservation. The FWM process can
also be considered from quantum-mechanic point of view as the annihilation of two
photons with energies hf i and hf j and generation of two new photons with energies
hf k and hf ijk. In FWM process, the indices i and j do not need to be necessarily
distinct, meaning that only two channels may interact to create the new one, this
case is known as degenerate case.

The power of the newly generated optical frequency is a function of the powers
of optical signals involved in the process, the Kerr coefficient, and the degree of
satisfaction of the phase-matching condition, so that we can write [1, 3, 5]

Pijk �

�
2�fijkn2dijk

3cAeff

�2
PiPjPkL

2
eff; (3.103)

where dijk is the measure of degeneracy, which takes value 3 in degenerate case or
value 6 in nondegenerate case. FWM can produce significant signal degradation in
WDM systems since several newly generated frequencies can coincide with any spe-
cific channel. Namely, the total number of newly generated frequencies N through
the FWM process isN DM 2.M �1/=2. Fortunately, some of the newly generated
frequencies have negligible impact. However, some of them will have significant
impact especially those coinciding with already existing WDM channels.

The FWM can be reduced either by reducing the power per channel or by prevent-
ing the perfect phase matching by increasing the chromatic dispersion or increasing
the channel spacing. One option would be to use nonuniform channel spacing. On
the other hand, the FWM process can be used to perform some useful functions,
such as the wavelength conversion through the process of phase conjugation [3].

In the rest of this subsection, we provide another interpretation of Kerr nonlin-
earities [2]. Under isotropy assumption, in the presence of nonlinearities, induced
polarization P.r; t / is along the same direction as the electric field E.r; t /, so that
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corresponding vector notation can be substituted by the scalar functions, and the
induced polarization be written in the form [2]:

P.r; t / D "0

Z t

�1

�.1/.t � t 0E.r; t 0dt 0"0�.3/E3.r; t /; (3.104)

where the first term corresponds to the linear part and the second term, PNL.r; t /,
to the nonlinear part. �.1/ denotes the linear susceptibility, �.3/ denotes the third-
order susceptibility, and "0 is the permittivity of vacuum. (Because of the symmetry
of silica molecules only odd terms are present in Taylor expansion of P.r; t /.) A
WDM signal can be represented as the sum of n monochromatic plane waves of
angular frequency !i (the modulation process is ignored in this simplified analysis):

E.r; t / D

MX
iD1

Ei cos.!i t � ˇi z/: (3.105)

The nonlinear polarization, after substitution of (3.105) into the second term of
(3.104), can be written as follows:
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.!i C !j � !k/t � .ˇi C ˇj � ˇk/z
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C � � �

(3.106)

The first term of the second line [of (3.106)] corresponds to the SPM, the second
term in the same line to the XPM, the first term of the third line corresponds to the
degenerate FWM case, and the last term corresponds to the nondegenerate FWM.

3.2.6.4 Stimulated Raman Scattering

Raman scattering is a nonlinear effect that occurs when a propagating optical signal
interacts with glass molecules in the fiber undergoing a wavelength shift. The re-
sult of interaction is a transfer of energy from some photons of the input optical
signal into vibrating silica molecules and a creation of new photons with lower
energy than the energy of incident photons. The incident optical signal is com-
monly referred to as a pump, and the generated signal is called the Stokes signal.
The difference in frequencies between the pump (!p) and the Stokes signal (!S) is
known as the Raman frequency shift !R D !p � !S. Scattered photons are not in
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phase with each other and do not follow the same scattering pattern, meaning that
energy transfer from pump to Stokes photons is not a uniform process. As a result,
there exists the frequency band that includes frequencies of all scattered Stokes pho-
tons. Scattered Stokes photons can take any direction that can be either forward or
backward with respect to the direction of the pump, meaning that Raman scattering
is isotropic process. If the pump power is lower than a certain threshold value, the
Raman scattering process will have a spontaneous character, characterized by the
small number of pump photons that will be scattered and converted to the Stokes
photons. However, when the pump power exceeds the threshold value, Raman scat-
tering becomes a stimulated process. SRS can be explained as a positive feedback
process in the pump signal that interacts with Stokes signal and creates the beat
frequency !R D !p � !S, and the beat frequency then serves as a stimulator of
molecular oscillations, and the process is enhanced or amplified. Assuming that the
Stokes signal propagates in the same direction as the pump signal, the intensity of
the pump signal Ip D Pp=Aeff and the intensity of the Stokes signal IS D PS=Aeff
are related by the following systems of coupled differential equations [1, 3]:

dIp

dz
D �gR

�
!p

!S

�
IpIS � ˛pIpI

dIS

dz
D gRIpIS � ˛SIS; (3.107)

where ˛p (˛S) is the fiber attenuation coefficient of the pump (Stokes) signal, and gR
is the Raman gain coefficient. Because the SRS process is not the uniform process,
the scattered Stokes photons will occupy a certain frequency band, and the Raman
gain is not constant, but a function of frequency. It can be roughly approximated by
the Lorentzian spectral profile [1]:

gR.!R/ D
gR.˝R/

1C .!R �˝R/2T
2

R
; (3.108)

where TR is vibration state’s decay time (in the order 0.1 ps for silica-based
materials), and ˝R is the Raman frequency shift of a corresponding Raman
gain peak. The actual gain profile extends over 40 THz (�320 nm), with a peak
around 13.2 THz. The Raman gain peak gR.˝R/ D gR;max is between 10�12 and
10�13 m=W for wavelengths above 1,300 nm. The gain profile can also be approxi-
mated by a triangle function, which is commonly used in analytical studies of SRS
[1, 3]:

gR.!R/ D
gR.˝R/!R

˝R
: (3.109)

The Raman threshold, defined as the incident power at which half of the pump
power is converted to the Stokes signal, can be estimated using the system of differ-
ential equations by replacing gR by gR;max. The amplification of Stokes power along
distance L can be determined by

PS.L/ D PS;0 exp
�
gR;maxPS;0L

2Aeff

�
; (3.110)
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where PS;0 D PS.0/. The Raman threshold can be determined by [1–3]

PR;threshold D PS;0 �
16Aeff

gR;max
Leff; (3.111)

and for typical SMF parameters (Aeff D 50�m2, Leff D 20 km, and gR;max D

7 � 10�13 m=W), it is around 500 mW.
The SRS can effectively be used for optical signal amplification (Raman am-

plifiers), as we explained earlier. In WDM systems, however, the SRS effect can
be quite detrimental, because the Raman gain spectrum is very broad, which en-
ables the energy transfer from the lower to higher wavelength channels. The shortest
wavelength channel within the WDM system acts as a pump for several long wave-
length channels, while undergoing the most intense depletion. The fraction of power
coupled out of the channel 0 to all the other channels (1, 2, . . . , M - 1; M is the
number of wavelengths), when the Raman gain shape is approximated as a triangle,
can be found as [2]:

P0 D

M�1X
iD1

P0.i/ D
gR;max��PLeff

2��CAeff

M.M � 1/

2
; (3.112)

where �� is the channel spacing and ��C Š 125 nm. In order to keep power
penalty, �10 log(1 � P0/, below 0.5 dB, the following inequality must be satis-
fied [2]:

PM.M � 1/��Leff < 40; 000mW nm km: (3.113)

With chromatic dispersion present, the previous inequality can be relaxed to
80,000 mW nm km. For example, in a 32-wavelength channels spaced apart 0.8 nm
and Leff D 20 km, P � 2:5mW. The energy transfer between two channels is bit-
pattern dependent and occurs only if both wavelengths are synchronously loaded
with 1 bit, meaning that the energy transfer will be reduced if dispersion is higher
due to the walk-off effect (difference in velocities of different wavelength channels
will reduce the time of overlapping).

3.2.6.5 Stimulated Brillouin Scattering

Brillouin scattering is a physical process that occurs when an optical signal inter-
acts with acoustical phonons, rather than the glass molecules. During this process
an incident optical signal reflects backward from the grating formed by acoustic
vibrations and downshifts in frequency. The acoustic vibrations originate from the
thermal effect if the power of an incident optical signal is relatively small. If the
power of incident light goes up, it increases the material density through the elec-
trostrictive effect. The change in density enhances acoustic vibrations and forces
Brillouin scattering to become stimulated. The SBS process can also be explained
as a positive feedback mechanism, in which the incident light (the pump) interacts
with Stokes signal and creates the beat frequency !B D !p � !S. The parametric
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interaction between the pump, Stokes signal, and acoustical waves requires both the
energy and the momentum conservation: the energy is effectively preserved through
the downshift in frequency, while the momentum conservation occurs through the
backward direction of the Stokes signal. The Brillouin shift (the frequency down-
shift) can be determined by [1]

fB D
2nvA

�p
; (3.114)

where vA is the velocity of the acoustic wave. The frequency shift is fiber material
dependent and can vary from 10.5 GHz to 12 GHz. The SBS is governed by the
following set of coupled equations, similarly as in SRS [1, 3]:

dIp

dz
D �gBIpIS � ˛pIpI �

dIS

dz
D gBIpIS � ˛SIS; (3.115)

where Ip and IS are the intensities of the pump and Stokes waves, respectively; gB is
the Brillouin gain coefficient; and ˛p (˛S) is the attenuation coefficient of the pump
(Stokes) signal. The scattered Stokes photons will not have equal frequencies, but
will be dispersed within certain frequency band. The spectrum of Brillouin gain is
related to the acoustic phonons lifetime (characterized by the time constant TB/ and
can be approximated by a Lorentzian spectral profile [1]:

gB.!B/ D
gB.˝B/

1C .!B �˝B/2T
2

B
; (3.116)

where˝B D 2�fB is the Brillouin shift. The Brillouin gain is also dependent on the
fiber waveguide characteristics. The SBS gain bandwidth �fB is about 17 MHz at
�p D 1; 520 nm for pure silica, but it is almost 100 MHz in doped silica fibers, and
the typical bandwidth is about 50 MHz. The maximum value of the gain gB;max is
also dependent on the type of fiber material, and it is between 10�10 and 10�11 m=W
for silica-based optical fiber above 1�m. The threshold pump power at which the
Brillouin scattering becomes stimulated can be calculated in similar fashion as done
for SRS [1]:

PB; threshold �
21Aeff

gB;maxLeff
; (3.117)

and the estimated Brillouin threshold is about 1.05 mW for typical values of fiber
parameters (Aeff D 50�m2, Leff D 20 km, and gB;max D 5�10

�11 m=W). The pre-
ceding expression assumes that the pump signal has a negligible line width and lies
within the gain bandwidth of SBS. The threshold power is considerably increased if
the signal has a broad linewidth, and thus much of the pump power lies outside of
the gain bandwidth of SBS [2]:

PB;threshold �
21Aeff

gB;maxLeff

�
1C

�fs

�fB

�
; (3.118)
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where �fs is the spectral width of the source. For example, with source bandwidth
is ten times larger than the SBS gain bandwidth, the SBS threshold increases to
11.55 mW. The SBS suppression can be achieved by dithering the source (directly
modulating the laser with a sinusoid at a frequency much lower than the receiver
low-frequency cutoff).

3.3 Transmission System Performance Assessment
and System Design

The transmission quality can be estimated by using different figures of merit such as
SNR, optical SNR (OSNR), Q-factor, eye opening penalty, and the BER. The SNR
at decision point is defined as the ratio between the signal power to the noise power.
The optical amplification process is accompanied with ASE noise that accumulates
along the transmission line and degrades the OSNR. Therefore, the OSNR can be
defined as the ratio of the received optical power and accumulated noise power. It
is a common practice in optical communications to use the Q-factor as a figure of
merit instead of SNR. It is defined as

Q D
I1 � I0

�1 C �0
; (3.119)

where I1 and I0 represent the average photocurrents corresponding to one- and
zero-symbol levels, and �1 and �0 are corresponding standard deviations. The total
variance in the photocurrents corresponding to symbol 1/0 is:

�21;0 D
˝
i2sn;1;0

˛
C
˝
i2thermal;1;0

˛
; (3.120)

where
˝
i2sn;1;0

˛
is the variance corresponding to the shot noise and

˝
i2thermal;1;0

˛
is the

variance corresponding to the thermal noise.
The BER is an important parameter in digital transmission quality assessment. It

defines the probability that the bit being transmitted will be mistaken by the decision
circuit. The fluctuating signal levels corresponding to 0 and 1 bits can be character-
ized by corresponding PDFs. If at decision point the received sample is larger than
the threshold (I > Itsh/ we decide in favor of bit 1, otherwise we decide in favor of
bit 0. An error occurs if a bit 1 was transmitted but we decided in favor of 0 or a bit
0 was transmitted but we decided in favor of 1.

The bit-error ratio is defined by

BER D Pr .0j1/Pr .1/C Pr .1j0/Pr .0/ ; (3.121)

where Pr.0j1/ is the conditional probability that symbol 1 was transmitted by the
decision circuit decided in favor of 1, Pr.1j0/ is the conditional probability that
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symbol 0 was transmitted by the decision circuit decided in favor of 1, and Pr(0)
and Pr(1) are a priori probabilities of symbols 0 and 1, respectively. Assuming an
equiprobable transmission, Pr.0/ D Pr.1/ D 1=2, we obtain BER D 0:5.Pr.0j1/C
Pr.1j0//. The PDFs for symbols 0 and 1 are commonly considered as Gaussian
[1, 3, 5, 7–9], so that conditional error probabilities can be determined by

Pr .0j1/ D
1
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p
2�
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�1
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�
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.I � I1/

2
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�
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2

�
;
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1
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Z 1
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2

2�20

�
dI D

1

2
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�
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�0
p
2

�
; (3.122)

where the complementary error function erfc(x/ is defined by

erfc.x/ D
2
p
�

Z C1
x

e�z2dz:

The optimum decision, minimizing the BER, is the maximum a posteriori probabil-
ity (MAP) decision rule, which can be formulated as follows:

p.I j0/Pr.0/
H0
>

<
H1

p .I j1/Pr .1/ ; p .I ji/D
1

� i
p
2�

exp
�
�
.I � Ii /

2

2�2i

�
; i 2 f0; 1g;

(3.123)
where we usedHi .i D 0; 1/ to denote the hypothesis the symbol i was transmitted,
and p.I ji/ .i D 0; 1/ is the corresponding PDF. For the equiprobable transmission
ŒPr.0/ D Pr.1/ D 1=2�, the MAP rule becomes the maximum-likelihood (ML)
decision rule ŒPr.0/ D Pr.1/ D 1=2�:

p .I j0/

H0
>

<
H1

p .I j1/ : (3.124)

The resulting BER can be obtained by substituting (3.123) into (3.121):

BER D
1

4

�
erfc

�
I1 � Itsh

�1
p
2

�
C erfc

�
Itsh � I0

�0
p
2

��
: (3.125)

The optimum threshold can be obtained by minimizing the BER, which yields to
the following equation to be solved numerically:

ln
�

Pr .0/
Pr .1/

�
C ln

�
�1

�0

�
D
.I1 � Itsh/

2

2�21
�
.Itsh � I0/

2

2�20
: (3.126)
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When the standard deviations are close to each other (�1 � �0/, the following
approximation is valid:

Itsh �
�0I1 C �1I0

�0 C �1
: (3.127)

By substituting (3.127) into (3.125) we obtain the following relation:

BER D
1

2
erfc

�
Q
p
2

�
; Q D

I1 � I0

�1 C �0
(3.128)

establishing the connection between the BER and Q-factor introduced in (3.119).
For example,Q D 7 (16.9 dB) corresponds to BER of 10�12, andQ D 8 (18.06 dB)
corresponds to BER of 10�15.

Another important receiver parameter is the receiver sensitivity. Receiver sensi-
tivity is defined as minimum average received optical power PR D .P0 C P1/=2

.Pi is the average power corresponding to symbol i/ required to operate at a given
BER (such as 10�12 or 10�15). By including the impact of the basic noise compo-
nents (shot, thermal, and beat noise components) into three basic real case detection
scenarios, we can establish the new reference point. All other impairments degrade
the receiver sensitivity by increasing the value of the optical power PR required to
achieve a desired BER. Accordingly, each individual impairment causes the receiver
sensitivity degradation, which is evaluated by the power penalty. The power penalty,
denoted as �P , is defined as follows:

�P ŒdB� D 10 log10
PR.in the presence of impairment, at given BER/
PR.in the absence of impairment, at given BER/

: (3.129)

3.3.1 Quantum Limit for Photodetection

The quantum limit is defined for an ideal photodiode (no thermal noise, no dark
current, no shot noise, and 100% of quantum efficiency) and can be used as the
reference point to compare different receiver architectures. In the quantum limit
case the Gaussian assumption is no longer valid, and Poisson statistics should be
used instead. Assuming that Np is the average number of photons in each 1 bit (the
number of photons in a 0 bit is zero), the probability for the formation of m e–h
pairs is given by Poisson distribution:

Pm D exp.�Np/N
m
p =mŠ: (3.130)

Using our earlier definitions, Pr.1j0/ D 0 because no e–h pairs are formed when
Np D 0, while Pr.0j1/ D P0 D exp.�Np/. Therefore, the BER for quantum limit is
as follows:

BER D
1

2
exp.�Np/: (3.131)
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The receiver sensitivity is related to the average number of photons extended over
the stream of 0s and 1s

˝
Np
˛

by

PR D
P0 C P1

2
D
Nph�

2T
D
˝
Np
˛
Rbhv; (3.132)

where h� is the photon energy, T is the bit duration, and Rb is the bit rate. For
example, Np D 34.

˝
Np
˛
D 17/ for BER of 10�15, while corresponding receiver

sensitivity is PR D �46:61 dBm at Rb D 10Gb=s and PR D �40:59 dBm at
Rb D 40Gb=s.

3.3.2 Shot Noise and Thermal Noise Limit

The impact of shot noise and thermal noise is unavoidable in any optical receiver and
as such can be used as the referent case. Let us assume that I0 D 0.P0 D 0, infinite
extinction ratio), then P1 D 2PR and I1 D 2hM iRPR for avalanche photodiodes
(APDs). For the bit one the variance of noise includes both thermal and shot noise
terms, while for bit 0 includes only the thermal noise term, and in case of APDs the
corresponding variances can be written as [1–3]

�21 D �
2
sn C �

2
thermal; �20 D �

2
thermal;

�2sn D
˝
i2sn

˛
D 4qM2F.M/RPRBel �2thermal D

˝
i2thermal

˛
D
4k�Fne

RL
Bel; (3.133)

where F.M/ is the excess noise factor introduced earlier, M the APD multipli-
cation factor, R the photodiode responsivity, kB the Boltzmann’s constant, � the
absolute temperature, Fne the noise figure of postamplifier (see Fig. 3.2), and Bel is
the electrical filter bandwidth. The corresponding expressions for PIN photodetec-
tors can be obtained by setting M D 1 and F.M/ D 1. The receiver sensitivity can
be obtained from the Q-factor

Q D
I1

�1 C �0
D

MR.2PR/�
2qM2F.M/R.2PR/Bel C �

2
thermal

�1=2
C � thermal

; (3.134)

as follows
PR D

Qreq

R

�
qF.M/QreqBel C

� thermal

M

�
: (3.135)

The optimum multiplication factor is obtained by solving for M D Mopt from
dPR=dM D 0 by

Mopt D

vuuut � thermal

qQBel
C kN � 1

kN
�

r
� thermal

kN qQBel
; (3.136)
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where kN is the ratio of impact ionization factors of holes and electrons,
respectively. By substituting (3.136) into (3.135) we obtain

PR;APD D
2qBel

R
Q2.kNMopt C 1 � kN /: (3.137)

The receiver sensitivity for the thermal noise limit is obtained by setting the shot
noise contributor in (3.135) to zero, and this case corresponds to the PIN photodiode:

PR;PIN �
� thermalQ

R
D
Q
p
4k�FneBel

R
p
RL

: (3.138)

3.3.3 Receiver Sensitivity for Receivers with Optical Preamplifier

The receiver sensitivity can be greatly improved by using the optical preamplifier in
front of PIN photodiode. By following the similar procedure to that from previous
section, following expression for the receiver sensitivity is obtained [1,3] (assuming
again that I0 D 0):

PR D
2SspBel

�
Q2 �Q

p
Bop=Bel

�
G � 1

D FnohfBel

�
Q2
�Q

q
Bop=Bel

�
;

Ssp D Fnohf .G � 1/=2; (3.139)

where Ssp is the PSD of spontaneous emission noise, G the gain of optical pream-
plifier, Fno the corresponding noise figure, hf a photon energy, Bop the optical filter
bandwidth, and Bel is the electrical filter bandwidth.

3.3.4 Optical Signal-to-Noise Ratio

The optical amplification process is accompanied with ASE noise that accumulates
along the transmission line degrading the OSNR, defined by

OSNR D
Ps

PASE
D

Ps

SspBop
D

Ps

2nsphf .G � 1/Bop
; (3.140)

where Ps is the signal power and PASE is the noise power, other parameters are al-
ready defined in Sect. 3.3.3. The OSNR can be measured at the receiver entrance
point (just before photodetector) and as such can be related to the Q-factor as fol-
lows [1, 2]:

Q D
2OSNR

p
Bop=Bel

1C
p
1C 4OSNR

; (3.141)
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where Bop and Bel are optical and electrical filters bandwidths, respectively. Notice
that expression above is valid only for NRZ modulation format.

3.3.5 Power Penalty Due to Extinction Ratio

In previous subsections, we considered different detection scenarios by including
the basic receiver noise components. All other factors degrading the system per-
formance, both noise components and signal impairments, can be characterized by
introducing the power penalty, (3.129), that is the increase in receiver sensitivity
required to keep the same quality of transmission.

The power penalty (PP) due to extinction ratio (the extinction ratio is defined
as rex D P0=P1), denoted as �Pex, for the thermal-noise-dominated scenario can
be obtained by using the PP definition expression (3.130) and receiver sensitivity
expression as follows:

�Pex ŒdB� D 10 log10
PR.rex ¤ 0/

PR.rex D 0/
D 10 log10

1C rex

1 � rex
: (3.142)

The power penalty due to extinction ratio for the shot-noise-dominated scenario can
be obtained by repeating the similar procedure as above to obtain

�Pex ŒdB� D 10 log10
1C rex�
1 �
p
rex
�2 : (3.143)

3.3.6 Power Penalty Due to Intensity Noise

The intensity noise is related to the fluctuations of the incoming optical power,
mostly due to the light source. The power penalty due to intensity noise can be
obtained by calculating first the Q-factors in the presence and absence of intensity
noise, then to calculate the corresponding receiver sensitivities, and finally to cal-
culate the power penalty as the ratio of receiver sensitivities in the presence and
absence of intensity noise to get

�Pint ŒdB� D 10 log10
PR.rint ¤ 0/

PR.rint D 0/
D �10 log10

�
1 � r2intQ

2
�
; (3.144)

where rint is the intensity noise parameter defined as
p
.2RINlaser�f /, where

RINlaser is the average value of RIN spectrum [see (3.3.6)], which is typically be-
low �160 dBm=Hz .rint � 0:0004) for high-quality lasers, and �f is the receiver
bandwidth. The other sources of intensity noise include reflections (characterized by
intensity reflection noise parameter rref/, MPN (characterized by rMPN/, and phase
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noise to intensity noise conversion (characterized by rphase/, so that the effective
intensity noise parameter can be determined by [1]

r2eff D r
2
int C r

2
ref C r

2
MPN C r

2
phase; rref �

.r1r2/
1=2

˛iso
;

rMPN �

�
k=
p
2
� ˚
1 � exp

�
�.�RbDL��/

2
�	
; (3.145)

where r1 and r2 are reflection coefficients of two disjoints, ’iso the attenuation
of optical isolator, Rb the bit rate, D the chromatic dispersion coefficient, L the
transmission distance, �� the light source spectral linewidth, and k is the MPN co-
efficient (k D 0:6–0:8).

3.3.7 Power Penalty Due to Timing Jitter

Timing is typically determined by the clock-recovery circuit. Because the input to
this circuit is noisy, the sampling time fluctuates from bit to bit, and this fluctuation
is commonly referred to as timing skew or timing jitter. Timing skew occurs when
the sampling time error is fixed (e.g., offsets in circuits or insufficient dc gain in
PLL). Timing jitter occurs when the sampling time error is dynamic (e.g., interplay
of optical amplifier noise, GVD, and fiber nonlinearities; or due to clock-recovery
circuit). By assuming that PIN photodiode is used, the thermal-noise-dominated
scenario is being observed, and the extinction ratio is ideal, the following power
penalty expression is obtained:

�Pjitter ŒdB� D 10 log10
PR.b ¤ 0/

PR.b D 0/
D �5 log10

�
.1 � b/2 � 2b2Q2

�
;

b D

 
�Rb

˝
�t2

˛1=2
2

!2
; (3.146)

where Rb is the bit rate and �t is the timing error.

3.3.8 Power Penalty Due to GVD

The impact of GVD is difficult to evaluate because of the nonlinear relationship
between transmitted and received intensities and because of the presence of fiber
nonlinearities. Under assumptions that the noise and variation in intensity due to
ISI can be modeled using Gaussian approximation (and neglecting the extinction
ratio), the power penalty due to GVD for thermal-noise-dominated scenario can be
evaluated as follows [12, 13]:
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�PGVD ŒdB� D 10 log10
1C h�I1i � h�I0irh

.1C h�I1i � h�I0i/
2
�Q2

�
�2I0 C �

2
I1

�i2
� 4Q2�2I0�

2
I1

;

(3.147)

where h�I1i and h�I0i are the average values of variations in intensities for bit
1 and bit 0 (normalized with I1 – the intensity of bit 1 in the absence of GVD)
respectively, while the �I1 and �I0 denote corresponding standard deviations.

3.3.9 Power Penalty Due to Signal Crosstalk

The crosstalk noise is related to multichannel systems (WDM systems) and can
be either out-of-band or in-band in nature. Following the similar procedure as we
did before the power penalty expression due to signal crosstalk can be found as
follows [1]:

�Pcross D �10 log10
�
1 � r2crossQ

2
�
; rcross D

q
r2cross;out C r

2
cross;in; (3.148)

where r2cross;out D

�PM
nD1;n¤mXn;out

�2
and r2cross;in D 2

�PM
nD1;n¤m

p
Xn;in

�2
.

Xn;out denotes the out-of-band crosstalk captured by observed channel, Xn;in de-
notes the in-band crosstalk originating from nth channel, andM denotes the number
of wavelength channels.

3.3.10 Accumulation Effects

A typical optical transmission system contains the amplifiers that are spaced l km
apart, and the span loss between two amplifiers is exp.�˛l/, where ˛ is the fiber
attenuation coefficient. Each amplifier generates spontaneous emission noise in ad-
dition to providing the signal amplification. Both the signal and noise propagate
together toward the next amplifier stage to be amplified. The buildup of amplifier
noise is the most critical factor in achieving prespecified performance, when deal-
ing with long distances. The total ASE noise will be accumulated and increased
after each amplifier stage, thus contributing to SNR degradation. Moreover, the ASE
noise power accumulation will contribute to the saturation of optical amplifiers re-
ducing therefore the amplifier gain. The optical amplifier gain is usually adjusted
just to compensate for the span loss. Spatial steady-state condition is achieved when
the amplifier output power and gain remain the same from stage to stage [2]:

Po,sate
�˛lGsat C Psp D Pout; Psp D 2SspBop D Fnoh�.Gsat � 1/Bop; (3.149)

where Po;sat is the optical amplifier saturation power, Psp is the spontaneous emis-
sion factor, Bop is the optical filter bandwidth, Fno is the optical amplifier noise
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figure, h� is the photon energy, Gsat is the saturation gain determined by Gsat D

1C .Psat=Pin/ ln.Gmax=Gsat/ (Gmax is the maximum gain and Pin is the amplifier in-
put). The total noise power at the end of transmission line, related to the steady-state
condition [2]:

NPsp D NFnohv.Gsat � 1/Bop D .L=l/Fnohv.e˛l � 1/Bop; (3.150)

where N is the number of optical amplifies and L is the total transmission length.
The OSNR calculated per channel basis, at the end of amplifier chain, can be

obtained as follows [1]:

OSNR D
Ps,sat=M � Fnoh�.e˛l � 1/BopL=l

Fnoh�.e˛l � 1/BopL=l
D
Pch � Fnoh�.e˛l � 1/BopN

Fnoh�.e˛l � 1/BopN
;

(3.151)

where Pch is the required launch power to obtain a given OSNR. Equation (3.137)
can be used to design a system satisfying a given BER (or OSNR). The minimum
launched power to achieve the prespecified OSNR is as follows:

Pch � .1C OSNR/
h
Fnoh�.e˛l � 1/BopN

i
� OSNR

h
Fnoh�.e˛l � 1/BopN

i
:

(3.152)

The minimum launched power expressed in dB scale obtained from (3.152) is:

Pch ŒdB� � OSNR ŒdB�C Fno ŒdB�C 10 log10N C 10 log10.h�Bop/: (3.153)

Using (3.141), (3.151) can be written in the following form [1]:

OSNR ŒdB��10 log10

 
Q2Bel

Bop

!
� Pch ŒdB��Fno ŒdB��˛l�10 log10N�10 log10.h�Bop/:

(3.154)

The OSNR can be increased by increasing the output optical power, decreasing the
amplifier noise figure, and decreasing the optical loss per fiber. However, the num-
ber of amplifiers can be decreased only when the span length is increased (meaning
the total signal attenuation will be increased). The transmission system design is
based on prespecified transmission system quality. The basic steps involved in de-
sign process include [1] (1) identification of the systems requirements in terms of
transmission distance, bit rate, and BER; (2) identification system elements; (3)
set up major system parameters (output signal power, amplifier spacing, . . . ) that
satisfy initial requirements; (4) allocation of the margins to account for penalties;
and finally (5) repeat the design process again in order to perform fine tuning of
parameters and identify possible trade-offs. In Sect. 3.3.11, the design process is
described for several systems of interest (1) power-budget limited point-to-point
lightwave system, (2) bandwidth-limited system, and (3) high-speed optical trans-
mission system.
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3.3.11 Systems Design

When the optical amplifiers are not employed, the power budget is expressed as
follows:

Pout � ˛L � ˛c ��PM � PR.Q;Bel/; (3.155)

where Pout is the output power from the light source pigtail, ˛ the fiber attenuation
coefficient, �PM the system margin to be allocated for different system imperfec-
tions, and PR is the receiver sensitivity that is the function of required Q-factor and
electrical filter bandwidth. All parameters from (3.155) are expressed in dB-scale.

The performance of an optical transmission system can be limited due to limited
frequency bandwidth of the some of the key components that are used, such as light
source, photodetector, or optical fiber. Available fiber bandwidth at length L, for
different fiber types and bit rate Rb, can be summarized as follows [1]:

RbL
�
� Bfiber; for MMFs

RbL � .4D��/
�1; for SMFs and large source linewidth (3.156)

R2bL � .16 jˇ2j/
�1 ; for SMFs and narrow source linewidth.

The maximum transmission system length to the power budget can be expressed as
follows [1]:

L.�;B/ �
Pout.�; B/ � ŒPR.�; B/C ˛c C�PM�

˛.�/
: (3.157)

The bandwidth limitation is related to the pulse rise times occurring in individual
modules that can be expressed using the following expression [1, 3]:

T 2r � T
2

Tx C T
2

fiber C T
2

Rx; (3.158)

where Tr is the overall response time of the system, TTx the rise time of the transmit-
ter, Tfiber the rise time of the fiber, and TRx is the rise time of receiver. The response
time and 3-dB system bandwidth are related by [3] Tr D 0:35=Bel, where Bel D Rb
for RZ and Bel D 0:5Rb for NRZ, with Rb being the bit rate. Based on this relation-
ship and previous expression, we can impose the following design criteria [1]:

a2

R2b
�

1

B2el;Tx
C

1

B2fiber;L

C
1

B2el;Rx
; (3.159)

where a D 1 for RZ and a D 2 for NRZ. In (3.159), the optical fiber bandwidth
is determined from (3.156), Bel;Tx denotes the transmitter bandwidth, and Bel;Rx
denotes the receiver bandwidth.

The results related to point-to-point transmission can be generalized for an opti-
cally amplified system, with certain modifications. For example, the power-budget
equation should be replaced by the OSNR equation (3.154):
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OSNR ŒdB��10 log10

 
Q2Bel

Bop

!
� Pch ŒdB��Fno ŒdB��˛l�10 log10N�10 log10.h�Bop/:

The in-line optical amplifiers are employed to compensate not only for attenua-
tion loss, but also for chromatic dispersion. Such compensation is not perfect in
multichannel systems, and some residual penalty remains, thus causing the power
penalty, so that required OSNR expression should be modified to account for this
imperfection as follows:

OSNRreq ŒdB� D OSNRC�P �10 log10

�
Q2Bel

Bop

�
C�P � Pch ŒdB�

�Fno ŒdB� � ˛l � 10 log10N � 10 log10.h�Bop/; (3.160)

where OSNRreq is the OSNR needed to account for different system imperfections
and �P is the system margin.

The transmission system design process presented above represents a conserva-
tive scenario and has the purpose to provide understanding of design parameters and
design processes [1]. This conservative scenario can be used as a reference case and
feasibility check study before we continue with further considerations. The most
complex case from the system design point of view is the high-speed long haul
transmission with many WDM channels and possible optical routing. In this case,
the conservative scenario can be used only as the guidance; while the more precise
design should be performed by using the computer-aided deign (CAD) approach.
The commercially available software packages include Virtual Photonics-VPI, Opti-
Wave, and BroadNeD-BNeD. Simulation software can be written by using different
tools, including C=CCC, Matlab, Mathcad, Fortran, etc.

3.3.12 Optical Performance Monitoring

Performance monitoring is very important for the network operator to control over-
all status of transmission lines, and the status of network, and to deliver desired
quality of service to the end user. The performance monitoring techniques can be
either analog or digital. Commonly used analog techniques for performance moni-
toring include [1] (1) optical spectrum analysis (OSNR, optical power, and optical
frequency monitoring), (2) detection of a special pilot tone (the amplitude of pilot
tone is related to the signal power and can be used to extract the OSNR), and (3) the
histogram method (suitable to identify dispersion and nonlinear distortions). The
OSNR measured by OSA or pilot method is related to the Q-factor by [1]

Q D
2OSNRreference band

p
Bop=Bel

1C
p
1C 4OSNRreference band

;

OSNRreference band D .Breference band=Bop/OSNR; (3.161)
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where OSNRreference band is the OSNR defined in the referent bandwidth (0.1 nm is
commonly used) and Bop and Bel are the optical and electrical filter bandwidths,
respectively. The Q-factor penalty can be expressed by

�Q D 10 log10
Q

Qref
; (3.162)

where theQref is the referentQ-factor. The histogram method provides more details
about signal degradation [1, 20–22]:

BERD
1

2p.1/

X
i

H.I1;i /erfc

 
I1;i � Itsh

�1;i
p
2

!
C

1

2p.0/

X
i

H.I0;i /erfc

 
Itsh � I0;i

�1;i
p
2

!
;

(3.163)

where H.I0;i / and H.I1;i / represent the occurrences associated with bits 0 and 1,
while p.i/ is the a priori probability of bit i (i D 0; 1).

The digital methods of performance monitoring are based on error detection
codes, for example CRC codes and bit-interleaved parity (BIP) codes. The infor-
mation is processed by receiving data in blocks and performing the parity checks.
Those methods are suitable for in-service monitoring, but not suitable for fault lo-
calization.

3.4 Summary

This chapter is devoted to the description of channel impairments, noise sources, and
transmission system engineering. In Sect. 3.1 different noise sources, both additive
and multiplicative, are described. Section 3.2 is devoted to the description of basic
channel impairments including fiber attenuation, chromatic dispersion, multimode
dispersion, PMD, and fiber nonlinearities. In Sect. 3.3, the basic figures of merit of
an optical transmission system are introduced, including SNR, optical SNR, receiver
sensitivity, and BER. Further, the receiver sensitivity is determined in the presence
of shot, thermal, and beat noise; all other noise sources and channel impairments are
described through the power penalty, the increase in receiver sensitivity needed to
preserve the desired BER. This approach leads to the worst-case scenario, but helps
to verify the feasibility of particular system design before further considerations.
The guidelines for the system design are provided as well in the same section.
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Chapter 4
Channel Coding for Optical Channels

In this chapter, we describe different forward error correction (FEC) schemes
currently in use or suitable for use in optical communication systems. We start
with the description of standard block codes. The state-of-the-art in optical commu-
nication systems standardized by the ITU employ concatenated Bose–Chaudhuri–
Hocquenghem (BCH)/RS codes [1, 2]. The RS(255,239), in particular, has been
used in a broad range of long-haul communication systems [1, 2], and it is com-
monly considered as the first-generation of FEC [3,4]. The elementary FEC schemes
(BCH, RS, or convolutional codes) may be combined to design more powerful FEC
schemes, e.g., RS(255,239)CRS(255,233). Several classes of concatenation codes
are listed in ITU-T G975.1. Different concatenation schemes, such as the concate-
nation of two RS codes or the concatenation of RS and convolutional codes, are
commonly considered as second generation of FEC [3, 4].

In recent years, iteratively decodable codes, such as turbo codes [3–10] and low-
density parity-check (LDPC) codes [11–20], have generated significant research
attention. In ref. [9] Sab and Lemarie proposed a FEC scheme based on block turbo
code for long-haul DWDM optical transmission systems. In several recent papers
[12–18], we have shown that iteratively decodable LDPC codes outperform turbo
product codes in bit-error rate (BER) performance. The decoder complexity of these
codes is comparable (or lower) to that of turbo product codes, and significantly lower
than that of serial/parallel concatenated turbo codes. For reasons mentioned above,
LDPC code is a viable and attractive choice for the FEC scheme of 40 Gb/s and
100 Gb/s optical transmission systems. The soft iteratively decodable codes, turbo
and LDPC codes, are commonly referred to as the third generation of FEC [3, 4].
This chapter is devoted to the first and the second generation of FEC for optical
communications. The third generation of FEC is described in next chapter.

This chapter is organized as follows. In Sect. 4.1 we introduce channel coding
preliminaries, namely, basic definitions, channel models, concept of channel capac-
ity, and statement of channel coding theorem. The Sect. 4.2 is devoted to basics of
linear block codes (LBCs), such as definition of generator and parity-check matri-
ces, syndrome decoding, distance properties of LBCs, and some important coding
bounds. In Sect. 4.3 cyclic codes are introduced. The Sect. 4.4 is devoted to descrip-
tion of BCH codes. The special subclass of BCH codes, the RS codes is described
in Sect. 4.5. To deal with simultaneous burst and random errors we describe the

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 4, c Springer Science+Business Media, LLC 2010
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concatenated and interleaved codes in the same section. In Sect. 4.6 we introduce the
trellis description of LBCs and describe the Viterbi algorithm. Finally, in Sect. 4.7
we describe convolutional codes.

4.1 Channel Coding Preliminaries

Two key system parameters are transmitted power and channel bandwidth, which
together with additive noise sources determine the signal-to-noise ratio (SNR) and,
correspondingly, BER. In practice, we very often come into situation when the tar-
get BER cannot be achieved with a given modulation format. For the fixed SNR, the
only practical option to change the data quality transmission from unacceptable to
acceptable is through use of channel coding. Another practical motivation of intro-
ducing the channel coding is to reduce required SNR for a given target BER. The
amount of energy that can be saved by coding is commonly described by coding
gain. Coding gain refers to the savings attainable in the energy per information bit
to noise spectral density ratio .Eb=N0/ required to achieve a given bit error proba-
bility when coding is used compared to that with no coding. A typical digital optical
communication system employing channel coding is shown in Fig. 4.1. The discrete
source generates the information in the form of sequence of symbols. The chan-
nel encoder accepts the message symbols and adds redundant symbols according
to a corresponding prescribed rule. The channel coding is the act of transform-
ing of a length-k sequence into a length-n codeword. The set of rules specifying
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Fig. 4.1 Block diagram of a point-to-point digital optical communication system
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this transformation are called the channel code, which can be represented as the
following mapping:

C WM ! X;

where C is the channel code,M is the set of information sequences of length k, and
X is the set of codewords of length n. The decoder exploits these redundant sym-
bols to determine which message symbol was actually transmitted. Encoder and
decoder consider whole digital transmission system as a discrete channel. Other
blocks, shown in Fig. 4.1, are already explained in Chap. 3, here we are concerned
with channel encoders and decoders. Different classes of channel codes can be cat-
egorized into three broad categories: (1) error detection in which we are concerned
only with detecting the errors occurred during transmission (examples include auto-
matic request for transmission-ARQ), (2) FEC, where we are interested in correcting
the errors occurred during transmission, and (3) hybrid channel codes that combine
the previous two approaches. In this chapter, we are concerned only with FEC.

The key idea behind the forward error correcting codes is to add extra redundant
symbols to the message to be transmitted, and use those redundant symbols in de-
coding procedure to correct the errors introduced by the channel. The redundancy
can be introduced in time, frequency or space domain. For example, the redundancy
in time domain is introduced if the same message is transmitted at least twice, the
technique is known as the repetition code. The space redundancy is used as a means
to achieve high spectrally efficient transmission, in which the modulation is com-
bined with error control.

The codes commonly considered in fiber-optics communications belong either to
the class of block codes or to the class of convolutional codes. In an .n; k/ block code
the channel encoder accepts information in successive k-symbol blocks, adds n� k
redundant symbols that are algebraically related to the k message symbols; thereby
producing an overall encoded block of n symbols .n>k/, known as a codeword.
If the block code is systematic, the information symbols stay unchanged during the
encoding operation, and the encoding operation may be considered as adding the
n � k generalized parity checks to k information symbols. Since the information
symbols are statistically independent (a consequence of source coding or scram-
bling), the next codeword is independent of the content of the current codeword.
The code rate of an .n; k/ block code is defined as R D k=n, and overhead by
OH D .1=R � 1/ � 100%. In convolutional code, however, the encoding operation
may be considered as the discrete-time convolution of the input sequence with the
impulse response of the encoder. Therefore, the n� k generalized parity checks are
functions of not only k information symbols but also the functions of m previous
k-tuples, with mC 1 being the encoder impulse response length. The statistical de-
pendence is introduced to the window of length n.mC 1/, the parameter known as
constraint length of convolutional codes.

As mentioned above, the channel code considers whole transmission system as a
discrete channel, in which the sizes of input and output alphabets are finite. Two ex-
amples of such channel are shown in Fig. 4.2. In Fig. 4.2a we show an example of a
discrete memoryless channel (DMC), which is characterized by channel (transition)
probabilities. Let X D fx0; x1; : : :; xI�1g denote the channel input alphabet, and
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Fig. 4.2 Two examples of discrete channels: (a) discrete memoryless channel (DMC), and
(b) discrete channel with memory described as dynamic trellis [20]

Y D fy0, y1; : : : ; yJ�1g denote the channel output alphabet. This channel is com-
pletely characterized by the following set of transition probabilities:

p.yj jxi / D P.Y D yj jX D xi /; 0 � p.yj jxi / � 1; i 2 f0; 1; : : : ; I � 1g;

j 2 f0; 1; : : : ; J � 1g; (4.1)

where I and J denote the sizes of input and output alphabets, respectively. The
transition probability p.yj jxi / represents the conditional probability that channel
output Y D yj given the channel input X D xi . The channel introduces the errors,
and if j ¤ i the corresponding p.yj jxi / represents the conditional probability of
error, while for j D i it represents the conditional probability of correct reception.
For I D J , the average symbol error probability is defined as the probability that
output random variable Yj is different from input random variable Xi , with averag-
ing being performed for all j ¤ i :

Pe D

I�1X
iD0

p.xi /

J�1X
jD0;j¤i

p.yj jxi /; (4.2)

where the inputs are selected from the following distribution fp.xi / D P.X D xi /;
i D 0; 1; : : :; I �1g, with p.xi / being known as a priori probability of input symbol
xi . The corresponding probabilities of output symbols can be calculated by:

p.yj /D

I�1X
iD0

P.Y D yj jX D xi /P.X D xi / D

I�1X
iD0

p.yj jxi /p.xi /; j D0; 1; : : : ; J�1:

(4.3)
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The decision rule that minimizes average symbol error probability (4.2), denoted as
D.yj / D x

�, is known as maximum a posteriori (MAP) rule, and can be formulated
as follows:

D.yj / D x
�
W P.x�jyj / � P.xi jyj /; i D 0; 1; : : : ; I � 1: (4.4)

Therefore, the symbol error probability Pe will be minimal when to every output
symbol yj the input symbol x� is assigned having largest a posteriori probability
P.x�jyj /. By using the Bayes’ rule (4.4) can be rewritten as

D.yj / D x
�
W

P.yj jx
�/P.x�/

P.yj /
�
P.yj jxi /P.xi /

P.yj /
; i D 0; 1; : : : ; I � 1:

(4.5)

If all input symbols are equally likely P.xi / D 1=I.i D 0; : : :; I � 1/, the corre-
sponding decision rule is known as maximum-likelihood (ML) decision rule:

D.yj / D x
�
W P.yj jx

�/ � P.yj jxi /; i D 0; 1; : : : ; I � 1: (4.6)

In Fig. 4.2b we show a discrete channel model with memory [20], which is more
suitable for optical communications, because the optical channel is essentially the
channel with memory. We assume that the optical channel has the memory equal
to 2m C 1, with 2m being the number of bits that influence the observed bit from
both sides. This dynamical trellis is uniquely defined by the set of previous state,
the next state, in addition to the channel output. The state (the bit-pattern configu-
ration) in the trellis is defined as sj D .xj�m; xj�mC1; : : :; xj ; xjC1; : : :; xjCm/ D
xŒj �m; jCm�, where xk 2X D f0; 1g. An example trellis of memory 2mC1 D 5
is shown in Fig. 4.2b. The trellis has 25 D 32 states .s0; s1; : : :; s31/, each of which
corresponds to a different five-bit pattern. For the complete description of the trel-
lis, the transition probability density functions (PDFs) p.yj jxj / D p.yj js/; s2S

can be determined from collected histograms, where yj represents the sample that
corresponds to the transmitted bit xj , and S is the set of states in the trellis.

One important figure of merit for DMCs is the amount of information conveyed
by the channel, which is known as the mutual information and it is defined as

I .X IY / D H .X/ �H .X jY / D

I�1X
iD0

p.xi / log2

�
1

p.xi /

�

�

J�1X
jD0

p.yj /

I�1X
iD0

p.xi jyj / log2

�
1

p.xi jyj /

�
; (4.7)

where H .X/ denotes the uncertainty about the channel input before observing the
channel output, also known as entropy; while H .X jY / denotes the conditional
entropy or the amount of uncertainty remaining about the channel input after the
channel output has been received. Therefore, the mutual information represents the
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Fig. 4.3 Interpretation of the mutual information: (a) using Venn diagrams, and (b) using the
approach due to Ingels

amount of information (per symbol) that is conveyed by the channel, i.e., the uncer-
tainty about the channel input that is resolved by observing the channel output. The
mutual information can be interpreted by means of Venn diagram shown in Fig. 4.3a.
The left circle represents the entropy of channel input, the right circle represents the
entropy of channel output, and the mutual information is obtained in intersection
of these two circles. Another interpretation due to Ingels [21] is shown in Fig. 4.3b.
The mutual information, i.e., the information conveyed by the channel, is obtained
as output information minus information lost in the channel.

It is clear from (4.7) that mutual information is independent on the channel, and
someone may try to maximize the information conveyed by the channel, to obtain
the so-called channel capacity:

C D max
fp.xi /g

I .X IY /I subject to W p.xi / � 0
I�1X
iD0

p.xi / D 1: (4.8)

Now we have built enough knowledge to formulate the channel coding theorem
[22, 23]:

Let a discrete memoryless source with an alphabet S have entropy H .S / and
emit the symbols every Ts seconds. Let a DMC have capacity C and be used once
in Tc seconds. Then, if

H .S /=Ts � C=Tc ; (4.9)

there exists a coding scheme for which the source output can be transmitted over the
channel and reconstructed with an arbitrary small probability of error. The parameter
H .S /=Ts is related to the average information rate, while the parameter C=Tc is
related to the channel capacity per unit time. For binary symmetric channel (BSC)
.I D J D 2/ the inequality (4.9) simply becomes

R � C; (4.10)

where R is the code rate introduced above.
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Another very much important theorem is the Shannon’s third theorem, also
known as the information capacity theorem, and can be formulated as follows
[22, 23]:

The information capacity of a continuous channel of bandwidth B Hz, perturbed
by AWGN of PSD N0=2 and limited in bandwidth B , is given by

C D B log2

�
1C

P

N0B

�
Œbits=s�; (4.11)

where P is the average transmitted power. This theorem represents remarkable
result of information theory, because it connects all important system parameters
(transmitted power, channel bandwidth, and noise power spectral density) in only
one formula. What is also interesting is that LDPC codes can approach the Shan-
non’s limit within 0.0045dB [19]. By using (4.11) and Fano’s inequality [23]

H .X jY /�H.Pe/CPe log2.I�1/; H.Pe/D�Pe log2 Pe�.1�Pe/ log2.1 � Pe/
(4.12)

for amplified spontaneous emission (ASE) noise-dominated scenario and binary
phase-shift keying (BPSK) at 40 Gb/s in Fig. 4.4 we report the minimum BERs
against optical SNR for different code rates.

In the rest of this section an elementary introduction to LBCs, BCH codes, RS
codes, concatenated codes, and product codes is given. These classes of codes are
already employed in fiber-optics communication systems. For a detailed treatment
of different error-control coding schemes an interested reader is referred to [24–30].
Since the convolutional codes are used in turbo codes for deep-space optical com-
munications we also provide short description of convolutional codes.
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4.2 Linear Block Codes

The linear block code .n; k/, using the language of vector spaces, can be defined as
a subspace of a vector space over finite field GF.q/, with q being the prime power.
Every space is described by its basis – a set of linearly independent vectors. The
number of vectors in the basis determines the dimension of the space. Therefore, for
an .n; k/ linear block code the dimension of the space is n, and the dimension of the
code subspace is k.

Example: .n; 1/ repetition code. The repetition code has two code words x0 D
.00: : :0/ and x1 D .11: : :1/. Any linear combination of these two code words is
another code word as shown below:

x0 C x0 D x0

x0 C x1 D x1 C x0 D x1:

x1 C x1 D x0

The set of code words from an LBC forms a group under the addition oper-
ation, because all-zero code word serves as the identity element, and the code
word itself serves as the inverse element. This is the reason why the LBCs are
also called the group codes. The linear block code .n; k/ can be observed as a
k-dimensional subspace of the vector space of all n-tuples over the binary filed
GF.2/ D f0; 1g, with addition and multiplication rules given in Table 4.1. All n-
tuples over GF(2) form the vector space. The sum of two n-tuples a D .a1 a2 � � � an/
and b D .b1 b2 � � � bn/ is clearly an n-tuple and commutative rule is valid because
c D aCb D .a1Cb1 a2Cb2 � � � anCbn/ D .b1Ca1 b2Ca2 � � � bnCan/ D bCa.
The all-zero vector 0 D .00 � � � 0/ is the identity element, while n-tuple a itself is
the inverse element a C a D 0. Therefore, the n-tuples form the Abelian group
with respect to the addition operation. The scalar multiplication is defined by:
˛a D .˛a1 ˛a2 � � � ˛an/, ˛ 2 GF(2). The distributive laws

˛.aC b/ D ˛aC ˛b

.˛ C ˇ/a D ˛aC ˇa; 8˛; ˇ 2 GF.2/

are also valid. The associate law .˛ �ˇ/a D ˛ � .ˇa/ is clearly satisfied. Therefore,
the set of all n-tuples is a vector space over GF(2). The set of all code words from an
.n; k/ linear block code forms an abelian group under the addition operation. It can

Table 4.1 Addition .C/
and multiplication (�) rules

C 0 1 � 0 1
0 0 1 0 0 0
1 1 0 1 0 1
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be shown, in a fashion similar to that above, that all code words of an .n; k/ linear
block codes form the vector space of dimensionality k. There exists k basis vectors
(code words) such that every code word is a linear combination of these code words.

Example: .n; 1/ repetition code: C D f.00: : :0/; .11: : :1/g. Two code words in
C can be represented as linear combination of all-ones basis vector: .11: : :1/ D
1 � .11: : :1/; .00: : :0/ D 1 � .11: : :1/C 1 � .11: : :1/.

4.2.1 Generator Matrix for Linear Block Code

Any code word x from the .n; k/ linear block code can be represented as a linear
combination of k basis vectors gi .i D 0; 1; : : :; k � 1/ as given below:

x D m0g0 Cm1g1 C � � � Cmk�1gk�1 D m

2664
g0
g1
� � �

gk�1

3775DmG ; GD

2664
go
g1
� � �

gk�1

3775 ;
m D

�
m0 m1 � � � mk�1

�
; (4.13)

where m is the message vector, and G is the generator matrix (of dimensions k�n),
in which every row represents a vector from the coding subspace. Therefore, in
order to encode, the message vectorm.m0; m1; : : :; mk�1/ has to be multiplied with
a generator matrix G to get x D mG , where x.x0; x1; : : :; xn�1/ is a codeword.

Example: Generator matrices for repetition .n; 1/ code G rep and .n; n � 1/ single-
parity-check code G par are given, respectively, as

G rep D Œ11 : : : 1� G par D

2664
100 : : : 01

010 : : : 01

: : :

000 : : : 11

3775 :
By elementary operations on rows in the generator matrix, the code may be trans-
formed into systematic form

G s D ŒIkjP � ; (4.14)

where Ik is unity matrix of dimensions k � k, and P is the matrix of dimensions
k � .n � k/ with columns denoting the positions of parity checks

P D

2664
p00 p01 : : : p0;n�k�1
p10 p11 : : : p1;n�k�1
: : : : : : : : :

pk�1;0 pk�1;1 : : : pk�1;n�k�1

3775 :
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Fig. 4.5 Structure of
systematic code word b0 b1…bn-k-1m0 m1…mk-1

Parity bitsMessage bits

The codeword of a systematic code is obtained by

x D Œmjb� D mŒIkjP � D mG ; G D ŒIkjP �; (4.15)

and the structure of systematic codeword is shown in Fig. 4.5.
Therefore, during encoding the message vector stays unchanged and the elements

of vector of parity checks b are obtained by

bi D p0im0 C p1im1 C � � � C pk�1;imk�1; (4.16)

where

pij D

(
1; if bi depends on mj ;

0; otherwise:

During transmission an optical channel introduces the errors so that the received
vector r can be written as r D x C e, where e is the error vector (pattern) with
elements components determined by

ei D

(
1; if an error occured in the i th location,

0; otherwise:

To determine whether the received vector r is a codeword vector, we are introducing
the concept of a parity-check matrix.

4.2.2 Parity-Check Matrix for Linear Block Code

Another useful matrix associated with the LBCs is the parity-check matrix. Let us
expand the matrix equation x D mG in scalar form as follows:

x0 D m0

x1 D m1

: : :

xk�1 D mk�1

xk D m0p00 Cm1p10 C � � � Cmk�1pk�1;0

xkC1 D m0p01 Cm1p11 C � � � Cmk�1pk�1;1

: : :

xn�1 D m0p0;n�k�1 Cm1p1;n�k�1 C � � � Cmk�1pk�1;n�k�1

: (4.17)
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By using the first k equalities, the last n � k equations can be rewritten as follows:

x0p00 C x1p10 C � � � C xk�1pk�1;0 C xk D 0

x0p01 C x1p11 C � � � C xk�1pk�1;0 C xkC1 D 0

: : :

x0p0;n�kC1 C x1p1;n�k�1 C :::C xk�1pk�1;n�kC1 C xn�1 D 0

: (4.18)

The matrix represenstation of (4.18) is given below:

�
x0 x1 : : : xn�1

�2664
p00 p10 : : : pk�1;0 1 0 : : : 0

p01 p11 : : : pk�1;1 0 1 : : : 0

: : : : : : : : : : : :

p0;n�k�1 p1;n�k�1 : : : pk�1;n�k�1 0 0 : : : 1

3775
T

D x
�
PT In�k

�
DxH T

D0; H D
�
P T In�k

�
.n�k/kn

:

(4.19)

The H-matrix in (4.19) is known as the parity-check matrix. We can easily verify
that:

GH T
D
�
Ik P

� �P
In�k

�
D P CP D 0; (4.20)

meaning that the parity-check matrix of an .n; k/ linear block code H is a matrix of
rank n � k and dimensions .n � k/ � n whose null-space is k-dimensional vector
with basis being the generator matrix G.

Example: Parity-Check Matrices for .n; 1/ repetition codeH rep and .n; n� 1/ sin-
gle parity-check codeH par are given, respectively, as

H rep D

2664
100 : : : 01

010 : : : 01

: : :

000 : : : 11

3775 ; H par D Œ11 : : : 1� :

Example: For Hamming (7,4) code the generator G and parity check H matrices
are given, respectively, as

G D

2664
1000j110

0100j011

0010j111

0001j101

3775 H D

241011j1001110j010

0111j001

35 :
Every .n; k/ linear block code with generator matrix G and parity-check matrix H
has a dual code with generator matrix H and parity-check matrix G. For example,
.n; 1/ repetition code and .n; n � 1/ single parity check code are dual.
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4.2.3 Distance Properties of Linear Block Codes

To determine the error correction capability of the code we have to introduce the
concept of Hamming distance and Hamming weight. Hamming distance between
two codewords x1 and x2, d.x1;x2/, is defined as the number of locations in which
their respective elements differ. Hamming weight, w.x/, of a codeword vector x is
defined as the number of nonzero elements in the vectors. The minimum distance,
dmin, of an LBC is defined as the smallest Hamming distance between any pair
of code vectors in the code. Since the zero-vector is a codeword, the minimum
distance of an LBC can be determined simply as the smallest Hamming weight
of the nonzero code vectors in the code. Let the parity-check matrix be written as
H D Œh1 h2 � � � hn�, where hi is the i th column in H. Since every codeword x must
satisfy the syndrome equation, xH T

D 0 (see (4.19)) the minimum distance of an
LBC is determined by the minimum number of columns of the H-matrix whose sum
is equal to the zero vector. For example, (7,4) Hamming code in example above has
the minimum distance dmin D 3 since the addition of first, fifth, and sixth columns
leads to zero vector. The codewords can be represented as points in n-dimensional
space, as shown in Fig. 4.6. Decoding process can be visualized by creating the
spheres of radius t around codeword points. The received word vector r in Fig. 4.6a
will be decoded as a codeword xi because its Hamming distance d.xi ; r/ � t is
closest to the codeword xi . On the other hand, in example shown in Fig. 4.6b the
Hamming distance d.xi ;xj / � 2t and the received vector r that falls in intersection
area of two spheres cannot be uniquely decoded.

Therefore, an .n; k/ linear block code of minimum distance dmin can correct up
to t errors if, and only if, t � b1=2.dmin � 1/c (where bc denotes the largest integer
less than or equal to the enclosed quantity) or equivalently dmin � 2t C 1. If we
are only interested in detecting ed errors then dmin � ed C 1. Finally, if we are
interested in detecting ed errors and correcting ec errors then dmin � ed C ec C 1.
The Hamming (7,4) code is, therefore, a single-error-correcting and double-error-
detecting code. More generally, a family of .n; k/ linear block codes with following
parameters:

� Block length: n D 2m � 1
� Number of message bits: k D 2m �m � 1
� Number of parity bits: n � k D m
� dmin D 3

Fig. 4.6 Illustration of
Hamming distance: (a)
d.xi ;xj / � 2t C 1 and (b)
d.xi ;xj / < 2t C 1
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r
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where m � 3, are known as Hamming codes. Hamming codes belong to the class
of perfect codes, the codes that satisfy the Hamming inequality below with equality
sign [22, 23]:

2n�k �

tX
iD0

�
n

i

�
: (4.21)

This bound gives how many errors t can be corrected with an .n; k/ linear block
code by using the syndrome decoding (described in Sect. 4.2.6).

4.2.5 Coding Gain

A very important characteristics of an .n; k/ linear block code is the so-called cod-
ing gain, which was introduced in introductory section of this chapter as being the
savings attainable in the energy per information bit to noise spectral density ra-
tio (Eb=N0/ required to achieve a given bit error probability when coding is used
compared to that with no coding. Let Ec denote the transmitted bit energy, and Eb
denote the information bit energy. Since the total information word energy kEb must
be the same as the total codeword energy nEc, we obtain the following relationship
between Ec and Eb:

Ec D .k=n/Eb D REb: (4.22)

The probability of error for BPSK on an AWGN channel, when coherent hard deci-
sion (bit-by-bit) demodulator is used, can be obtained as follows:

p D
1

2
erfc

 s
Ec

N0

!
D
1

2
erfc

 s
REb
N0

!
; (4.23)

where erfc(x) function is defined by

erfc.x/ D
2
p
�

C1Z
x

e�z2dz:

For high SNRs the word error probability (remained upon decoding) of a t -error-
correcting code is dominated by a t C 1 error event:

Pw.e/ �

�
n

t C 1

�
ptC1.1 � p/n�tC1 �

�
n

t C 1

�
ptC1: (4.24)

The bit error probability Pb is related to the word error probability by

Pb �
2t C 1

n
Pw.e/ � c.n; t/p

tC1; (4.25)
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because 2t C 1 and more errors per codeword cannot be corrected and they can be
located anywhere on n codeword locations, and c.n; t/ is a parameter dependent on
error correcting capability t and codeword length n. By using the upper bound on
erfc(x) we obtain

Pb �
c.n; t/

2

�
exp

�
�REb
N0

��tC1
: (4.26)

The corresponding approximation for uncoded case is

Pb;uncoded �
1

2
exp

�
�
Eb

N0

�
: (4.27)

By equating (4.26) and (4.27) and ignoring the parameter c.n; t/ we obtain the
following expression for hard decision decoding coding gain

.Eb=N0/uncoded

.Eb=N0/coded
� R.t C 1/: (4.28)

The corresponding soft decision asymptotic coding gain of convolutional codes is
[24, 26–28, 30]

.Eb=N0/uncoded

.Eb=N0/coded
� Rdmin; (4.29)

and it is about 3 dB better than hard decision decoding (because dmin � 2t C 1).
In optical communications it is very common to use the Q-factor as the figure

of merit instead of SNR, which is related to the BER on an AWGN, as shown in
Chap. 3, as follows

BER D
1

2
erfc

�
Q
p
2

�
: (4.30)

Let BERin denote the BER at the input of FEC decoder, let BERout denote the BER
at the output of FEC decoder, and let BERref denote target BER (such as either
10�12 or 10�15/. The corresponding coding gain GC and net coding gain NCG are,
respectively, defined as [10]

CG D 20 log10
�
erfc�1.2BERref/

�
� 20 log10

�
erfc�1.2BERin/

�
ŒdB�; (4.31)

NCG D 20 log10
�
erfc�1.2BERref/

�
� 20 log10

�
erfc�1.2BERin/

�
C10 log10R ŒdB�: (4.32)

All coding gains reported in this chapter are in fact NCG, although they are some-
times called the coding gains only, because this is a common practice in coding
theory literature [24, 26–28, 30].
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4.2.6 Syndrome Decoding and Standard Array

The received vector r D xCe (x is the codeword and e is the error patter introduced
above) is a codeword if the following syndrome equation is satisfied s D rH T

D 0.
The syndrome has the following important properties:

1. The syndrome is only function of the error pattern. This property can easily be
proved from definition of syndrome as follows: s D rH T

D .x C e/H T
D

xH T
C eH T

D eH T.
2. All error patterns that differ by a codeword have the same syndrome. This prop-

erty can also be proved from syndrome definition. Let xi be the i th .i D

0; 1; : : :; 2k�1/ codeword. The set of error patterns that differ by a codeword is
known as cosset: fei D eCxi ; i D 0; 1; : : :; 2k�1g. The syndrome corresponding
to i th error pattern from this set si D riH T

D .xi C e/H
T
D xiH

T
C eH T

D

eH T is only a function of the error pattern, and therefore all error patterns from
the cosset have the same syndrome.

3. The syndrome is function of only those columns of a parity-check matrix cor-
responding to the error locations. The parity-check matrix can be written into
following form: H D Œh1 � � �hn�, where the i th element hi denotes the i th col-
umn of H. Based on syndrome definition for an error patter e D Œe1 � � � en� the
following is valid:

s D eH T
D
�
e1 e2 � � � en

�2664
hT1
hT2
� � �

hTn

3775 D nX
iD1

eih
T
i ; (4.33)

which proves the claim of property 3.
4. With syndrome decoding an .n; k/ linear block code can correct up to t errors,

providing that Hamming bound (4.21) is satisfied. (This property will be proved
in next subsection.)

By using the property 2, 2k codewords partition the space of all received words into
2k disjoint subsets. Any received word within subset will be decoded as the unique
codeword. A standard array is a technique by which this partition can be achieved,
and can be constructed using the following two steps [22, 24, 26–28, 30–32]:

1. Write down 2k code words as elements of the first row, with the all-zero code-
word as the leading element.

2. Repeat the steps 2(a) and 2(b) until all 2n words are exhausted.

(a) Out of the remaining unused n-tuples, select one with the least weight for the
leading element of the next row (the current row).

(b) Complete the current row by adding the leading element to each nonzero
code word appearing in the first row and writing down the resulting sum in
the corresponding column.
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Fig. 4.7 The standard array
architecture
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Table 4.2 Standard array of (5,2) code and corresponding decoding table

Codewords Syndrome s Error pattern

00000 11010 10101 01111 000 00000

C
os

et
le

ad
er

00001 11011 10100 01110 101 00001
00010 11000 10111 01101 110 00010
00100 11110 10001 01011 001 00100
01000 10010 11101 00111 010 01000
10000 01010 00101 11111 100 10000
00011 11001 10110 01100 011 00011
00110 11100 10011 01001 111 00110

The standard array for an .n; k/ block code obtained by this algorithm is illustrated
in Fig. 4.7. The columns represent 2k disjoint sets, and every row represents the
coset of the code with leading elements being called the coset leaders.

Example: Standard array of (5,2) code C D f.00000/; .11010/; .10101/; .01111/g
is given in Table 4.2. The parity-check matrix of this code is given by

H D

241 0 0 1 10 1 0 1 0

0 0 1 0 1

35 :
Because the minimum distance of this code is 3 (first, second, and fourth columns
add to zero), this code is able to correct all single errors. For example, if the word
01010 is received it will be decoded to the top-most codeword 11010 of column in
which it lies. In the same Table corresponding syndromes are provided as well.

The syndrome decoding procedure is a three-step procedure [22, 24, 26–28,
30–32]:

1. For the received vector r, compute the syndrome s D rH T. From property 3 we
can establish one-to-one correspondence between the syndromes and error pat-
terns (see Table 4.2), leading to the lookup table (LUT) containing the syndrome
and corresponding error pattern (the coset leader).

2. Within the coset characterized by the syndrome s, identify the coset leader, say
e0. The coset leader corresponds to the error pattern with the largest probability
of occurrence.

3. Decode the received vector as x D r C e0.
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Example: Let the received vector for (5,2) code example above be r D .01010/.
The syndrome can be computed as s D rH T

D .100/, and corresponding error
pattern from LUT is found to be e0 D .10000/. The decoded word is obtained by
adding the error pattern to received word x D r C e0 D .11010/, and the error on
the first bit position is corrected.

The standard array can be used to determine probability of word error as follows:

Pw.e/ D 1 �

nX
iD0

˛i p
i .1 � p/n�i ; (4.34)

where ˛i is the number of coset leaders of weight i (distribution of weights is also
known as weight distribution of cosset leaders) and p is the crossover probability of
BSC. Any error pattern that is not a coset leader will result in decoding error. For
example, the weight distribution of coset leaders in (5,2) code are ˛0 D 1, ˛1 D 5,
˛2 D 2, ˛i D 0, i D 3; 4; 5, which leads to the following word error probability:

Pw.e/ D 1 � .1 � p/
5
� 5p.1 � p/4 � 2p2.1 � p/3jpD10�3 D 7:986 � 10

�6:

We can use (4.34) to estimate the coding gain of a given LBC. For example, the
word error probability for Hamming (7,4) code is

Pw.e/ D 1 � .1 � p/
7
� 7p.1 � p/6 D

7X
iD2

�
7

i

�
pi .1 � p/7�i � 21p2:

In the previous section, we established the following relationship between bit- and
word-error probabilities: Pb � Pw.e/.2t C 1/=n D .3=7/Pw.e/ � .3=7/21p2 D

9p2. Therefore, the crossover probability can be evaluated as

p D
p
Pb=3 D .1=2/erfc

 s
REb
N0

!
:

From this expression we can easily calculate the required SNR to achieve target Pb.
By comparing such obtained SNR with corresponding SNR for uncoded BPSK we
can evaluate the corresponding coding gain.

In order to evaluate the probability of undetected error, we have to determine the
other codeword weights as well. Because the undetected errors are caused by error
patterns being identical to the nonzero codewords, the undetected error probability
can be evaluated by:

Pu.e/ D

nX
iD1

Ai p
i .1 � p/n�i D .1 � p/n

nX
iD1

Ai

�
p

1 � p

�
; (4.35)
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where p is the crossover probability and Ai denotes the number of codewords of
weight i . The codeword weight can be determined by McWilliams identity that es-
tablishes the connection between codeword weights Ai and the codeword weights
of corresponding dual code Bi by [24]:

A.z/ D 2�.n�k/.1C z/nB
�
1 � z
1C z

�
; A.z/ D

nX
iD0

Ai zi ; B.z/ D
nX
iD0

Bi zi

(4.36)

where A.z/.B.z// represents the polynomial representation of codeword weights
(dual-codeword weights). By substituting z D p=.1�p/ in (4.36) and knowing that
A0 D 1 we obtain

A

�
p

1 � p

�
� 1 D

nX
iD1

A

�
p

1 � p

�i
: (4.37)

Substituting (4.37) into (4.35) we obtain

Pu.e/ D .1 � p/
n

�
A

�
p

1 � p

�
� 1

�
: (4.38)

An alternative expression for Pu.e/ in terms of B.z/ can be obtained from (4.36),
which is more suitable for use when n � k < k, as follows

Pu.e/ D 2
�.n�k/B.1 � 2p/ � .1 � p/n: (4.39)

For large n, k, n � k the use of McWilliams identity is impractical, instead an
upper bound on average probability of undetected error of an .n; k/ systematic codes
should be used instead:

Pu.e/ � 2
�.n�k/ Œ1 � .1 � p/n� : (4.40)

For a q-ary maximum-distance separable code, which satisfies the Singleton bound
introduced in the next section with equality, we can determine a closed formula for
weight distribution [24]:

Ai D

�
n

i

�
.q � 1/

i�dminX
jD0

.�1/j
�
i � 1

j

�
qi�dmin�j ; (4.41)

where dmin is the minimum distance of the code, A0 D 1, and Ai D 0 for i 2
Œ1; dmin � 1�.
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4.2.7 Important Coding Bounds

In this section, we describe several important coding bounds including Hamming,
Plotkin, Gilbert-Varshamov, and Singleton bounds [22,24,26–28,30–32]. The Ham-
ming bound has already been introduced for binary LBCs by (4.21). The Hamming
bound for q-ary .n; k/ LBC is given by"
1C .q � 1/

 
n

1

!
C .q � 1/2

 
n

2

!
C � � � C .q � 1/i

 
n

i

!
C � � � C .q � 1/t

 
n

t

!#
qk � qn;

(4.42)

where t is the error correction capability and .q � 1/i
�
n

i

�
is the number of re-

ceived words that differ from a given code word in i symbols. Namely there
are n choices i ways in which symbols can be chosen out of n and there are
.q � 1/i possible choices for symbols. The codes satisfying the Hamming bound
with equality sign are known as perfect codes. Hamming codes are perfect codes
because n D 2n�k � 1, which is equivalent to .1 C n/2k D 2n so that inequal-
ity above is satisfied with equality. .n; 1/ repetition code is also a perfect code.
The 3-error correcting (23, 12) Golay code is another example of perfect code
because: �

1C

�
23

1

�
C

�
23

2

�
C

�
23

3

��
212 D 223:

The Plotkin bound is the bound on the minimum distance of a code:

dmin �
n2k�1

2k � 1
: (4.43)

Namely, if all code word are written as the rows of a 2k � n matrix, each column
will contain 2k�1 0s and 2k�1 1s, with the total weight of all code words being
n2k�1.

Gilbert-Varshamov bound is based on the property that the minimum distance
dmin of a linear .n; k/ block code, can be determined as the minimum number of
columns in H-matrix that sum to zero:�

n � 1

1

�
C

�
n � 1

2

�
C � � � C

�
n � 1

dmin � 2

�
< 2n�k � 1: (4.44)

Another important bound is Singleton bound:

dmin � n � k C 1: (4.45)

This bound is straightforward to prove. Let only one 1-bit be present in information
vector. If it is involved in n� k parity checks, then the total number of ones in code
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word cannot be larger than n�kC1. The codes satisfying the Singleton bound with
equality sign are known as the maximum-distance separable (MDS) codes (e.g., RS
codes are MDS codes).

4.3 Cyclic Codes

The most commonly used class of LBCs is the class of cyclic codes. Examples of
cyclic codes include BCH codes, Hamming codes, and Golay codes. RS codes are
also cyclic but nonbinary codes. Even LDPC codes can be designed in cyclic or
quasi-cyclic fashion.

Let us observe the vector space of dimension n. The subspace of this space
is cyclic code if for any codeword c.c0; c1; : : : ; cn�1/ arbitrary cyclic shift
cj .cn�j ; cn�jC1; : : : ; cn�1; c0; c1; : : : ; cn�j�1/ is another codeword. With ev-
ery codeword c.c0; c1; : : : ; cn�1/ from a cyclic code, we associate the codeword
polynomial

c.x/ D c0 C c1x C c2x
2
C � � � C cn�1x

n�1: (4.46)

The j th cyclic shift, observed mod (xn � 1), is also a codeword polynomial

c.j /.x/ D xj c.x/mod.xn � 1/: (4.47)

It is straightforward to show that observed subspace is cyclic if composed from
polynomials divisible by a polynomial g.x/ D g0 C g1x C � � � C gn�kx

n�k that
divides xn � 1 at the same time. The polynomial g.x/, of degree n � k, is called
the generator polynomial of the code. If xn � 1 D g.x/h.x/ then the polynomial
of degree k is called the parity-check polynomial. The generator polynomial has the
following three important properties [22, 24, 26–28, 30–32]:

1. The generator polynomial of an (n,k) cyclic code is unique (usually proved by
contradiction)

2. Any multiple of generator polynomial is a codeword polynomial
3. The generator polynomial and parity-check polynomial are factors of xn � 1

The generator polynomial g.x/ and the parity-check polynomial h.x/ serve the
same role as the generator matrixG and parity-check matrixH of an LBC. n-Tuples
related to the k polynomials g.x/; xg.x/; : : : ; xk�1g.x/ may be used in rows of
the k � n generator matrix G , while n-tuples related to the (n � k) polynomials
xkh.x�1/; xkC1h.x�1/; : : : ; xn�1h.x�1/ may be used in rows of the .n � k/ � n
parity-check matrixH .

To encode we have simply to multiply the message polynomial m.x/ D
m0 C m1x C � � � C mk�1x

k�1 with the generator polynomial g.x/, i.e.,
c.x/ D m.x/g.x/mod.xn � 1/, where c.x/ is the codeword polynomial. To
encode in systematic form we have to find the reminder of xn�km.x/=g.x/
and add it to the shifted version of message polynomial xn�km.x/, i.e.,
c.x/ D xn�km.x/ C remŒxn�km.x/=g.x/�, where with rem[] is denoted the
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remainder of a given entity. The general circuit for generating the codeword poly-
nomial in systematic form is given in Fig. 4.8. The encoder operates as follows.
When the switch S is in position 1 and Gate is closed (on), the information bits
are shifted into the shift register and at the same time transmitted onto the channel.
Once all information bits are shifted into register in k shifts, with Gate being open
(off), the switch S is moved in position 2, and the content of (n� k)-shift register is
transmitted onto the channel.

To check if the received word polynomial is the codeword polynomial r.x/ D
r0 C r1x C � � � C rn�1x

n�1 we have simply to determine the syndrome polynomial
s.x/ D remŒr.x/=g.x/�. If s.x/ is zero then there is no error introduced during
transmission. Corresponding circuit is given in Fig. 4.9.

For example, the encoder and syndrome calculator for [4, 7] Hamming code
are given in Fig. 4.10a, b, respectively. The generating polynomial is given by
g.x/ D 1C xC x3. The polynomial x7C 1 can be factorized as follows: x7C 1 D
.1Cx/.1Cx2Cx3/.1CxCx3/. If we select g.x/ D 1CxCx3 as the generator
polynomial, based on property 3 of generator polynomial, the corresponding parity-
check polynomial will be h.x/ D .1C x/.1C x2 C x3/ D 1C x C x2 C x4. The
message sequence 1001 can be represented in polynomial form by m.x/ D 1C x3.
For the representation in systematic form, we have to multiply m.x/ by xn�k to
obtain: xn�km.x/ D x3m.x/ D x3 C x6. The codeword polynomial is obtained
by c.x/ D xn�km.x/ C remŒxn�km.x/=g.x/� D x C x3 C remŒ.x C x3/=.1 C
x C x3/� D x C x2 C x3 C x6. The corresponding codeword is 0111001. To
obtain the generator matrix of this code we can use the following polynomials
g.x/ D 1 C x C x3, xg.x/ D x C x2 C x4, x2g.x/ D x2 C x3 C x5, and

-g
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2
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S
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Fig. 4.8 Systematic cyclic encoder
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Fig. 4.9 Syndrome calculator
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Message bits

Codeword

Gate

a

b

Received bits

Gate

Fig. 4.10 Hamming (7,4) encoder (a) and syndrome calculator (b)

x3g.x/ D x3Cx4Cx6; and write the corresponding n-tuples in the form of matrix
as follows:

G 0 D

2664
1101000

0110100

0011010

0001101

3775 :
By Gaussian elimination we can put the generator matrix in a systematic form:

G D

2664
1101000

0110100

1110010

1010001

3775 :
Notice that in this example, the information bits are placed in second half of the
codeword. The parity-check matrix can be obtained from the following polynomials:

x4h
�
x�1

�
D 1Cx2Cx3Cx4; x5h

�
x�1

�
D xCx3Cx4Cx5; x6h

�
x�1

�
D x2Cx3Cx5Cx6;

by writing down the corresponding n-tuples in the form of a matrix:

H 0 D

2410111000101110

0010111

35 :
TheH -matrix can be put in systematic form by Gaussian elimination:

H D

2410010110101110

0010111

35 :
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The syndrome polynomial s.x/ has the following three important properties, that
can be used to simplify the implementation of decoders [22, 24, 26–28, 30–32]:

1. The syndrome of received word polynomial r.x/ is also the syndrome of corre-
sponding error polynomial e.x/.

2. The syndrome of a cyclic shift of r.x/, xr.x/ is determined by xs.x/.
3. The syndrome polynomial s.x/ is identical to the error polynomial e.x/, if the er-

rors are confined to the (n�k) parity-check bits of the received word polynomial
r.x/.

Maximal-length codes .n D 2m � 1;m/.m � 3/ are dual of Hamming codes and
have minimum distance dmin D 2m � 1. The parity-check polynomial for .7; 3/
maximal-length codes is therefore h.x/ D 1 C x C x3. The encoder for .7; 3/
maximum-length code is given in Fig. 4.11. The generator polynomial gives one
period of maximum-length code, providing that encoder is initialized to 0 : : : 01.
For example, the generator polynomial for (7,3) maximum-length code above is
g.x/ D 1C x C x2 C x4, and the output sequence is given by:

100„ƒ‚…
initial state

1110100„ ƒ‚ …
g.x/D1CxCx2Cx4

:

Cyclic redundancy check (CRC) codes are very popular codes for error detection.
An (n,k) CRC codes are capable of detecting [22, 24, 26–28, 30–32]:

– All error bursts of length n� k, with an error burst of length n� k being defined
as a contiguous sequence of n � k bits in which the first and the last bits or any
other intermediate bits are received in error.

– A fraction of error bursts of length equal to n � k C 1; the fraction equals
1 � 2�.n–k–1/.

– A fraction of error of length greater than n � k C 1; the fraction equals
1 � 2�.n–k–1/.

– All combinations of dmin � 1 (or fewer) errors.
– All error patterns with an odd number of errors if the generator polynomial g.x/

for the code has an even number of nonzero coefficients.

In Table 4.3 we listed the generator polynomials of several CRC codes, currently in
use in various communication systems.

Decoding of cyclic codes is composed of the same three steps used in decoding of
LBCs, namely, the syndrome computation, the error pattern identification, and the
error correction [22, 24, 26–28, 30–32]. The Meggit decoder configuration, which

Fig. 4.11 Encoder for the
.7; 3/ maximal-length code

Mod-2

adder
Flip-flop

0 0 1
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Table 4.3 Generator polynomials of several CRC codes
CRC Codes Generator polynomial n� k

CRC-8 code
(IEEE 802.16, WiMax)

1C x2 C x8 8

CRC-16 code
(IBM CRC-16, ANSI, USB, SDLC)

1C x2 C x15 C x16 16

CRC-ITU
(X25, V41, CDMA, Bluetooth, HDLC,
PPP)

1C x5 C x12 C x16 16

CRC-24
(WLAN, UMTS)

1C xC x5 C x6 C x23 C x24 24

CRC-32 1C xC x2 C x4 C x5 C x7 C x8 C x10C 32
(Ethernet) x11 C x12 C x16 C x22 C x23 C x26 C x32

Corrected word

Received word, y(D)

ei

yi
Buffer register

Gate

Gate

Syndrome register

Gate

Error pattern detection circuit Gate

Gate

Fig. 4.12 A Meggit decoder configuration

is implemented based on syndrome property 2 (also known as Meggit theorem), is
shown in Fig. 4.12. The syndrome is calculated by dividing the received word by
generating polynomial g.x/, and at the same time the received word is shifted into
the buffer register. Once the last bit of received word enters the decoder, the gate
is turned off. The syndrome is further read into the error pattern detection circuit,
implemented as the combinational logic circuit, which generates 1 if and only if
the content of the syndrome register corresponds to a correctible error pattern at the
highest-order position xn�1. By adding the output of the error pattern detector to
the bit in error, the error can be corrected, and at the same time the syndrome has to
be modified. If an error occurred on position xl , by cyclically shifting the received
word n � l � 1 times, the erroneous bit will appear in position xn�1, and can be
corrected. Decoder, therefore, corrects the errors in a bit-by-bit fashion until entire
received word is read out from the buffer register.

The Hamming (7,4) cyclic decoder configuration, for generating polynomial
g.x/ D 1 C x C x3, is shown in Fig. 4.13. Because we expect only single er-
rors, the error polynomial corresponding to the highest order position is e.x/ D x6

and corresponding syndrome is s.x/ D 1C x2. Once this syndrome is detected, the
erroneous bit at position x6 is to be corrected. Let us now assume that an error oc-
curred on position xi , with corresponding error pattern e.x/ D xi . Once the entire
received word is shifted into the syndrome register, the error syndrome is not 101.
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Received bits, y(D)

Syndrome register

Buffer register

Gate

Gate

Gate

Multiplexer

Fig. 4.13 Hamming (7,4) decoder configuration

But after 6-i additional shifts, the content of syndrome register will become 101,
and error at position x6 (initially at position xi / will be corrected.

There exists several versions of Meggit decoders, however, the basic idea is es-
sentially similar to that described above. The complexity of this decoder increases
very fast as the number of errors to be corrected increases, and it is rarely used
for correction of more than three single errors or one burst of errors. The Meg-
git decoder can be simplified under certain assumptions. Let us assume that errors
are confined to only highest order information bits of the received polynomial
r.x/ W xk ; xkC1; : : : ; xn�1, so that syndrome polynomial s.x/ is given by

s.x/ D r.x/modg.x/ D Œc.x/C e.x/�modg.x/ D e.x/modg.x/; (4.48)

where r.x/ is the received polynomial, c.x/ is the codeword polynomial and g.x/ is
the generator polynomial. The corresponding error polynomial can be estimated by

e0.x/ D e0.x/modg.x/ D s0.x/ D xn�ks.x/modg.x/
D ek C ekC1x C � � � C en�2x

n�k�2
C en�1x

n�k�1: (4.49)

The error polynomial will be at most of degree n�k�1 because degŒg.x/� D n�k.
Therefore, the syndrome register content is identical to the error pattern, and we
say that the error pattern is trapped in the syndrome register, and corresponding
decoder, known as error-trapping decoder, is shown in Fig. 4.14 [24, 26]. If t or
fewer errors occur in n � k consecutive locations, it can be shown that the error
pattern is trapped in the syndrome register only when the weight of the syndrome
w.s/ is less than or equal to t [24, 26]. Therefore, the test for the error-trapping
condition is to check if the weight of the syndrome is t or less. With gates 1, 2, and
3 closed (4 and 5 open), the received word is shifted into the syndrome register from
the right end, which is equivalent to premultiplying the received polynomial r.x/
with xn–k . Once the highest order k bits (corresponding to information bits) are
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Received word, r(x)

…

Gate 1 Gate 5

Gate 4Syndrome register

Gate 3

w(s)£ t

Gate 2

k-bit information buffer register

Fig. 4.14 Error-trapping decoding architecture

shifted into information buffer, the gate 1 is opened. The gate 2 is opened once all n
bits from received word are shifted into syndrome register. The syndrome register at
this point contains the syndrome corresponding to xn–kr.x/. If its weight is t or less,
the gates 4 and 5 are closed (all others are opened), and the corrected information
is shifted out. If w.s/ > t , the errors are not confined to the n � k higher-order
positions of s.x/, we keep shifting with gate 3 being on (other gates are switched
off), until w.s/ � t . If w.s/ never goes � t and the syndrome register is shifted k
times, either an error pattern with errors confined to n � k consecutive end-around
locations has occurred or uncorrectable error pattern has occurred. For additional
explanation on this decoder, and other types of cyclic decoders an interested reader
is referred to [24].

4.4 Bose–Chaudhuri–Hocquenghem Codes

The Bose–Chaudhuri–Hocquenghem (BCH) codes, the most famous cyclic codes,
were discovered by Hocquenghem in 1959 and by Bose and Chaudhuri in 1960
[24, 26–28]. Among many different decoding algorithms, the most important are
Massey–Berlekamp algorithm and Chien’s search algorithm. An important subclass
of BCH is a class of Reed–Solomon codes proposed in 1960. Before we continue
further with study of BCH codes, we have to introduce some properties of finite
fields [24, 28, 33, 34].

4.4.1 Galois Fields

Before we can proceed further with finite fields, we introduce the concepts of ring,
field and congruencies from abstract algebra. A ring is a set of elements R with two
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operations, addition “C” and multiplication “�”, satisfying the following three prop-
erties: (a) R is an Abelian (commutative) group under addition, (b) multiplication
operation is associative, and (c) multiplication is associative over addition. A field is
a set of elements F with two operations, addition “C” and multiplication “� ”, satis-
fying the following properties: (a) F is an Abelian group under addition operation,
with 0 being the identity element, (b) the nonzero elements of F form an Abelian
group under the multiplication, with 1 being the identity element, and (c) the multi-
plication operation is distributive over the addition operation.

The quantity a is said to be congruent to quantity b observed per modulus n,
denoted as a � b.modn/, if a � b is divisible by n. If x � a.modn/, then a is
called a residue to x to modulus n. A class of residues to modulus n is the class of
all integers congruent to a given residue .modn/, and every member of the class is
called a representative of the class. There are n classes, represented by (0), (1), (2),
. . . , .n � 1/, and the representative of these classes are called a complete system of
incongruent residues to modulus n. If i and j are two members of a complete system
of incongruent residues to modulus n, then addition and multiplication between i
and j can be introduced by

1. i C j D .i C j /.modn/
2. i � j D .i � j /.modn/

A complete system of residues .modn/ forms a commutative ring with unity
element. Let s be a nonzero element of these residues. Then s possesses an in-
verse element if and only if n is prime, p. When p is a prime, a complete
system of residues .modp/ forms a Galois (finite) field, and is commonly denoted
by GF.p/.

Let P.x/ be any given polynomial in x of degree m with coefficients belonging
to GF.p/, and let F.x/ be any polynomial in x with integral coefficients. Then F.x/
may be expressed as [34]

F.x/ D f .x/C p q.x/C P.x/Q.x/;

where f .x/ D a0 C a1x C a2x
2 C � � � C am�1x

m�1, ai 2 GF.p/. This relation-
ship may be written as F.x/ � f .x/modfp;P.x/g, and we say that f .x/ is the
residue of F.x/ modulus p and P.x/. If p and P.x/ are kept fixed but f .x/ var-
ied, pm classes can be formed (because each coefficient of f .x/ may take p values
of GF.p/). The classes defined by f .x/ form a commutative (Abelian) ring, which
will be a field if an only if P.x/ is irreducible over GF.p/ (not divisible with any
other polynomial of degreem�1 or less) [24,26,28]. The finite field formed by pm

classes of residues is called a Galois field of order pm and is denoted by GF.pm/.
Two important properties of GF.q/, q D pm are given below [24, 26, 28]:

1. The roots of polynomial xq�1 � 1 are all nonzero elements of GF.q/.
2. Let P.x/ be an irreducible polynomial of degreemwith coefficients from GF.p/

and ˇ be a root from the extended field GF.q D pm/. Then all m roots of P.x/
are ˇ; ˇp; ˇp

2

; : : : ; ˇp
m�1

.
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The nonzero elements of GF.pm/ can be represented as polynomials of degree at
most m � 1 or as powers of a primitive root ˛ such that [24, 26, 28]

˛p
m�1
D 1; ˛d ¤ 1 .for d dividingpm � 1/:

Therefore, the primitive element (root) is a field element that generates all nonzero
filed elements as its successive powers. An irreducible polynomial that has a primi-
tive element as its root is called a primitive polynomial.

The function P.x/ is said to be minimum polynomial for generating the elements
of GF.pm/ and represents the smallest degree polynomial over GF.p/ having a field
element ˇ 2 GF.pm/ as a root. To obtain a minimum polynomial we have divide
xq � 1.q D pm/ by the least common multiple (LCM) of all factors of the form
xd�1, where d is a divisor of pm�1; and obtain so-called cyclotomic equation (that
is the equation having for its roots all primitive roots of equation xq�1 � 1 D 0/.
The order of this equation is O.pm � 1/, where O.k/ is the number of all positive
integers less than k and relatively prime to it. By substituting each coefficient in this
equation by least nonzero residue to modulus p, we get the cyclotomic polynomial
of orderO.pm�1/. Let P.x/ be an irreducible factor of this polynomial, then P.x/
is a minimum polynomial, which is in general not the unique one.

Example: Let us determine the minimum polynomial for generating the elements
of GF.23/. The cyclotomic polynomial is .x7 � 1/=.x � 1/ D x6 C x5 C x4 C

x3 C x2 C x C 1 D .x3 C x2 C 1/.x3 C x C 1/. Hence, P.x/ can be either
x3 C x2 C 1 or x3 C x C 1. Let us choose P.x/ D x3 C x2 C 1. The degree of
this polynomial is degŒP.x/� D 3. Now we explain how we can construct GF.23/
using the P.x/. The construction always starts with elements from basic field (in
this case GF.2/ D f0; 1g/. All nonzero elements can be obtained as successive
powers of primitive root ˛, until no new element is generated, which is given in the
first column of Table 4.4. The second column is obtained exploiting the primitive
polynomial P.x/ D x3 C x2 C 1. ˛ is the root of P.x/ and, therefore, P.˛/ D
˛3 C ˛2 C 1 D 0 and ˛3 can be expressed as ˛2 C 1. ˛4 can be expressed as
˛˛3 D ˛˛2C1/ D ˛3C˛ D ˛2C1C˛. The third column in Table 4.4 is obtained
by reading off coefficients in second column, with leading coefficient multiplying
the ˛2.

Table 4.4 Three different
representations of GF.23/
generated by x3 C x2 C 1

Power of ˛ Polynomial 3-tuple
0 0 000
˛0 1 001
˛1 ˛ 010
˛2 ˛2 100
˛3 ˛2 C 1 101
˛4 ˛2 C ˛C 1 111
˛5 ˛C 1 011
˛6 ˛2 C ˛ 110
˛7 1 001
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4.4.2 The Structure and Decoding of BCH Codes

Equipped we this knowledge of Galois fields we can continue our description of
structure of BCH codes. Let the finite field GF.q/ (symbol field) and extension field
GF.qm/ (locator field), m� 1, be given. For every m0.m0� 1/ and Hamming dis-
tance d there exists a BCH code with the generating polynomial g.x/, if and only if
it is of smallest degree with coefficients from GF.q/ and the roots from the extension
field GF.qm/ as follows [24, 31]:

˛m0 ; ˛m0;C1; : : : ; ˛m0Cd�2; (4.50)

where ˛ is from GF.qm/. The codeword length is determined as the least common
multiple of orders of roots. (The order of an element ˇ from finite field is the small-
est positive integer j such that ˇj D 1.)

It can be shown that for any positive integer m .m � 3) and t .t < 2m�1/ there
exists a binary BCH code having the following properties [24, 26, 31]:

� Codeword length: n D 2m � 1
� Number of parity bits: n � k � mt
� Minimum Hamming distance: d � 2t C 1

This code is able to correct up to t errors. The generator polynomial can be found
as the LCM of the minimal polynomials of ˛i [24, 26, 31]

g.x/ D LCM ŒP˛1.x/; P˛3.x/; : : : ; P˛2t�1.x/� ; (4.51)

where ˛ is a primitive element in GF.2m/, and P˛i .x/ is the minimal polynomial
of ˛i .

Let c.x/ D c0 C c1x C c2x
2 C � � � C cn�1x

n�1 be the codeword polyno-
mial, and let the roots of generator polynomial be ˛; ˛2; : : : ; ˛2t , where t is the
error correction capability of BCH code. Because the generator polynomial g.x/
is the factor of codeword polynomial c.x/, the rots of g.x/ must also be the roots
of c.x/:

c.˛i / D c0 C c1˛
i
C � � � C cn�1˛

.n�1/i
D 0; 1 � i � 2t (4.52)

This equation can also be written as inner (scalar) product of codeword vector
c D Œc0c1 : : : cn�1� and the following vector Œ1 ˛i˛2i � � �˛2.n�1/i �:

Œc0 c1 � � � cn�1�

2664
1

˛i

� � �

˛.n�1/i

3775 D 0; 1 � i � 2t (4.53)
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Equation (4.53) can also be written as the following matrix

Œcn�1 cn�2 � � � c0�

2666664
˛n�1 ˛n�2 � � � ˛ 1

.˛2/n�1 .˛2/n�2 � � � ˛2 1

.˛3/n�1 .˛3/n�2 � � � ˛3 1

� � � � � � � � � � � � � � �

.˛2t /n�1 .˛2t /n�2 � � � ˛2t 1

3777775
T

D cH T
D 0;

H D

2666664
˛n�1 ˛n�2 � � � ˛ 1

.˛2/n�1 .˛2/n�2 � � � ˛2 1

.˛3/n�1 .˛3/n�2 � � � ˛3 1

� � � � � � � � � � � � � � �

.˛2t /n�1 .˛2t /n�2 � � � ˛2t 1

3777775 ; (4.54)

where H is the parity-check matrix of BCH code. Using the property 2 of GF.q/
from the previous section, we conclude that ˛i and ˛2i are the roots of the same
minimum polynomial, so that the even rows in H can be omitted to get the final
version of the parity-check matrix of BCH codes:

H D

2666664
˛n�1 ˛n�2 � � � ˛ 1

˛3.n�1/ ˛3.n�2/ � � � ˛3 1

˛5.n�1/ ˛5.n�2/ � � � ˛5 1

� � � � � � � � � � � � � � �

˛.2t�1/.n�1/ ˛.2t�1/.n�2/ � � � ˛2t�1 1

3777775 (4.55)

For example, (15,7) 2-error-correcting BCH code has the generator polynomial [35]

g.x/ D LCM Œ�˛.x/; phi˛3.x/� D LCM
�
x4
C xC 1;

�
xC ˛3� �xC ˛6�

�
�
x C ˛9

� �
x C ˛12

��
D x8 C x7 C x6 C x4 C 1

and the parity-check matrix [35]

H D

�
˛14 ˛13 ˛12 ˛14 � � � ˛ 1

˛42 ˛39 ˛36 ˛33 � � � ˛3 1

�
D

�
˛14 ˛13 ˛12 ˛11 ˛10 ˛9 ˛8 ˛7 ˛6 ˛5 ˛4 ˛3 ˛2 ˛ 1

˛12 ˛9 ˛6 ˛3 1 ˛12 ˛9 ˛6 ˛3 1 ˛12 ˛9 ˛6 ˛3 1

�
In the previous expression, we have used the fact that in GF.24/ ˛15 D 1. The
primitive polynomial used to design this code was p.x/ D x4 C x C 1. Every
element in GF.24/ can be represented as 4-tuple, as shown in Table 4.5.

To create the second column we have used the relation ˛4 D ˛ C 1, and the
4-tuples are obtained reading off coefficients in second column. By replacing the
powers of ˛ in parity-check matrix above by corresponding 4-tuples, the parity-
check matrix can be written in following binary form:
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Table 4.5 GF.24/ generated
by x4 C xC 1

Power of ˛ Polynomial of ˛ 4-tuple
0 0 0000
˛0 1 0001
˛1 ˛ 0010
˛2 ˛2 0100
˛3 ˛3 1000
˛4 ˛C 1 0011
˛5 ˛2 C ˛ 0110
˛6 ˛3 C ˛2 1100
˛7 ˛3 C ˛C 1 1011
˛8 ˛2 C 1 0101
˛9 ˛3 C ˛ 1010
˛10 ˛2 C ˛C 1 0111
˛11 ˛3 C ˛2 C ˛ 1110
˛12 ˛3 C ˛2 C ˛C 1 1111
˛13 ˛3 C ˛2 C 1 1101
˛14 ˛3 C 1 1001

H D

2666666666664

1 1 1 1 0 1 0 1 1 0 0 1 0 0 0

0 1 1 1 1 0 1 0 1 1 0 0 1 0 0

0 0 1 1 1 1 0 1 0 1 1 0 0 1 0

1 1 1 0 1 0 1 1 0 0 1 0 0 0 1

1 1 1 1 0 1 1 1 1 0 1 1 1 1 0

1 0 1 0 0 1 0 1 0 0 1 0 1 0 0

1 1 0 0 0 1 1 0 0 0 1 1 0 0 0

1 0 0 0 1 1 0 0 0 1 1 0 0 0 1

3777777777775
:

In Table 4.6 we listed the parameters of several BCH codes generated by primitive
elements of order less than 25 � 1 that are of interest for optical communications.
The complete list can be found in Appendix C of [24].

Generally speaking there is no need for q to be a prime, it could be a prime power.
However, the symbols must be taken from GF.q/, and the roots from GF.qm/. From
nonbinary BCH codes, the Reed–Solomon codes are the most famous and these
codes are briefly explained in the next section.

The BCH codes can be decoded as any other cyclic codes class. For example,
in Fig. 4.15 we provide the error-trapping decoder for BCH (15,7) double-error
correcting code. The operation principle of this circuit is already explained in the
previous section. Here we explain the decoding process by employing the algorithms
especially developed for decoding of BCH codes. Let g.x/ be the generator polyno-
mial with corresponding roots ˛, ˛2, : : : ,˛2t . Let c.x/ D c0C c1xC c2x2C � � � C
cn�1x

n�1 be the codeword polynomial, r.x/ D r0Cr1xCr2x2C� � �Crn�1xn�1 be
the received word polynomial, and e.x/ D e0Ce1xCe2x2C� � �Cen�1xn�1 be the
error polynomial. The roots of generator polynomial are also roots of the codeword
polynomial, that is,

c.˛i / D 0; i D 0; 1; : : : ; 2t: (4.56)
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Table 4.6 Primitive binary BCH codes of interest for optical communications
n k t Generator polynomial (in octal form)
15 11 1 23
63 57 1 103
63 51 2 12471
63 45 3 1701317
127 120 1 211
127 113 2 41567
127 106 3 11554743
127 99 4 3447023271
255 247 1 435
255 239 2 267543
255 231 3 156720665
255 223 4 75626641375
255 215 5 23157564726421
255 207 6 16176560567636227
255 199 7 7633031270420722341
255 191 8 2663470176115333714567
255 187 9 52755313540001322236351
255 179 10 22624710717340432416300455

Received word, r(x)

Syndrome register

7-bit information shift register Gate 5

Gate 4

Gate 3

w(s)£2

Gate 1

Gate 2

Fig. 4.15 The Error-trapping decoder for (15,7) BCH code generated by g.x/ D 1C x4 C x6 C

x7 C x8

For binary BCH codes the only nonzero element is 1, therefore, the indices i of
coefficients ei ¤ 0 .or ei D 1/ determine the error locations. For nonbinary BCH
codes the error magnitudes are also important in addition to error locations. By
evaluating the received word polynomial r.x/ for ˛i we obtain

r.˛i / D c.˛i /C e.˛i / D e.˛i / D Si ; (4.57)
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where Si is the i th component of syndrome vector, defined by

S D ŒS1 S2 � � �S2t � D rH
T: (4.58)

The BCH code is able to correct up to t errors. Let assume that error polynomial
e.x/ does not have more than t errors, which can then be written as

e.x/ D ej1x
j1 C ej2x

j2 C � � � C ejlx
jl C � � � C ejvx

jv ; 0 � v � t (4.59)

ej1 is the error magnitude, ˛jl is the error-location number, while jl is the error
location. Notice that the error magnitudes are from symbol field, while the error lo-
cation numbers are from extension field. The corresponding syndrome components
can be obtained from (4.56) and (4.59) as follows:

Si D ej1.˛
i /j1Cej2.˛

i /j2C� � �Cejl .˛
i /jl C� � �Cejv.˛

i /jv ; 0 � v � t (4.60)

In order to avoid the double-indexing let us introduce the following notation Xl D
˛jl ; Yl D ejl . The pairs .Xl ; Yl / completely identifies the errors .l 2 Œ1; v�/. We
have to solve the following set of equations:

S1 D Y1X1 C Y2X2 C � � � C YvXv

S2 D Y1X
2
1 C Y2X

2
2 C � � � C YvX

2
v

� � �

S2t D Y1X
2t
1 C Y2X

2t
2 C � � � C YvX

2t
v (4.61)

The procedure to solve this system of equations represents the corresponding decod-
ing algorithm. Direct solution of this system of equations is impractical. There exists
many different algorithms to solve the system of equations (4.61), ranging from iter-
ative to Euclidean algorithms [24, 26–28]. The very popular decoding algorithm of
BCH codes is Massey–Berlekamp algorithm [24,26–28]. In this algorithm the BCH
decoding is observed as shift register synthesis problem: given the syndromes Si
we have to find the minimal length shift register that generates the syndromes. Once
we determine the coefficients of this shift register, we construct the error locator
polynomial [26, 28]:

�.x/ D
vQ
iD1

.1CXix/ D � vx
v C � v�1x

v�1 C � � � C �1x C 1; (4.62a)

where the � i ’s, also known as elementary symmetric functions, are given by Viète’s
formulas:

�1 D X1 CX2 C � � � CXv

�2 D
X
i<j

XiXj

�3 D
X
i<j<k

XiXjXk : (4.62b)

� � �

� v D X1X2 � � �Xv
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Because fXlg are the inverses of the roots of �.x/; �.1=Xl / D 08 l , and we can
write [26, 28]:

X v
l �.X

�1
l / D X v

l C �1X
v�1
l C � � � C � v: (4.63)

By multiplying the previous equation by Xj
l

and performing summation over l for
fixed j we obtain

SvCj C �1SvCj�1 C � � � C � vSj D 0; j D 1; 2; � � � ; v (4.64)

This equation can be rewritten as follows:

SvCj D �

vX
iD1

� iSvCj�i ; j D 1; 2; : : : ; v (4.65)

SvC j represents the output of shift register shown in Fig. 4.16. The Massey–
Berlekamp algorithm is summarized by flowchart shown in Fig. 4.17, which is
self-explanatory. Once the locator polynomial is determined, we have to find the
roots and invert them to obtain the error locators.

To determine the error magnitudes, we have to define another polynomial, known
as the error-evaluator polynomial, defined as follows [26]:

&.x/ D 1C.S1 C �1/xC.S2 C �1S1 C �2/x
2
C� � �C.Sv C �1Sv�1 C � � � C � v/x

v:

(4.66)

The error magnitudes are then obtained from [26]:

Yl D
&.X�1

l
/Qv

iD1;i¤l .1CXiX
�1
l
/
: (4.67)

Fir binary BCH codes Yl D 1 so that we do not need to evaluate the error
magnitudes.

S
V+j-1 S

j

-s
v-s

v-1-s1 -s2

Sv+j= -s1Sv+j-1-s2Sv+j-2-…-svSv

S
V+j-2

Fig. 4.16 A shift register that generates the syndromes Sj
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Initialization:

g=0, s (x)=s 0=1, L=0, a(x)=1

L

i=0

S

Yes

s '(x) = s (x)–∆xa (x)

2L < g

Yes

a(x)=∆
−1

s (x)

L ¬g –L

No

No

γ =1,2,…,2t

deg[s (x)] ¹ L

Yes

No

(x) is the inverse

locator polynomial

More than t errors

occurred  

siSg −iD =

D ¹ 0

a(x) ← xa(x) a(x) ← xa(x)

s (x) = s '(x)

s

Fig. 4.17 Flowchart of Massey–Berlekamp algorithm.� denotes the error (discrepancy) between
the syndrome and the shift register output, a.x/ stores the content of shift register (normalized by
��1) prior to the lengthening
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4.5 Reed–Solomon Codes, Concatenated Codes,
and Product Codes

The Reed-Solomon (RS) codes were discovered in 1960, and represent a special
class of nonbinary BCH codes [38,39]. RS codes represent the most commonly used
nonbinary codes. Both the code symbols and the roots of generating polynomial are
from the locator field. In other words, the symbol field and locator field are the
same .m D 1/ for RS codes. The codeword length of RS codes is determined by
n D qm � 1 D q � 1, so that RS codes are relatively short codes. The minimum
polynomial for some element ˇ is Pˇ .x/ D x � ˇ. If ˛ is the primitive element of
GF .q/ (q is a prime or prime power), the generator polynomial for t -error correcting
Reed–Solomon code is given by [24, 26–28]

g.x/ D .x � ˛/.x � ˛2/ � � � .x � ˛2t /: (4.68)

The generator polynomial degree is 2t and it is the same as the number of parity
symbols n � k D 2t , while the block length of the code is n D q � 1. Since the
minimum distance of BCH codes is 2t C 1, the minimum distance of RS codes is
dmin D n � k C 1, satisfying, therefore, the Singleton bound .dmin � n � k C 1/

with equality and belonging to the class of MDS codes. When q D 2m, the RS
codes parameters are: n D m.2m � 1/; n � k D 2mt , and dmin D 2mt C 1.
Therefore, the minimum distance of RS codes, when observed as binary codes, is
large. The RS codes may be considered as burst-error-correcting codes, and as such
are suitable for high-speed optical transmission at 40 Gb/s or higher, since the fiber-
optics channel at 40 Gb/s is bursty-errors-prone due to intrachannel nonlinearities,
especially intrachannel four-wave mixing and nonlinear phase noise. This binary
code is able to correct up to t bursts of length m. Equivalently, this binary code is
able to correct a single burst of length .t � 1/mC 1.

The weight distribution of RS codes can be determined by [24]

Ai D

�
n

i

�
.q � 1/

i�dminX
jD0

.�1/j
�
i � 1

j

�
qi�dmin�j ; (4.69)

and by using this expression we can evaluate the undetected error probability by
(4.38).

Example: Let the GF(4) be generated by 1 C x C x2 as we explained in
Sect. 4.4.1. The symbols of GF(4) are 0, 1, ˛, and ˛2. The generator polyno-
mial for RS(3,2) code is given by g.x/ D x�˛. The corresponding codewords are:
000; 101; ˛0˛; ˛20˛2; 011; 110; ˛1˛2; ˛21˛; 0˛˛; 1˛˛2; ˛˛0; ˛2˛1; 0˛2˛2; 1˛2˛;

˛˛21, and ˛2˛20. This code is essentially the even parity-check code .˛2C˛C1 D
0/. The generator polynomial for RS(3,1) is g.x/ D .x�˛/.x�˛2/ D x2CxC1,
while the corresponding codewords are: 000; 111; ˛˛˛ , and ˛2˛2˛2. Therefore,
this code is in fact the repetition code.
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Outer (N,K,D) code

over GF(2k)

Inner (n,k,d) code

over GF(2)
Channel Inner decoder Outer decoder

2
k
-ary super channel

Fig. 4.18 The concatenated (Nn;Kk;� Dd)code

Since RS codes are special class of nonbinary BCH codes, they can be decoded
using the same decoding algorithm already explained in the previous section.

To improve the bust error correction capability of RS codes, RS code can be
combined with an inner binary block code in a concatenation scheme as shown
in Fig. 4.18. The key idea behind the concatenation scheme can be explained as
follows [26]. Consider the codeword generated by inner .n; k; d/ code (with d be-
ing the minimum distance of the code), and transmitted over the bursty channel.
The decoder processes the erroneously received codeword and decodes it correctly.
However, occasionally the received codeword is decoded incorrectly. Therefore, the
inner encoder, the channel and the inner decoder may be considered as a super
channel whose input and output alphabets belong to GF.2k/. The outer encoder
.N;K;D/ (D-the minimum distance of outer code) encodes input K symbols
and generates N output symbols transmitted over the super channel. The length
of each symbol is k information digits. The resulting scheme, known as concate-
nated code and proposed initially by Forney [29], is an .Nn;Kk;�Dd/ code with
the minimum distance of at least Dd. For example, RS(255, 239, 8) code can be
combined with the (12, 8, 3) single parity-check code in the concatenation scheme
.12 � 255; 239 � 8;�24/. The outer RS decoder can be implemented using the
Massey–Berlekamp algorithm as described above, while the inner decoder can be
implemented using the MAP decoding based on BCJR algorithm [36]. The concate-
nated scheme from Fig. 4.18 can be generalized to q-ary channels, the inner code
operating over GF.q/, and outer over GF.qk/.

Two RS codes can be combined in a concatenated scheme by interleaving. An
interleaved code is obtained by taking L codewords (of length N ) of a given code
xj D .xj1; xj2; : : :; xjN/.j D 1; 2; : : :; L/, and forming the new codeword by inter-
leaving the L codewords as follows y i D .x11; x21; : : :; xL1; x12; x22; : : :; xL2; : : :;
x1N ; x2N ; : : :; xLN/. The process of interleaving can be visualized as the process of
forming an L �N matrix of L codewords written row by row and transmitting the
matrix column by column, as given below:

x11 x12 � � � x1N
x21 x22 � � � x2N
� � � � � � � � �

xL1 xL2 � � � xLN

:

The parameter L is known as the interleaving degree. The transmission must be
postponed until L codewords are collected. To be able to transmit a column when-
ever a new codeword becomes available, the codewords should be arranged down
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diagonals as given below, and the interleaving scheme is known as the delayed in-
terleaving (1-frame delayed interleaving):

xi�.N�1/;1 � � � xi�2;1 xi�1;1 xi;1
xi�.N�1/;2 � � � xi�2;2 xi�1;2 xi;2

� � � � � � � � � � � �

xi�.N�1/;.N�1/ xi�.N�2/;.N�1/
xi�.N�1/;N xi�.N�2/;N

:

Each new codeword completes one column of this array. In the example above the
codeword xi completes the column (frame) xi;1; xi�1;2; : : :; xi�.N�1/;N . A gener-
alization of this scheme, in which the components of i -th codeword xi say xi;j and
xi;jC1 are spaced � frames apart, is known as �-frame delayed interleaved.

Another way to deal with burst errors is to arrange two RS codes in a product
manner as shown in Fig. 4.19. A product code [3–6] is an .n1n2; k1k2; d1d2/ code
in which codewords form an n1 �n2 array such that each row is a codeword from an
.n1; k1; d1/ code C1, and each column is a codeword from an .n2; k2; d2/ code C2;
with ni ; ki , and di .i D 1; 2/ being the codeword length, dimension, and minimum
distance, respectively, of i th component code. The product codes were proposed by
Elias [25]. Both binary (such as binary BCH codes) and nonbinary codes (such as
RS codes) may be arranged in the turbo product manner. It is possible to show [26]
that the minimum distance of a product codes is the product of minimum distances
of component codes. It is straightforwardly to show that the product code is able to
correct the burst error of length b D max.n1b2; n2b1/, where bi is the burst error
capability of component code i D 1; 2.

The results of Monte Carlo simulations for different RS concatenation schemes
and an AWGN channel are shown in Fig. 4.20. Interestingly, the concatenation
scheme RS(255,239) C RS(255,223) of code rate R D 0:82 outperforms the con-
catenation scheme RS(255,223) C RS(255, 223) of lower code rate R D 0:76,
as well as the concatenation scheme RS(255, 223) C RS(255, 239) of the same
code rate.

Fig. 4.19 The structure of a
codeword of a product code
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Fig. 4.20 BER performance of concatenated RS codes

4.6 Trellis Description of Linear Block Codes
and Viterbi Algorithm

Since the bits in codeword are statistically dependent, the encoding process can be
described by the finite state machine, with precisely determined initial and terminal
states. We can further describe the encoding by means of trellis [36], and perform
maximum likelihood decoding using the Viterbi algorithm [40, 41].

Let linear block code .n; k/ be defined over GF(2). The corresponding parity-
check matrix of dimension .n � k/ � n can be written as

H D Œh1 h2 � � �hn�; (4.70)

where hi denotes the i th column of parity-check matrix. The codeword vector c D
.c1 c2 � � � cn/ satisfies the following equation

cH T
D 0: (4.71)

Let the code be systematic with the first k bits representing the information bits
and last n � k bits representing the parity bits. The state at depth j is denoted
by S j . The number of states in trellis is determined by 2n�k , each represented in
binary form as a vector of length n � k. Let the information vector be denoted by
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m D .m1m2 � � �mk/. The new state at depth j;S j , is related to the previous state
S j�1 by [36]:

Sj D Sj�1 C cjhj ; (4.72)

where cj D mj .for j � k/. For j D k C 1; : : :; n, the corresponding parity bits
are obtained by generalized parity-checks according to the generator matrix G. For
terminal state S n to be equal to initial state S 0, (4.71) is to be satisfied. Different
paths throughout the trellis correspond to 2k different codewords.

For example, the parity-check and generator matrices of Hamming .7; 4/ code
are given, respectively, as

H D

241 1 0 1 1 0 01 0 1 1 0 1 0

1 1 1 0 0 0 1

35 G D

2664
1 0 0 0 1 1 1

0 1 0 0 1 0 1

0 0 1 0 0 1 1

0 0 0 1 1 1 0

3775 :
The corresponding trellis is shown in Fig. 4.21. The solid edges correspond to
cj D 1, while dashed edges to cj D 0. There are 2n�k D 8 states in trel-
lis represented as 3-tuples. The total number of paths through trellis is 2k D 16,
and these paths correspond to different codewords. This trellis is created based
on (4.72). For example, for j D 1 and c1 D 0 the terminal state is obtained by
S 1 D S 0 C 0 � h1 D .000/ C 0 � .111/ D .000/; while for c1 D 1 the ter-
minal state is obtained by S 1 D S 0 C 1 � h1 D .000/ C 0 � .111/ D .111/.
For j D 2, initial state S 1 D .111/ and c2 D 1 we arrive at terminal state
S 2 D S 1 C 1 � h2 D .111/ C 1 � .101/ D .010/, and so on. After j D 3 we
can see that trellis is fully developed, there exist 16 paths leading to 8 nodes (with
two edges reaching the terminal state). These 16 paths correspond to 16 possible
information sequences of length 4. The number of possible transitions after j D k

reduces dramatically because the remaining bits c5, c6, and c7 are parity bits, which
are algebraically related to the previous information bits. For q-ary linear block

Sj

j

0 1 2 3 4 5 6 7

(000)

(001)

(010)

(011)

(100)

(101)

(110)

(111)

Fig. 4.21 The trellis representation of Hamming .7; 4/ code
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codes, once the trellis is fully developed, the every node will have q outgoing and
q incoming edges. It is interesting to notice that the trellis for liner-block codes is
time-variant.

The decoding rule for choosing an estimate of the code vector C, given the re-
ceived vector r, is optimum when the probability of decoding error is minimized.
The maximum likelihood (ML) decoder decision rule can be formulated as follows:

Choose the estimate of C if the log-likelihood function logpRjC .rjc/ is maximum.

The log-likelihood function, given the transmitted codeword c D .c1 c2 � � � cn/,
assuming that components of receiver word r D .r1r2 � � � rn/ are statistically inde-
pendent and noise is additive can be written as follows:

logpRjC .rjc/ D

nX
iD1

logŒpNi .ri jci /� D �
nX
iD1

Mi .ri ; ci / , �M .C /; (4.73)

where pRjC .rjc/ is the joint PDF, pNi .ri jci / is the noise PDF, andMi is the branch
metric. The ML decoder provides the codeword C that minimizes the path metric
M.C /. Consider BPSK coherent optical communication system with homodyne
balanced detection and ASE noise-dominated scenario. The corresponding PDF
function will be:

pNi .ri jci / D
1

�
p
2�

exp
�
�
.ri � ci2RPD

p
PSPLO/

2

2�2

�
; (4.74)

where RPD is the photodiode responsivity, Ps and PLO are the average powers of
incoming and local laser, respectively, and �2 is the variance of equivalent noise
process dominated by ASE noise. The corresponding log-likelihood function can be
obtained by

logpRjC .rjc/ D �

nX
iD1

.ri � ci2RPD
p
PSPLO/

2

2�2
�
n

2
log.��2/

D �A

nX
iD1

rici C B D �A.r � c/C B; (4.75)

where A and B are constants independent on transmitted codeword. The path met-
ric is therefore the inner (scalar) product of the received word and transmitted
codeword.

The brute force decoding method would mean to try all possible codewords
2k and select one that minimizes the path metric M.C / D r � c. The better op-
tion would be to use Viterbi algorithm [24, 26–28, 31, 40, 41]; which is a recursive
algorithm, whereby many codewords can be discarded from consideration in de-
termination of c that minimizes the path metric. Alternatively, we can use the
square Euclidean metric, which is equivalent to the correlation metric as shown by
(4.75). The square Euclidean metric can also be used for ASK transmission, wherein
ci 2 f0; 1g. Below we provide an illustrative example that employs the squared
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Euclidean metric and ASK. To keep the exposition simple we perform the follow-
ing normalization: 2�2 D 1, and 2RPD

p
.PsPLO/ D 1; and assume that Hamming

.7; 4/ code (with corresponding trellis shown in Fig. 4.21) is used. Let the received
word be as follows r D .0:4; 0:2; 0:5; 0:1; 0:2; 0:1; 0:2/, while the all-zero code-
word was transmitted. The first four samples correspond to information bits, and
last three to the parity bits. The decoding starts when all branches merge together
for the first time, which occurs at trellis depth j D 4. The cumulative metric for
.000/ ! .000/ path at depth j D 4, corresponding to the information sequence
0000, is .0:4�0/2C .0:2�0/2C .0:5�0/2C .0:1�0/2 D 0:46; while the cumula-
tive metric for .000/! .000/ path at depth j D 4, corresponding to the information
sequence 0111, is .0:4�0/2C.0:2�1/2C.0:5�1/2C.0:1�1/2 D 1:86. Out of two
possible paths, the path with lower accumulated metric (0.46) is preserved, and is
commonly referred to as the survivor path. The other path is discarded from further
consideration. The similar procedure is repeated for all state nodes at level j D 4,
and the survivor paths are denoted as bolded letters in Table 4.7. In Step 2 .j D 5/,
we repeat the similar procedure using the accumulated metric from survived paths
as the starting point. When two paths have the same accumulated metric we flip the
coin to determine which one to chose without affecting the final result. We see that

Table 4.7 Illustrating the soft Viterbi decoding of Hamming (7,4) code (adopted from [31])
Step 1 Step 2 Step 3 Step 4

Received
samples!

0.4, 0.2, 0.5,
0.1

0.2 0.1 0.2

Paths #
(000)!(000) 0000: 0.46 0: 0.46C.0:2–0/2

D 0:5
0: 0.5C.0:1–0/2

D 0:51
0: 0.51C.0:2–0/2

D 0:55
0111: 1.86 1: 0.66C.0:2–1/2

D 1:3

1: 1.3C.0:1–1/2

D 2:11

1: 1:31C .0:2–1/2

D 1:95

(000)!(001) 1110: 1.26 0: 1.26C.0:2–0/2

D 1:3
0: 1.3C.0:1–0/2

D 1:31

1001: 1.46 1: 1.06C.0:2–1/2

D 1:7

1: 0.5C.0:1–1/2

D 1:31
(000)!(010) 1100: 1.26 0: 1.26C.0:2–0/2

D 1:3
1011: 1.46 1: 1.06C.0:2–1/2

D 1:7

(000)!(011) 0010: 0.46 0: 0.46C.0:2–0/2

D 0:5
0101: 1.86 1: 0.66C.0:2–1/2

D 1:3

(000)!(100) 1101: 2.06
1010: 0.66

(000)!(101) 0011: 1.26
0100: 1.06

(000)!(110) 0001: 1.26
0110: 1.06

(000)!(111) 1111: 2.06
1000: 0.66
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in Step 5 the only survived path is all-zeros path, and the transmitted codeword is
properly decoded. We can also introduce a single error, for example, by setting 0.5
sample to 0.6, and repeat the decoding procedure. The all-zero codeword will be de-
tected again. However, when two errors are introduced the Viterbi decoder will fail
to determine the correct codeword. On the other hand, by checking the syndrome
equation we can detect the double error.

If the probability of error is independent of the transmitted bit value, the cor-
responding channel is called the binary symmetric channel (BSC). This channel
is completely described by transition (crossover) probability: P .ri D 1jci D 0/ D
P .ri D 0jci D 1/ D p. Because

p.ri jci / D

(
p; ri ¤ ci ;

1 � p; ri D ci ;

the corresponding log-likelihood function can be written as follows:

logp.rjc/ D dH logpC.n � dH / log.1 � p/ D dH log
�

p

1 � p

�
Cn log.1 � p/;

(4.76)

where dH is the Hamming distance between the received word r and transmitted
codeword c. Therefore, for p < 1=2 the ML rule for BSC can be formulated as

Choose the estimate C that minimizes the Hamming distance
between the received vector r and codeword c:

For intensity modulation with direct detection (IM/DD) we have found in [42]
that distribution of PDF tails is exponential rather than Gaussian, so that square
root metric is more suitable than Euclidean metric. Some other metrics suitable
for IM/DD systems are discussed in [35]. For high-speed long-haul optical com-
munication system, such as those operating at 40 Gb/s and above, the influence of
self-phase modulation (intrachannel four-wave mixing in systems with direct detec-
tion, and nonlinear phase noise in systems with coherent detection) is important and
we have to use the metric given by (4.73), providing that interleaving is used so that
neighboring symbols are independent of each other. The PDF has to be estimated by
histogram methods. An alternative would be to use the edgeworth expansion method
as we described in [44].

So far we were concerned with different classes of linear block-codes. Another
important class of codes is based on convolutional codes. Convolutional codes of
practical importance are commonly .n; 1/ codes, whose code rate is low 1=n, and
as such are not suitable for fiber-optics communication, because the penalty due
to chromatic dispersion is highly severe at high-data rates. The code rate can be
increased by puncturing, at the expense of performance degradation. On the other
hand, the RSC codes are usually employed as component codes for turbo codes that
are used in deep-space communications [45]. This is the reason why we devoted the
next section to the fundamentals of convolutional codes, so that the potential reader
will be able easier to follow the section on turbo codes, introduced in next chapter.
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4.7 Convolutional Codes

In a systematic .n; k/ linear block code, information bits get unchanged during the
encoding process, only n � k parity-check bits are added that are algebraically re-
lated to the information bits. If the information bits are statistically independent, the
parity (redundant) bits will only be dependent on the information block of current
codeword, so that the codewords are statistically independent. On the other hand in
an .n; k M/ convolutional code, the parity bits are not only the function of current
information k-tuple, but also the function of previous m information k-tuples. The
statistical dependence is therefore introduced in a window of K D n.M C 1/ sym-
bols, which is known as the constraint length. The constrained length represents
the number of coded symbols influenced by a single message symbol. The general
architecture of a convolutional code is shown in Fig. 4.22. The k information bits
are taken during encoding process from a serial-to-parallel converter (S/P) that fol-
lows an information buffer as the input of the encoder memory of size k-by-M . The
same bits are also used as the input to the combinational logic, which determines
the n-outputs based on current k-tuple and previous Mk bits. The logic outputs are
written in parallel to the output shift register, and the codeword is transmitted in a
serial fashion over the channel.

An example of nonsystematic convolutional (2,1,2) code is shown in Fig. 4.23.
This encoder has the code rate R D 1=2, and has M D 2 flip-flops as
memory elements. Let the input sequence to the encoder be denoted by
m D .m0 m1 � � �ml � � � /. The corresponding output sequences are denoted with
c.1/ D .c

.1/
0 c

.1/
1 � � � c

.1/

l
� � � / and c.2/ D .c

.2/
0 c

.2/
1 � � � c

.2/

l
� � � /, respectively. The

encoder sequence is obtained by multiplexing two output sequences as follows:
c D .c

.1/
0 c

.2/
0 c

.1/
1 c

.2/
1 � � � c

.1/

l
c
.2/

l
� � � /. For convolutional (2,1,2) code shown in

Fig. 4.23, the output sequences are related to the input sequence by:

c
.1/

l
D ml Cml�2; c

.2/

l
D ml Cml�1 Cml�2:

Information

buffer 

S/P

converter
……

1

2

…

k-1

k

1 2 3 … M-1 M

LOGIC

…

n-bit shift register

…

…

Fig. 4.22 Illustrating the operational principle of convolutional codes
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m

c

c
(1)

c
(2)

Fig. 4.23 Nonsystematic convolutional (2,1,2) encoder

Another approach to describe the encoding operation is by convolution of the input
sequence and corresponding generator sequences g.1/ D .101/ and g.2/ D .111/

as follows:
c.1/ D m � g.1/; c.2/ D m � g.2/;

where the generator sequences are obtained as the response to the unit step sequence
.100: : :/. The generator sequence, representing the impulse response of correspond-
ing input–output path can also be determined as the sequence of connections from
the shift register to the pertinent adder, with a 1 representing the existence of con-
nection and a 0 representing the absence of connection.

The encoding process in convolutional encoder can also be represented in similar
fashion to that of the block codes, as matrix product of the input message vector m
and generator matrix G:

c D mG ; G D

266666666664

g
.1/
0 g

.2/
0 g

.1/
1 g

.2/
1 g

.1/
2 g

.2/
2 0 0 0 0 : : :

0 0 g
.1/
0 g

.2/
0 g

.1/
1 g

.2/
1 g

.1/
2 g

.2/
2 0 0 : : :

0 0 0 0 g
.1/
0 g

.2/
0 g

.1/
1 g

.2/
1 g

.1/
2 g

.2/
2 : : :

:::
:::

: : :
: : :

:::
:::

0 0 0 0 � � � g
.1/
0 g

.2/
0 g

.1/
1 g

.2/
1 g

.1/
2 g

.2/
2

377777777775
:

The generator matrix of an .n; 1;m/ convolutional code, of rate R D 1=n, can be
represented by [24, 26, 31]:

G D

26664
G0 G1 � � � GM

G0 G1 � � � GM

G0 G1 � � � GM

: : :

37775 ; (4.77)
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where G l D .g
.1/

l
g
.2/

l
: : : g

.n/

l
/I l D 0; 1; : : : ;M . Since the number of memory el-

ements in shift register isM , there exist n generator sequences g.i/.i D 1; 2; : : :; n/
of length M C 1, and n output sequences c.l/.l D 1; : : :; n/ are multiplexed before
being transmitted over the channel. The j th output symbol and l th input symbol are
related by the following convolution relationship:

c
.j /

l
D

MX
iD0

ml�ig
.j /
i : (4.78)

(The summation in (4.78) is to be performed by mod 2.)
By employing the delay operator D (or z�1 in digital signal processing books),

we can simplify the encoding process and perform the multiplication in transform-
domain instead of convolution in time-domain. The transform-domain represen-
tations of message sequence m and j th output sequence can, respectively, be
written as

m.D/ D m0Cm1DCm2D
2
C� � � c.j /.D/ D c

.j /
0 Cc

.j /
1 DCc

.j /
2 D2

C� � � (4.79)

For (2,1,2) convolutional encoder shown in Fig. 4.23, the corresponding transform-
domain representations of generator polynomials can be written as

g1.D/ D 1CD
2 g2.D/ D 1CD CD

2:

The corresponding transform-domain generator matrix G .D/ will be

G .D/ D Œg1.D/ g2.D/� D Œ1CD
2 1CD CD2�:

The output sequences in transform-domain can be written as

c.1/.D/ D m.D/g1.D/ c.2/.D/ D m.D/g2.D/:

The multiplexed sequence in transform-domain is as follows:

c.D/ D c.1/.D/C Dc.2/.D/:

For an arbitrary .n; 1;M/ convolutional code the corresponding generator matrix in
transform-domain can be represented as

G .D/ D Œg1.D/ g2.D/ � � � gn.D/� ; (4.80)

While the transform-domain of output sequence can be represented by

c.D/ D m.D/G .D/; c.D/ D
h
c.1/.D/ c.2/.D/ � � � c.n/.D/

i
: (4.81)
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For an arbitrary .n; k;M/ convolutional code, we have to split the input sequence
into k sub-sequencesm D Œm1m2: : :mk �, and define the generator matrix as

G D

26664
G0 G1 � � � GM

G0 G1 � � � GM

G0 G1 � � � GM

: : :

37775 ; (4.82)

where

G l D

266664
g
.11/

l
g
.12/

l
� � � g

.1n/

l

g
.21/

l
g
.22/

l
� � � g

.2n/

l
:::

:::
: : :

:::

g
.k1/

l
g
.k2/

l
� � � g

.kn/

l

377775 ;
and proceed in similar fashion as above.

The convolutional codes can also be put in systematic form, by transforming the
generator matrix and represent it into the following form:

G .D/ D ŒI P.D/� ; (4.83)

where I is k � k identity matrix, and P.D/ is k � .n � k/ matrix of polyno-
mials. The nonsystematic generator matrix of LBCs can easily be transformed in
systematic form by elementary operations per rows, while this operation is not
always possible to do for the convolutional codes. Namely, the two generator ma-
trices are equivalent if they generate the same convolutional code. Let us again
observe the (2,1,2) convolutional code shown in Fig. 4.23, whose generator matrix
is G .D/ D Œ1CD21CD CD2�. We can perform the following transformation:

c.D/ D m.D/G .D/ D m.D/
�
1CD2 1CD CD2

�
D m.D/.1CD2/

�
1

1CD CD2

1CD2

�
D m0.D/G 0.D/;

where

m0.D/ D m.D/T .D/; T ŒD� D Œ1CD2�; G 0.D/ D

�
1

1CD CD2

1CD2

�
:

Because both generator matrices, G(D) and G 0.D/, will generate the same output
sequence for the same input sequence we can say that that these two matrices are
equivalent, which represents a necessary condition. For two generator matrices to
be equivalent, the T(D) matrix should be invertible, which represents the sufficient
condition. In previous example, m(D) can be obtained from m0.D/ by

m.D/ D m0.D/T �1.D/; T �1ŒD� D

�
1

1CD2

�
:
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c

c
(1)

c
(2)

Fig. 4.24 The systematic encoder equivalent to the nonsystematic encoder shown in Fig. 4.23

Therefore, two generator matrices G(D) and G 0.D/ D T .D/G .D/ are equiva-
lent if the matrix T .D/ is invertible. In the example above, G 0.D/ is in systematic
form; unfortunately, its elements are not polynomials but rather rational functions.
The parity sequence can be generated by first multiplying the input sequence by
1CD CD2 and then dividing by 1CD2. One possible implementation is shown
in Fig. 4.24. Because the response to a single nonzero input will be of infinite length,
the codes produced by feedback encoders are known as recursive convolutional
codes (RCCs) [24]. If an RCC is systematic it is commonly referred to as recur-
sive systematic convolutional (RSC) code [37].

Similar to the LBCs, we can define the parity-check matrix in transform domain
H .D/ (of size .n � k/ � k) that satisfies the following equation:

G .D/H T.D/ D 0: (4.84)

The every codeword c.D/ satisfies the following equation:

c.D/H T.D/ D 0: (4.85)

If G(D) is the generator matrix of a systematic convolutional code, given by (4.83),
the corresponding parity-check matrix can be written in following format:

H .D/ D
�
PT.D/ I

�
; (4.86)

where I is .n � k/ � .n � k/ identity matrix. For example, the parity-check matrix
in transform-domain shown in Fig. 4.24 can be written as

H .D/ D

�
1CD CD2

1CD2
1

�
:
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For nonsystematic codes, the code sequence on receiver side c.D/ should be multi-
plied by G�1.D/ to determine the information sequence:

c.D/G�1.D/ D m.D/G .D/G�1.D/ D m.D/Dl ; (4.87)

which can be done if the following is valid:

G .D/G�1.D/ D IDl ; l � 0 (4.88)

where the multiplication withDl corresponds to the delay. Therefore, the generator
matrix must be invertible. If not, the corresponding convolutional code is catas-
trophic, that is the finite number of channel errors will introduce infinite number
of decoding errors. The sufficient condition for the convolutional code to be non-
catastrophic is that the greatest common divisor (GCD) of all submatrices of size

k � k be equal to Dl . (The number of these submatrices is
�
n

k

�
.) The systematic

codes cannot be catastrophic because their generator matrix is invertible. Any non-
catastrophic convolutional code can transformed into systematic equivalent. For our
example shown in Fig. 4.23, the GCD can be found as

GCD.1CD2; 1CD CD2/ D 1 D D0:

Therefore, for the .n; 1;M/ codes it is sufficient not to have any common roots
among generator polynomials except probable one of the form Dl .

The convolutional codes can be considered as being a subclass of the so-called
trellis codes. The trellis codes can be described as finite state machines, with the
output being the function of Mk previous bits and k current bits, which output can
be described in the form of trellis. If the trellis encoder is time-invariant and linear,
the corresponding code is called the convolutional code.

Similarly as in block codes where the error correction capability is related to the
minimum Hamming distance and decoding algorithm, the performance of convo-
lutional codes are determined by decoding algorithm and so called free distance of
the code, dfree. The free distance of convolutional codes is defined as the minimum
Hamming distance between any two code words in the code. Because the convo-
lutional codes contain all-zero codeword and belong to the class of linear codes,
the free distance can be determined as the minimum weight output of codeword se-
quence caused by a certain nonzero input sequence. The following three algorithms
are commonly used in decoding of convolutional codes: (a) majority logic decod-
ing, (b) sequential decoding, and (c) decoding by Viterbi algorithm. The Viterbi
algorithm is the most popular and it is already explained in previous section. The
only difference is in trellis, which is in case of convolutional codes time-invariant,
so that Viterbi decoder of convolutional codes is simpler to implement than that of
block codes. The description of other two decoding algorithms can be found in any
textbook on channel coding [24, 26–28]. The calculation of free distance of convo-
lutional codes is described in the next section.
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4.7.1 Distance Properties of Convolutional Codes

The calculation of free distance of convolutional codes is closely related to the gen-
erating function of a convolutional code [22, 24, 26], i.e., the transfer function of
the encoder with respect to state transitions. We have shown in Fig. 4.22 that convo-
lutional codes can be represented using the finite state machine (FSM) approach,
and its operation can be described using the state diagram. The state of convo-
lutional encoder of rate 1=n is defined by the sequence of M most recent bits
.mj�M ; mj�C1; : : :; mj�1; mj / moved into encoder’s shift register, and it is de-
noted by .mj�1; : : :; mj�M /, where mj denotes the current bit. For example, for
convolutional encoder shown in Fig. 4.25a with M D 2 flip-flops there are 2M D 4
possible states denoted by a (00), b (10), c (01) and d (11). The corresponding state
diagram of this encoder is shown in Fig. 4.25b, c. The FSM states correspond to the

m
c

a

b c

00

11

10 01

01/1 01/0

10/1

00/0

10/0

00/1

11/011/1

00

11

10 01

01 01

10

00

10

00

1111

c

d

a

b

Fig. 4.25 Convolutional (2,1,2) code: (a) encoder, (b) state diagram, and (c) version 2 of state
diagram
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2-bit states of shift register. The pair of labels above edges, in Fig. 4.25b, represents
the outputs of encoder for a given input. For example, if the content of shift register
is 10 (we are in state 10) and incoming bit is 1, the generated output sequence is 01,
and in the next clock cycle the content of shift register will be 11, meaning that the
terminal state is 11. Another equivalent representation is given in Fig. 4.25c, where
dashed lines correspond to input bit 1 and the solid lines correspond to input bit 0.

The state diagram can be used as an effective tool to determine the generating
function of the code. First of all we have to modify the state diagram as shown
in Fig. 4.26. The all-zero state a is split into an initial state a0 and a final state
a1. The labels of edges are changed as well. The label of each edge is composed
of three letters with corresponding exponents. The exponent of I represents the
Hamming weight of input (for bit zero we obtain I 0 D 1), the exponent of L is
the branch length, and the exponent of D represents the Hamming weight of the
encoder output corresponding to the input of observed edge. With different paths
from initial to final state in modified state diagram we associate the corresponding
label by concatenating the edge labels. For example, the path a0bdca1 has the label
D6L4I 3. The path starting at a0 and ending at a1 is called the fundamental path. If
the number of paths starting at a0 and ending at a1 with labelDdLlI i is denoted by
Td;l;i the following generating function will represent the complete path enumerator
[22, 24, 26]:

T .D;L; I / D

1X
dD1

1X
lD1

1X
iD1

Td;l;iD
dLlI i : (4.89)

For example shown in Fig. 4.26, we can determine the T .D;L; I / by using the
Mason’s gain formula [43] from signal-flaw graph theory to obtain [22]:

T .D;L; I /D
D5L3I

1 � DLI.1C L/
DD5L3ICD6L4I 2.1CL/CD7L5I 3.1CL/2C� � �

(4.90)

DLI
Modified state diagram

a0
a1b c

d

D
2
LI D

2
L

DL

DLI DL

The exponent of D represents the Hamming weight

of the encoder output corresponding to that branch

The exponent of I represents the Hamming weight

of corresponding input

The exponent of L represents the branch length

(always one) 

Fig. 4.26 The modified state diagram of convolutional (2,1,2) code from Fig. 4.25a
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From (4.90) we conclude that there are no fundamental paths at distance 0, 1, 2, or
3 from the all-zero path; and there is a single fundamental path at distance 5 from
all-zero path meaning that the free distance of this convolutional code is dfree D 5.
This implies that Viterbi decoder can correct up to two errors in decoded sequence.

4.7.2 Bounds on the Bit-Error Ratio of Convolutional Codes

The modified state diagram can also be used to estimate the BERs. Without loss of
generality, for an AWGN channel model, we will assume that the all-zero code word
was transmitted (c D 0). We will say that an error event has occur if a nonzero code
word survives at state 0, therefore eliminating the correct path (all-zero codeword),
which is illustrated in Fig. 4.27.

The probability that the first error event E of weight d occurs is given by [26]

P.E; d/

D

8̂̂̂̂
<̂
ˆ̂̂:

dP
iD.dC1/=2

 
d

i

!
pi .1� p/d�i ; d is odd

1
2

 
d

d=2

!
pd=2.1� p/d=2 C

dP
iD.d=2/C1

 
d

i

!
pi .1� p/d�i ; d is even

< 2dpd=2.1� p/d=2

(4.91)

where p is the crossover probability of BSC. The event error probability upper
bound can be determined by [26]

PE <

1X
dDdfree

TdP.E; d/; (4.92)

where Td denotes the number of codewords of weight d . Combining (4.91) and
(4.92) we obtain

PE < Td Œ4p.1 � p/�
d=2
D T .D; I /

ˇ̌̌
ID1;DD

p
4p.1�p/ : (4.93)

All-zero path

Error events

Fig. 4.27 Introducing the concept of error event
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The BER of a convolutional code of rate r D k=n is upper bounded by [26]

BER �
1

k

1X
dDdfree

ˇdP.E; d/; (4.94)

where ˇd denotes the number of nonzero data bits carried by all Td paths of weight
d . By setting L D 1 in (4.89) we obtain

T .D; I / D

1X
dDdfree

1X
iD1

Td;iD
dI i : (4.95)

By differentiating T .D; I / with respect to I and by setting I D 1 upon differentia-
tion we obtain

@T .D; I /

@I

ˇ̌̌̌
ID1

D

1X
dDd free

1X
iD1

iTd;iDd
D

1X
dDdfree

ˇdD
d ; ˇd D

1X
iD1

iTd;i :

(4.96)

Finally, by comparing (4.94) and (4.96) we conclude that BER is upper bounded by

BER �
1

k

@T .D; I /

@I

ˇ̌̌̌
ID1

D
1

k

1X
dDdfree

ˇdD
d : (4.97)

For BSC the crossover probability is

p D
1

2
erfc

 s
Eb

N0

!
�

1

2
p
�

exp
�
�
Eb

N0

�
; (4.98)

where Eb=N0 is electrical bit energy per power spectral density ratio, and the pa-
rameter D from (4.93) can be estimated as

D D
p
4p.1 � p/ � 1:06 exp

�
�
Eb

N0

�
: (4.99)

By substituting (4.99) into (4.97) we obtain

BER �
1

k

1X
dDdfree

ˇdD
d
�
1

k

1X
dDdfree

1:06dˇd exp
�
�

dREb
2N0

�
; (4.100)

where R is the code rate. For high SNRs only the first term in summation above
dominates
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BER �
1

k
1:06dfreeˇd exp

�
�
dfreeREb
2N0

��
for large

Eb

N0

�
: (4.101)

The corresponding expression for uncoded BER at high SNR can be estimated by

BERunc � 0:282 exp
�
�
Eb

N0

�
: (4.102)

By comparing the exponents in (4.101) and (4.102) we conclude that argument in
coded case is dfreeR=2 times larger, so that corresponding hard decision asymptotic
coding gain is

Gh D 10 log10

�
dfreeR

2

�
ŒdB�: (4.103)

For binary input AWGN channel we can repeat the similar procedure and obtain the
following asymptotic coding gain for soft decoding

Gs D 10 log10 .dfreeR/ ŒdB�; (4.104)

which is 3 dB better than that for hard decision decoding (see (4.103)).

4.8 Summary

Different FEC schemes suitable for use in optical communication systems were
classified into two categories, standard block and convolutional codes and codes
on graphs. The standard codes are described in this chapter, while the codes on
graphs will be described in next chapter. Given the fact that convolutional codes
are of low rate, the block codes are described with much more details. Someone
may use the puncturing to increase the code of convolutional codes at the expense
of BER performance degradation. Nevertheless the convolutional codes are weak,
unless they are used in concatenation with RS codes. On the other hand the code
rate of this concatenation scheme is too low to be of practical importance for optical
communications.

Two classes of standard block codes are described, namely, cyclic codes and
BCH codes. The cyclic codes are suitable for use in error detection, while the BCH
codes for error correction. The important subclass of BCH codes, RS codes, are
standardized for use in optical communications [1]. To deal with simultaneous ran-
dom errors and burst errors we described the concatenated codes, and interleaved
codes. Because the RCCs are used as component codes for turbo codes, and turbo
codes are used in deep-space communications, we describe the convolutional codes
to a sufficient level so that a potential reader can easily follow the section on
turbo codes.
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Chapter 5
Graph-Based Codes

The 1990s brought about classes of codes that are capable of performance near
Shannon’s capacity limits for the most common channel models. These code classes
include convolutional turbo codes, block turbo codes (BTCs), and low-density
parity-check (LDPC) codes [1–6]. Each of these codes can be conveniently modeled
by graphs. Such graphical models for codes lead to simplified decoder descriptions
which in turn lead to an improved understanding of the performance characteristics
of the decoders. A graphical description of a decoder has been well known since
around 1970: the Viterbi decoder for decoding convolutional codes is generally
described by a graph called a trellis. This chapter gives detailed introductions to par-
allel and serial convolutional turbo codes, BTCs, and LDPC codes. In discussing the
decoding algorithms for each of these code classes, we chose the binary-input ad-
ditive white Gaussian noise (AWGN) channel model to make our discussions more
concrete. This channel model is appropriate for coherent optical communications,
but is also often used as an approximation for photodetection receivers. Extensions
to other channels require only modified decoder inputs.

5.1 Overview of Graph-Based Codes

A graph is a set of nodes connected by edges. There are several ways to represent
a code by a graph, but the one we favor in this chapter is as follows. There are
two node types: bit nodes (BNs) and constraint nodes (CNs); bit nodes are also
called variable nodes (VNs). Further, bit nodes may only be connected to constraint
nodes and vice versa. Such a graph, with two node types and with the restriction that
only nodes of different types may be connected, is called a bipartite graph. Example
bipartite graphs are given in Fig. 5.1, which includes a graph for parallel turbo codes
and a graph for LDPC codes.

There is a one-to-one correspondence between the set of all BNs and the set of
all bits in a codeword, but we allow selected BNs to be punctured, meaning their
corresponding code bits are not transmitted. The subset of all BNs connected to a
particular CN is permitted to take on only certain bit patterns, as determined by the
CN’s constraint equations. In this chapter, the CN constraints of interest are those

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 5, c Springer Science+Business Media, LLC 2010
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P

constraint nodes

constraint nodes

bit nodes

bit nodes

dataparity 1 parity 2

P

a

b

Fig. 5.1 Example bipartite graphs. (a) Bipartite graph for a parallel concatenation of codes (con-
straints are in general any linear code). (b) Bipartite graph for an LDPC code (constraints are single
parity checks)

of a linear code such as a single-parity-check (SPC) code, a convolutional code, or a
general block code. The collection of constraints on the various BN subsets specifies
which patterns of bit values constitute codewords.

In the graphical representation of conventional turbo codes, there are two con-
straint nodes (two constituent codes) each of which are connected to a large number
(hundreds or thousands) of BNs. This is demonstrated in Fig. 5.1a for parallel turbo
codes whose constituent codes are conventionally convolutional codes. From this,
the reader should be able to deduce the graphical representation of serial concate-
nated code (discussed below). In the graphical representation of an LDPC code,
Fig. 5.1b, the CNs represent SPC codes and are typically connected to fewer than
about 40 BNs, depending on the code rate and code design. It is occasionally helpful
to view the BNs as representations of repetition (REP) codes. From this perspective,
an LDPC code graph consists of an interconnection of SPC and REP nodes.

The utility of describing a code by a graph lies in the simplicity with which an it-
erative decoder may be described and analyzed using the graph. An example of this
is the use of the trellis graph in describing the Viterbi algorithm and estimating its
performance. The iterative decoders associated with graph-based codes pass mes-
sages from node to node in the code’s graph and as such are called message-passing
decoders. The messages being passed within such decoders contain probabilistic in-
formation about the values of the code bits associated with the BNs. Details of these
decoders are presented in the following sections.
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5.2 Convolutional Turbo Codes

Turbo codes, first presented to the coding community in 1993 [1, 2], represent the
most important breakthrough in coding since Ungerboeck introduced trellis codes in
1982 [7]. A turbo code encoder comprises a concatenation of two (or more) encoders
and its decoder consists of two (or more) “soft” decoders which feed probabilistic
information back and forth to each other in a manner that is reminiscent of a turbo
engine. This section presents a tutorial exposition of parallel and serial concatenated
convolutional codes (PCCCs and SCCCs), which we will also call parallel and serial
turbo codes. Also included is a description of their iterative decoders. Later in the
chapter we will discuss BTCs.

Figure 5.2 depicts a parallel turbo encoder. As seen in the figure, the encoder
consists of two binary rate-1/2 recursive systematic convolutional (RSC) encoders
arranged in a so-called parallel concatenation, separated by a K-bit pseudorandom
interleaver or permuter. Also included is an optional puncturing mechanism to ob-
tain high code rates. Clearly, without the puncturer, the encoder is rate 1=3, mapping
K data bits to 3K code bits. With the puncturer, the code rate R D K=.K C P /,
where P is the number of parity bits remaining after puncturing. As discussed be-
low, the recursive nature of the convolutional encoders is necessary to attain the
exceptional performance provided by turbo codes, attributed to so-called interleaver
gain. Without any essential loss of generality, we assume that the constituent codes
of a PCCC are identical.

Figure 5.3 depicts a serial turbo encoder. As seen in the figure, the serially con-
catenated convolutional encoders are separated by an interleaver. The inner encoder
is required to be an RSC code, whereas the outer encoder need not be recursive.
However, RSC inner and outer encoders are occasionally preferred since it is con-
venient to puncture only parity bits to obtain high code rates. The code rate for the
serial turbo encoder is R D RiRo, where Ri and Ro are the code rates for the inner
and outer codes, respectively.
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Fig. 5.2 PCCC encoder diagram
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Fig. 5.3 SCCC encoder diagram with RSC component codes. “P” signifies possible puncturing of
parity bits

For both parallel and serial turbo codes, the codeword length is N D K=R bits,
and we may consider both classes to be .N;K/ block codes, particularly since they
are generally used as such.

The function of the interleavers in Figs. 5.2 and 5.3 is to take each incoming
block of bits and rearrange them in a pseudorandom fashion prior to encoding by the
second encoder. For the PCCC, the interleaver permutes K bits and, for the SCCC,
the interleaver permutes K=Ro bits. Unlike the classical interleaver (e.g., block or
convolutional interleaver), which rearranges the bits in some systematic fashion, it
is crucial that this interleaver sort the bits in a manner that lacks any apparent order,
although it might be tailored in a certain way for weight-2 and weight-3 inputs as
will be made clearer below. The S -random interleaver [8] is quite effective in this
regard. This particular interleaver ensures that any two input bits whose positions are
within S of each other are separated by an amount greater than S at the interleaver
output. S should be selected to be as large as possible for a given value of K. Also,
as we shall see, performance increases with K, and so K � 1; 000 is typical.

5.2.1 Performance Characteristics of Parallel and Serial
Turbo Codes

The generator matrix for a rate-1/2 recursive systematic convolutional code has the
form

G.D/ D

�
1

g2.D/

g1.D/

�
:

Observe that the parity branch of the encoder is a binary-arithmetic infinite-impulse-
response filter with transfer function g2.D/=g1.D/. Thus, assuming very long input
sequences, the turbo encoder’s output sequence will be of low weight if and only
if the RSC encoder’s input sequence is divisible by g1.D/. Focusing first on the
PCCC, a weight-one encoder input will produce large-weight codewords and such
codewords are not prone to error. (For convenience, we imagine that the all-zeros
codeword is transmitted.) Further, if a weight-two encoder input to the top encoder
is divisible by g1.D/, due to the presence of the interleaver, it is unlikely that the
input to the bottom encoder will also be divisible. Similar comments hold for inputs
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of weight three and greater, that is, it is unlikely that the top and bottom encoder
will simultaneously produce low-weight codewords. In fact, from a combinatorial
perspective, as the encoder input weight increases from two to three, three to four,
and so on up to weight-K=2, it can be expected that there will be fewer and fewer
low-weight codewords at the PCCC encoder output. Because the inner encoder is
required to be a RSC code, a similar discussion holds for SCCCs. Note because the
input to the inner encoder is an outer code codeword, we can expect the minimum
distance of an SCCC to be larger than that of a PCCC (all things being equal).

Although the iterative decoder employed for turbo codes is not maximum-
likelihood (ML), it has approximately maximum-likelihood performance. An
estimate of the bit-error probability of an ML decoder for turbo codes on the
binary-input AWGN channel with power spectral density N0=2 is

Pb '

KX
wD1

.Kw /X
vD1

w
K
Q

0@s2RdwvEb

N0

1A ; (5.1)

where the first sum is over the weight-w inputs, the second sum is over the
�
K
w

�
different weight-w inputs, and dwv is the weight of the vth codeword produced by
a weight-w input. We emphasize that this expression holds for both PCCCs and
SCCCs and, in fact, for any linear code. However, what distinguishes PCCCs and
SCCCs from other linear codes is the fact that dwv is the smallest for w small (say,
w D 1; 2; and 3) so that the first few terms in the summation above dominates. In
this case, we may write

Pb '

3X
wD1

wnw

K
Q

0@s2Rdw;minEb

N0

1A ; (5.2)

where dw;min is the minimum weight of codewords produced by weight-w inputs and
nw is the number of such codewords. Clearly, the w D 1 term can be omitted for
PCCCs and for SCCCs whose inner code is recursive. Due to the presence of the
interleaver, wnw � K, and we say that the factor wnw=K in (5.2) corresponds to
interleaver gain. If codeword error rate, Pcw, is the preferred performance metric,
then an estimate of Pcw may be obtained from (5.2) by removing the factor w=K.
(Pcw is also called frame-error rate, FER.)

Example. We consider in this example a PCCC and an SCCC code, both rate
1/2 with parameters .N;K/ D .2048; 1024/. We use identical four-state RSC
encoders in the PCCC encoder whose generators polynomials are, in octal form,
.g1; g2/ D .7; 5/, that is, g1.D/ D 1CD CD2 and g2.D/ D 1CD2. The outer
constituent encoder in the SCCC encoder is this same four-state RSC encoder, and
the inner code is a rate-1 differential encoder with transfer function 1=.1CD/. The
PCCC interleaver is a 1,024-bit S -random interleaver with S D 16 and the SCCC in-
terleaver is a 2,048-bit S -random interleaver with S D 20. The results are presented
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Fig. 5.4 Rate-1/2 PCCC and SCCC bit error rate (BER) and frame error rate (FER) simulation
results

in Fig. 5.4 where we observe that the SCCC has a much lower error rate floor, par-
ticularly for the FER curves, which we attribute to a larger minimum distance. This
floor is at the expense of inferior performance in the waterfall region. This example
helps explain the “floor” effect of the error rate curves: it may be interpreted as the
usual Q-function shape for a signaling scheme with a modest dmin, “pushed down”
by the interleaver gain w�nw�=K, where w� is the value of w corresponding to the
dominant term in (5.2).

5.2.2 The PCCC Iterative Decoder

The key idea behind graph-based codes is that, because a graph-based code con-
sists of an interconnection of two or more component codes, it may be decoded
(near-optimally) using an interconnection of component decoders matched to the
component codes. Thus, multiple low-complexity decoders operating in cooperation
replace a single extremely high complexity decoder, with little loss in perfor-
mance. Further, since a graph-based code comprises multiple component codes, its
performance can surpass that of a single code, and can in fact operate near chan-
nel capacity. The decoder for a graph-based code is called a turbo decoder or a
message-passing decoder, depending on the code, and the component decoders are
soft-in/soft-out (SISO) decoders that share probabilistic information cooperatively
and iteratively.
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The goal of the decoder is to iteratively estimate the a posteriori probabilities
(APPs) Pr .uk j y/ where uk is the kth data bit, k D 1; 2; : : : ; K; and y is the
received codeword in noise, y D cC n: In this equation, we assume that the com-
ponents of c take values in the set f˙1g (and similarly for u) and n is a noise word
whose components are AWGN samples distributed as N .0; �2/, with �2 D N0=2.
Knowledge of the APPs allows for optimal decisions on the bits uk via the maxi-
mum a posteriori (MAP) rule1

P .uk D C1 j y/
P .uk D �1 j y/

C1

?
�1
1

or, more conveniently,

Ouk D sign ŒL.uk/� ; (5.3)

where L.uk/ is the log a posteriori probability (log-APP) ratio defined as

L.uk/ , log
�
P.uk D C1 j y/
P.uk D �1 j y/

�
:

We shall use the term log-likelihood ratio (LLR) in place of log-APP ratio for con-
sistency within the chapters. The component SISO decoders compute the LLRs for
component code inputs .uk/, component code outputs .ck/, or both.

We introduce the convention that, for PCCCs, the top component encoder is en-
coder 1 (denoted E1) and the bottom component encoder is encoder 2 (denoted E2).
For SCCCs, the outer encoder is encoder 1 (E1) and the inner encoder is encoder 2
(E2). The SISO component decoders matched to E1 and E2 will be denoted by D1
and D2, respectively. Because the SISO decoders D1 and D2 computeL.uik/ and/or
L.cik/; i D 1; 2; we will temporarily use the notation L.bk/ where bk represents
either uik or cik :

From Bayes’ rule, the LLR for an arbitrary SISO decoder can be written as

L.bk/ D log
�
P.y j bk D C1/
P.y j bk D �1/

�
C log

�
P.bk D C1/

P.bk D �1/

�
(5.4)

with the second term representing a priori information. Since typically P.bk D
C1/ D P.bk D �1/, the a priori term is usually zero for conventional decoders.
However, for iterative decoders (also called turbo decoders), each component de-
coder receives extrinsic information for each bk from its companion decoder which
serves as a priori information. The idea behind extrinsic information is that D2 pro-
vides soft information to D1 for each bk using only information not available to
D1, and D1 does likewise for D2. For SCCCs, the iterative decoding proceeds as
D2!D1!D2!D1! � � � , with the previous decoder passing extrinsic information

1 The MAP rule minimizes the probability of bit error. By contrast, the ML rule, which maximizes
the likelihoods P.y j c/ over the codewords c, minimizes the probability of codeword error.
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along to the next decoder at each half-iteration. For PCCCs, either decoder may
initiate the chain of component decodings or, for hardware implementations, D1
and D2 may operate simultaneously. This type of iterative algorithm is known to
converge to the true value of the LLR L.uk/ for the concatenated code provided
that the graphical representation of this code contains no loops [9–11]. The graph of
a turbo code does in fact contain loops [11], but the algorithm nevertheless provides
near-optimal performance for virtually all turbo codes.

In the context of PCCCs and SCCCs, each component decoder is a SISO decoder
of a single RSC code that uses the BCJR algorithm [12] for computing L.bk/. We
now describe the BCJR algorithm after which we describe how it is used in the turbo
decoding of PCCCs and SCCCs.

5.2.2.1 The BCJR Algorithm

We consider the BCJR algorithm for decoding a single rate-1/2 RSC code on
an AWGN channel. Thus, the transmitted codeword c will have the form
c D Œc1; c2; : : : ; cK � D Œu1; p1; u2; p2; : : : ; uK ; pK � where ck , Œuk ; pk �.
The received word y D cC n will have the form y D Œy1; y2; : : : ; yK � D

Œyu
1; y

p
1 ; y

u
2; y

p
2 ; : : : ; y

u
K ; y

p
K � where yk , Œyu

k
; y
p

k
� and similarly for n: As above,

we assume that our binary variables take values from the set f˙1g:
The BCJR algorithm computes the LLR

L.bk/ D log
�
P.bk D C1 j y/
P.bk D �1 j y/

�
given the received word y, where bk represents uk or pk , depending on the situation.
The BCJR algorithm consists primarily of a forward-going and a backward-going
Viterbi-like algorithm whose computations are used to arrive at L.bk/. Specifically,
we (recursively) define the forward metric at state s at time k as

˛k .s/ , max
s0

�
�
˛k�1

�
s0
�
C k

�
s0; s

��
; (5.5)

where s0 ranges over all possible states at time .k � 1/ and where max � for two
variables is defined as

max�.x; y/ , log .ex C ey/

D max .x; y/C log
�
1C e�jx�yj

�
:

This function extends to more than two variables so that, for example, max�.x; y; z/
, log .ex C ey C ez/ Dmax� Œmax� .x; y/ ; z�. The branch metric k .s

0; s/ in (5.5)
is given by

k
�
s0; s

�
D �
kyk � ckk

2

2�2
: (5.6)
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Note that (5.5) not only defines ˛k .s/, but also gives its recursion. These forward
metrics are initialized as

˛0 .s/ D

�
0; s D 0

�1; s ¤ 0
: (5.7)

We also define the backward metric at state s0 at time .k � 1/ to be

ˇk�1
�
s0
�
, max

s

�
�
ˇk .s/C k

�
s0; s

��
(5.8)

with initial conditions

ˇK .s/ D

�
0; s D 0

�1; s ¤ 0
(5.9)

under the assumption that the encoder has been terminated to the zero state (by
appending appropriate bits to the data word). If the encoder has not been terminated,
then ˇK .s/ can be set to the same constant for all s.

Once the forward and backward metrics have been computed,L.bk/ can be com-
puted as

L .bk/ D max
BC

�
�
˛ k�1

�
s0
�
C k

�
s0; s

�
C ˇk .s/

�
� max

B�

�
�
˛ k�1

�
s0
�
C k

�
s0; s

�
C ˇk .s/

�
; (5.10)

where BC is the set of state transitions (s0 ! s) for which bk D C1 and sim-
ilarly for B�. Figure 5.5 illustrates pictorially the trellis-based computations that
the three equations (5.5), (5.8), and (5.10) represent where we see that analogy
with the Viterbi algorithm. We point out that the implementation of the max� .�/
function involves only a two-input max.�/ function plus a lookup table for the
“correction term” log

�
1C e�jx�yj

�
. Robertson et al. [13] have shown that a ta-

ble size of eight is usually sufficient. Because the correction term is upper bounded
by 0.693, max� .x; y/ can be approximated by max.x; y/, with some performance
degradation, and the recursions (5.5) and (5.8) become forward and reverse Viterbi
algorithms, respectively.

5.2.2.2 The Iterative Decoder

We present in this section the iterative decoder for a PCCC consisting of two com-
ponent rate-1/2 RSC encoders concatenated in parallel. We assume no puncturing
so that the overall code rate is 1/3. Block diagrams of the PCCC encoder and its iter-
ative decoder with component SISO decoders are presented in Fig. 5.6. As indicated
in Fig. 5.6a, the transmitted codeword c will have the form c D Œc1; c2; : : : ; cK � D

Œu1; p1; q1; : : : ; uK ; pK ; qK � where ck , Œuk ; pk ; qk �. The received word y D
cC n will have the form y D Œy1; y2; : : : ; yK � D Œyu

1; y
p
1 ; y

q
1 ; : : : ; y

u
K ; y

p
K ; y

q
K �

where yk , Œyu
k
; y
p

k
; y
q

k
� and similarly for n: We denote the codewords produced
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Fig. 5.5 The top diagram depicts the forward recursion in (5.5), the middle diagram depicts the
backward recursion in (5.8), and the bottom diagram depicts the computation of L.bk/ via (5.10)

by E1 and E2 by, respectively, c1 D Œc11 ; c
1
2 ; : : : ; c

1
K � where c1

k
, Œuk ; pk � and

c2 D Œc21 ; c
2
2 ; : : : ; c

2
K � where c2

k
, Œu0

k
; qk �. Note that

˚
u0
k

	
is a permuted version of

fukg and is not actually transmitted (see Fig. 5.6a). We define the noisy received ver-
sions of c1 and c2 to be y1 and y2, respectively, having components y1

k
, Œyu

k
; y
p

k
�

and y2
k
, Œyu0

k
; y
q

k
�; respectively. Note that y1 and y2 can be assembled from y in an

obvious fashion (using an interleaver to obtain
n
yu0
k

o
from

˚
yu
k

	
/: By doing so, the

component decoder inputs are the two vectors y1 and y2 as indicated in Fig. 5.6b.
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Fig. 5.6 Block diagrams for the PCCC encoder and iterative decoder

In contrast to the BCJR decoder of Sect. 5.2.2.1 whose input was y D cC n
and whose output was fL.uk/g (or fOukg), the SISO decoders in Fig. 5.6b possess
two inputs and two outputs. The SISO decoders are essentially the BCJR decoders
discussed above, except the SISO decoders have the ability to accept from a com-
panion decoder extrinsic information about its encoder’s input (SISO input label
“u”) and/or about its encoder’s output (SISO input label “c”). The SISO decoders
also have the ability to produce likelihood information about its encoder’s input
(SISO output label “u”) and/or about its encoder’s output (SISO output label “c”).
Note that the SISO decoder is to be interpreted as a decoding module not all of
whose inputs or outputs need be used [6]. (Note the RSC encoders in Fig. 5.6a have
also been treated as modules.) As we will see, the SISO modules are connected in a
slightly different fashion for the SCCC case.

Note from Fig. 5.6b that the extrinsic information to be passed from D1 to D2
about bit uk , denoted Le

12.uk/; is equal to the LLR L1.uk/ produced by D1 minus
the channel likelihood 2yu

k
=�2 and the extrinsic information Le

21.uk/ that D1 had
just received from D2. The idea is that Le

12.uk/ should indeed be extrinsic (and un-
correlated) with the probabilistic information already possessed by D2. As we will
see, Le

12.uk/ is strictly a function of received E1 parity
˚
y
p

k

	
which is not directly
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sent to D2. Observe that
˚
Le
12.uk/

	
must be interleaved prior to being sent to D2

since E2 and D2 operate on the interleaved data bits u0
k

. Symmetrical comments
may be made about the extrinsic information to be passed from D2 to D1, Le

21.uk/
(e.g., it is a function of E2 parity and deinterleaving is necessary).

We already know from the Sect. 5.2.2.1 how the SISO decoders process the sam-
ples from the channel, yi (i D 1; 2/, to obtain LLRs about the decoder inputs. We
now need to discuss how the SISO decoders include the extrinsic information in
their computations. As indicated earlier, the extrinsic information takes the role of
a priori information in the iterative decoding algorithm [cf. (5.4) and surrounding
discussion],

Le.uk/ , log
�
P.uk D C1/
P.uk D �1/

�
: (5.11)

It can be shown that the a priori term P.uk/, and hence, Le.uk/, shows up in the
branch metric expression as follows:

k.s
0; s/ D ukLe.uk/=2 �

kyk � ckk
2

2�2
: (5.12)

Thus, the extrinsic information received from a companion decoder is included in
the computation through the branch metric k.s

0; s/. The rest of the BCJR/SISO
algorithm proceeds as before using (5.5), (5.8), and (5.10).

Upon substitution of (5.12) into (5.10), we have after some simplification

L .uk/ D Le.uk/C max
UC

�
�
˛ k�1

�
s0
�
C ukyu

k=�
2
C pky

p

k
=�2 C ˇk .s/

�
� max

U�

�
�
˛ k�1

�
s0
�
C ukyu

k=�
2
C pky

p

k
=�2 C ˇk .s/

�
; (5.13)

where we have used the fact that

kyk � ckk
2
D
�
yu
k � uk

�2
C
�
y
p

k
� pk

�2
D
�
yu
k

�2
� 2ukyu

k C u2k C
�
y
p

k

�2
� 2pky

p

k
C p2k

and only the terms dependent on UC or U�; ukyu
k
=�2 and pky

p

k
=�2; survive after

the subtraction. Now note that ukyu
k
=�2 D yu

k
=�2 under the first max� .�/ operation

in (5.13) (UC is the set of state transitions for which uk D C1/ and ukyu
k
=�2 D

�yu
k
=�2 under the second max� .�/ operation. Using the definition for max� .�/ ; it

is easy to see that these terms may be isolated out so that

L .uk/ D 2yu
k=�

2
C Le.uk/C max

UC

�
h
Q̨ k�1

�
s0
�
C pky

p

k
=�2 C Q̌ k .s/

i
� max

U�

�
h
Q̨ k�1

�
s0
�
C pky

p

k
=�2 C Q̌ k .s/

i
: (5.14)

The interpretation of this new expression for L .uk/ is that the first term is likeli-
hood information received directly from the channel, the second term is extrinsic
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likelihood information received from a companion decoder, and the third “term”
(max
UC

�� max
U�

�) is extrinsic likelihood information to be passed to a companion de-

coder. Note that this third term is likelihood information gleaned from received
parity not available to the companion decoder. Thus, specializing to decoder D1,
for example, on any given iteration, D1 computes

L1.uk/ D 2yu
k=�

2
C Le

21.uk/C L
e
12.uk/;

where Le
21.uk/ is extrinsic information received from D2, and Le

12.uk/ is the third
term (max

UC

�� max
U�

�) in (5.14) which is to be used as extrinsic information from D1

to D2.

5.2.3 The SCCC Iterative Decoder

We present in this section the iterative decoder for an SCCC consisting of two com-
ponent rate-1/2 RSC encoders concatenated in series. We assume no puncturing so
that the overall code rate is 1/4. Higher code rates are achievable via puncturing
and/or by replacing the inner encoder with a rate 1 differential encoder with transfer
function 1

1˚D
. It is straightforward to derive the iterative decoding algorithm for

other SCCC codes from the special case that we consider here.
Block diagrams of the SCCC encoder and its iterative decoder with component

SISO decoders are presented in Fig. 5.7. We denote by c1 D Œc11 ; c
1
2 ; : : : ; c

1
2K � D
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Œu1; p1; u2; p2; : : : ; uK ; pK �, where c1
k
, Œuk ; pk �, the codeword produced by E1

whose input is u D Œu1; u2; : : : ; uK �: We denote by c2 D Œc21 ; c
2
2 ; : : : ; c

2
2K � D

Œv1; q1; v2; q2; : : : ; v2K ; q2K �, where c2
k
, Œvk ; qk �, the codeword produced by

E2 whose input v D Œv1; v2; : : : ; v2K � is the interleaved version of c1, that is,
v D c01: As indicated in Fig. 5.7a, the transmitted codeword c is the codeword
c2: The received word y D cC n will have the form y D Œy1; y2; : : : ; y2K � D

Œyv
1; y

q
1 ; : : : ; y

v
2K ; y

q
2K �, where yk , Œyv

k
; y
q

k
� and similarly for n.

The iterative SCCC decoder in Fig. 5.7b employs two SISO decoding modules
(described in Sect. 5.2.2.2). Note that these SISO decoders share extrinsic informa-
tion on the code bits

˚
c1
k

	
(equivalently, on the E2 input bits fvkg) in accordance

with the fact that these are the bits known to both encoders. This is in contrast with
the PCCC case for which the SISO decoders share extrinsic information only on the
input bits of the component encoders. A consequence of this is that D1 must provide
likelihood information on E1 output bits, whereas D2 produces likelihood informa-
tion on E2 input bits as indicated in Fig. 5.7b. Because LLRs must be obtained on
the original data bits uk so that final decisions may be made, D1 must also compute
likelihood information on E1 input bits. Note also that, because E1 sends no bits
directly to the channel, D1 receives no samples directly from the channel. Instead,
the only input to D1 is the extrinsic information it receives from D2.

Thus, the SISO module D1 requires two features that we have not discussed
in any detail to this point. The first is providing likelihood information on the
encoder’s input and output. However, since we assume the component codes
are systematic, we need to only compute LLRs on the encoder’s output bits
Œu1; p1; u2; p2; : : : ; uK ; pK �: Doing this is a simple matter of modifying the max�

indices in (5.10) to those relevant to the output bit of interest. For example, the LLR
L.pk/ for the E1 parity bit pk is obtained via

L .bk/ D max
PC

�
�
˛ k�1

�
s0
�
C k

�
s0; s

�
C ˇk .s/

�
� max

P�

�
�
˛ k�1

�
s0
�
C k

�
s0; s

�
C ˇk .s/

�
; (5.15)

where PC is set of state transition pairs .s0; s/ corresponding to the event pk D C1;
and P� is similarly defined. We emphasize that a trellis-based BCJR/SISO decoder
is generally capable of decoding either the encoder’s input or its output, whether or
not the code is systematic. This is evident since the trellis branches are labeled by
both inputs and outputs.

The second feature required by D1 is decoding with only extrinsic information
as input. In this case the branch metric is simply modified as [cf. (5.12)]

Qk.s
0; s/ D ukLe

21.uk/=2C pkL
e
21.pk/=2: (5.16)

Other than these modifications, the iterative SCCC decoder proceeds much like the
PCCC iterative decoder and as indicated in Fig. 5.7b.
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5.3 Block Turbo Codes

A block turbo code (BTC) [14], or turbo product code (TPC), is the well-known
product code together with soft iterative decoding. Each codeword is an n1 � n2
rectangular array in which the columns consists of codewords from the first con-
stituent code, which has parameters .n1; k1/; and the rows consist of codewords
from the second constituent code, which has parameters .n2; k2/. The product code
array is constructed from a k1 � k2 subarray that is a k1k2-bit data word as follows.
The columns of this subarray are encoded by the “column code,” after which the
rows of the resulting n1 � k2 matrix are encoded by the “row code.” Alternatively,
row encoding may occur first, followed by column encoding. Because the codes are
linear, the resulting codeword is independent of the encoding order. In particular,
the “checks on checks” submatrix will be unchanged.

The aggregate code rate for this product code is R D R1R2 D .k1k2/ = .n1n2/,
where R1 and R2 are the code rates of the individual codes. The minimum distance
of the product code is dmin D dmin;1dmin;2, where dmin;1 and dmin;2 are the minimum
distances of the individual codes. The constituent codes are typically extended BCH
codes (including extended Hamming codes). The extended BCH codes are particu-
larly advantageous because the extension beyond the nominal BCH code increases
the (design) minimum distance of each constituent code by one, at the expense of
only one extra parity bit, while achieving an increase in aggregate minimum distance
by dmin;1 C dmin;2 C 1:

The Pb and Pcw expressions for ML decoding performance of a BTC on the
AWGN channel is no different from any other code:

Pb �
wmin

k1k2
Q

0@s2RdminEb

N0

1A ;
Pcw � AminQ

0@s2RdminEb

N0

1A ;
where wmin is the total information weight corresponding to all of the Amin BTC
codewords at the minimum distance dmin. We note that, unlike PCCCs and SCCCs,
wmin and Amin are quite large for BTCs.

5.3.1 Overview of Turbo Decoding of BTCs

Product codes were invented (in 1954 [15]) long before TPCs, but the qualifier
“turbo” refers to the iterative decoder which comprises two SISO constituent de-
coders [14]. Such a turbo decoder is easy to derive if we recast a product code as a
serial concatenation of block codes. Under this formulation, the codes in Fig. 5.7a
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are block codes and the interleaver is a deterministic “column–row” interleaver.
A column–row interleaver can be represented as a rectangular array whereby the
array is written column-wise and the bits are read out row-wise. The correspond-
ing iterative (turbo) decoder would be that in Fig. 5.7b with SISO convolutional
decoders replaced by SISO block decoders. The challenge then would be to design
constituent SISO block decoders. One approach is BCJR decoders based on the
BCJR trellises of each block code [15, 16]. However, except for very short codes,
this approach leads to a high-complexity decoder because the maximum number of
states in the time-varying BCJR trellis of an .n; k/ block code is 2n�k . The most
common approach for its low-complexity is a SISO Chase decoder [14], which is at
the expense of some performance loss.

We shall now describe the BTC decoder based on the SISO Chase decoder. We
assume knowledge of turbo decoding as described in the previous sections. Each
SISO Chase decoder performs the following steps (see [14, 16] for details):

1. Produce a list L of candidate codewords of size 2p � 1. This is done by varying
the values of the bits in the p least reliable positions of the received word and
algebraically (hard) decoding each time.

2. From the list L, make a decision on which codeword was transmitted. This is
done by choosing the codeword in the list that is the closest to the received word
in terms of minimum distance.

3. For each code bit in the selected codeword, compute soft-outputs and identify
extrinsic information. This is done by starting with the LLR

L.ck/ D ln

 P
c2LC

k

p .y j c/P
c2L�

k
p .y j c/

!
; (5.17)

where LC
k

represents the set of codewords in L for which ck D C1 and let
L�
k

represent the set of codewords in L for which ck D �1 (we use here the
correspondence 0 $ C1 and 1 $ �1). Under the Gaussian assumption, this
becomes

L.ck/ D max *
c2LC

k

�
�ky � ck2 =2�2

�
� max *

c2L�
k

�
�ky � ck2 =2�2

�
: (5.18)

The preceding expression may be used to compute the reliabilities jL.ck/j, but an
easier-to-implement approximation is often used in practice [14]. For example,
with max* replaced by max in (5.18).

Given the SISO constituent Chase algorithm block decoders, the BTC turbo de-
coder operates as follows. Let Le

rc;k
be the extrinsic information computed by the

row decoder be passed on to the column decoder, and let Le
cr;k

be the extrinsic in-
formation received from the column decoder. Similarly, let Le

cr;k
be the extrinsic

information computed by the column decoder to be passed on to the row decoder,
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and Le
rc;k

be the extrinsic information received from the row decoder. Then the row
decoder takes as inputs yk and Le

cr;k
and processes them to produce an output LLR

that can be put in the form

Lrow.ck/ D
2yk

�2
C Le

rc;k C L
e
cr;k : (5.19)

If an approximation is used, Lrow.ck/ has the form

Lrow.ck/ D yk C alL
e
rc;k C alL

e
cr;k ; (5.20)

where the scale factors al 2 Œ0; 1� are chosen to attenuate the (approximate) extrinsic
LLRs which are typically too large. Similarly, the column decoder takes as inputs
yk and Le

rc;k
and processes them to produce an output LLR that can be put in the

form

Lcol.ck/ D
2yk

�2
C Le

cr;k C L
e
rc;k : (5.21)

When an approximation is used, this is

Lcol.ck/ D yk C alL
e
cr;k C alL

e
rc;k : (5.22)

Then, the BTC turbo decoder, depicted in Fig. 5.8, performs the following steps
(assuming the row decoder decodes first):

1. initialize: Le
cr;k
D Le

rc;k
D 0 for all k:

2. row decoder: Run the SISO Chase algorithm with inputs fykg and fLe
cr;k
g to

obtain fLrow.ck/g and fLe
rc;k
g: Send extrinsic information fLe

rc;k
g to the column

decoder.
3. column decoder: Run the SISO Chase algorithm with inputs fykg and fLe

rc;k
g

to obtain fLcol.ck/g and fLe
cr;k
g: Send extrinsic information fLe

cr;k
g to the row

decoder.

row

decoder

column

decoder

P

P
-1

-

Lrow
+

+

-

L
e
cr

L
e
rc

Lcol

yk

Fig. 5.8 Block turbo code decoder. ˘ and ˘�1 represent the implicit row–column interleaving
that exists between the row and column encoders (and hence the row and column decoders)
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4. bit decisions: Repeat steps 2 and 3 until the preset maximum number of itera-
tions is reached or some other stopping criterion is satisfied. Make decisions on
bits according to signŒLrow.ck/� or signŒLcol.ck/�.

5.4 LDPC Codes

LDPC codes are a class of linear block codes which provide near-capacity per-
formance on a large collection of data transmission and storage channels while
simultaneously admitting implementable decoders. LDPC codes were first proposed
by Gallager in his 1960 doctoral dissertation [17] and was scarcely considered in
the 35 years that followed. One notable exception is the important work of Tanner
in 1981 [18] in which Tanner generalized LDPC codes and introduced a graphi-
cal representation of LDPC codes, now called Tanner graphs. The study of LDPC
codes was resurrected in the mid-1990s with the work of MacKay, Luby, and oth-
ers [19–21], who noticed, apparently independently of the work of Gallager, the
advantages of linear block codes which possess sparse (low-density) parity-check
matrices. This section provides a brief introduction to LDPC codes.

5.4.1 Matrix Representation

Although LDPC codes can be generalized to nonbinary alphabets, we shall consider
only binary LDPC codes for the sake of simplicity. Because LDPC codes form a
class of linear block codes, they may be described as a k-dimensional subspace C of
the vector space F n2 of binary n-tuples over the binary field F2: Given this, we may
find a basisB D fg0; g1; : : : ; gk�1gwhich spans C so that each c 2 C may be written
as c D u0g0 C u1g1 C � � � C uk�1gk�1 for some fuig; more compactly, c D uG
where u D Œu0 u1 � � � uk�1� and G is the so-called k � n generator matrix whose
rows are the vectors fgig (as is conventional in coding, all vectors are row vectors).
The .n�k/-dimensional null space C? ofG comprises all vectors x 2 F n2 for which
xGT D 0 and is spanned by the basis B? D fh0;h1; : : : ;hn�k�1g: Thus, for each
c 2 C, chT

i D 0 for all i or, more compactly, cH T D 0, where H is the so-called
.n�k/�n parity-check matrix whose rows are the vectors fhig and is the generator
matrix for the null space C?. The parity-check matrix H is so named because it
contains m D n� k separate parity checks (or constraints) on each codeword in the
code C.

A LDPC code is a linear block code for which the parity-check matrix H has a
low density of 1’s. A regular LDPC code is a linear block code whose parity-check
matrix H contains exactly wc 1’s in each column and exactly wr D wc.n=m/ 1’s
in each row, where wc � m (equivalently, wc � m). The code rate R D k=n is
related to these parameters via R D 1 � wc=wr (this assumes H is full rank). If H
is low density, but the number of 1’s in each column or row is not constant, then
the code is an irregular LDPC code. It is easiest to see the sense in which an LDPC
code is regular or irregular through its graphical representation.



5.4 LDPC Codes 197

5.4.2 Graphical Representation

Tanner considered LDPC codes (and a generalization) and showed how they may
be represented effectively by a so-called bipartite graph, now called a Tanner graph
[18]. The Tanner graph for an LDPC code is shown in Fig. 5.1b. In the context
of an LDPC code, the constraint nodes are also called check nodes (c-nodes) in
accordance with the fact that each constraint is a parity-check constraint. We will
also write v-nodes as a shorthand for variable nodes. The Tanner graph of a code is
drawn according to the following rule: check node j is connected to variable node i
whenever element hj i in H is a 1. One may deduce from this that there are m D
n� k check nodes, one for each check equation, and n variable nodes, one for each
code bit ci . Further, the m rows of H specify the m check-node connections, and
the n columns of H specify the n variable-node connections.

Example. Consider a (10, 5) linear block code with wc D 2 and wr D wc.n=m/ D 4

with the following H matrix:

H D

2666664
1 1 1 1 0 0 0 0 0 0

1 0 0 0 1 1 1 0 0 0

0 1 0 0 1 0 0 1 1 0

0 0 1 0 0 1 0 1 0 1

0 0 0 1 0 0 1 0 1 1

3777775 :

The Tanner graph corresponding to H is depicted in Fig. 5.9. Observe that v-nodes
c0, c1, c2, and c3 are connected to c-node f0 in accordance with the fact that, in
the zeroth row of H , h00 D h01 D h02 D h03 D 1 (all others are zero). Observe
that analogous situations holds for c-nodes f1, f2, f3, and f4 which corresponds to
rows 1, 2, 3, and 4 of H; respectively. Note, as follows from the fact that cH T D 0,
the bit values connected to the same check node must sum to zero. We may also
proceed along columns to construct the Tanner graph. For example, note that v-node

variable

nodes
c2 c3c0 c1 c4 c6c5 c8c7 c9

f0 f1 f2 f3 f4check

nodes

Fig. 5.9 Tanner graph for example code
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c0 is connected to c-nodes f0 and f1 in accordance with the fact that, in the zeroth
column of H , h00 D h10 D 1:

Note that the Tanner graph in this example is regular: each v-node has two
edge connections and each c-node has four edge connections (that is, the degree
of each v-node is 2 and the degree of each c-node is 4). This is in accordance with
the fact that wc D 2 and wr D 4: Is is also clear from this example that mwr D nwc:

For irregular LDPC codes, the parameters wc and wr are functions of the column
and row numbers.

A cycle (or loop) of length � in a Tanner graph is a path comprising � edges which
closes back on itself. The Tanner graph in the above example possesses a length-6
cycle as exemplified by the six bold edges in the figure. The girth  of a Tanner
graph is the minimum cycle length of the graph. The shortest possible cycle in a bi-
partite graph is clearly a length-4 cycle, and such cycles manifest themselves in the
H matrix as four 1’s that lie on the corners of a submatrix of H . We are interested
in cycles, particularly short cycles, because they degrade the performance of the it-
erative decoding algorithm used for LDPC codes. This fact will be made evident in
the discussion of the iterative decoding algorithm.

5.4.3 LDPC Code Design Approaches

Clearly, the most obvious path to the construction of an LDPC code is via the con-
struction of a LDPC matrix with certain desired properties. A large number of design
techniques exist in the literature, and we introduce some of the more prominent ones
in this section, albeit at a superficial level.

Gallager [17] gave the first code design technique in his seminal work on LDPC
codes. In this design approach, the m � n parity-check matrix H matrix consists
of wc submatrices Hd of size � � n stacked on top of each other. The submatrices
Hd have the following structure: For any integers � and wr greater than 1, each
submatrix Hd is � � �wr with row weight wr and column weight 1. The submatrix
H1 has the following specific form: for i D 1; 2; : : : ; �; the i th row contains all of
its wr 1’s in columns .i � 1/wrC 1 to iwr: The other submatrices are simply column
permutations of H1. It is evident that H is regular, has dimension �wc � �wr D

�wc � n, and has row and column weights wr and wc; respectively. The absence
of length-4 cycles in H is not guaranteed, but they can be avoided via computer
design ofH . Gallager showed that the ensemble of such codes has excellent distance
properties (dmin increases with n) provided wc � 3 and wr > wc.

MacKay independently discovered LDPC codes and was the first to show the
ability of these codes to perform near capacity limits [19,20]. MacKay has archived
on a Web page [22] a large number of LPDC codes he has designed for application
to data communication and storage, most of which are regular. The algorithms to
semirandomly generate sparse H matrices involve simply populating a matrix by
placing 1’s in it column-by-column to ensure a desired row and column weight
distributions and to avoid 4-cycles.
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One drawback of Gallager and MacKay codes is that they lack sufficient structure
to enable low-complexity encoding. Encoding is performed by putting H in the
form ŒP T I � via Gauss–Jordan elimination, from which the generator matrix can
be put in the systematic form G D ŒI P �: The problem with encoding via G is
that the submatrix P is generally not sparse so that, for codes of length n D 1; 000
or more, encoding complexity is high. An efficient encoding technique employing
only the H matrix was proposed in [23].

Since these early works on LDPC codes, a large number of papers have been
published on the design and analysis of LDPC codes. Most of the design tech-
nique focus on the encoder complexity issue by incorporating structure in H and
on the code performance. The reader is referred to the following books for cover-
age of the some of the most well-known approaches [16, 24, 25]. These approaches
involve accumulators, algebra, combinatorics, and many others.

5.4.4 LDPC Decoding Algorithms

In addition to introducing LDPC codes in his seminal work in 1960 [17], Gallager
also provided a decoding algorithm that is generally near optimal. The algorithm
has been called the sum–product algorithm (SPA), the belief propagation algorithm
(BPA), and the message passing algorithm (MPA). The term “message passing” usu-
ally refers to all such iterative algorithms, including the SPA and its approximations.

Much like optimal [maximum a posteriori (MAP)] symbol-by-symbol decoding
of trellis-based codes, we are interested in computing the a posteriori probability
that a given bit in the transmitted codeword c D Œc0 c1 � � � cn�1� equals 1, given the
received word y D Œy0 y1 � � � yn�1�. Without loss of generality, let us focus on the
decoding of bit ci so that we are interested in computing the LLR

L.ci / , log
�

Pr.ci D 0 j y/
Pr.ci D 1 j y/

�
:

The SPA for the computation of L.ci / is an iterative algorithm which is based on
the code’s Tanner graph. Specifically, we imagine that the v-nodes represent pro-
cessors of one type, c-nodes represent processors of another type, and the edges
represent message (LLR) paths. In one half-iteration, each v-node processes its input
messages and passes its resulting output messages up to neighboring c-nodes (two
nodes are said to be neighbors if they are connected by an edge). This is depicted
in Fig. 5.10 for the message m"02 from v-node c0 to c-node f2 (the subscripted ar-
row indicates the direction of the message, keeping in mind that our Tanner graph
convention places c-nodes above v-nodes). Note in the figure that the information
passed to c-node f2 is all the information available to v-node c0 from the channel
and through its neighbors, excluding c-node f2I that is, only extrinsic informa-
tion is passed. Such extrinsic information m"ij is computed for each connected
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Fig. 5.10 Subgraph of a
Tanner graph corresponding
to an H matrix whose zeroth
column is Œ1 1 1 0 0 � � � 0�T:
The arrows indicate message
passing from node c0 to
node f2

y0 (channel sample)

f0
f1 f2

c0

Fig. 5.11 Subgraph of a
Tanner graph corresponding
to an H matrix whose zeroth
row is Œ1 1 1 0 1 0 0 � � � 0�T:
The arrows indicate message
passing from node f0 to
node c4

c0 c1 c2 c4

f0

v-node/c-node pair ci=fj at each half-iteration. Specifically, the messages sent from
v-node ci to c-node fj is given by

m"ij D 2yi=�
2
C

X
Ninfj g

m#j i ; (5.23)

whereNi is the set of neighbors of ci , �2 is the variance of each AWGN sample, and
m#j i is the message from fj to ci . This expression derives from the bit-wise MAP
decoder expression for a repetition code and the fact that each v-node represents a
repetition code.

In the other half-iteration, each c-node processes its input messages and passes
its resulting output messages down to its neighboring v-nodes. This is depicted
in Fig. 5.11 for the message m#04 from c-node f0 down to v-node c4. Note that
only extrinsic information is passed to v-node c4. Such extrinsic information m#j i
is computed for each connected c-node/v-node pair fj =ci at each half-iteration.
Specifically, the message sent from c-node fj to v-node ci is given by

m#j i D �
Nj nfig

m"ij ; (5.24)

where Nj is the set of neighbors of fj and the operator � for two messages (two
LLRs) can be defined by any of the three following expressions
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L1 � L2 D max�.L1 C L2; 0/ �max�.L1; L2; / (5.25)

D

2Y
kD1

˛k � �

 
2X
kD1

� .ˇk/

!
(5.26)

D

2Y
kD1

˛k �min .ˇ1; ˇ2/C s.L1; L2; /; (5.27)

where

˛k D sign.Lk/;

ˇk D jLkj ;

� .x/ D � log tanh .x=2/ ;

s.x; y/ D log
�
1C e�jxCyj

�
� log

�
1C e�jx�yj

�
:

This expression derives from the bit-wise MAP decoder expression for a SPC code
and the fact that each c-node represents a repitition code. Any of these pairwise
expressions can be used repeatedly when more than two LLRs are involved. For
example, L1 � L2 � L3 can be computed as .L1 � L2/� L3. Also, for ` LLRs,
(5.26) becomes

L1 � L2 � � � �� L` D
Ỳ
kD1

˛k � �

 X̀
kD1

� .ˇk/

!
:

After a preset maximum number of iterations or after some stopping criterion has
been met, the decoder computes the LLR from which decisions on the bits ci are
made. One example of stopping criterion is to stop iterating when OcHT D 0; where
Oc is a tentatively decoded codeword. The bit decisions Oci in Oc are made by adding up
all of the incoming message in v-node ci and comparing that sum to zero as detailed
below.

The MPA assumes that the messages passed are statistically independent
throughout the decoding process. When the yi are independent, this indepen-
dence assumption would hold true if the Tanner graph possessed no cycles. Further,
the MPA would yield exact LLRs in this case [9]. However, for a graph of girth
; the independence assumption is only true up to the =2th iteration, after which
messages start to loop back on themselves in the graph’s various cycles. Still, sim-
ulations have shown that the MPA is generally very effective provided length-4
cycles are avoided.

Given (5.23) and (5.24) and the decision step described above, what remains in
the description of the SPA is the initialization step. The messages m#j i from the
c-nodes are all initialized to zero and the messages m"ij from the v-nodes are set
to 2yi=�2, for all j . We may now present the SPA decoding algorithm for LDPC
codes.
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SUM–PRODUCT DECODING ALGORITHM

1. initialization: For i D 0; 1; : : : ; n � 1, set m"ij D 2yi=�
2 for all j for which

hij D 1:

2. c-node update: For j D 0; 1; : : : ; m � 1; compute m#j i D �
Nj nfig

m"ij for all i

for which hij D 1:
3. v-node update: For i D 0; 1; : : : ; n � 1, set m"ij D 2yi=�

2 C
P

Ninfj g

m#j i for

all j for which hij D 1
4. bit decisions: Update fL .ci /g using L .ci / D 2yi=�

2 C
P
Ni

m#j i . For i D

0; 1; : : : ; n � 1; set

Oci D

�
1 if L .ci / < 0
0 else

:

If OcHT
D 0 or the number of iterations equals the maximum limit, stop; else, go

to Step 2.

Remark. This algorithm can be applied to other channels simply by changing the
initialization step. Also, modifications of steps 2–4 are possible. For example, it is
possible to combine steps 3 and 4 since very similar calculations are made.

5.4.5 Reduced Complexity Decoders

Implementation of the� operator is quite complex as it involves log and tanh func-
tions. A look-up table is one possible route, but sometimes even a very large table
can produce an error-rate floor in a code’s performance curve. Other techniques such
as a piecewise linear approximation are possible. Two common approximations are
presented below, each of which can lower the error-rate floor, but at the expense of
some performance loss in the performance curve’s waterfall region. The extent of
the performance loss depends on the code.

5.4.5.1 The Min-Sum Decoder [11]

Consider the c-node update equations (5.24) and (5.26), in particular, the expression
�
�P

k � .ˇk/
�
: Note from the shape of � .x/, shown in Fig. 5.12, that the term

corresponding to the smallest ˇk in the summation dominates, so that

�

 X
k

� .ˇk/

!
' �

�
�

�
min
k
ˇk

��
D min

k
ˇk :
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Fig. 5.12 Plot of the �.x/ function

Thus, the min-sum algorithm is simply the log-domain SPA with c-node update
equation replaced by

m#j i D
Y

Nj nfig

sign.m"ij / � min
Nj nfig

ˇ̌
m"ij

ˇ̌
:

It can also be shown that the initialization m"ij D 2yi=�
2 may be replaced by

m"ij D yi when the min-sum algorithm is employed. The advantage, of course, is
that knowledge of the noise power �2 is unnecessary in this case.

5.4.5.2 The Min-Sum-Plus-Correction-Factor Decoder [26]

Consider the c-node update equations (5.24) and (5.27). Because js.x; y/j � 0:693;
the term s.x; y/ in (5.27) can (sometimes) be ignored so that L1 � L2 is approxi-
mated as

L1 � L2 ' sign .L1/ sign .L2/min .jL1j ; jL2j/ : (5.28)

Of course, this is the min-sum algorithm. Alternatively, the complex function
s.x; y/ can be replaced by the approximation Qs.x; y/ given by

Qs.x; y/ D

8<:
c if jx C yj < 2 and jx � yj > 2 jx C yj
�c if jx � yj < 2 and jx C yj > 2 jx � yj
0 otherwise

and where c on the order of 0.5 is typical.
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Example. We consider a regular Euclidean geometry (EG) LDPC code and its per-
formance with the three decoders discussed above: the SPA, the min-sum, and the
min-sum with a correction factor (which we denote by min-sum-c, with c set to 0.5).
This code is a quasicyclic rate-0.875 (8176, 7156) EG LDPC code. Because it is
quasicyclic, encoding may be performed using several shift-register circuits. TheH
matrix for this code is 1; 022�8; 176 and has column weight 4 and row weight 32. It
comprises eight 511� 2; 044 circulant submatrices, each with column weight 2 and
row weight 8. This has been adopted as a CCSDS standard for application to satel-
lite communications [27, 28]. The performance of this code for the three decoders
on a binary-input AWGN channel is presented in Fig. 5.13. We make the follow-
ing observations (all measurements are with respect to a BER of 10�5). The SPA
performance of this code is 0.9 dB away from the rate-0.875 binary-input AWGN
capacity limit. An irregular regular code of this length and rate can operate closer to
the limit, but there is not much room for improvement and it would be at the expense
of a more complex encoder and decoder. The losses of the min-sum and min-sum-c
decoders relative to the SPA decoder are 0.3 dB and 0.01 dB, respectively.
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5.5 Concluding Remarks

This chapter presented an introduction to parallel and serial turbo codes, block
turbo codes, and LDPC codes. Each of these has their advantages and disadvan-
tages, but one notable disadvantage for parallel and serial turbo codes is that they
are intrinsically low-rate codes, making them an imperfect match for the optical
communications application. Higher rates are possible by puncturing, but it would
be at the expense of decreasing minimum distance, raising the error-rate floor.
By contrast, block turbo codes are intrinsically high rate codes because decoding-
complexity issues dictate that their component codes be high rate. Further, these
codes admit relatively low complexity (soft) list decoding, which explains why an
experimental demonstration has already been given for a BTC on the optical com-
munication channel [29]. LDPC codes have the potential for the best performance
because their design space has the most degrees of freedom. Further, they are capa-
ble of high-speed operation because of the highly parallel nature of the encoder and
decoder. However, LDPC encoder and decoder complexities are greater than that
of BTCs.
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Chapter 6
Coded Modulation

In this chapter, we describe how to optimally combine modulation with channel
coding, and describe several coded-modulation schemes: (a) multilevel coding
(MLC) [1–4], (b) multidimensional coded modulation [5, 6], and (c) coded or-
thogonal frequency division multiplexing (OFDM) [7–12]. Using this approach,
modulation, coding, and multiplexing are performed in a unified fashion so that,
effectively, the transmission, signal processing, detection, and decoding are done at
much lower symbol rates. At these lower rates, dealing with the nonlinear effects
and polarization mode dispersion (PMD) is more manageable, while the aggregate
data rate per wavelength is maintained above 100 Gb/s.

The chapter is organized as follows. In Sect. 6.1 we describe M -ary quadrature
amplitude multiplexing (QAM) [13, 14], M -ary phase shift keying (PSK), and an
optimum signal constellation in minimum mean-square error (MMSE) sense [15].
In Sect. 6.2 we describe MLC, in which the component block codes have different
code rates, and bit-interleaved coded modulation (BICM), in which all component
codes have the same code rate. In Sect. 6.3 we describe multidimensional coded
modulation as an efficient way to increase the spectral efficiency. In Sect. 6.4 we de-
scribe coded OFDM as an efficient way to compensate simultaneously for chromatic
dispersion (CD) and PMD, and to increase the spectral efficiency.

6.1 Multilevel Modulation Schemes

M -ary QAM is a two-dimensional (2D) generalization of M -ary pulse-amplitude
modulation (PAM), and its formulation involves two orthogonal passband basis
functions:

�I .t/ D

r
2

T
cos.2�fct /; 0 � t � T;

�Q.t/ D

r
2

T
sin.2�fct /; 0 � t � T; (6.1)

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 6, c Springer Science+Business Media, LLC 2010
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where fc denotes the carrier frequency and T denotes the symbol duration. The mes-
sage point si can be described in terms of basis functions by .Ikdmin;Qkdmin=2/,
where dmin is related to the energy of the signal with smallest amplitude E0 by
dmin=2 D

p
E0. The coordinates of kth signal constellation point for square M -ary

QAM signal constellation are given by

fIk ;Qkg

D

2664
.�
p
M C 1;

p
M � 1/ .�

p
M C 3;

p
M � 1/ : : : .

p
M � 1;

p
M � 1/

.�
p
M C 1;

p
M � 3/ .�

p
M C 3;

p
M � 3/ : : : .

p
M � 1;

p
M � 3/

: : : : : : : : : : : :

.�
p
M C 1;�

p
M C 1/ .�

p
M C 3;�LC 1/ : : : .

p
M � 1;�

p
M C 1/

3775 :
(6.2)

For example, for M D 16 signal constellation points are given by

fIk ;Qkg D

2664
.�3; 3/ .�1; 3/ .1; 3/ .3; 3/

.�3; 1/ .�1; 1/ .1; 1/ .3; 1/

.�3;�1/ .�1;�1/ .1;�1/ .3;�1/

.�3;�3/ .�1;�3/ .1;�3/ .3;�3/

3775 :
The transmitted M -ary QAM signal for kth symbol can, therefore, be expressed as

sk.t/D

r
2E0

T
Ik cos.2�fct /�

r
2E0

T
Qk sin.2�fct /; 0<t � T I kD1; : : : ;M

(6.3)

with constellation points coordinates given by (6.2). On the other hand, using the
same basis functions, the transmitted M -ary PSK signal for kth symbol can be ex-
pressed as

sk.t/ D

(q
2E
T

cos
�
2�fct C .k � 1/

2�
M

�
; 0 � t � T;

0; otherwise;
k D 1; 2; : : : ;M

(6.4)

The star-QAM [14] can be considered as generalization of M-ary PSK given by
(6.4), in which the points are placed at circles of different radius.

As an illustration, the 8-PSK, 8-QAM, and 64-QAM constellation diagrams are
given in Fig. 6.1. The corresponding Gray-mapping rule, for 8-PSK and 8-QAM, is
given in Table 6.1.

In [15] we designed an optimum signal constellation based on iterative polar
quantization (IPQ) procedure. The IPQ constellation was determined based on the
minimum mean-square quantization error, and it is optimum for the ASE noise-
dominated scenario. This scheme can be considered as a generalization of star-QAM
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Fig. 6.1 The constellation diagrams for: (a) 8-PSK, (b) 8-QAM, and (c) 64-point square QAM

Table 6.1 8-PSK/8-QAM gray-mapping rule
Input bits .c2c1c0/ �k 8-PSK 8-QAM

Ik Qk Ik Qk

000 0 1 0 1C
p
3 0

001 �=4
p
2=2

p
2=2 1 1

011 �=2 0 1 0 1C
p
3

010 3�=4 �
p
2=2

p
2=2 �1 1

110 � �1 0 �.1C
p
3/ 0

111 5�=4 �
p
2=2 �

p
2=2 �1 �1

101 3�=2 0 �1 0 �.1C
p
3/

100 7�=4
p
2=2 �

p
2=2 1 �1

(SQAM), in which the constellation points are distributed over the circles of ra-
dius determined by Rayleigh distribution. LetLi denote the number of constellation
points per circle of radiusmi . The optimum number of constellation points is deter-
mined by [15]
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Li D

3

q
m2i

R riC1
ri

p.r/drPLr
iD2

1
L
3

q
m2i

R riC1
ri

p.r/dr
; i D 1; 2; : : : ; Lr ; (6.5)

whereLr is the number of circles in the constellation,L is the total number of signal
constellation points

�
L D

PLr
iD2Li

�
and p.r/ is Rayleigh distribution function

p.r/ D
r

�2
exp

�
�
r2

2�2

�
; r � 0; (6.6)

where �2 is the source power. The radius of i th circle is determined by [15]

mi D
2 sin.�� i=2/

R riC1
ri

rp.r/dr

�� i
R riC1
ri

p.r/dr
; �� i D

2�

Li
; i D 1; 2; : : : ; Lr : (6.7)

Limits of integration in (6.6) and (6.7) are determined by [15]

ri D
�
�
m2i �m

2
i�1

�
2ŒmiLi sin.�� i=2/ �mi�1Li�1 sin.�� i�1=2/�

; i D 1; 2; : : : ; Lr (6.8)

In Fig. 6.2 we show two different IPQ signal constellations. The corresponding
channel capacity is shown in Fig. 6.3. We can see that IPQ constellation achieves
channel capacity for low and medium signal-to-noise ratios, and outperforms sig-
nificantly the square-QAM and star-QAM constellations.
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6.2 Single-Carrier-Coded Modulation Schemes

M -ary PSK, M -ary QAM, and M -ary DPSK achieve the transmission of log2
M.D m/ bits per symbol, providing bandwidth-efficient communication. In coher-
ent detection, forM -ary PSK, the data phasor �l 2 f0; 2 =M; : : : ; 2�.M �1/=M g
is sent at each l th transmission interval. In direct detection for M -ary DPSK, the
modulation is differential, the data phasor �l D �l�1 C��l is sent instead, where
��l 2 f0; 2�=M; : : : ; 2�.M � 1/=M g is determined by the sequence of log2M
input bits using an appropriate mapping rule. Let us now introduce the transmitter
architecture employing LDPC codes as channel codes. We have two options: (a) to
use the same LDPC code for different data streams, this scheme is known as bit-
interleaved coded modulation (BICM) [2]; and (b) to use different code rate LDPC
codes (of the same length), this scheme is known as multilevel coding (MLC) [1].

The MLC, proposed by Imai and Hirakawa in 1977 [1], is a powerful coded
modulation scheme capable of achieving the bandwidth-efficient communication
[16,17]. The key idea behind the MLC is to protect the individual bits using different
binary codes and use M -ary signal constellation. The decoding is based on the so-
called multistage decoding (MSD) algorithm, in which decisions from prior (lower)
decoding stages are passed to next (higher) stages (see [17]). Despite its attractive-
ness with respect to large coding gain, the MLC with the MSD algorithm has serious
limitation for use in high-speed applications, such as optical communications, that
is due to inherently large delay of the MSD algorithm. One possible solution is to
use the parallel independent decoding (PID) [16]. In MLC/PID scheme the informa-
tion bit stream is split into L different levels, and the corresponding bits at different
levels are encoded using different encoders, and then combined into a signal point



212 6 Coded Modulation

using appropriate mapping rule. At the receiver side, decoders at different levels
operate independently and in parallel. It has been widely recognized that the use of
Gray mapping and PID at each level separately, with optimally chosen component
codes [16, 18, 19] leads to channel capacity approaching performance, and as such
is adopted here. For example, for Gray mapping, 8-PSK and AWGN, it was found
in [15] that optimum code rates of individual encoders are approximately 0.75, 0.5,
and 0.75.

In MLC, the bit streams originating from m different information sources are
encoded using different (n; ki / LDPC codes of code rate ri D ki=n, as shown in
Fig. 6.4a. ki denotes the number of information bits of the i th (i D 1; 2; : : : ; m)
component LDPC code, and n denotes the codeword length, which is the same for
all LDPC codes. The mapper acceptsm bits, c D .c1; c2; : : : ; cm/, at time instance i
from the .m�n/ interleaver column-wise and determines the correspondingM -ary
.M D 2m/ constellation point si D .Ii ;Qi / D jsi j exp.j�i / (see Fig. 6.4a). The
mapper outputs for M -ary PSK/DPSK Ii and Qi are proportional to cos�i and
sin�i , respectively. The use of MLC allows optimally to allocate the code rates. It
is straightforward to show [16] that the spectral efficiency Rs , expressed in number
of bits/symbol, is equal to the sum of the individual code rates Ri D ki=n

Rs D

L�1X
iD0

Ri D
1

n

L�1X
iD0

ki D
k

n
; k D

L�1X
iD0

ki : (6.9)

Re{S
i
 L*}=|S

i
||L|cos(j

S,i
− j

L
)

Im{S
i
 L*}=|S

i
||L|sin(j

S,i
− j

L
)

B
it L

L
R

s

C
a
lc

u
la

tio
n

LDPC Decoder
1

mfrom fiber

Ts

Ts

E
i
 =|E

i
 |e

jϕ
i

Re {E
i
 E

*

i−1
}

Im {E
i
 E

*

i−1
}

LDPC Decoder

.

.

.

A
P
P
 D

e
m

a
p
p
e
r

π/2

A
P
P
 D

e
m

a
p
p
e
r

B
it L

L
R

s

C
a
lc

u
la

tio
n

LDPC Decoder 1

m

From fiber

π/2S
i
 =|S

i
 |e

jϕ
S,i

L =|L | e
jϕ

L

LDPC Decoder

.

.

.
From local laser

Qi

Ii

Source

channels 

1

m

.

.

.

Interleaver

mxn

m
to fiber

…

.

.

.

DFB

MZM

MZM π/2

LDPC encoder

r=k/n

LDPC encoder

r=k/n

Mapper

a

b

c

Fig. 6.4 Bit-interleaved LDPC-coded modulation scheme: (a) transmitter architecture, (b) direct
detection architecture, and (c) coherent detection receiver architecture. Ts D 1=Rs, Rs is the
symbol rate



6.2 Single-Carrier-Coded Modulation Schemes 213

The receiver input electrical field at time instance i for an optical M -ary DPSK
receiver configuration from Fig. 6.4b is denoted byEi D jEi j exp.j'i /. The outputs
of I- and Q-branches (upper and lower-branches in Fig. 6.4b) are proportional to
RefEiE�i�1g and ImfEiE�i�1g, respectively. The phase difference �'k D 'k �

'k�1 can be determined from the ratio of the lower- and upper-branch outputs by

ImfEkE�k�1g
RefEkE�k�1g

D
jEkj jEk�1j sin�'k
jEkj jEk�1j cos�'k

D tan�'k : (6.10)

Notice that the phase difference can be determined from the lower- and upper-branch
signals even when the amplitude of pulses into two consecutive intervals jEkj and
jEk�1j are different. Therefore, the arbitrary QAM constellation, including square
constellation can be applied.

As an illustration, the eye diagrams of a transmitted and a received RZ-8-DPSK
signal at 40 Giga symbols/s (40 GS/s) are shown in Fig. 6.5. The average power
spectral densities of RZ-DPSK and RZ-8-DPSK are shown in Fig. 6.6. The eye di-
agrams of a transmitted and a received 8-DQAM signals are shown in Fig. 6.7a, b,
while the power spectral density is given in Fig. 6.7c. Notice that the main lobe
widths of 8-DPSK and 8-DQAM spectra are about three times lower than that
of DPSK.

The outputs at I - and Q-branches (in either coherent or direct detection case),
are sampled at the symbol rate, while the symbol log-likelihood ratios (LLRs) are
calculated in a posteriori probability (APP) demapper block as follows:

�.s/ D log
P.s D s0jr/

P.s ¤ s0jr/
; (6.11)

where P.sjr/ is determined by using Bayes’ rule

P.sjr/ D
P.rjs/P.s/P
s0 P.rjs

0/P.s0/
: (6.12)
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at 40 Giga symbols/s. (After ref. [3]; c IEEE 2006; reprinted with permission.)



214 6 Coded Modulation

-100 -80 -60 -40 -20 0 20 40 60 80 100

-100

-80

-60

-40

-20

-100

-80

-60

-40

-20

P
o
w

e
r
 s

p
e
c
tr

a
l 
d
e
n
s
it
y
, 
P
S
D

 [
d
B
m

/H
z
]

Frequency relative to carrier, f [GHz]

RZ-8-DPSK

a b

-200 200-160 160-120 120-80 80-40 400

P
o
w

e
r
 s

p
e
c
tr

a
l 
d
e
n
s
it
y
, 
P
S
D

 [
d
B

m
/H

z
]

Frequency relative to carrier, f [GHz]

RZ-DPSK

Fig. 6.6 Power spectral densities of (a) RZ-8-DPSK, and (b) RZ-DPSK at 40 Giga symbols/s
(duty cycle: 0.33). (After ref. [3]; c IEEE 2006; reprinted with permission.)

0 10 20 30 40 50 0 10 20 30 40 50

0

1

2

3

4

a b

c

P
o
w
e
r
, 
P

 [
m

W
]

Time, t [ps]

-6

-5

-4

-3

-2

-1

0

1

2

3

4

5

6

U
p
p
e
r
 b

r
a
n
c
h
 v

o
lt
a
g
e
, 
V

 [
m

V
]

Time, t [ps]

-100 -80 -60 -40 -20 0 20 40 60 80 100

-100

-90

-80

-70

-60

-50

-40

-30

-20

P
o
w

e
r
 s

p
e
c
tr

a
l 
d
e
n
s
it
y
, 
P
S
D

 [
d
B
m

/H
z
]

Frequency relative to carrier, f [GHz]

RZ-8-DQAM

Fig. 6.7 (a) Transmitted and (b) received (upper branch of Fig. 6.4b) eye diagrams of 8-DQAM
at 40 Gsymbols/s. (c) Power spectral density of RZ-8-DQAM. (After ref. [3]; c IEEE 2006;
reprinted with permission.)



6.2 Single-Carrier-Coded Modulation Schemes 215

s D .Ii ;Qi / denotes the transmitted signal constellation point at time instance
i , while r D .rI; rQ/ denotes the received point. .rI D vI.t D iTs/, and rQ D

vQ.t D iTs/ are the samples of I- and Q-detection branches from Fig. 6.4b, c.)
P.rjs/ from (6.12) is estimated by evaluation of histograms, employing sufficiently
long training sequence. With P.s/ we denoted the a priori probability of symbol s,
while s0 is a referent symbol. The bit LLRs cj .j D 1; 2; : : :; m/ are determined
from symbol LLRs of (6.11) as

L. Ocj / D log

P
sWcjD0

expŒ�.s/�P
sWcjD1

expŒ�.s/�
: (6.13)

The APP demapper extrinsic LLRs (the difference of demapper bit LLRs and LDPC
decoder LLRs from previous step) for LDPC decoders become

LM;e. Ocj / D L. Ocj / � LD;e.cj /: (6.14)

With LD;e.c/ we denoted LDPC decoder extrinsic LLRs, which is initially set to
zero value. The LDPC decoder is implemented by employing the sum–product algo-
rithm. The LDPC decoders extrinsic LLRs (the difference between LDPC decoder
output and the input LLRs), LD;e; are forwarded to the APP demapper as a priori
bit LLRs .LM;a/, so that the symbol a priori LLRs are calculated as

�a.s/ D logP.s/ D
m�1X
jD0

.1 � cj /LD;e.cj /: (6.15)

By substituting (6.15) into (6.12), and then (6.11), we are able to calculate the sym-
bol LLRs for the subsequent iteration. The iteration between the APP demapper and
LDPC decoder is performed until the maximum number of iterations is reached, or
the valid codewords are obtained.

For convergence behavior analysis, the EXIT chart analysis should be performed
[20]. In order to determine the mutual information (MI) transfer characteristics of
the demapper, we model the a priori input LLR, LM;a, as a conditional Gaussian
random variable [20]. The MI between c and LM;a is determined numerically as
explained in [20–23]. Similarly, the MI ILM;e between c and LM;e is calculated
numerically, but with the p.d.f. of c and LM;e determined form histogram obtained
by Monte Carlo simulation, as explained in [20]. By observing the ILM;e as a func-
tion of the MI of ILM;a and optical signal-to-noise ratio, OSNR, in dB, the demapper
EXIT characteristic (denoted as TM/ is given by

ILM;e D TM .ILM;a;OSNR/: (6.16)

The EXIT characteristic of LDPC decoder (denoted as TD/ is defined in a similar
fashion as

ILD;e D TD.ILD;a/: (6.17)
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The “turbo” demapping-based receiver operates by passing extrinsic LLRs between
demapper and LDPC decoder. The iterative process starts with an initial demapping
in which LM;a is set to zero, and as a consequence, ILM;a becomes zero as well.
The demapper output LLRs, described by

ILM;e D ILD;a (6.18)

are fed to LDPC decoder. The LDPC decoder output LLRs, described by

ILD;e D ILM;a (6.19)

are fed to the APP demaper. The iterative procedure is repeated until the conver-
gence or the maximum number of iterations has been reached. This procedure is
illustrated in Fig. 6.8, where the APP demapper and LDPC decoder EXIT charts
are shown together on the same graph. Three modulation formats (8-PSK, 16-PSK,
16-QAM) are observed, as well as the following mappings: natural, Gray, and anti-
Gray. The EXIT curves have different slopes for different mappings. The existence
of “tunnel” between corresponding demapping and decoder curves indicates that
iteration between demapper and decoder will be successful. The smallest OSNR,
at which iterative scheme start to converge, is known as threshold (pinch-off) limit
[20]. The threshold limit in the case of 16-PSK (Fig. 6.8b) is about 3 dB worse
as compared to 8-PSK (Fig. 6.8a). The 16-QAM mapping curve is well above the
16-PSK curve (see Fig. 6.8b), indicating that 16-QAM scheme is going to signifi-
cantly outperform the 16-PSK one.

The results of simulations for 30 iterations in the sum–product algorithm and 10
APP demapper-LDPC decoder iterations for an AWGN channel model are shown
in Fig. 6.9a. The information symbol rate is set to 40 GS/s, while 8-PSK is em-
ployed, so that the aggregate bit rate becomes 120 Gb/s. Two different mappers are
considered: Gray and natural mapping.
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Fig. 6.8 The EXIT chart for different mappings and modulations. (After ref. [4]; c IEEE 2007;
reprinted with permission.)
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Fig. 6.9 (a) BER performance of coherent detection bit interleaved LDPC-coded modulation
scheme versus direct detection one on an AWGN channel model, and (b) performance compar-
ison for different modulation schemes (the Gray mapping rule is applied). (After ref. [4]; c IEEE
2007; reprinted with permission.)

The coding gain for 8-PSK at bir-error ratio (BER) of 10�9 is about 9.5 dB,
and much larger coding gain is expected at BER below 10�12. The coherent
detection scheme offers an improvement of at least 2.3 dB as compared to the cor-
responding direct detection scheme. The BER performance of coherent BICM with
LDPC(4320,3242) code, employed as component code for different modulations, is
shown in Fig. 6.9b. We can see that 16-QAM (with an aggregate rate of 160 Gb/s)
outperforms 16-PSK by more than 3 dB. It is also interesting that 16-QAM slightly
outperforms 8-PSK scheme of lower aggregate data rate (120 Gb/s). The 8-PSK
scheme of aggregate rate of 120 Gb/s outperforms BPSK scheme of data rate
120 Gb/s. Moreover, since the transmission symbol rate for 8-PSK is 53.4 GS/s, the
impact of PMD and intrachannel nonlinearities is much less important than that at
120 G/s. Consequently, for 100 Gb/s Ethernet transmission, it is better to multiplex
two 50 Gb/s channels than four 25 Gb/s channels.
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Fig. 6.10 Comparison for different component LDPC codes (the Gray mapping rule is applied).
(After ref. [4]; c IEEE 2007; reprinted with permission.)

The comparison for different LDPC component codes is given in Fig. 6.10.
The BICM scheme employing the balanced-incomplete block design (BIBD)-based
girth-8 LDPC code [21] of rate 0.81 performs slightly worse or comparable to the
quasi-cyclic-based scheme of lower code rate .R D 0:75/. The BICM scheme of
rate 0.75, based on PBD irregular LDPC code, outperforms the schemes based on
regular LDPC codes.

6.3 Multidimensional Coded Modulation Schemes

In this section, we describe another approach to increase the spectral efficiency
based on multilevel multidimensional (N -dimensional) coded modulation [5, 6].
By increasing the number of dimensions (i.e., the number of orthonormal basis
functions) we can increase the aggregate rate of the system, while enabling re-
liable transmission at these higher speeds using LDPC codes at each level. The
transmitter and receiver block diagrams are shown in Fig. 6.11. As shown in the
setup, N different bit streams coming from different information sources are en-
coded using identical LDPC codes. The outputs of the encoders are interleaved by
the .N � n/ block interleaver. The block interleaver accepts data from the encoders
row-wise, and outputs the data column-wise to the mapper that accepts N bits at
time instance i . The mapper determines the correspondingM -ary .M D 2N / signal
constellation point
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si D N
�1=2

NX
jD1

'i;jˆj ; (6.20)

as shown in Fig. 6.11a. After that the signals are modulated and sent over the fiber.
In (6.20), which represents the general formula applicable to any N -dimensional
constellation, the set fˆ1; ˆ2; : : :; ˆN g represents a set of N orthonormal basis
functions. The number N is determined by the desired final rate and the availabil-
ity of orthogonal functions. If we take, for example, the desired aggregate rate to be
200 Gb/s with symbol rate of 50 GS/s, then we have to find four orthogonal functions
to achieve 4 bits/symbol. For instance, phase provides the in-phase and the quadra-
ture components; hence, the first two bits define the mapping of the signal onto a
conventional QPSK, while the third bit defines the polarization. The mapper will
map a 1 in the third bit to the x-polarization and 0 to the y-polarization. The fourth
component can be the frequency. In this example, the fourth bit is mapped to one
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of the two available orthogonal subcarriers depending on its value. At the receiver
side, Fig. 6.8b, the outputs of the N branches of the demodulator are sampled at
the symbol rate and the corresponding samples are forwarded to the APP demapper.
The demapper provides the bit LLRs required for iterative LDPC decoding. From
the description of the transmitter and the receiver setup, it is clear that the system is
scalable to any number of dimensions with negligible penalty, in terms of BER per-
formance, as long as the orthonormality is preserved. It is important to notice that
increasing the number of dimensions leads to an increased complexity, and hence, a
compromise between the desired aggregate rate and the complexity of the system is
to be made in practice. As an illustration of the capabilities of this approach, we per-
form simulations assuming the information symbol rate of 40 GS/s, for 20 iterations
of sum–product algorithm for the LDPC decoder, and 3 outer iterations between the
LDPC decoder and the natural demapper. We observed different signal constellation
formats, such as:N D 1, 2, 3, 4, 8, and 10, whereN is the number of different basis
functions. For N D 1 and 2, the resulting constellations are the conventional BPSK
and QPSK, respectively, while for N D 3 the corresponding constellation is a cube.
As noticed from the Fig. 6.12a, where we report uncoded symbol error rate (SER),
increasing the number of dimensions and, hence, increasing the aggregate rate does
not introduce significant OSNR penalty. (It is important to notice that the results
achieved for the uncoded modulation for N D 1 and 2 are consistent with the SER
reported in [13].)

Figure 6.12b shows the BER performance as a function of the OSNR at a symbol
rate of 40 GS/s for the six N -dimensional (N -D) cases after 3 outer iterations in
comparison with the uncoded case. As shown in the figure, LDPC(8547,6922,0.81)
code achieves 8.5 dB gain over the uncoded case at BER of 10�8 while the
LDPC(16935,13550,0.80) code achieves a gain of 9 dB at the same BER. The
improvement of the proposed scheme (see Fig. 6.12c), while insuring orthogonality,
is computed at BER of 10�9 to be: 3 dB over 8-QAM, 9.75 dB over 3D-constellation
with 256 constellation points we introduced in [5], and 14 dB over 256-QAM.

Another example of multidimensional coded modulation to be described here is
a particular instance of hybrid amplitude/phase/polarization (HAPP) coded mod-
ulation. Using transmission equipment operating at 40 GS/s, the HAPP scheme
achievesN �40Gb=s aggregate rates whereN D 3, 4, . . . represents the total num-
ber of source channels connected to the transmitter. The transmitter of the HAPP
coded-modulation scheme accepts input from N different bit streams coming from
different information sources and feeds them into N identical encoders. The num-
ber N is determined based on the desired final rate. The encoding process is similar
to that explained above. The mapper accepts N bits at a time and maps them into
a 2N -ary signal constellation point on a vertex of a regular polyhedron inscribed in
a Poincaré sphere (see Fig. 6.13) based on a lookup table. The signal is then mod-
ulated by the HAPP modulator and sent to the fiber, as shown in Fig. 6.11a. The
lookup table maps each N bits into a triple .f1;i ; f2;i ; f3;i / where i is the time in-
dex and fj (j D 1, 2, 3) are the voltages needed to control a set of modulators. As,
the polyhedrons used are inscribed in a Poincaré sphere, Stokes parameters [24]

s1 D a
2
x�a

2
y ; s2 D 2axay cos.ı/; s3 D 2axay sin.ı/; ı D 'x�'y (6.21)
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are used for the design of the polyhedron. In (6.21), ax.ay/ corresponds to the
amplitude of electrical field in x-polarization (y-polarization) and �x.�y/ is the
corresponding phase. The HAPP modulator is shown in Fig. 6.11c. By setting
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Table 6.2 Mapping rule lookup table for N D 3

Interleaver
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�x D 0; ı D ��y , and hence, the modulation can be performed by one polarization
beam splitter (PBS), two amplitude modulators (AMs), and one phase modulator
(PM). For example, for N D 3 the constellation points form a cube inscribed in
the Poincaré sphere, as shown in Fig. 6.13, with the lookup table given in Table 6.2.
The HAPP receiver is shown in Fig. 6.11d. It accepts the input from the fiber into
two coherent detectors. The outputs of the four branches of the detectors are sam-
pled at the symbol rate and are then forwarded to the demapper and the multilevel
BCJR algorithm-based equalizer (BCJR equalizer). The multilevel BCJR equalizer
is a generalized version of the BCJR algorithm [25], and the implementation of the
equalizer will be described later in Chap. 7. The output of the equalizer is then for-
warded to the bit LLRs calculator which provides the LLRs required for the LDPC
decoding process. The LDPC decoder forwards the extrinsic LLRs to the BCJR
equalizer, and the extrinsic information is iterated back and forth between the de-
coder and the equalizer for a predefined number of iterations unless convergence is
achieved.

The system is tested over a realistic model using VPITransmisionMaker [26],
with a symbol rate of 45 GS/s, for 25 iterations of sum–product algorithm for the
LDPC decoder, and 3 outer iterations between the LDPC decoder and the multilevel
BCJR equalizer. For the current simulation, LDPC(4320,3242) of rate 0.75 is used.
The actual effective information rate of the system is 3� 45� 0:75 D 101:25Gb=s.
Utilizing higher rate codes allows a higher actual transmission rate, or allows trans-
mission components of lower speeds to achieve the current transmission rate.

The results of these simulations are summarized in Fig. 6.14. We show the un-
coded BER performance versus the OSNR per bit for different differential group
delays (DGDs) and for different memories m, where m represents the number of
symbols preceding and succeeding the symbol of concern. As noticed from the fig-
ure, the back-to-back configuration reaches the BER of 10�6 at OSNR of 12 dB,
and the configuration with DGD of 0:6T (where T is the symbol-time) reaches the
BER of 10�6 beyond OSNR of 19 dB. As the DGD value increases above 1T , the
equalizer memory needs to be extended in order to avoid error floor. This is obvious
from the figure, where we show that for DGDs 1:2T , and 2T , the symbol-by-symbol
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Fig. 6.14 BER performance versus the OSNR per bit for both uncoded and LDPC-coded data

equalizer enters the error floor at BER of 0.33. On the other hand, for DGD of 1:2T ,
the BCJR equalizer does not enter the error floor form D 1. For DGD of 2.0T BCJR
equalizer enters the error floor around BER of 1 � 10�3 for m D 1, which can be
avoided by increasing the equalizer memory. Since the BCJR equalizer error floor is
below the BER threshold of the LDPC code (above 10�2), then m D 1 is sufficient
for the coded case. Notice that configuration for DGD of 2T outperforms that of
DGD 1:2T which is in agreement with the results published in [27] for binary direct
detection systems. For the coded case, we show in Fig. 6.14 the BER performance
for the proposed scheme in the back-to-back configuration and for DGD of 0:6T ,
in addition to 8-QAM for comparison purposes. As noticed, the proposed scheme
outperforms 8-QAM by 3 dB at BER 10�6.

6.4 Coded OFDM in Fiber-Optics Communication Systems

OFDM [28, 29] is an efficient approach to deal with intersymbol interference (ISI)
due to CD and PMD [29–42]. By providing that the guard interval is larger than the
combined delay spread due to CD and maximum DGD, the ISI can be eliminated
successfully. However, the four-wave mixing (FWM) between different subcarriers
and its interplay with CD and PMD will result in different subcarriers being affected
differently. Even though that most of the subcarriers are without errors, the over-
all BER will be dominated by BER of the worst subcarriers. In order to avoid this
problem, the use of forward error correction (FEC) is essential. The use of advanced
FEC schemes is needed to provide that BER performance of an OFDM system that
is determined by the average received power rather than by the power of the weak-
est subcarrier. In this section, we describe coded OFDM with both direct detection
(Sect. 6.4.1) and coherent detection (Sect. 6.4.2).
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6.4.1 Coded OFDM in Fiber-optics Communication Systems
with Direct Detection

The transmitter and receiver configurations of an OFDM system with direct detec-
tion [7, 29] and format of the transmitted OFDM symbol are shown in Fig. 6.15a–c,
respectively. On the transmitter side the information-bearing streams at 10 Gb/s are
encoded using identical LDPC codes. The outputs of these LDPC encoders are de-
multiplexed and parsed into groups of B bits corresponding to one OFDM frame.
The B bits in each OFDM frame are subdivided into K subchannels with the i th
subcarrier carrying bi bits, so that B D

P
bi . The bi bits from the i th subchannel

are mapped into a complex-valued signal from a 2bi -point signal constellation such
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as M -ary QAM and M -ary PSK. For example, bi D 2 for QPSK and bi D 4 for
16-QAM. The complex-valued signal points from subchannels are considered to be
the values of the fast Fourier transform (FFT) of a multicarrier OFDM signal. By se-
lecting the number of subchannelsK, sufficiently large, OFDM symbol interval can
be made significantly larger than the dispersed pulse-width of an equivalent single-
carrier system, resulting in ISI reduction. The OFDM symbol, shown in Fig. 6.15c,
is generated as follows:NQAM.D K/ input QAM symbols are zero-padded to obtain
NFFT input samples for IFFT,NG nonzero samples are inserted (as explained below)
to create the guard interval, and the OFDM symbol is multiplied by the window
function. The OFDM symbol windowing is illustrated in Fig. 6.15d. The purpose
of cyclic extension is to preserve the orthogonality among subcarriers even when
the neighboring OFDM symbols partially overlap due to dispersion, and the role of
windowing is to reduce the out-of-band spectrum. For efficient chromatic dispersion
and PMD compensation, the length of cyclically extended guard interval should be
larger than the spread due to chromatic dispersion and PMD.

The cyclic extension, illustrated in Fig. 6.15c, is accomplished by repeating the
last NG=2 samples of the effective OFDM symbol part (NFFT samples) as a prefix,
and repeating the first NG=2 samples as a suffix. After D/A conversion and RF up-
conversion, the RF signal can be mapped to the optical domain using one of two
possible options: (1) the OFDM signal can directly modulate a DFB laser, or (2) the
OFDM signal can be used as the RF input of a Mach–Zehnder modulator (MZM).
A DC bias component is added to the OFDM signal in order to enable recovery of
the QAM symbols incoherently. In what follows, three different OFDM schemes are
described. The first scheme is based on direct modulation, and shall be referred to as
the “biased-OFDM” (B-OFDM) scheme. Because bipolar signals cannot be trans-
mitted over an IM/DD link, it is assumed that the bias component is sufficiently
large so that when added to the OFDM signal the resulting sum is nonnegative. The
main disadvantage of the B-OFDM scheme is its poor power efficiency. To improve
the OFDM power efficiency, two alternative schemes can be used. The first scheme,
which we shall refer to as the “clipped-OFDM” (C-OFDM) scheme, is based on
single-sideband (SSB) transmission, and clipping of the OFDM signal after bias ad-
dition. The bias is varied in order to find the optimum one for fixed optical launched
power. It was found that the optimum bias is one in which �50% of the total elec-
trical signal energy before clipping is allocated for transmission of a carrier. The
second power-efficient scheme, which we shall refer to as the “unclipped-OFDM”
(U-OFDM) scheme, is based on SSB transmission using a LiNbO3 MZM. To avoid
distortion due to clipping at the transmitter, the information is mapped into the
optical domain by modulating the electrical field of the optical carrier (instead of in-
tensity modulation employed in the B-OFDM and C-OFDM schemes). In this way,
both positive and negative portions of the electrical OFDM signal are transmitted to
the photodetector. Distortion introduced by the photodetector, caused by squaring,
is successfully eliminated by proper filtering, and recovered signal does not exhibit
significant distortion. It is important to note, however, that the U-OFDM scheme is
slightly less power efficient than the C-OFDM scheme. The SSB modulation can be
achieved either by appropriate optical filtering the double-side band signal at MZM
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output (see Fig. 6.15a) or by using the Hilbert transformation of in-phase component
of OFDM RF signal. The first version requires the use of only in-phase component
of RF OFDM signal, providing that zero-padding is done in the middle of OFDM
symbol rather than at the edges.

The transmitted OFDM signal can be written as

s.t/ D sOFDM.t/CD; (6.22)

where

sOFDM.t/DRe

8<:
1X

kD�1

w.t � kT/
NFFT=2�1X
iD�NFFT=2

Xi;k � exp
�

j2�
i

TFFT
.t � kT/

�
ej2�f RF

t

9=;
(6.23)

is defined for t 2 ŒkT � TG=2 � Twin; kT C TFFT C TG=2 C Twin�. In the above
expression, Xi;k denotes the i th subcarrier of the kth OFDM symbol, w.t/ is the
window function, and fRF is the RF carrier frequency. T denotes the duration of the
OFDM symbol, TFFT denotes the FFT sequence duration, TG is the guard interval
duration (the duration of cyclic extension), and Twin denotes the windowing inter-
val duration. D denotes the DC bias component, which is introduced to enable the
OFDM demodulation using the direct detection.

The PIN photodiode output current can be written as

i.t/ D RPIN fŒsOFDM.t/CD� � h.t/CN.t/g
2 ; (6.24)

where sOFDM.t/ denotes the transmitted OFDM signal in RF domain given by (6.23).
D is introduced above, whileRPIN denotes the photodiode responsivity. The impulse
response of the optical channel is represented by h.t/. The signal after RF down-
conversion and appropriate filtering, can be written as

r.t/ D Œi.t/kRF cos.!RFt /� � he.t/C n.t/; (6.25)

where he.t/ is the impulse response of the low-pass filter, n.t/ is electronic noise in
the receiver, and kRF denotes the RF down-conversion coefficient. Finally, after the
A/D conversion and cyclic extension removal, the signal is demodulated by using
the FFT algorithm. The soft outputs of the FFT demodulator are used to estimate the
bit reliabilities that are fed to identical LDPC iterative decoders implemented based
on the sum–product with correction term algorithm as we explained above.

For the sake of illustration, let us consider the signal waveforms and power-
spectral densities (PSDs) at various points in the OFDM system given in Fig. 6.15.
These examples were generated using SSB transmission in a back-to-back configu-
ration. The bandwidth of the OFDM signal is set to B GHz, and the RF carrier to
0:75B; whereB denotes the aggregate data rate. The number of OFDM subchannels
is set to 64, the OFDM sequence is zero-padded, and the FFT is calculated using 128
points. The guard interval is obtained by a cyclic extension of 2 � 16 samples. The



6.4 Coded OFDM in Fiber-Optics Communication Systems 227

8000 16000 24000 32000

0.00

0.04

0.08

0.12

0.16

L
D

 d
r
iv

in
g
 s

ig
n
a
l,
v
R

F
 [
V

] 

L
D

 d
r
iv

in
g
 s

ig
n
a
l,
v
R

F
 [
V

] 

Time, t[ps] Time, t[ps] Time, t[ps] 

B-OFDM

a b c

d e

8000 16000 24000 32000

0.00

0.02

0.04

0.06

0.08
C-OFDM

8000 16000 24000 32000

−0.08

−0.04

0.00

0.04

0.08

0.12

M
Z

M
 R

F
 i
n
p
u
t,
v
R

F
 [
V

] 

U-OFDM

−3 −2 −1 0 1 2 3

−80

−60

−40

−20

0

P
S
D

 [
d
B

m
/H

z
]

Normalized frequency,(f-f
c
)/B Normalized frequency,(f-f

c
)/B

MZM out PSD, U-OFDM

−3 −2 −1 0 1 2 3

−80

−60

−40

−20

0

P
S
D

 [
d
B

m
/H

z
]

PD out PSD, U-OFDM

Fig. 6.16 Waveforms and PSDs of SSB QPSK-OFDM signal at different points during transmis-
sion for electrical SNR (per bit) of 6 dB. (fc the optical carrier frequency, LD the laser diode.)

average transmitted launch power is set to 0 dBm. The OFDM transmitter parame-
ters are carefully chosen such that RF driver amplifier and MZM operate in linear
regime (see Fig. 6.16a–c). The PSDs of MZM output signal, and the photodetector
output signal are shown in Fig. 6.16d, e, respectively. The OFDM term after beating
in the PD, the low-pass term, and the squared OFDM term can easily be identified.

The received electrical field, at the input of the transimpedance amplifier (TA),
in the presence of chromatic dispersion and first-order PMD, can be represented by

E.t/ D FT�1
�

FT
�
E0

�p
1 � �
p
kejı

�
ŒsOFDM.t/CD�

�

� exp
�

j
�
ˇ2!

2

2
�
ˇ3!

3

6

�
Ltot

��
C

�
Nx.t/

Ny.t/

�
; (6.26)

where ˇ2 and ˇ3 represent the group-velocity dispersion (GVD) and second-order
GVD parameters, Ltot is the total SMF length, k is the splitting ratio between two
principal states of polarization (PSPs), ı is the phase difference between PSPs, E0
is transmitted laser electrical field amplitude, and Nx and Ny represent x- and y-
polarization ASE noise components. With FT and FT�1 we denoted the Fourier
transform and inverse Fourier transform, respectively. The TA output signal can
be represented by v.t/ D RFRPINjE.t/j

2 C n.t/, where RPIN is the photodiode
responsivity, RF is the TA feedback resistor, and n.t/ is TA thermal noise.
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For complete elimination of ISI, the total delay spread due to chromatic disper-
sion and DGD should be shorter than the guard interval:

jˇ2jLtot�! C DGDmax D
c

f 2
jDt jNFFT�f C DGDmax � TG ; (6.27)

whereDt is the accumulated dispersion,�f is the subcarrier spacing, c is the speed
of the light, and f is the central frequency set to 193.1 THz. The number of sub-
carriers NFFT, the guard interval TG, GVD and second-order GVD parameters were
introduced earlier.

The received QAM symbol of i th subcarrier in the kth OFDM symbol is related
to transmitted QAM symbol Xi;k by

Yi;k D hiej� i ej�kXi;k C ni;k ; (6.28)

where hi is channel distortion introduced by PMD and chromatic dispersion, and
� i is the phase shift of i th subcarrier due to chromatic dispersion. �k represents
the OFDM symbol phase noise due to SPM and RF down-converter, and can be
eliminated by pilot-aided channel estimation. Notice that in direct detection case,
the laser phase noise is completely cancelled by photodetection. To estimate the
channel distortion due to PMD, hi and phase shift due to chromatic dispersion � i ,
we need to pretransmit the training sequence. Because in ASE noise dominated
scenario (considered here) the channel estimates are sensitive to ASE noise, the
training sequence should be sufficiently long to average the noise. For DGDs up to
100 ps, the training sequence composed of several OFDM symbols is sufficient. For
larger DGDs longer OFDM training sequence is required; alternatively, the channel
coefficients can be chosen to maximize the LLRs or someone can use the PBS to
separate the x- and y-polarization components, and consequently process them. The
phase shift of i th subcarrier due to chromatic dispersion can be determined from
training sequence as difference of transmitted and received phase averaged over
different OFDM symbols. Once the channel coefficients and phase shifts due to
PMD and chromatic dispersion are determined, in a decision-directed mode, the
transmitted QAM symbols are estimated by

OXi;k D
�
h�i = jhi j

2
�

e�j� i e�j�kYi;k : (6.29)

The symbol LLRs �.q/.q D 0; 1; : : :; 2b � 1/ can be determined by

�.q/ D �

�
Re
h
OXi;k

i
� Re ŒQAM.map.q//�

�2
N0

�

�
ImŒ OXi;k � � Im ŒQAM.map.q//�

�2
N0

; q D 0; 1; : : : ; 2b � 1 (6.30)
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where Re[] and Im[] denote the real and imaginary part of a complex number,
QAM denotes the QAM-constellation diagram, N0 denotes the PSD of an equiv-
alent Gaussian noise process, and map.q/ denotes a corresponding mapping rule
(Gray mapping is applied here). (b denotes the number of bits per constellation
point.) Let us denote by vj the j th bit in an observed symbol q binary representa-
tion v D .v1, v2, . . . , vb). The bit LLRs needed for LDPC decoding are calculated
from symbol LLRs by

L.Ovj / D log

P
qWvjD0

expŒ�.q/�P
qWvjD1

expŒ�.q/�
: (6.31)

Therefore, the j th bit reliability is calculated as the logarithm of the ratio of a prob-
ability that vj D 0 and probability that vj D 1. In the nominator, the summation is
done over all symbols q having 0 at the position j , while in the denominator over
all symbols q having 1 at the position j .

The results of simulation, for ASE noise-dominated scenario and single-
wavelength channel transmission, are shown in Figs. 6.17–6.19, for the LDPC-
coded SSB OFDM system with aggregate rate of 10 Gb/s, 512 subcarriers, RF
carrier frequency of 10 GHz, oversampling factor of 2, and cyclic extension with 512
samples. The modulation format being applied is QPSK. The LDPC(16935,13550)
code of girt-10, code rate 0.8, and column-weight 3 is used. In Fig. 6.17, we show
the BER performance for DGD of 100 ps, without residual chromatic dispersion.
We see that uncoded case faces significant performance degradation at low BERs.
On the other hand, the LDPC-coded case has degradation of 1.1 dB at BER of 10�9

(when compared to the back-to-back configuration). In Fig. 6.18, we show the BER
performance after 6,500 km of SMF (without optical dispersion compensation),

Fig. 6.17 BER performance
of LDPC-coded OFDM
system with aggregate rate of
10 Gb/s, for DGD of 100 ps
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Fig. 6.18 BER performance
of LDPC-coded OFDM
system with aggregate rate of
10 Gb/s, after 6,500 km
of SMF
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Fig. 6.19 BER performance
of LDPC-coded OFDM
system with aggregate rate of
10 Gb/s, after 6,500 km of
SMF and for DGD of 100 ps
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for a dispersion map composed of 65 sections of SMF with 100 km in length.
The noise figure of erbium-doped fiber amplifiers (EDFAs), deployed periodically
after every SMF section, was set to 5 dB. To achieve the desired OSNR, the ASE
noise loading was applied on receiver side, while the launch power was kept below
0 dBm. We see that LDPC-coded OFDM is much less sensitive to chromatic dis-
persion compensation than PMD. Therefore, even 6,500 km can be reached without
optical dispersion compensation with penalty within 0.4 dB at BER of 10�9, when
LDPC-coded OFDM is used.
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In Fig. 6.19, the efficiency of LDPC-coded OFDM in simultaneous chromatic
dispersion and PMD compensation is studied. After 6,500 km of SMF (without op-
tical dispersion compensation) and for DGD of 100 ps, the LDPC-coded OFDM has
the penalty within 1.5 dB. Notice that coded turbo equalization cannot be used at
all for this level of residual chromatic dispersion and DGD. It can also be noticed
that, from numerical results presented here, that the major factor of performance
degradation in LDPC-coded OFDM with direct detection, in ASE noise-dominated
scenario, is PMD. To improve the tolerance to PMD someone may use longer train-
ing sequences and redistribute the transmitted information among the subcarriers
less affected by DGD, or to use the PBS and separately process x- and y-PSPs, in
a fashion similar to that proposed for OFDM with coherent detection as described
in next section; however, the complexity of such a scheme would be at least two
times higher. Notice that for this level of DGD, the redistribution of power among
subcarriers not being faded away is not needed. For larger values of DGDs, the
penalty due to DGD grows as DGD increases, if the redistribution of subcarriers is
not performed.

6.4.2 Coded OFDM in Fiber-Optics Communication Systems
with Coherent Detection

The transmitter and receiver configurations for coherent detection and format of the
transmitted OFDM symbol are shown in Fig. 6.20a–c, respectively. The bit streams
originating fromm different information sources are encoded using different .n; kl /
LDPC codes of code rate rl D kl=n. kl denotes the number of information bits of
l th .l D 1; 2; : : :; m/ component LDPC code, and n denotes the codeword length,
which is the same for all LDPC codes. The outputs ofm LDPC encoders are written
row-wise into a block–interleaver block. The mapper acceptsm bits at time instance
i from the .m�n/ interleaver column-wise and determines the correspondingM -ary
.M D 2m/ signal constellation point (�I;i , �Q;i ) in 2D constellation diagram such as
M -ary PSK orM -ary QAM. The coordinates correspond to in-phase (I) and quadra-
ture (Q) components of M -ary 2D constellation. The 2D constellation points, after
serial-to-parallel (S/P) conversion, are used as the data-values for the FFT of a mul-
ticarrier OFDM signal. By selecting the number of subcarriersK, sufficiently large,
OFDM symbol interval can be made significantly larger than the dispersed pulse-
width of an equivalent single-carrier system, resulting in ISI reduction. The OFDM
symbol, shown in Fig. 6.20c, is generated as follows:NQAM.�K/ input 2D symbols
are zero-padded to obtain NFFT input samples for IFFT, NG nonzero samples are
inserted (as explained below) to create the guard interval, and the OFDM symbol is
multiplied by the window function. The purpose of cyclic extension is to preserve
the orthogonality among subcarriers even when the neighboring OFDM symbols
partially overlap due to dispersion, and the role of windowing is to reduce the out-
of-band spectrum. For efficient chromatic dispersion and PMD compensation, the
length of cyclically extended guard interval should be larger than the spread due
to chromatic dispersion and PMD. The cyclic extension, illustrated in Fig. 6.20c, is
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accomplished by repeating the last NG=2 samples of the effective OFDM symbol
part .NFFT samples) as a prefix, and repeating the first NG=2 samples as a suffix.
After D/A conversion and low-pass filtering, the real-part of OFDM signal (I) and
the imaginary-part of OFDM signal (Q) are mapped to the optical domain using two
single-drive MZMs.

The complex envelope of a transmitted OFDM signal can be written as

sOFDM.t/ D

1X
kD�1

w.t � kT/
NFFT=2�1X
iD�NFFT=2

Xi;k � e
j2� i

TFFT
�.t�kT/

; (6.32)

and it is defined for t 2 ŒkT � TG=2 � Twin; kT C TFFT C TG=2 C Twin�. In the
above expression, Xi;k denotes the i th subcarrier of the kth OFDM symbol, w.t/ is
the window function, T denotes the duration of the OFDM symbol, TFFT denotes
the FFT sequence duration, TG is the guard interval duration (the duration of cyclic
extension), and Twin denotes the windowing interval duration. One DFB laser is used
as CW source, and 3-dB coupler is used to split the CW signal for both MZMs. After
the appropriate sampling, the sum in (6.32) (obtained by ignoring the windowing
function) can be written as follows:

xm;k D

NFFT=2�1X
iD�NFFT=2

Xi;k exp
�

j2�
im
NFFT

�
; m D 0; 1; : : : ; NFFT � 1; (6.33)

and corresponds to the discrete Fourier transform (DFT) (except for the normaliza-
tion factor 1=N ).

The received electrical field, in the presence of chromatic dispersion, can be writ-
ten as

Es D exp
�
j.2�f LD

t
C �PN;S/

�NFFTX
kD1

Xkej2�f kt ej�CD.k/; (6.34)

where �CD.k/ denotes the phase factor of kth subcarrier

�CD.k/ D
!2
k
jˇ2jL

2
D
4�2f 2

k

2

�2LD

2�c
DL D

�c

f 2LD
Dtf

2
k ; (6.35)

with fk being the kth subcarrier frequency (corresponding angular frequency is
!k D 2�fk), fLD being the transmitting laser-emitting frequency (the corre-
sponding wavelength is �k), Dt being the total dispersion coefficients (Dt D DL;
D – dispersion coefficient, L– the fiber length), and c being the speed of light.
(ˇ2 denotes the GVD parameter.) The coherent detector output (see Fig. 6.20d), in
complex notation, can be written as

v.t/ ' RPINrF exp
˚
j
�
2� .fLD � fLO/ t C �PN;S � �PN;LO

�	 NFFTX
kD1

Xke
j2�f k t ej�CD.k/ CN;

(6.36)
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where fLO denotes the local laser-emitting frequency, RPIN is the photodetector re-
sponsivity, rF is feedback resistor from trans-impedance amplifier configuration,
while 'PN;S and 'PN;LO represent the laser phase noise of transmitting and receiv-
ing (local) laser, respectively. These two noise sources are commonly modeled as
Wiener–Lévy process [43], which is a zero-mean Gaussian process with variance
2�.��S C ��L/jt j, where ��S and ��L are the laser linewidths of transmitting
and receiving laser, respectively. N D NI� jNQ represent the noise process, mostly
dominated by ASE noise.

The kth subcarrier received symbol Yk can, therefore, be represented by

Yk D Xk exp
�
j
�
�PN;S � �PN;LO

��
exp Œj�CD.k/�CNk ; Nk D Nk;I CNk;Q;

(6.37)

where Nk represents the circular complex Gaussian process due to ASE noise. The
transmitted symbol on kth subcarrier can be estimated by

QXk D Yk exp
�
�j
�
�PN;S � �PN;LO

��
exp Œ�j�CD.k/� ; (6.38)

where the chromatic dispersion phase factor of kth subcarrier �CD.k/ is estimated
by training based channel estimation, while the phase factor 'PN;S � 'PN;LO is esti-
mated by pilot-aided channel estimation. The soft outputs of the FFT demodulator
are used to estimate the bit reliabilities that are fed to identical LDPC iterative de-
coders implemented based on the sum-product with correction term algorithm as
we explained earlier. The chromatic dispersion is, therefore, quite straightforward to
compensate for, while for PMD compensation we have different options described
in incoming subsections. Before we turn our attention to different PMD compen-
sation schemes of high spectral efficiency, in next section we briefly describe the
PMD channel model.

6.4.2.1 Description of PMD Channel Model

For the first-order PMD study, the Jones matrix, neglecting the polarization depen-
dent loss and depolarization effects, can be represented by [44]

H D

�
hxx.!/ hxy.!/

hyx.!/ hyy.!/

�
D RP.!/R�1; P.!/ D

�
e�j!�=2 0

0 ej!�=2

�
;

(6.39)

where � denotes DGD, ! is the angular frequency, andR D R.�; "/ is the rotational
matrix [44]

R D
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�
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2

�
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�
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2
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2
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e�j"=2

3775 (6.40)
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with � being the polar angle, and " being the azimuth angle. For OFDM with co-
herent detection, the received symbol vector of kth subcarrier in i th OFDM symbol
r i;k D Œrx;i;kry;i;k �

T can be represented by

r i;k D H ksi;kejŒ�CD.k/C�T��LO� C ni;k ; (6.41)

where si;k D Œsx;i;ksy;i;k �
T denotes the transmitted symbol vector of kth subcar-

rier in i th OFDM symbol, for both polarizations, ni;k D Œnx;i;kny;i;k �T denotes the
noise vector dominantly determined by the amplified spontaneous emission (ASE)
noise; �T and �LO denote the laser phase noise processes of transmitting and local
lasers, �CD.k/ denotes the phase distortion of kth subcarrier due to chromatic dis-
persion, and the Jones matrix of kth subcarrier H k is already introduced in (6.39).
The transmitted/received symbols are complex-valued, with real part correspond-
ing to the in-phase coordinate and imaginary part corresponding to the quadrature
coordinate. The equivalent mathematical model is similar to that for wireless com-
munications, and it is shown in Fig. 6.21.

Figure 6.22 shows the magnitude responses of hxx and hxy coefficients of Jones
channel matrix against normalized frequency f � (the frequency is normalized with
DGD � so that the conclusions are independent on the data rate) for two different
cases: (a) � D �=2 and " D 0, and (b) � D �=3 and " D 0. In the first case
channel coefficient hxx completely fades away for certain frequencies, while in the
second case it never completely fades away; suggesting that the first case represents
the worst case scenario. To avoid this problem, in OFDM systems someone can
redistribute the transmitted power among subcarriers not being under fading, or use
the polarization diversity. We describe several alternative approaches instead in the
following that can be used for a number of modulation formats including M -ary
PSK, M -ary QAM, and IPQ.

Fig. 6.21 Equivalent OFDM
channel model
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frequency for: (a) � D �=2 and " D 0, and (b) � D �=3 and " D 0

6.4.2.2 PMD Compensation by Coded OFDM in Fiber-Optics
Communication Systems with Coherent Detection

In this section, we describe several PMD compensation schemes based on coded
OFDM: (a) polarization diversity coded OFDM (described in the first subsec-
tion below, (b) BLAST-type polarization interference cancellation (described in
the second subsection below), (c) iterative polarization cancellation (described in
the second subsection below), and (d) Alamouti-type polarization-time (PT) coding
(described in the third subsection below). The performance assessment of different
PMD compensation schemes is given in the fourth subsection below.

PMD Compensation by Polarization-Diversity-Coded OFDM

The polarization diversity receivers are similar to diversity receivers used in wireless
communication systems [45]. The transmitter configuration is essentially the same
as that in Fig. 6.20a, except for the insertion of PBS after the DFB laser. The re-
ceiver configuration of polarization-diversity-coded OFDM is shown in Fig. 6.23,
while the coherent detector is already shown in Fig. 6.20d. The operational princi-
ple of OFDM receivers, for x- and y-polarizations, is similar to that of single OFDM
receiver, the only difference is in the symbol detector.

Assuming that x-polarization is used on a transmitter side, the transmitted sym-
bol sk;i can be estimated by

Qsk;i D
ri;k;xh

�
xx .k/C ri;k;yh

�
xy .k/

jhxx .k/j
2
C
ˇ̌
hxy .k/

ˇ̌2 ; (6.42)
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Fig. 6.23 The receiver configuration for polarization-diversity-coded OFDM with coherent detec-
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where hxx and hxy are channel coefficients introduced already in (6.39); while ri;k;x
and ri;k;y represent the received QAM symbol in kth subcarrier of i th OFDM sym-
bol corresponding to x- and y-polarizations, respectively.

The symbol-detector soft estimates of symbols carried by kth subcarrier in i th
OFDM symbol are forwarded to the APP demapper, which determines the symbol
LLRs �.q/.q D 0; 1; : : :; 2b � 1/ by

�.q/ D �

�
ReŒQsi;k � � Re ŒQAM.map.q//�

�2
2�2

�

�
ImŒQsi;k � � ImŒQAM.map.q//�

�2
2�2

; q D 0; 1; : : : ; 2b � 1 (6.43)

where Re[] and Im[] denote the real and imaginary part of a complex number, QAM
denotes the QAM-constellation diagram, �2 denotes the variance of an equivalent
Gaussian noise process originating from ASE noise, and map.q/ denotes a corre-
sponding mapping rule (Gray mapping is applied here). (b denotes the number of
bits per constellation point.) Let us denote by vj the j th bit in an observed symbol q
binary representation v D .v1; v2; : : :; vb/. The bit LLRs needed for LDPC decoding
are calculated from symbol LLRs by

L.Ovj / D log

P
qWvjD0

expŒ�.q/�P
qWvjD1

expŒ�.q/�
: (6.44)

Therefore, the j th bit reliability is calculated as the logarithm of the ratio of a prob-
ability that vj D 0 and probability that vj D 1. In the nominator, the summation is
done over all symbols q having 0 at the position j , while in the denominator over
all symbols q having 1 at the position j . The extrinsic LLRs are iterated backward
and forward until convergence or pre-determined number of iterations is reached.
The LDPC code used here belongs to the class of quasi-cyclic codes of large girth
.g � 10/ described earlier, so that the corresponding decoder complexity is low
compared to random LDPC codes, and does not exhibit the error floor phenomena
in the region of interest in fiber-optics communications .� 10�15/ [51].
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BLAST-Type Polarization Interference Cancellation and Iterative Polarization
Cancellation in LDPC-Coded OFDM Fiber-Optics Communication Systems

In this subsection we discuss two schemes suitable for PMD compensation, which
do not require the increase of complexity as DGD increases. The first scheme is
based on Bell Laboratories layered space–time architecture (BLAST) [46], orig-
inally proposed to deal with spatial interference in wireless communications. We
consider two versions of this scheme [10]: (a) zero-forcing vertical-BLAST scheme
(ZF V-BLAST), and (b) minimum-mean-square-error vertical-BLAST (MMSE
V-BLAST) scheme. Because the ZF V-BLAST scheme is derived by ignoring the
influence of ASE noise, we proposed the second scheme that uses the output of
ZF V-BLAST scheme as starting point and removes the remaining polarization
interference in an iterative fashion. This approach also leads to reducing the influ-
ence of ASE noise. We evaluate the performance of those schemes when used in
combination with coherent detection based OFDM. We describe how to use those
schemes together with multilevel modulation and FEC. The arbitrary FEC scheme
can be used with proposed PMD compensation schemes; however, the use of LDPC
codes leads to channel capacity achieving performance.

The polarization interference cancellation scheme based on V-BLAST algorithm,
which uses an LDPC code as channel code, is shown in Fig. 6.24. The 2D signal con-
stellation points, generated in fashion similar to that reported in Sect. 6.1, are split
into two streams for OFDM transmitters (see Fig. 6.24a) corresponding to the x-
and y-polarizations. The QAM constellation points are considered to be the values
of the FFT of a multicarrier OFDM signal. The OFDM symbol is generated simi-
larly as reported above: NQAM input QAM symbols are zero-padded to obtain NFFT
input samples for inverse FFT (IFFT), NG nonzero samples are inserted to create
the guard interval, and the OFDM symbol is multiplied by the window function.
For efficient chromatic dispersion and PMD compensation, the length of cyclically
extended guard interval should be smaller than the total spread due to chromatic dis-
persion and DGD. The cyclic extension is accomplished by repeating the last NG=2

samples of the effective OFDM symbol part .NFFT samples) as a prefix, and repeat-
ing the firstNG=2 samples as a suffix. After DAC, the RF OFDM signal is converted
into the optical domain using the dual-drive MZM. Two MZMs are needed, one for
each polarization. The outputs of MZMs are combined using the polarization beam
combiner (PBC). One DFB laser is used as CW source, with x- and y-polarization
separated by a PBS.

The receiver architecture is shown in Fig. 6.24b. The configuration of polariza-
tion interference cancellation scheme by BLAST-algorithm is shown in Fig. 6.25a.
The received symbol vector in kth subcarrier of i th OFDM symbol in both polar-
ization is linearly processed, the processing is described by matrix C k related to
channel matrix H k as shown below, and the estimate of polarization interference
obtained from preliminary decisions Qsi;k , denoted as Dk Qsi;k , is removed from re-
ceived symbol r i;k . The Euclidean detector can be used to create the preliminary
decisions. When the presence of ASE noise is ignored, the zero-forcing V-BLAST
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polarization interference cancellation scheme results. The matrices C k andDk can
be determined from QR-factorization of channel matrix Hk D QkRk , as follows
[10, 47]:

C k D diag�1.Rk/Q
�

k
; Dk D diag�1.Rk/Rk � I ; (6.45)

where I is identity matrix, and with diag() we denoted the diagonal elements of
Rk . Notice that elements at main diagonal in Dk are set to zero in order to have
only polarization interference be removed. (We use � to denote the simultaneous
transposition and complex-conjugation.) In the presence of ASE noise, the matrices
C k andDk can be determined by minimizing the MSE, which leads to

C k D diag�1.S k/.S
�

k
/�1H

�

k
; Dk D diag�1.S k/S k � I ; (6.46)
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where S k is upper triangular matrix obtained by Cholesky factorization of

H
�

k
H k C I=SNR � S �

k
S k ; (6.47)

where SNR denotes corresponding electrical SNR. The derivation of (6.45) and
(6.46) is equivalent to that for wireless communications [47], and as such is omitted
here. Because the ZF V-BLAST is derived by ignoring the influence of ASE noise,
we propose to use ZF V-BLAST as starting point, and perform the polarization in-
terference cancellation in an iterative fashion as shown in Fig. 6.25b. If Qr.l/

i;k
denotes

the processed received symbol of kth subcarrier in i th OFDM symbol (for both po-
larizations) in l th iteration, then corresponding received symbol in (l + 1)th iteration
can be found by

Qr.lC1/
i;k

D Qr.l/
i;k
� ŒC kH k � diag.C kH k/� Qsi;k

.l/; (6.48)

where Qs.l/
i;k

denotes the transmitted symbol (of kth subcarrier in i th OFDM sym-
bol (for both polarizations)) estimate in l th iteration. The matrices C k and Dk are
already introduced above. Notice that different matrix operations applied above are
trivial because the dimensionality of matrices is small, 2 � 2.

The BLAST-detector soft estimates of symbols carried by kth subcarrier in i th
OFDM symbol, si;k;x.y/, are forwarded to the APP demapper, which determines the
symbol LLRs �x.y/.q/.q D 0; 1; : : :; 2b � 1/ of x- (y-) polarization by

�x.y/.q/ D �

�
ReŒQsi;k;x.y/� � ReŒQAM.map.q//�

�2
2�2

�
.ImŒQsi;k;x.y/� � ImŒQAM.map.q//�/2

2�2
; q D 0; 1; : : : ; 2b � 1 (6.49)
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where Re[] and Im[] denote the real and imaginary part of a complex number, QAM
denotes the QAM-constellation diagram, �2 denotes the variance of an equivalent
Gaussian noise process originating from ASE noise, and map.q/ denotes a corre-
sponding mapping rule (Gray mapping is applied here). (b denotes the number of
bits per constellation point.) Let us denote by vj;x.y/ the j th bit in an observed
symbol q binary representation v D .v1; v2; : : :; vb/ for x- (y-) polarization. The bit
LLRs needed for LDPC decoding are calculated from symbol LLRs by (6.44).

PMD Compensation by Polarization-Time Coding

In this section, we describe the PT-encoder and PT-decoder based on Alamouti-type
scheme, and describe how to interplay them with coded OFDM. The PT-encoder
operates as follows [11]. In the first half of i th time instance (“the first channel
use”) it sends symbol sx to be transmitted using x-polarization channel and sym-
bol sy to be transmitted using y-polarization channel. In the second half of i th
time instance (“the second channel use”) it sends symbol �s�y to be transmitted us-
ing x-polarization channel, and symbol �s�x to be transmitted using y-polarization.
Therefore, the PT-coding procedure is similar to the Alamouti-scheme [48]. Notice
that Alamouti-type PT-coding scheme has the spectral efficiency comparable to co-
herent OFDM with polarization diversity scheme. When the channel is used twice
during the same symbol period, the spectral efficiency of this scheme is twice higher
than that of polarization diversity OFDM. Notice that the hardware complexity of
PT-encoder/decoder is trivial compared to that of OFDM. The transmitter complex-
ity is slightly higher than that that reported in Sect. 6.4.2.2; it requires additional
PT-encoder, a PBS and a PBC. On the receiver side, we have the option to use only
one polarization or to use both polarizations. The receiver architecture employing
both polarizations is shown in Fig. 6.26b.
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The operations of all blocks, except the PT-decoder, are similar to those we
reported above. Hence, we concentrate only on description of PT-decoder. The re-
ceived symbol vectors in i th time instance for the first .r i;1/ and second channel
use .r i;2/ can be written, respectively, as follows:

r i;1 D Hsi;1e
j.�T��LO/Cj�CD.k/ C ni;1; (6.50)

r i;2 D Hsi;2ej.�T��LO/Cj�CD.k/ C ni;2; (6.51)

where the Jones (channel) matrix H , r i;1.2/ D Œrx;i;1.2/ry;i;1.2/�
T denotes the re-

ceived symbol vector in the first (second) channel use of i th time instance, while
ni;1.2/ D Œnx;i;1.2/ny;i;1.2/�

T is the ASE noise vector corresponding the first (sec-
ond) channel use in i th time instance. We use si;1 D Œsx;isy;i �T to denote the symbol
transmitted in the first channel use of i th time instance, and si;2 D Œ�s�y;i s

�
x;i �

T to
denote the symbol transmitted in the second channel use (of the same time instance).
Because the symbol vectors transmitted in the first and the second channel use of
i th time instance are orthogonal, sCi;1si;2 D 0, (6.50) and (6.51) can be rewritten by
separately grouping x- and y-polarizations as follows:"

rx;i;1
r�x;i;2

#
D

"
hxx hxy

h�xy �h
�
xx

#�
sx;i
sy;i

�
ej.�T��LO/Cj�CD.k/ C

"
nx;i;1
n�x;i;2

#
; (6.52)

"
ry;i;1
r�y;i;2

#
D

"
hyx hyy
h�yy �h

�
yx

#�
sx;i
sy;i

�
ej.�T��LO/Cj�CD.k/ C

"
ny;i;1
n�y;i;2

#
: (6.53)

If only one polarization is to be used, we can solve either (6.52) or (6.53). However,
the use of only one polarization results in 3 dB penalty with respect to the case when
both polarizations are used. Following the derivation similar to that performed by
Alamouti [48], it can be shown that the optimum estimates of transmitted symbols
at the output of PT-decoder (for ASE noise dominated scenario) can be obtained as
follows:

Qsx;i D h
�
xxrx;1 C hxyr

�
x;2 C h

�
yxry;1 C hyyr

�
y;2; (6.54)

Qsy;i D h
�
xyrx;1 � hxxr

�
x;2 C h

�
yyry;1 � hyxr

�
y;2; (6.55)

where Qsx;i and Qsy;i denote the PT-decoder estimates of symbols sx;i and sy;i trans-
mitted in i th time instance. In case that only one polarization is to be used, say
x-polarization, then the last two terms in (6.54) and (6.55) are to be omitted. The
PT-decoder estimates are forwarded to the APP demapper, which determines the
symbol LLRs in a fashion similar to (6.49). The bit LLRs are calculated from sym-
bol LLRs using (6.44), and forwarded to the LDPC decoders. The LDPC decoders
employ the sum–product-with-correction term algorithm and provide the extrinsic
LLRs to be used in the APP demapper. The extrinsic LLRs are iterated backward
and forward until convergence or predetermined number of iterations is reached.
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Evaluation of Different PMD Compensation Schemes

We are turning our attention to the BER performance evaluation of the schemes
described in previous sections. The results of simulation for uncoded OFDM for
different PMD compensation schemes are shown in Fig. 6.27. The OFDM sys-
tem parameters are chosen as follows: NQAM D 512, oversampling is two times,
OFDM signal bandwidth is set to 10 GHz, and NG D 256 samples. The MMSE
V-BLAST and iterative polarization cancellation schemes (with ZF V-BLAST as
starting point) perform identically (only MMSE curve is shown because the curves
overlap each other), while ZF V-BLAST is slightly worse. Polarization diversity
OFDM outperforms MMSE V-BLAST at low BERs, but performs comparable at
BERs above 10�2, which is the threshold region of girth-10 LDPC codes em-
ployed here. Moreover, the spectral efficiency of MMSE V-BLAST is twice higher
because in polarization diversity OFDM only one polarization is used for trans-
mission. The MMSE V-BLAST OFDM outperforms the PT-coding-based OFDM
at both low and high BERs, and has two times higher spectral efficiency. The
MMSE V-BLAST OFDM scheme is able to compensate for even 1,200 ps of DGD
with negligible penalty. Notice that for corresponding turbo equalization [49] or
maximum-likelihood sequence estimation schemes, the detector complexity grows
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Fig. 6.27 BER performance of BLAST algorithm-based PMD compensation schemes against
polarization diversity OFDM, and PT-coding-based OFDM. B2B back-to-backs
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Fig. 6.28 BER performance of the polarization interference cancelation schemes for LDPC-coded
OFDM

exponentially as DGD increases, and normalized DGD of 800 ps it would require
the trellis description (see [49]) with too many states for practical implementa-
tion. Schemes described in previous sections, although of lower complexity, are
able to compensate up to 1,200 ps of DGD with negligible penalty. The proposed
schemes also outperform the scheme implemented by Nortel Networks researchers
[50], capable of compensating the rapidly varying first-order PMD with peak DGD
of 150 ps.

The results of simulations for LDPC-coded OFDM when MMSE V-BLAST
polarization cancellation scheme is used are shown in Fig. 6.28. The girth-10
LDPC(16935,13550) code of rate 0.8 and column weight 3, is used in simulations.
This code does not exhibit error floor phenomena for the region of interest in optical
communications. At BER of 10�9 the LDPC-coded OFDM with MMSE V-BLAST
polarization interference cancellation scheme outperforms PT-coding based OFDM
by about 1 dB, and has the spectral efficiency twice higher.

6.5 Summary

In this chapter, we described several coded-modulation schemes: (1) MLC
(Sect. 6.2), (2) multidimensional coded modulation (Sect. 6.3), and (3) coded
OFDM (Sect. 6.4). In Sect. 6.1 we described different M -ary modulation formats,
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suitable for use in optical coded modulation schemes to achieve high spectral-
efficiency. We described several coded OFDM schemes suitable for use in
polarization multiplexed OFDM with coherent detection: polarization-time cod-
ing, BLAST algorithm based OFDM and polarization interference cancellation
scheme.
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Chapter 7
Turbo Equalization in Fiber-Optics
Communication Systems

In order to adapt to the ever-increasing demands of telecommunication needs, the
network operators already consider 100 Gb/s per dense wavelength division mul-
tiplexing (DWDM) channel transmission. At those data rates, the performance of
fiber-optic communication systems is degraded significantly due to intra- and in-
terchannel fiber nonlinearities, polarization mode dispersion (PMD), and chromatic
dispersion [1–11]. In order to mitigate the signal distortions at ultra-high bit rates,
some new technologies have been proposed and deployed in optical systems, and
they represent a distinctive new trend in optical fiber communications.

These new technologies include digital signal processing (DSP)-aided optical
channel equalization, digital coherent receiving, multilevel modulations and optical
polarization multiplexing (or optical multiple-input multiple-output technologies)
[1–6]. To deal with chromatic dispersion and PMD a number of channel equaliza-
tion techniques have been proposed recently including digital-filtering approach [1]
and maximum likelihood sequence detection/estimation (MLSD/E) [2]. To simul-
taneously suppress chromatic dispersion and PMD, orthogonal frequency division
multiplexing (OFDM) has been proposed [4, 5]. On the other hand, to deal with
intrachannel nonlinearities someone may use either constrained coding [6].

In several recent publications [3, 6–11], we have shown that fiber nonlineari-
ties, chromatic dispersion, and PMD can simultaneously be compensated for by
using low-density parity-check (LDPC)-coded turbo equalization. This chapter is
therefore devoted to the compensation of different linear and nonlinear channel im-
pairments by turbo equalization. The chapter is organized as follows. In Sect. 7.1, we
provide some basic concepts of both linear and nonlinear equalization. In Sect. 7.2,
we describe the use of turbo equalization for compensation of different linear and
nonlinear channel impairments in fiber-optics communication systems with direct
detection. In Sect. 7.3, we describe the multilevel maximum a posteriori probability
(MAP) turbo equalization scheme based on multilevel Bahl–Cocke–Jelinek–Raviv
(BCJR) algorithm (called here multilevel BCJR equalizer) and a soft-iterative
decoder. This scheme is suitable for compensation of fiber nonlinearities, chromatic
dispersion, and PMD compensation in polarization-multiplexed optical communi-
cation systems using multilevel modulations and coherent detection.

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 7, c Springer Science+Business Media, LLC 2010
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7.1 Channel Equalization Preliminaries

To compensate for linear distortion effects, such as chromatic dispersion, we may
use the circuit known as equalizer, connected in cascade with the system under study
as shown in Fig. 7.1a. The overall frequency response is equal to Hc.!/Heq.!/,
where Hc.!/ is the system (transfer) function and Heq.!/ is the equalizer transfer
function. In this section, we assume that balanced coherent detection is used. For
distortionless transmission we require:

Hc.!/Heq.!/ D e�j!t0 ; (7.1)

so that the frequency response of the equalizer is reversely proportional to that of
the system as follows:

Heq.!/ D
e�j!t0

Hc.!/
: (7.2)

A system that is well suited for equalization is tapped-delay-line (transversal)
equalizer or the finite impulse response (FIR) filter, which is shown in Fig. 7.1b. The
equalizer design can be done by using the window method, which can be described
as follows. Start with a specified order M (M is an even integer). For a given sam-
pling interval Ts, proceed as follows: (1) set the constant time delay t0 D .M=2/=Ts;
(2) take the inverse Fourier transform of Heq.!/ to obtain a desired impulse re-
sponse heq.t/; (3) set h.n/ D w.n/heq.nTs/, where w.n/ is a window of length
(M C 1). The simplest windowing function is the “rectangular window”:

w.n/ D

(
1; n D 0; 1; : : : ;M � 1;

0; otherwise:
(7.3)

For example, the influence of chromatic dispersion can be described by the follow-
ing transfer function

Hc.!/ D exp
�

j
�
ˇ2
2
!2 C

ˇ3
6
!3
�
L

�
; (7.4)

where “2 and and “3 are group-velocity dispersion (GVD) and second-order GVD
parameters, introduced in Chap. 3; andL is the fiber length. From (7.3) it is straight-
forward to design an FIR equalizer to compensate for chromatic dispersion as shown

channel

Hc(ω) Heq(ω)

Distortionless transmission

system

Dispersive

channel
Equalizer

x [n]
a b

y[n]

h[0] h[1] h[2]
h[M]

z−1 z−1 z−1

Fig. 7.1 (a) Equalization principle, (b) tapped-delay-line equalizer (FIR filter)
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Fig. 7.2 The compensation
of polarization-dependent
impairments by FIR filters

x’ x

y’

y

hxx

hxy

hyx
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in [1]. If the second-order GVD parameter can be neglected the FIR equalizer coef-
ficients can even be determined analytically [1]:

hŒk� D

s
jcT2

D�2L
exp

�
�j
�cT2

D�2L
k2
�
; �

�
N

2

�
� k �

�
N

2

�
;

N D 2

$
jDj�2L

2cT 2

%
C 1; (7.5)

where D is dispersion parameter related to GVD by D D �.2�c=�2/ “2. The first-
order PMD can also be compensated for by using a series of FIR filters as shown in
Fig. 7.2, adopted from [1]. The output symbols in x-polarization can be determined
by [1]

xŒk� D hTxxx
0
C hTxyy

0
D

M�1X
mD0

˚
hxxŒm�x

0Œk �m�C hxyŒm�y
0Œk �m�

	
; (7.6)

where hij.i; j 2 fx; yg/ are FIR filters with M taps. The corresponding equation to
determine the symbols in y-polarization can be written in a similar fashion.

The objective of FIR equalizers is to make the intersymbol interference (ISI) to be
zero at all instances t D nTs , except for n D 0, and are known as the zero-forcing
equalizers. However, the amplified-spontaneous emission (ASE) noise, chromatic
dispersion, and PMD act together, affecting the behavior of a transmission system
in a combined manner. Transversal equalizer ignores the effect of channel noise,
which leads to the noise enhancement phenomenon. The better approach for re-
ceiver design would be to use the minimum-mean square error (MMSE) criterion
to determine the equalizer coefficients, which provides a balanced solution to the
problem of reducing the effects of both channel noise and ISI [12–15]. Let c.t/ be
the receiver filter impulse response and x.t/ be the channel output determined by

x.t/ D
X
k

skq.t � kTs/C w.t/; q.t/ D g.t/�hc.t/ (7.7)

where g.t/ is the transmit filter impulse response, hc.t/ is the channel impulse re-
sponse (due to chromatic dispersion and optical/electrical filters), Ts is the symbol
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duration, sk is transmitted symbol at kth time instance, and w.t/ is the channel noise
dominated by ASE noise. The receive filter output can be determined by convolution
of receive filter impulse response and corresponding input by

y.t/ D

Z 1
�1

c.�/x.t � �/d�: (7.8)

By sampling at t D iTs we obtain

y.iTs/ D � i C ni ; � i D
X
k

sk

Z 1
�1

c.�/q.iTs � kTs � �/d�;

wi D
Z 1
�1

c.�/w.iTs � �/d�: (7.9)

The error signal can be defined as the difference of receive sample and transmitted
symbol as follows

ei D y.iTs/ � si D � i C wi � si : (7.10)

The corresponding mean-square error is

MSE D
1

2
E
�
e2i
�
D
1

2
E
h
�2i

i
C
1

2
E
�
w2i
�
C
1

2
EŒs2i �CEŒ� iwi ��EŒwisi ��EŒ� isi �:

(7.11)
Assuming the stationary environment (7.11) can be rewritten as

MSE D
1

2
C
1

2

Z 1
�1

Z 1
�1

�
Rq.t � �/C

N0

2
ı.t � �/

�
c.t/c.�/dtd�

�

Z 1
�1

c.t/q.�t /dt ; (7.12)

where Rq.�/ is the autocorrelation function of q.t/ and N0 is the power spectral
density of ASE noise. To determine the optimum filter in MMSE sense, we perform
the derivation of MSE with respect to c(t) and set the corresponding derivative to
zero to obtain: Z 1

�1

�
Rq.t � �/C

N0

2
ı.t � �/

�
c.�/d� D q.�t /: (7.13)

By applying the Fourier transform (FT) of (7.13) and solving for receive filter trans-
fer function C.f / D FTŒc.t/� we obtain

C.f / D
Q�.f /

Sq.f /C
N0
2

: (7.14)
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Fig. 7.3 Optimum linear receiver in MMSE sense
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Fig. 7.4 Adaptive equalizer

Therefore, the optimum linear receiver, in MMSE sense, consists of the cascade
connection of matched filter and transversal equalizer, as shown in Fig. 7.3.

So far we have assumed that different channel impairments in fiber-optics
communication systems are time-invariant, which is not quite true, especially for
PMD. To solve for this problem the adaptive filtering offers an attractive solution
[12], [13]. An adaptive filter has a set of adjustable filter coefficients, as shown in
Fig. 7.4, which are adjusted in accordance with an algorithm. Very popular adap-
tive filter algorithms are steepest descent algorithm and least-mean-square (LMS)
algorithm [12, 13].

According to the steepest descent algorithm, we update the kth filter coefficient
wk , shown in Fig. 7.4, by making correction of the present value in direction oppo-
site to the gradient rk (in the direction of steepest descent of the error-performance
surface) [14]:

wk ŒnC 1� D wk Œn�C
1

2
� f�rk Œn�g ; k D 0; 1; : : : ; N: (7.15)

If the error signal is defined as difference of desired signal (commonly a training
sequence) and corresponding FIR filter output yŒn� as follows:

eŒn� D dŒn� �
NX
kD0

wk Œn�xŒn � k�; (7.16)
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the gradient rk is determined by

rk Œn� D
@

@wk Œn�
E
�
e2Œn�

�
D �2E ŒeŒn�xŒn � k�� D �2REXŒk�; k D 0; 1; : : : ; N;

(7.17)
whereREXŒk� is the cross-correlation function between the error signal and adaptive
filter input. By substituting (7.17) into (7.15) we obtained the following form of
steepest descent algorithm:

wk ŒnC 1� D wk Œn�C �REXŒk�; k D 0; 1; : : : ; N: (7.18)

In (7.18) � is the real-valued parameter determining speed of convergence. It can be
shown that for this algorithm to converge the following condition is to be satisfied:

0 < � <
2

�max
; (7.19)

where �max is the largest eigenvalue of the correlation matrix RX given below

RX D

2664
RX .0/ RX .1/ � � � RX .N /

RX .1/ RX .0/ � � � RX .N � 1/

� � � � � � � � � � � �

RX .N / RX .N � 1/ � � � RX .0/

3775 ; RX .l/ D EŒxŒn�xŒn � l ��

(7.20)
A drawback of the steepest descent algorithm is that it requires the knowledge of
gradient rk in each iteration. The key idea in LMS algorithm is to approximate the
operator of averaging E[.] in (7.17) by its instantaneous value eŒn�xŒn � k� so that
the update r is simply:

Owk ŒnC 1� D Owk Œn�C �eŒn�xŒn � k�; k D 0; 1; : : : ; N (7.21)

Another interesting equalizer is the decision-feedback equalizer (DFE), shown in
Fig. 7.5. The key idea of decision-feedback equalization is to use decision made on
the basis of precursors of the channel impulse response to take care of postcurosrs,

Transmitted symbol

estimate

−

+Feedforward

section

Decision

device

Feedback

section

Fig. 7.5 Decision-feedback equalizer (DFE)
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assuming that decisions were correct. Let the channel impulse response in discrete
form be denoted by hŒn�. The response of the channel, in absence of noise, to an
input sequence xŒn� is as follows:

yŒn� D
X
k

hŒk�xŒn � k� D hŒ0�xŒn�C
X
k<0

hŒk�xŒn � k�„ ƒ‚ …
precursors

C

X
k>0

hŒk�xŒn � k�„ ƒ‚ …
postcursors

(7.22)

The first term hŒ0�xŒn� represents the desired data symbol; the second term is a
function of previous samples only, with the channel coefficients being known as
precursors; and the third term is a function of incoming samples, with channel coef-
ficients being known as postcursors. The DFE is composed of feed-forward section,
a feedback section, and a decision device, as shown in Fig. 7.5. The feedforward and
feedback sections can be implemented as FIR filters, and can be adaptive. Because
the transmitted symbol estimate is dependent on previous decisions, this equalizer is
nonlinear. When previous decisions are in error, the error propagation effect occurs.
The errors, however, do not persist indefinitely, rather they occur in bursts.

Another very important equalizer is based on maximum likelihood sequence de-
tection (estimation) (MLSD or MLSE) [2, 15–22]. Because this method estimates
the sequence of transmitted symbols, it avoids the problem of noise enhance-
ment. The MLSE chooses an input sequence of transmitted symbols fskg that
maximizes the likelihood of received signal y.t/, see (7.8). By using Gram–Schmidt
orthonormalization procedure we can express the received signal y.t/ by using a
complete set of orthonormal basis functions f�n.t/g as follows [12–15]:

y.t/ D

NX
nD1

yn�n.t/; (7.23a)

where

yn D

1X
kD�1

skhnk C vn D
LX
kD0

skhnk C vn; hnk D

Z LTs

0

h.t � kTs/��n.t/dt ;

vn D
Z LTs

0

w.ts/��n.t/dt ; h.t/ D g.t/�hc.t/
�c.t/:

(7.23b)

N in (7.23) denotes the cardinality of basis set, L is the channel memory and h.t/
is the overall system impulse response (the convolution of transmit, channel, and
receive filters impulse responses). Because vn are Gaussian random variables, the
distribution of yN D Œy1 y2 : : : yN �T is a multivariate Gaussian:

p.yN jdL; h.t// D

NY
nD1

8<: 1

�N0
exp

24� 1

N0

ˇ̌̌̌
ˇyn �

LX
kD0

dkhnk

ˇ̌̌̌
ˇ
2
359=;; (7.24)
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where N0 is the PSD of ASE noise (see Chap. 3). The MLSE decides in favor of the
symbol sequence sL that maximizes the likelihood function above ( (7.24)):

Os
L
D arg max

sL
p
�
yN jsL; h.t/

�
D arg max

sL

24� ˇ̌̌̌ˇyn �
LX
kD0

skhnk

ˇ̌̌̌
ˇ
2
35

D arg max
sL

(
2Re

"X
k

s�k

NX
nD1

ynh
�
nk

#
�

X
k

X
m

sks
�
m

NX
nD1

hnkh
�
nm

)
: (7.25)

By noticing that the following is valid:

NX
nD1

ynh
�
nk D

Z 1
�1

y.�/h�.� � kTs/d� D sŒk�;
NX
nD1

hnkh
�
nm

D

Z 1
�1

h.� � kTs/ h�.� � mTs/d� D f Œk �m�; (7.26)

(7.25) can be simplified as follows:

Os
L
D arg max

sL

(
2Re

"X
k

s�kyŒk�

#
�

X
k

X
m

sks
�
muŒk �m�

)
;

uŒk �m� D u.nTs � kTs/; u.t/ D h.t/ � h�.�t /: (7.27)

Equation (7.27) can efficiently calculated by Viterbi algorithm [13]. The Viterbi al-
gorithm provides the hard decisions and as such is not suitable for use with soft
decision decoding schemes. To fully exploit the advantages of iterative decoding,
the soft reliabilities are needed that can be obtained by soft-output Viterbi algorithm
(SOVA) [23], BCJR algorithm [24], or by Monte Carlo equalization [25]. To fur-
ther improve the BER performance, perform the iteration of extrinsic information
between soft equalizer and soft decoder, the procedure known as turbo equalization
[3,7–11,26–28], which is described in the next two sections. The turbo equalization
can be used to simultaneously compensate for chromatic dispersion, PMD and fiber
nonlinearities, as we have shown in [3]. To compensate for nonlinear impairments
we can also use the nonlinear filtering methods [29].

In this section, we described different equalization methods assuming that co-
herent balanced detection is used. For direct detection, however, the Gaussian
assumption in (7.27) is not more valid. We have shown in [30] that for direct de-
tection systems the distribution is rather exponential than Gaussian. The description
of equalization of different channel impairments for direct detection systems can be
found in [16–22]. In the next section, we describe how LDPC-coded turbo equaliza-
tion can be used to simultaneously compensate for both linear and nonlinear channel
impairments in fiber-optic communication systems with direct detection.
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7.2 Turbo Equalization in Fiber-Optics Communication
Systems with Direct Detection

As mentioned in Introduction, we will study LDPC-coded turbo equalization
scheme, as a universal detection-decoding scheme that can be used simultaneously
for: (1) suppression of fiber nonlinearities [7], (2) PMD compensation [8–10], and
(3) chromatic dispersion compensation [3]. Before we describe a dynamical non-
linear optical channel model, we provide the basic concepts of optimum detection
in minimum probability of error sense. Let x denote the transmitted sequence and
y the received sequence. The optimum receiver assigns Oxk to the value x 2 f0; 1g
that maximizes the a posteriori probability (APP) P.xk D xjy/ given the received
sequence y

Oxk D arg max
x2f0;1g

P.xk D xjy/: (7.28)

The corresponding algorithm is commonly referred to as a maximum a posteriori
probability (MAP) algorithm. In practice, it is common to use the logarithmic ver-
sion of equation (7.28) as follows:

Oxk D

(
0; L.xkjy/ � 0;

1; otherwise;
L.xkjy/ D log

�
P.xk D 0jy/

P.xk D 1jy/

�
; (7.29)

where L.xkjy/ is the conditional log-likelihood ratio (LLR). To calculate the
P.xk D xjy/ needed in either equation above we invoke the Bayes’ rule:

P.xk D xjy/ D
X

8xW xkDx

P.xjy/ D
X

8xW xkDx

P.yjx/P.x/

P.y/
; (7.30)

where P.yjx/ is conditional probability density function (PDF), and P (x) is the
a priori probability of input sequence x, which when the symbols are independent
factors as P.x/ D

QN
nD1 P.xn/. By substituting (7.30) into (7.29), the conditional

LLR can be written as:

L.xkjy/ D log

26664
P

8 xWxkD0

p.yjx/
NQ
nD1

P.xn/

P
8 xWxkD1

p.yjx/
NQ
nD1

P.xn/

37775 D Lext.xkjy/C L.xk/; (7.31)

where the extrinsic information about xk contained in y Lext.xkjy/ and the a priori
LLR L.xk/ are defined, respectively, as



258 7 Turbo Equalization in Fiber-Optics Communication Systems

Lext.xkjy/ D log

26664
P

8 xWxkD0

p.yjx/
NQ

nD1; n¤k

P.xn/

P
8 xWxkD1

p.yjx/
NQ

nD1; n¤k

P.xn/

37775; L.xk/ D log
�
P.xk D 0/

P.xk D 1/

�
:

(7.32)
From (7.31) and (7.32), it is clear that computation of conditional LLRs can be
computationally extensive. One possible computation is based on BCJR algorithm
[24], with log-domain version described below.

7.2.1 Description of LDPC-Coded Turbo Equalizer

The LDPC-coded turbo equalizer (TE), shown in Fig. 7.6a, is composed of two
ingredients: (1) the BCJR algorithm based equalizer, and (2) the LDPC decoder.
Transmitter (shown in Fig. 7.6b) is based on standard RZ transmitter and an LDPC
encoder.

BCJR equalizer serves as nonlinear ISI canceller, reduces the BER down to
the forward error correction (FEC) threshold, and provides accurate estimates of
LLRs for LDPC decoder. To further improve BER performance we allow for
iteration of extrinsic information between BCJR equalizer and LDPC decoder.
The BCJR equalizer operates on a discrete dynamical trellis description of the

OF
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EF &

Sampler 

BCJR

Equalizer

LDPC

Decoder

Turbo Equalizer

MZM

DATA

Rb /2LDPC

NRZ
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MZMDFB

Fig. 7.6 (a) Receiver and LDPC-coded turbo equalizer architectures; and (b) transmitter config-
uration. MZM Mach–Zhender modulator, DFB distributed feedback laser, LDPC LDPC encoder,
OF optical filter, PD photodetector, EF electrical filter
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Fig. 7.7 Trellis description
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optical channel, with memory equal to 2m C 1, with 2m being the number of
bits that influence the observed bit from both sides. This dynamical trellis is
uniquely defined by the set of previous state, the next state, in addition to the
channel output. The state (the bit-pattern configuration) in the trellis is defined
as sj D .xj�m; xj�mC1; ::; xj ; xjC1; : : :; xjCm/ D xŒj � m; j C m�, where
xk 2 X D f0; 1g. An example trellis of memory 2mC 1 D 5 is shown in Fig. 7.7.
The trellis has 25 D 32 states .s0; s1; : : :; s31/, each of which corresponds to a
different 5-bit pattern. For the complete description of the trellis, the transition
probability density functions (PDFs) p.yj jxj / D p.yj js/; s 2 S can be deter-
mined from collected histograms (yj represents the sample at the input of the BCJR
equalizer that corresponds to the transmitted bit uj , and S is the set of states in the
trellis). Because the collection of histograms is time consuming and sensitive to the
precision, a better option would be to estimate conditional PDFs using instantons
(or method of optimal fluctuations) to estimate far tails, and Edgeworth expansion
to refine the middle part, as we proposed in [30].

Let s0 D xŒk�m�1; kCm�1� represent the previous state, s D xŒk�m; kCm�
the present state, x D .x1; x2; : : :; xN / the transmitted codeword (or sequence when
FEC is not used), and y D .y1; y2; : : :; yN / the received sequence of samples. To
efficiently compute P.xkjy/, our starting point is to calculate P.s0; s;y/ as follows

p.s0; s;y/ D P.s0; sjy/p.y/: (7.33)

The sequence y can be interpreted as y D .y1 : : : yk�1/yk.ykC1 : : : yN / D

yŒ1; k � 1�ykyŒk C 1;N �. By using the joint probability in terms of conditional
probability rule P.a; b/ D P.bja/P.a/, the previous equation can be rewritten as

p.s0; s;y/ D ˛0k.s/
0
k.s
0; s/ˇ0k.s/I ˛0k.s/ D p.s;yŒ1; k � 1�/;

 0k.s
0; s/ D p.s; ykjs

0�/; ˇ0k.s/ D p.yŒk C 1;N �js/: (7.34)
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The probability ˛0
k

can be computed by forward recursion

˛0k.s/ D
X
8 s02S

 0k.s
0; s/ˇ0k.s/: (7.35)

The probability ˇ0k can be computed by backward recursion

ˇ0k.s
0/ D

X
8 s2S

˛0k.s/
0
k.s
0; s/: (7.36)

The transition probability term can be further decomposed as

 0k.s
0; s/ D p.sjs0/p.ykjs

0; s/: (7.37)

This transition probability is driven by the input symbol x.s0;s/ (that causes s0 to
s transition, denoted as .s0; s/) and p.ykjs0; s/ is dependent on the corresponding
output symbol y.s0;s/ so that it can be rewritten as follows:

 0k.s
0; s/ D

�
p.xk D x.s0;s//p.ykjy.s0;s//; .s

0; s/ 2 T ;

0; otherwise;
(7.38)

where T is the set of all possible transitions in trellis channel description. For
example, for ASE noise-dominated scenario and balanced coherent detection the
p.ykjy.s0;s// is given by

p.ykjy.s0;s// D
1

�
p
2�

exp

"
�

�
yk � y.s0;s/

�2
2�2

#
; (7.39)

where �2 is the electrical domain variance due to ASE noise.
What remains now is to calculate the APP P.xkjy/, which can be obtained by

summing (7.34) over all branches corresponding to input symbol xk :

P.xk D xjy/ D
X

8.s0;s/2T WxkDx

p.s0; s;y/ D
X

8.s0;s/2T WxkDx

˛0k.s/
0
k.s
0; s/ˇ0k.s/:

(7.40)

The corresponding conditional LLR L.xkjy/ can be obtained from (7.29) by using
(7.40) as follows:

L.xkjy/ D log
�
P.xk D 0jy/

P.xk D 1jy/

�
D log

264
P

8.s0;s/2T WxkD0

˛0
k
.s/ 0

k
.s0; s/ˇ0k.s/P

8.s0;s/2T WxkD1

˛0
k
.s/ 0

k
.s0; s/ˇ0k.s/

375 :
(7.41)
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The conditional LLR in (7.41) can be simplified by defining the log-domain forward
metric as ˛k.s/ D log ˛0

k
.s/ and the backward metric as ˇk.s/ D logˇ0k.s/, and it

is given by

L.xkjy/ D max �
8 .s0;s/2T WxkD0

�
˛k�1.s

0/C k.s
0; s/C ˇk.s/

�
� max �
8 .s0;s/2T WxkD1

�
˛k�1.s

0/C k.s
0; s/C ˇk.s/

�
; (7.42)

where max�-operator is defined by max�.x; y/ D log.ex C ey/, and it can be ef-
ficiently calculated by max�.x; y/ D max.x; y/ C c.x; y/, where c.x; y/ is the
correction factor, c.x; y/ D logŒ1 C exp.�jx � yj/�, commonly approximated
or implemented using a look-up table. The forward and backward recursion steps
of BCJR equalizer are illustrated in Figs. 7.8a, b, respectively. For log-domain the
branch metric can be defined as

k.s
0; s/ D log  0k.s

0; s/ D

(
log

�
p.xk D x.s0;s//p.ykjy.s0;s//

�
; .s0; s/ 2 T ;

�1; otherwise;
(7.43)

p.ykjy.s0;s// D p.ykjxŒk � m; k C m�/ is obtained, as already explained above,
by either collecting the histograms or by instanton–Edgeworth expansion method,
and P.xk/ represents a priori probability of transmitted bit xj , which is 1/2 when
equally probable transmission is observed.

The dashed lines in Fig. 7.8 corresponds to transitions .s0; s/ W xk D 0, and the
solid lines to transitions .s0; s/ W xk D 1. The initial forward and backward metrics
values are set to

˛0.s/ D

(
0; s D s0

�1; s ¤ s0
and ˇn.s/ D

(
0; s D s0;

�1; s ¤ s0;
(7.44)

where s0 is an initial state. A key difference with respect to turbo equalization
employed in magnetic recording systems [20] is that the BCJR equalizer operates

a j (s)

s
,

1

s
,
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s

aj−1(s ,1) g j (s ,1 
,s)

g j (s ,2 
,s)aj−1(s ,2)
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b j (s2)

g j (s, ,s1)

g j (s, ,s2) s
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s
1

s'

aj (s) =max*[a j−1(s ,1) + g j (s ,1 
,s),a j−1(s ,2) + g j (s ,2 

,s)] b j−1(s) =max*[b j(s1) + g j (s, ,s1) ,b j (s2) + g j (s9 ,s2) ]

a b

Fig. 7.8 (a) The forward recursion step of BCJR equalizer, and (b) the backward recursion step
of BCJR equalizer
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on a trellis that includes both pre- and postcursor ISI. The forward recursion step
(Fig. 7.8a), and backward recursion step (Fig. 7.8b) are similar to that in the original
log-domain BCJR decoding algorithm described in Chap. 5.

The BCJR equalizer LLRs are forwarded to the soft-decoding LDPC decoder im-
plemented based on sum-product-with-correction-term algorithm [15]. To improve
the overall performance of LDPC-coded turbo equalizer we allow the iteration of
extrinsic LLRs between LDPC decoder and BCJR equalizer. For example, extrinsic
LLRs for BCJR equalizer in kth iteration are determined by

LLDPC;e

�
x
.k/
j

�
D LLDPC

�
x
.k/
j

�
� LLDPC

�
x
.k�1/
j

�
; (7.45)

where LLDPC.xj / is corresponding LLR of bit xj , while indices k and k � 1 are
used to denote the current and previous iterations. The extrinsic LLRs from (7.45)
are used as a priori LLRs in (7.43), which is calculated as follows:

LBCJR;a.xj / D logŒP.xj /� D LLDPC;e.xj /: (7.46)

The LDPC codes suitable for use in turbo equalization can be selected using the
concept of EXIT charts [32], in a fashion similar to that we reported in Chap. 6.
To facilitate the implementation at high speed we prefer the use of structured
quasi-cyclic LDPC codes of large girth. Such codes lead to encoders that can be
implemented based on shift-register and modulo-2 adders, and the complexity of
decoder is low. One such class of LDPC codes is proposed in the next section.

7.2.2 Large-Girth LDPC Codes

Based on Tanner’s bound for the minimum distance of an LDPC code [39]

d �

(
1C wc

wc�2

�
.wc � 1/b.g�2/=4c � 1

�
; g=2 D 2mC 1;

1C wc
wc�2

�
.wc � 1/b.g�2/=4c � 1

�
C .wc � 1/b.g�2/=4c; g=2 D 2m;

(7.47)
where g and wc denote the girth of the code graph and the column weight, respec-
tively, and where d stands for the minimum distance of the code; it follows that
large girth leads to an exponential increase in the minimum distance, provided that
the column weight is at least 3. (bc denotes the largest integer less than or equal to
the enclosed quantity.) For example, the minimum distance of girth-10 codes with
column weight r D 3 is at least 10. The parity-check matrix of regular1 QC LDPC
codes [31] can be represented by

1 A (wc;wr )-regular LDPC code is a linear block code whose H -matrix contains exactly wc 1’s in
each column and exactly wr D wcn=.n� k/ 1’s in each column, where wc � n� k:
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H D

2666664
I I I � � � I

I P SŒ1� P SŒ2� � � � P SŒc�1�

I P 2SŒ1� P 2SŒ2� � � � P 2SŒc�1�

� � � � � � � � � � � � � � �

I P .r�1/SŒ1� P .r�1/SŒ2� � � � P .r�1/SŒc�1

3777775 ; (7.48)

where I is p � p (p is a prime number) identity matrix, P is p � p permutation
matrix given by P D .pij /p�p , pi;iC1 D pp;1 D 1 (zero otherwise), and where
r and c represent the number of block-rows and block-columns in (7.48), respec-
tively. The set of integers S are to be carefully chosen from the set f0; 1; : : : ; p� 1g
so that the cycles of short length, in the corresponding Tanner (bipartite) graph rep-
resentation of (7.48), are avoided. According to Theorem 2.1 in [31], we have to
avoid the cycles of length 2k (k D 3 or 4) defined by the following equation

SŒi1�j1 C SŒi2�j2 C : : :C SŒik �jk D SŒi1�j2 C SŒi2�j3 C : : :C SŒik �j1 mod p;
(7.49)

where the closed path is defined by .i1; j1/, .i1; j2/, .i2; j2/, .i2; j3/, : : :, .ik ; jk/,
.ik ; j1/with the pair of indices denoting row–column indices of permutation-blocks
in (7.48) such that lm ¤ lmC1, lk ¤ l1 (m D 1; 2; : : :; kI l 2 fi; j g). There-
fore, we have to identify the sequence of integers SŒi � 2 f0; 1; : : :; p � 1g.i D
0; 1; : : :; r � 1I r < p/ not satisfying (7.49), which can be done either by computer
search or in a combinatorial fashion. For example, to design the QC LDPC codes in
[40], we introduced the concept of the cyclic-invariant difference set (CIDS). The
CIDS-based codes come naturally as girth-6 codes, and to increase the girth we had
to selectively remove certain elements from a CIDS. The design of LDPC codes
of rate above 0.8, column weight 3 and girth 10 using the CIDS approach is a very
challenging and is still an open problem. Instead, in our recent paper [41], we solved
this problem by developing an efficient computer search algorithm. We add an inte-
ger at a time from the set f0; 1; : : :; p � 1g (not used before) to the initial set S and
check if (7.49) is satisfied. If (7.49) is satisfied, we remove that integer from the set
S and continue our search with another integer from set f0; 1; : : : ; p � 1g until we
exploit all the elements from f0; 1; : : : ; p� 1g. The code rate of these QC codes, R,
is lower-bounded by

R �
jS jp � rp
jS jp

D
1 � r

jS j
; (7.50)

and the codeword length is jS jp, where jS j denotes the cardinality of set S . For a
given code rateR0, the number of elements from S to be used is br=.1�R0/c. With
this algorithm, LDPC codes of arbitrary rate can be designed.

Example 7.1. By setting p D 2; 311, the set of integers to be used in (7.48) is ob-
tained as S D f1; 2; 7; 14; 30; 51; 78; 104; 129; 212; 223; 318; 427; 600; 808g. The
corresponding LDPC code has rate R0 D 1 � 3=15 D 0:8, column weight 3, girth
10, and length jS jp D 15 � 2; 311 D 34; 665. In the above example, the initial set of
integers was S D f1; 2; 7g, and the set of row to be used in (7.48) is f1; 3; 6g. The
use of a different initial set will result in a different set from that obtained above.
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Example 7.2. By setting p D 269, the set S is obtained as S D f0, 2, 3, 5, 9, 11,
12, 14, 27, 29, 30, 32, 36, 38, 39, 41, 81, 83, 84, 86, 90, 92, 93, 95, 108, 110, 111,
113, 117, 119, 120, 122g. If 30 integers are used, the corresponding LDPC code has
rate R0 D 1 � 3=30 D 0:9, column weight 3, girth 8, and length 30 � 269 D 8; 070.

The results of simulations for an additive white Gaussian noise (AWGN) chan-
nel model are given in Fig. 7.9, where we compare the large-girth LDPC codes
(Fig. 7.9a) against RS codes, concatenated RS codes, TPCs, and other classes of
LDPC codes. In optical communications, it is a common practice to use the Q-factor
as a figure of merit of binary modulation schemes instead of signal-to-noise ratio.2

In all simulation results in this paper, we maintained the double precision. For the
LDPC(16935,13550) code, we also provided 3- and 4-bit fixed-point simulation
results (see Fig. 7.9a). Our results indicate that the 4-bit representation performs
comparable to the double-precision representation whereas the 3-bit representa-
tion performs 0.27 dB worse than the double-precision representation at the BER
of 2 � 10�8. The girth-10 LDPC(24015,19212) code of rate 0.8 outperforms the con-
catenation RS.255; 239/CRS.255; 223/ (of rate 0.82) by 3.35 dB and RS(255,239)
by 4.75 dB both at BER of 10�7. The same LDPC code outperforms projective
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Fig. 7.9 (a) Large-girth QC LDPC codes against RS codes, concatenated RS codes, TPCs, and
previously proposed LDPC codes on an AWGN channel model, and (b) LDPC codes versus convo-
lutional, concatenated RS, and concatenation of convolutional and RS codes on an AWGN channel.
Number of iterations in sum–product-with-correction-term algorithm was set to 25 (After ref. [36];
c IEEE 2009; reprinted with permission.)

2 The Q-factor is defined asQ D .�1��0/=.�1C �0/, where �j and � j .j D 0; 1/ represent the
mean and the standard deviation corresponding to the bits j D 0; 1.
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geometry (PG) .2; 26/-based LDPC(4161,3431) (of rate 0.825) of girth 6 by 1.49 dB
at BER of 10�7, and outperforms CIDS-based LDPC(4320,3242) of rate 0.75
and girth-8 LDPC codes by 0.25 dB. At BER of 10�10, it outperforms lattice-
based LDPC(8547,6922) of rate 0.81 and girth-8 LDPC code by 0.44 dB, and
BCH.128; 113/ � BCH.256; 239/ TPC of rate 0.82 by 0.95 dB. The net effective
coding gain (NECG) at BER of 10�12 is 10.95 dB.

In Fig. 7.9b, different LDPC codes are compared against RS(255,223) code, con-
catenated RS code of rate 0.82 and convolutional code (CC) (of constraint length 5).
It can be seen that LDPC codes, both regular and irregular, offer much better per-
formance than hard-decision codes. It should be noticed that pairwised balanced
design (PBD)-based irregular LDPC code of rate 0.75 is only 0.4-dB away from the
concatenation of convolutional-RS codes (denoted in Fig. 7.9b as RS C CC) with
significantly lower code rate R D 0:44 at BER of 10�6. As expected, irregular
LDPC codes outperform regular LDPC codes.

7.2.3 Suppression of Intrachannel Nonlinearities
by LDPC-Coded Turbo Equalization

We are turning our attention to the description how to deal with intra-channel
nonlinearities via LDPC-coded turbo equalization. For this purpose, we devel-
oped a realistic fiber-optic communication system model based on the nonlinear
Schrödinger equation that was solved using the split-step Fourier method. This
model takes into account Kerr nonlinearities, stimulated Raman scattering, disper-
sion effects, ASE noise, filtering effects, ISI, and linear crosstalk effects (for more
details an interested reader is referred to Chap. 2). It is well known that at 40-Gb/s
and above the intrachannel nonlinearities, such as intrachannel four-wave mixing
(IFWM) and intrachannel cross-phase modulation (IXPM), dominate over inter-
channel nonlinearities. IXPM effects can be controlled by a proper dispersion map
design, while IFWM cannot be eliminated using this approach.

The dispersion map shown in Fig. 7.10 is selected in such a way that IFWM is the
predominant intrachannel nonlinear effect. The span length is set to L D 120 km,
and each span consists of 2L=3 km of DC fiber followed by L=3 km of D� fiber.
Precompensation of �1;600 ps/nm and corresponding postcompensation are also
applied. The parameters of DC and D� fibers, used in simulations, are given in

Transmitter Receiver

N spans

EDFA

D+ D−D− D+

EDFAEDFA EDFA

Fig. 7.10 Dispersion map under study
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Table 7.1 Fiber parameters
Parameters DC Fiber D� Fiber
Dispersion [ps/(nm km)] 20 �40

Dispersion slope Œps=.nm2 km/� 0.06 �0:12

Effective cross-sectional area (�m2) 110 50
Nonlinear refractive index .m2=W/ 2:6� 10�20 2:6� 10�20

Attenuation coefficient (dB/km) 0.19 0.25
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Fig. 7.11 Conditional PDFs p.yj jxŒj �m; j Cm�/ against different number of spans estimated
from simulator for RZ OOK

Table 7.1. RZ modulation format of a duty cycle of 33% is observed, the extinction
ratio is 14 dB, and the launched power is set to 0 dBm. EDFAs with noise figure of
6 dB are deployed after every fiber section, the bandwidth of optical filter (modeled
as super-Gaussian filter of eight order) is set to 3Rl and the bandwidth of electrical
filter (modeled as Gaussian filter) to 0:7Rl , with Rl being the line rate (defined
as the bit rate (40 Gb/s) divided by a code rate). The line rate (defined above) is
appropriately chosen so that the effective information rate is 40 Gb/s.

Figure 7.11 shows the conditional PDFs p.yj jxŒj � m; j C m�/ obtained for
dispersion map described above for m D 2. As expected, by increasing the number
of spans, the ghost pulse at the central bit position for the state sD “11,011” grows,
hence shifting the mean of the PDF to the right. After certain number of spans the
mean of PDF exceeds the decision threshold resulting in an error. On the other hand,
the mean of PDF for an isolated one (in state sD “00100”) shifts to the left as the
number of spans increases, suggesting that assumed memory 2m C 1 D 5 is not
sufficiently large to capture the effect of ISI completely. However, even the partial
elimination of nonlinear ISI may lead to significant BER performance improvement,
as shown later. To estimate the PDFs, the region of all possible samples is quantized
in 64 bins, and the number of occurrences of samples in a given bin is counted and
normalized with total number of samples in all bins.
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Fig. 7.12 BER performance of different coding schemes at 40 Gb/s for dispersion map from
Fig. 7.10: (a) BER performance of large-girth block-circulant LDPC codes, (b) LDPC-coded TE
against LDPC codes and TPC (After ref. [36]; c IEEE 2009; reprinted with permission.)

The results of simulations for a single-channel optical transmission system
operating at 40 Gb/s, with dispersion map described above, are shown in Fig. 7.12.
The number of spans was changed from 20 to 60 in step of 2, the uncoded BER
at 40 Gb/s (denoted as BERunc) and BER after iterative decoding at line rate Rl D

Rb=R.Rb D 40Gb=s, R is the code rate) were calculated and given in Fig. 7.12 as
x- and y-axis, respectively. In Fig. 7.12a we omitted the BCJR equalizer in order
to be able to evaluate different classes of LDPC codes introduced in the previous
section in the presence of bursts of errors due to intrachannel nonlinearities. The
large girth LDPC codes outperform the TPC even in the presence of simultaneous
random and bursts errors. The BER performance comparison of LDPC-coded TE
against large-girth LDPC codes and turbo-product codes is given in Fig. 7.12b, for
different trellis memories. LDPC-coded TE with memory 2m C 1 D 7 provides
almost 12 dB improvement over memoryless BCJR equalizer (assumed memory is
m D 0) at BER of 10�8.

7.2.4 Chromatic Dispersion Compensation

The chromatic dispersion is time invariant so that it is quite straightforward to com-
pensate for by using the advanced detection and coding techniques. Several of such
techniques based on Viterbi equalizer have been recently proposed [2, 16].

The Viterbi equalizer is a maximum-likelihood sequence detection technique
whose complexity grows exponentially with residual group-velocity dispersion. In
order to reduce the complexity of Viterbi equalizer a narrowband electrical filtering
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has been proposed in [2], by exploiting the fact that duo-binary like modulation
formats are more immune to residual chromatic dispersion than conventional NRZ
modulation format. Nevertheless, to achieve 600 km transmission without optical
dispersion compensation Viterbi equalizer with 64 states was used. It has been
shown in [16] that the Viterbi equalizer can be used to compensate for cumula-
tive dispersion over 1,000 km, which represents an important theoretical result, but
the complexity of Viterbi equalizer with 8,192 states is too high to be of practical
importance.

The simulations results for an NRZ single-channel optical transmission sys-
tem given in Fig. 7.13, operating at 10 Gb/s (effective information rate), are shown
in Fig. 7.14. The dispersion and dispersion slope parameters are selected to be
16 ps/nm km, and 0:08 ps=.nm2 km), respectively. NRZ pulses are modeled using
raised-cosine pulse shape with roll-off factor of 0.5, and the launched power is set
to 0 dBm. The BCJR equalizer alone for trellis memory 2m C 1 D 7 (128 states)
enters the error floor, while TE provides more than 700 km of error-free transmis-
sion. Moreover, here we employed conventional NRZ instead of narrowband filtered
NRZ used in [2].

Transmitter

N spans
SMF

EDFA Photodetector
Electrical

Filter
Sampler

Turbo

Equalizer

Fig. 7.13 System description for study of chromatic dispersion compensation based on LDPC-
coded turbo equalization
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Fig. 7.14 BER performance of LDPC(16935,13550)-coded chromatic dispersion turbo equalizer
of trellis memory 2mC 1 D 7 for SMF length of 700 km
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7.2.5 PMD Compensation

The nonlinear ISI TE introduced in Sect. 7.2 can also be used as a PMD
compensator. As explained earlier, the TE (see Fig. 7.6a) is composed of two
components: the BCJR equalizer, and LDPC decoder. The purpose of BCJR equal-
izer is to deal with ISI due to PMD, and to provide soft bit reliabilities (LLRs) for
LDPC decoder.

The results of simulations, for 10 Gb/s (effective information rate) transmission
and ASE noise-dominated scenario, are shown in Fig. 7.15 for DGD �� D 100 ps
and girth-10 LDPC code of rate 0.81. RZ-OOK of a duty cycle of 33% is observed.
The bandwidth of optical filter (modeled as super-Gaussian of order 8) is set to 3Rl ,
and the bandwidth of electrical filter (modeled as Gaussian) to 0:7Rl , withRl being
the line rate. For DGD of 100 ps, the R D 0:81 LDPC-coded turbo equalizer (for
trellis memory 2m C 1 D 7) has penalty of only 2 dB with respect to the back-
to-back configuration. The turbo equalizer employing the code of girth 10 provides
more than 1 dB improvement with respect to girth-8 LDPC code.

We further demonstrate the capability of LDPC-coded turbo equalizer in simulta-
neous chromatic dispersion and PMD compensation. The results of simulation after
700 km of SMF and for DGD of 50 ps, assuming NRZ transmission at 10 Gb/s, are
given in Fig. 7.16. The BCJR equalizer enters BER floor that is so high that even
concatenated RS code is not able to handle, while LDPC-coded turbo equalizer is
able to operate properly.

In the rest of this section we turn our attention to the experimental verification.
The experimental setup for PMD compensation study by LDPC-coded turbo equal-
ization is shown in Fig. 7.17. The LDPC-encoded sequence is uploaded into Anritsu
pattern generator via GPIB card controlled by a PC. A zero-chirp Mach–Zehnder
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Fig. 7.15 BER performance of LDPC(16935,13550)-coded PMD TE with trellis memory
2mC 1 D 7 (After ref. [36]; c IEEE 2009; reprinted with permission.)
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Fig. 7.16 BER performance
of LDPC(16935,13550)-coded
turbo equalizer of trellis
memory 2mC 1 D 7 for
simultaneous chromatic
dispersion and PMD
compensation

0 4 8 12 16 20 24

10−1

10−2

10−3

10−4

10−5

10−6

10−7

10−8

10−9

B
it
-e

rr
o
r 

ra
ti
o
, 
B
E
R

Optical SNR, OSNR [dB / 0.1 nm]

NRZ, 700 km of SMF+50 ps of DGD:

 BCJR equalizer

 LDPC-coded TE

Pattern

Generator
Clock, Trigger

CW

Laser

Mach

Zehnder

Modulator

PMD

Emulator

(JDSU PE3)

3dB

coupler
EDFA

ASE source

level control

(noise source)

OSA

Optical

Filter

Detector

(Agilent 11982A)

Personal

Computer

w/GPIB

BCJR

Equalizer

LDPC

Decoder

Turbo Equalizer

Oscilloscope

(Agilent 86105A)

ASE: Amplified spontaneous emission

EDFA: Erbium-doped fiber amplifier

OSA: optical spectrum analyzer

Fig. 7.17 Experimental setup for PMD compensation study by LDPC-coded turbo equalization

modulator is used to generate the NRZ data stream. The launch power is maintained
at 0 dBm at the input of PMD emulator (with equal power distribution between states
of polarization). The output of PMD emulator is combined with an ASE source im-
mediately prior to the preamplifier. The ASE noise power is controlled by variable
optical attenuator (VOA) in order to provide an independent optical signal-to-noise
ratio (OSNR) adjustment at the receiver. A standard preamplified PIN receiver is
used for direct detection and is preceded by another VOA to maintain a constant
received power of �6 dBm. The sampling oscilloscope (Agilent), triggered by the
data pattern, is used to acquire the received sequences, downloaded via GPIB card
back to the PC which serves as an LDPC-coded turbo equalizer.

The experimental results for 10 Giga symbols/s (GS/s) NRZ transmission are
shown in Fig. 7.18, for different DGD values. The TE is based on quasi-cyclic
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Fig. 7.18 Experimentally obtained BERs of LDPC(11936,10819)-coded PMD compensator
(After ref. [36]; c IEEE 2009; reprinted with permission.)

LDPC(11936,10819) code of code rate 0.906 and girth 10, with 5 outer and 25
sum–product algorithm iterations. The OSNR penalty for DGD of 125 ps is about
3 dB at BER D 10�6, while the coding gain improvement over BCJR equalizer
(with memory 2mC 1 D 5) for DGD D 125 ps is 6:25 dB at BER D 10�6. Larger
coding gains are expected at lower BERs.

7.3 Multilevel Turbo Equalization in Fiber-Optics
Communication Systems with Coherent Detection

7.3.1 Description of Multilevel Turbo Equalizer

The multilevel BCJR equalizer operates on a discrete dynamical trellis description
of the optical channel. This dynamical trellis is uniquely defined by the following
triplet: the previous state, the next state, and the channel output. The state in the trel-
lis is defined as sj D .xj�m; xj�mC1; : : :; xj ; xjC1; : : :; xjCm/ D xŒj–m; j Cm�,
where xk denotes the index of the symbol from the following set of possible
indices X D f0; 1; : : :;M � 1g, with M being the number of points in cor-
responding M -ary signal constellation such as M -ary phase-shift keying (PSK),
M -ary quadrature-amplitude modulation (QAM) or M -ary polarization-shift key-
ing (PolSK). Every symbol carries l D log2M bits, using the appropriate mapping
rule (natural, Gray, anti-Gray, etc.) For example, for QPSK and Gray mapping the
following sequences of bits 00, 01, 11, and 10 are mapped to the following signal
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Fig. 7.19 A portion of trellis
for four-level BCJR equalizer
with memory 2mC 1 D 3
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constellation points QPSK.0/ D .1; 0/;QPSK.1/ D .0; 1/;QPSK.2/ D .�1; 0/

and QPSK.3/ D .0;�1/, respectively. The memory of the state is equal to 2mC 1,
with 2m being the number of symbols that influence the observed symbol from both
sides. An example trellis of memory 2mC1 D 3 for 4-ary modulation formats (such
as QPSK) is shown in Fig. 7.19. The trellis hasM 2mC1 D 64 states (s0; s1; : : :; s63/,
each of which corresponds to different three-symbol patterns (configurations). The
state index is determined by considering (2m C 1) symbols as digits in numerical
system with the base M . For example, in Fig. 7.19, the quaternary numerical sys-
tem (with the base 4) is used. (In this system, 18 is represented by .102/4/. The
left column in the dynamic trellis represents the current states and the right col-
umn denotes the terminal states. The branches are labeled by two symbols, the input
symbol and the output symbol is the central symbol of terminal state. Therefore, the
main difference with respect to other channels (such as magnetic recording chan-
nel), where the current symbol is affected only by the previous symbols, is that in
optical channel current symbol is affected by both previous and incoming symbols.
For the complete description of the dynamical trellis, the transition probability den-
sity functions (PDFs) p.yj jxj / D p.yj js/; s 2 S are needed; where S is the set of
states in the trellis, and yj is the complex number (corresponding to the transmitted
symbol index xj ) with real part being the in-phase channel sample and imaginary
part being the quadrature channel sample. The conditional PDFs can be determined
from collected histograms or by using instanton-Edgeworth expansion method [30].
The number of edges originating in any of the left-column states is M , and the
number of merging edges in arbitrary terminal state is also M . Notice that samples
yj .j D 1; : : :; n/ are correlated, and to decorrelate them we perform symbol-level
interleaving as shown in Fig. 7.20.
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The transmitter configuration, for multilevel coding (MLC), is shown in
Fig. 7.20a. The bit streams originating from l different information sources are
encoded using different (n; ki) LDPC codes of code rate Ri D ki=n:ki denotes
the number of information bits of i th (i D 1; 2; : : :; l) component LDPC code, and
n denotes the codeword length, which is the same for all LDPC codes. The use
of different LDPC codes allows us optimally to allocate the code rates. The bit-
interleaved coded modulation (BICM) scheme can be considered as a special MLC
scheme in which all of the component codes are of the same rate. The outputs
of l LDPC encoders are written row-wise into a block-interleaver block. The
mapper accepts l bits at time instance j from the (l�n) interleaver column-wise
and determines the corresponding M -ary (M D 2l ) signal constellation point
sj D .�1;j ; �2;j / D jsj j exp.j 'j /. The coordinates correspond to in-phase and
quadrature components of M -ary QAM constellation, after appropriate mapping.
The receiver configuration is shown in Fig. 7.20b. The received electrical field at
the i th transmission interval is denoted by Si D jSi j exp.j'Si/; 'Si D 'i C 'S;PN ,
where 'i denotes the data phasor and 'S;PN denotes the laser phase noise process
of transmitting laser. The local laser electrical field is denoted byL D jLj exp.j'L/,
where 'L denotes the laser phase noise process of the local laser. The outputs of
upper- and lower-balanced branches, proportional to RefSiL�g and Im fSiL�g,
respectively, are used as inputs of multilevel BCJR equalizer.

Before we explain how the symbol LLRs are calculated in multilevel
BCJR equalizer block, let us introduce the following notation, which has
already been used in Section 7.2.1. The forward metric is defined as ˛j .s/ D
logfp.sj D s;yŒ1; j �/g.j D 1; 2; : : :; n/; the backward metric is defined
as ˇj .s/ D logfp.yŒj C 1; n�jsj D s/g; and the branch metric is defined as
j .s

0; s/ D logŒp.sj D s; yj ; sj�1 D s0/�. The corresponding metrics can be
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calculated iteratively as follows:

˛j .s/ D max �
s0

�
˛j�1.s

0/C j .s
0; s/

�
; (7.51a)

ˇj�1.s
0/ D max �

s

�
ˇj .s/C j .s

0; s/
�
; (7.51b)

j .s
0; s/ D log

�
p
�
yj jxŒj �m; j Cm�

�
P.xj /

�
: (7.51c)

The max�-operator is defined by max�.x; y/ D log.ex C ey/, and it is efficiently
calculated by max�.x; y/ D max.x; y/ C cf.x; y/, where cf.x; y/ is the correc-
tion factor, defined as cf.x; y/ D logŒ1 C exp.�jx � yj/�, which is commonly
approximated or implemented using a look-up table. p.yj jxŒj � m; j C m�/ is
obtained, as already explained above, by either collecting the histograms or by
instanton–Edgeworth expansion method, and P.xj / represents a priori probability
of transmitted symbol xj . In the first outer iteration P.xj / is set to either 1=M
(because equally probable transmission is observed) for an existing transition from
trellis given in Fig. 7.19, or to zero for a nonexisting transition.

The outer iteration is defined as the calculation of symbol LLRs in multilevel
BCJR equalizer block, the calculation of corresponding bit LLRs needed for LDPC
decoding, the LDPC decoding, and the calculation of extrinsic symbol LLRs needed
for the next iteration. The iterations within LDPC decoder, based on min-sum-with-
correction-term algorithm [35], are called here inner iterations. The initial forward
and backward metrics values are set to

˛0.s/ D

(
0; s D s0

�1; s ¤ s0
and ˇn.s/ D

(
0; s D s0

�1; s ¤ s0;
(7.52)

where s0 is an initial state.
Let s0 D x Œj �m � 1; j C m � 1� represent the previous state, s D xŒj �

m; j Cm� the present state, x D .x1; x2; : : :; xn/ the transmitted word of symbols,
and y D .y1; y2; : : :; yn/ the received sequence of samples. The LLR, denoting the
reliability, of symbol xj D ı.j D 1; 2; : : :; n/ can be calculated by

�
�
xj D ı

�
D max �

.s0;s/WxjDı

�
˛j�1.s

0/C j .s
0; s/C ˇj .s/

�
� max �
.s0;s/WxjDı0

�
˛j�1.s

0/C j .s
0; s/C ˇj .s/

�
; (7.53)

where ı represents the observed symbol .ı 2 f0; 1; : : :;M � 1gnfı0g/ and ı0 is the
referent symbol. The forward and backward metric is calculated using the (7.51).
The forward and backward recursion steps of four-level BCJR MAP detector are
illustrated in Figs.7.21a and 7.21b, respectively. In Fig. 7.21a s denotes an arbitrary
terminal state, which hasM D 4 edges originating from corresponding initial states,
denoted as s01; s

0
2; s
0
3, and s04. Notice that the first term in branch metric (see (7.51))

is calculated only once, before the detection/decoding takes place, and stored. The
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Fig. 7.21 Forward/backward recursion steps for M D four-level BCJR equalizer: (a) the forward
recursion step, and (b) the backward recursion step

second term, log.P.xj //, is recalculated in every outer iteration. The forward metric
of state s in j th step .j D 1; 2; : : :; n/ is updated by preserving the maximum term
(in max�-sense) ˛j�1.s0k/Cj .s; s

0
k
/.k D 1; 2; 3; 4/. The procedure is repeated for

every state in column of terminal states of j th step. The similar procedure is used
to calculate the backward metric of state s0; ˇj�1.s

0/, (in .j � 1/th step), as shown
in Fig. 7.21b, but now proceeding in backward direction .j D n; n � 1; : : :; 1/.
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Let the ck denote the kth bit carried by the symbol denoted by index xj . The bit
LLRs ck.k D 1; 2; : : :; l/ are determined from symbol LLRs of (7.53), in bit LLRs
calculation block, as follows:

L . Ock/ D log

P
xj W ckD0

exp
�
�
�
xj
��P

xj W ckD1
exp

�
�
�
xj
�� ; (7.54)

where the summation in the nominator is performed over all symbol indices xj
having 0 at position k, while the summation in the denominator is performed over
all symbol indices xj having 1 at the same position.

The bit LLRs calculation block forwards the bit LLRs from (7.54) to the soft-
decoding LDPC decoder implemented based on sum-product-with-correction-term
algorithm, as mentioned above. To improve the overall performance of LDPC-coded
turbo equalizer we perform the iteration of extrinsic LLRs between LDPC decoder
and multilevel BCJR equalizer. The extrinsic bit LLRs at the input of extrinsic sym-
bol calculation block, in t th iteration, are determined by

LLDPC;e

�
c
.t/

k

�
D LLDPC

�
c
.t/

k

�
� LLDPC

�
c
.t�1/

k

�
; (7.55)

where LLDPC.ck/ is corresponding LLR of bit ck , while indices t and t � 1 are used
to denote the current and previous iterations. The extrinsic bit LLRs from (7.55) are
used to calculate the extrinsic symbol LLRs (in extrinsic symbol calculation block
of Fig. 7.20b), which are used as a priori symbol LLRs, in the third line of (7.51) by

LBCJR;a
�
xj
�
D log

�
P
�
xj
��
D

l�1X
kD0

.1 � ck/ LD;e .ck/: (7.56)

The use of large-girth LDPC codes is essential, because the large girth in ad-
dition of increasing the minimum distance also decorrelates extrinsic bit LLRs.
To facilitate the implementation at high speed, we prefer the use of quasi-cyclic
codes rather than random LDPC codes; and corresponding design is briefly given in
Sect. 7.2.2. To optimally match the multilevel BCJR equalizer and LDPC decoder,
quasi-cyclic LDPC codes are selected using the concept of EXIT charts as explained
in [32].

Notice that complexity of dynamic trellis grows exponentially, because the num-
ber of states is determined by M 2mC1, so that the increase in signal constellation
leads to increase of the base, while the increase in state memory assumption (2mC1/
leads to the increase of exponent. We will show in case of QPSK transmission,
that even small state memory assumption .2m C 1 D 3/ leads to significant
performance improvement with respect to the case m D 0. For larger constel-
lations and/or larger memories the reduced-state BCJR algorithm [42] is to be
used instead. Moreover, we have shown in [7] that approximating max�.x; y/
by max.x; y/ in the regime when intrachannel nonlinearities dominate leads to
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insignificant performance degradation, while the forward and the backward steps
in BCJR equalizer become the forward and the backward Viterbi equalizers, respec-
tively; which are already implemented at 10 Gb/s. Another interesting approach to
reduce the channel memory, introduced recently [33, 34], is the backpropagation
method. Namely, in point-to-point links, the receiver knows the dispersion map con-
figuration and can propagate the received signal through the dispersion map with
fiber parameters (group velocity dispersion (GVD), second-order GVD, and non-
linearity coefficient) of opposite signs to that used in original map. However, the
nonlinear interaction of ASE noise and Kerr nonlinearities cannot be compensated
for. Moreover, the complexity of this approach is about two orders of magnitude
higher that that of linear equalizer as shown in [34]. The best strategy would be
to use the coarse backpropagation (with reasonable small number of coefficients)
to reduce the channel memory, and compensate for remained channel distortions
by turbo equalization scheme introduced in this section. Another advantage of turbo
equalization is that it can operate even when the conditional estimates obtained from
instanton–Edgeworth expansion method are not perfect, because we iterate extrinsic
information between soft-decoders and BCJR equalizer until the valid codewords
are obtained (or predetermined number of iteration has been reached), which im-
proves the system performance.

7.3.2 Mitigation of Intrachannel Nonlinearities by LDPC-Coded
Turbo Equalization Based on Multilevel BCJR Algorithm

We are turning our attention to the evaluation of proposed scheme in suppression
of intrachannel nonlinearities, which are the most challenging impairments to mit-
igate. For this purpose, we developed a realistic fiber-optic communication system
model based on the nonlinear Schrödinger equation that was solved using the split-
step Fourier method. This model takes into account Kerr nonlinearities, nonlinear
phase noise, stimulated Raman scattering, dispersion effects, amplified-spontaneous
emission (ASE) noise, linear filtering effects, ISI, and linear crosstalk effects.

The submarine-like dispersion map under study is shown in Fig. 7.10, which is
chosen on such a way that the presence of intrachannel nonlinearities is predomi-
nant. The span length is set to L D 120 km, and each span consists of 2L=3 km of
DC fiber followed by L=3 km of D� fiber. Precompensation of �1,600 ps/nm and
corresponding postcompensation are also applied. The parameters of DC and D�
fibers, used in simulations, are given in Table 7.1. The QPSK modulation format is
observed with RZ pulses having a duty cycle of 33% (

p
.Pp/ cosf.�=2/ sinŒ�Rs.t�

0:5=Rs/�g; Rs the symbol rate,Pp the peak power), and the averaged launched power
being set to 0 dBm. EDFAs with noise figure of 5 dB are deployed after every fiber
section, the bandwidth of optical filter is set to 3Rl and the bandwidth of electri-
cal filter to 0:7Rl , with Rl being the line rate that is defined as the symbol rate
of 50 GS/s divided by a code rate. The line rate is appropriately chosen so that the
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effective aggregate information rate is 100 Gb/s. The scheme is therefore evaluated
for use in 100 Gb/s transmission and 100 G Ethernet.

The results of Monte Carlo simulations (performed by parallel computing on
several Dual Intel Quad-Core Xeon CPUs) for a single-channel single-polarization
optical QPSK transmission system with Gray mapping operating at 50 GS/s, with
dispersion map described above, are shown in Fig. 7.22. The number of spans was
changed from 4 to 84, the uncoded BER at 50 GS/s and BER after iterative decoding
at line rateRl D Rs=R.Rs D 50GS=s; R is the code rate) were calculated and given
in Fig. 7.22 against the number of spans. The number of inner (LDPC decoder) it-
erations was set to 25, and the number of outer (multilevel BCJR–LDPC decoder)
iterations to 3. We can see that for 22 spans, four-level BCJR equalizer with mem-
ory 2mC 1 D 3 provides more than one order in magnitude improvement in BER
over memoryless case .2m C 1 D 1/. For the turbo equalization scheme based on
four-level BCJR equalizer of memory 2m C 1 D 1 and the LDPC(16935, 13550)
code of girth 10 and column weight 3 (described in Sect. 7.2.2), we achieve trans-
mission over 55 spans (6,600 km) without any error. On the other hand, for the turbo
equalization scheme based on four-level BCJR equalizer of memory 2m C 1 D 3

and the same LDPC code, we are able to achieve even 8,160 km of error-free trans-
mission at an aggregate rate of 100 Gb/s. Because we are concerned with 100 Gb/s
per wavelength transmission only QPSK was studied (Fig. 7.22).

In Fig. 7.22 we also report the results obtained by turbo equalization with back-
propagation. The dispersion map was composed of standard SMF only with EDFAs
of noise figure 6 dB being deployed every 100 km. We can see that backpropagation
can indeed reduce the channel memory because the improvement form D 1 is small
compared to case m D 0.
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Fig. 7.22 BER performance of turbo equalizer based on four-level BCJR equalizer for QPSK with
Gray mapping (After ref. [38]; c IEEE 2009; reprinted with permission.)
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7.3.3 PMD Compensation in Polarization Multiplexed Multilevel
Modulations by Turbo Equalization

In this section, we demonstrate the efficiency of multilevel TE in PMD compensa-
tion. The multilevel turbo equalizer described in previous section requires that PMD
is compensated for by digital filtering, before decoding takes place. In this section
we describe an approach to turbo equalization which does not require previous PMD
compensation [37]. This scheme considers the independent symbols transmitted in
two orthogonal polarization states as a super-symbol, which is a symbol vector com-
posed of two components, corresponding to two orthogonal polarization states. The
multilevel turbo equalizer is universal and applicable to any two-dimensional signal
constellation such as M -ary phase-shift keying (PSK), M -ary quadrature ampli-
tude modulation (QAM) or M -ary pulse-amplitude modulation (PAM), and both
coherent and direct detections. The scheme can be used in combination with an ar-
bitrary soft-decoding process. The transmitter and receiver configurations are shown
in Figs. 7.23 (a,b), respectively. The transmitted super-symbol sequence and the re-
ceived sequences are denoted by X and Y, respectively. The super-symbol x 2 X
has two components x D .sH; sV/, where sH.sV/ denotes the symbol transmitted
over horizontal (vertical) polarization. The symbols transmitted over either polariza-
tion channel originate from M -ary QAM, M -ary PSK, or M -ary PAM; and every
symbol carries log2M D b bits. The received symbol y 2 Y has four compo-
nents y D .Re.yH/; Im.yH/;Re.yV/; Im.yV//, where Re.yH/ and Im.yH/ denote
the samples corresponding to I- and Q-channels in horizontal polarization, while
Re.yV/ and Im.yV/ denote the samples corresponding to I- and Q-channels in ver-
tical polarization. yj is the vector of samples that correspond to the transmitted
symbol xj for the j th discrete time period. The memory assumption indicates that a
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super-symbol xi is influenced by the preceding m.xi�m; xi�mC1; : : : ; xi�1/ super-
symbols and the next m.xiC1; : : : ; xiCm/ super-symbols in the sequence and the
memory is denoted by 2mC 1.

Figure 7.24 shows the experimental setup. The two orthogonal polarizations
of a continuous wave laser source are separated by a polarization beam splitter
and are modulated by two phase modulators (Covega) driven at 10 Gb/s (Anritsu
MP1763C). A precoded test pattern was loaded into the pattern generator via per-
sonal computer with GPIB interface. A polarization beam combiner was used to
combine the two modulated signals, followed by a PMD emulator (JDSU PE3),
which introduced controlled amount of DGD to the signal. Then the signal distorted
by PMD was mixed with controlled amount of ASE noise with 3 dB coupler. Modu-
lated signal level was maintained at 0 dB while the ASE power level was changed to
obtain different OSNRs. Next, the optical signal was preamplified, filtered (JSDU
2 nm band-pass filter) and coherently detected. The coherent detection is performed
by mixing the received signal with signal from local laser with 3 dB coupler. The
resulting signal is detected with a detector (Agilent 11982A) and an oscilloscope
(Agilent DCA 86105A), triggered by the data pattern that was used to acquire the
samples. To maintain constant power of �6 dBm at the detector, a variable attenu-
ator was used. Data was transferred via GPIB back to the PC. The PC also served
as a multilevel turbo equalizer with offline processing. Pattern length of ten million
bits was used for measurements at BER D 10�6.

The experimental results for BER performance of the proposed multilevel turbo
equalizer are summarized in Fig. 7.25. For the experiment, a regular quasi-cyclic
LDPC(16935,13550) code of girth 10 and column weight 3 was used as channel
code. It has been shown that this code does not exhibit error floor phenomena down
to BER D 10�9 [36]. The number of extrinsic iterations between LDPC decoder
and BCJR equalizer was set to 3, and the number of the intrinsic LDPC decoder
iterations was set to 25. The state memory of 2m C 1 D 3 was sufficient for the
compensation of the first-order PMD with DGD of 100 ps. The OSNR penalty for
100 ps of DGD is 1.5 dB at BER of 10�6. Coding gain for DGD of 0 ps is 7.5 dB
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Fig. 7.26 BER performance of conventional turbo equalization scheme: (a) DGDD 0 ps, and
(b) DGDD 100 ps

at BER of 10�6, and the coding gain for DGD of 100 ps is 8 dB. The BER per-
formance, when polarization channels were considered independently, for DGD of
0 ps, is shown in Fig. 7.26a, while that for DGD of 100 ps is shown in Fig. 7.26b.
The uncoded curves for DGD of 100 ps exhibit a BER floor, which is so high that
the use of advanced FEC is necessary. Using a hard decision equalizer would result
in an error floor while the proposed equalization scheme eliminates the error floor
and allows for implementation of FEC codes other than LDPC codes. The proposed
multilevel turbo equalization scheme outperforms the corresponding scheme that
considers the polarization channels independently by even 5 dB at BER of 10�6 for
DGD of 100 ps and by 5.5 dB at BER of 10�6 for DGD of 0 ps.
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7.4 Summary

This Chapter was devoted to compensation of fiber nonlinearities, chromatic dis-
persion and PMD by turbo equalization. In Sect. 7.1 we described basic concepts
of channel equalization, including digital filtering and MLSD (MLSE). In Sect. 7.2
we described how turbo equalization can successfully be used for different channel
impairments compensation in binary modulation schemes with direct detection. In
Sect. 7.3 we generalized the turbo equalization principle to multilevel modulation
schemes.

We demonstrated by Monte Carlo simulations and by experiments that turbo
equalization can successfully be used for simultaneous compensation of fiber non-
linearities, chromatic dispersion and PMD.
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28. Jäger M, Rankl T, Spiedel J, Bulöw H, Buchali F (2006) Performance of turbo equalizers for
optical PMD channels. IEEE/OSA J Lightwave Technol 24(3):1226–1236

29. Xia C, Rosenkranz W (2005) Performance enhancement for duobinary modulation through
nonlinear electrical equalization. In: Proceedings of the 31st european conference on opti-
cal communications (ECOC 2005) vol. 2, Kiel University, Germany, 25–29 September 2005,
pp 255–256

30. Ivkovic M, Djordjevic I, Rajkovic P, Vasic B (2007) Pulse energy probability density functions
for long-haul optical fiber transmission systems by using instantons and Edgeworth expansion.
IEEE Photon Technol Lett 19(20):1604–1606

31. Fossorier MPC (2004) Quasi-cyclic low-density parity-check codes from circulant permutation
matricies. IEEE Trans Inf Theory 50:1788–1794

32. ten Brink S (2001) Convergence behavior of iteratively decoded parallel concatenated codes.
IEEE Trans Commun 40:1727–1737

33. Essiambre R-J, Foschini GJ, Kramer G, Winzer PJ (2008) Capacity limits of information trans-
port in fiber-optic networks. Phys Rev Lett 101:163901-1–163901-4

34. Ip E, Kahn JM (2008) Compensation of dispersion and nonlinear effects using digital back-
propagation. J Lightwave Technol 26(20):3416–3425, October 15, 2008

35. Xiao-Yu H, Eleftheriou E, Arnold D-M, Dholakia A (2001) Efficient implementations of the
sum-product algorithm for decoding of LDPC codes. In: Proceedings of the IEEE Globecom,
vol 2, November 2001, pp 1036–1036E

36. Djordjevic IB, Arabaci M, Minkov L (2009) Next generation FEC for high-capacity commu-
nication in optical transport networks. IEEE/OSA J Lightwave Technol 27(16):3518–3530



284 7 Turbo Equalization in Fiber-Optics Communication Systems

37. Minkov LL, Djordjevic IB, Xu L, Wang T (2009) PMD compensation in polarization mul-
tiplexed multilevel modulations by turbo equalization. IEEE Photon Technol Lett 21(23):
1773–1775

38. Djordjevic IB, Minkov LL, Xu L, Wang T (2009) Suppression of fiber nonlinearities and PMD
in coded-modulation schemes with coherent detection by using turbo equalization IEEE/OSA
J Opt Commun Netw 1(6):555–564

39. Tanner RM (1981) A recursive approach to low complexity codes. IEEE Trans Inf Theory
IT-27(5):533–547, September 1981

40. Milenkovic O, Djordjevic IB, Vasic B (2004) Block-circulant low-density parity-check codes
for optical communication systems. IEEE J Sel Top Quantum Electron 10(2):294–299,
March/April 2004

42. Colavolpe G, Ferrari G, Raheli R (2001) Reduced-sate BCJR-type algorithms. IEEE Sel Areas
Comm 19:848–858, May 2001

41. Djordjevic IB, Xu L, Wang T, Cvijetic M (2008) Large girth low-density parity-check codes for
long-haul high-speed optical communications, in Proc OFC/NFOEC, (IEEE/OSA, San Diego,
CA, 2008), Paper no. JWA53



Chapter 8
Constrained Coding for Optical Communication

Anantha Raman Krishnan and Shiva K. Planjery
Department of Electrical & Computer Engineering, University of Arizona,
Tucson, AZ 85721, USA

8.1 Introduction

The increase in speed of optical communication systems has brought new technical
challenges to the fore. For example, combatting intrachannel cross-phase mod-
ulation (IXPM) and intrachannel four-wave mixing (IFWM) in high-speed time
division multiplexing (TDM) systems has been a focus of considerable research
[1–3]. IXPM and IFWM are interactions among neighboring bits (pulses) that are
a result of fiber nonlinearities. They can limit system performance by causing en-
ergy transfer between interacting pulses, thereby resulting in the formation of ghost
pulses or shadow pulses. Moreover, these interactions can also lead to timing and
amplitude jitters in the system. Though ghost pulses occur due to interactions be-
tween pulses in varied positions, it has been observed that certain “resonance”
positions lead to more energy transfers than others [2]. In particular, pulses at po-
sitions k, l , and m lead to ghost pulse at position .k C l � m/. Also, it has been
observed that this interaction is the most for pulses that are close to each other.
Figure 8.1 illustrates this phenomenon. The figure depicts the creation of a ghost
pulse at position 0 as a result of pulses at positions �1, 2, and 3.

In the past, novel modulation formats have been relied upon to suppress ghost
pulses [2,3]. An alternative scheme for reduction of ghost pulses relies on the use of
constrained coding [4, 5]. Constrained codes can be used to map user bit-streams to
channel bit-stream with reduced IFWM, hence reducing the extent of ghost pulses.
To illustrate this, consider the channel bit-stream obtained by randomly traversing
the states of the finite state transition diagram (FSTD) shown in Fig. 8.2 and read-
ing the bits off the edges traversed. It is easily seen that the resultant bit-stream
contains no more than two consecutive 1s. This bit-stream avoids the most harmful
patterns, namely, a sequence of three or more 1s. Suppose we could design a code
based on the FSTD shown here, then the resulting channel bits would also have no
more than two consecutive 1s (note that this is merely a toy example and that with
more ingenuity, FSTDs that better suppress ghost pulses can be devised. This will
be discussed in Sect. 8.5). A typical constrained coding problem can be formulated
as follows: Given a FSTD, can a code be constructed that maps blocks of user-bits
to blocks of channel-bits? If yes, then what is the maximum achievable rate of such

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 8, c Springer Science+Business Media, LLC 2010
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Fig. 8.1 Formation of ghost pulses
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Fig. 8.2 FSTD that avoids three consecutive 1s

a code? Given the code, can a “good” decoder be designed for this code? Some
excellent references to learn more about constrained coding are [6] and [7].

This chapter is devoted to explaining the fundamentals of constrained coding and
describing how it can be applied to optical communications. We shall begin by pro-
viding a general exposition on the concepts of constrained coding. Then, we will
focus on constrained coding from the perspective of optical communication. The
rest of the chapter is organized as follows. Section 8.2 provides a brief introduction
to the fundamentals of constrained systems and its related definitions and termi-
nologies. In Sect. 8.3, we discuss design of encoders from a given FSTD, and in
Sect. 8.4, we discuss the decoder design. We shall then describe in detail how con-
strained coding can be used to suppress the nonlinear intrachannel effects present in
high-speed optical transmission in Sect. 8.5. Finally, we provide some concluding
remarks in Sect. 8.6.

8.2 Fundamentals of Constrained Systems

Consider a communication system with input alphabet X (throughout this chapter,
we assume X to be f0; 1g or f�1;C1g, depending on the context. However, the def-
initions that follow are easily extended for any input alphabet). The system is said to
be unconstrained if there are no restrictions on what input sequences the channel al-
lows. Next, suppose that there exists a set of constraints that sequences must satisfy
in order to be valid. For example, consider the well-known family of constraints
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known as .d; k/ or runlength-limited (RLL) constraints. The .d; k/ constraint al-
lows only sequences with runs of 0 having length at least d and no more than k
(a run of 0 with length d has d consecutive 0s between two 1s). For instance, the
following sequence satisfies the .2; 4/ constraint.

: : : ; 1; 0; 0; 0; 1; 0; 0; 1; 0; 0; 0; 1; 0; 0; 0; 0; 1; : : :

Another well-known constraint is the DC-free constraint which suppresses the spec-
tral content at the zero frequency. The DC-free constraint allows all sequences
s D : : : ; s�1; s0; s1; : : : ; si 2 f�1;C1g for all i such that for all kˇ̌̌̌

ˇ
kX
�1

si

ˇ̌̌̌
ˇ < D;

where D is appropriately chosen positive integer.
It is desirable to represent diagrammatically the process of generating all valid

sequences. For example, Fig. 8.3a and b show the diagrammatic representation of
processes that generate sequences satisfying the .1;1/ RLL constraint and the DC-
free constraint, respectively. The figure represents an FSTD with directed edges.
All the edges in Fig. 8.3a and b are labeled from f0; 1g and f�1;C1g, respectively.
Sequences are drawn from such an FSTD by traversing the states along the edges,
reading the labels off the edges traversed. It can be easily seen that all valid se-
quences of length, say n (an n-tuple), can be represented as a path of length n in
the FSTD. The set of all finite-length strings generated by an FSTD constitute the
constrained system.

Such a diagrammatic representation paves way for a thorough theoretical anal-
ysis of constrained systems. We can now draw from varied fields of research like
information theory, symbolic dynamics, and theory of nonnegative matrices to yield
a near-complete characterization of these systems. But before we do this, we provide
some definitions that we shall use throughout this chapter.

An FSTD is said to have a local anticipation of a if a is the smallest nonnegative
integer such that for any state i , all paths of length .a C 1/ that generate identical
sequences begin with the same edge. That is, given .a C 1/-tuple, the initial state
is sufficient to determine the initial edge. Similarly, an FSTD is said to have a local
memory of m, if m is the smallest nonnegative integer such that for any state i , all
paths of length .mC 1/ that generate identical sequences end with the same edge.
An FSTD is said to be deterministic if its local anticipation is 0. Equivalently, an

a b

Fig. 8.3 FSTDs for various constraints: (a) .1;1/ RLL constraint and (b) DC-free constraint
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FSTD is deterministic if for any state i , all its outgoing edges are labeled distinctly.
For example, the FSTDs shown in Fig. 8.3 are deterministic. Figure 8.4 shows an
FSTD with anticipation of 1.

An FSTD is said to be irreducible if for all states i and j , there exists a path
from i to j . An FSTD is said to be reducible if it is not irreducible. For example, the
FSTDs shown in Fig. 8.3 are irreducible. Figure 8.5 shows an example of a reducible
FSTD. An FSTD is said to be disconnected if the set of states of the FSTD S can be
divided into two subsets S1 and S2 such that there is no edge that begins in a state
in S1 and ends in a state in S2.

We are interested in designing block codes that map blocks of user-symbols to
channel-symbols. Hence, it is worthwhile to define the nth power of an FSTD. Let
S be an FSTD. Then, the nth power of S (denoted as Sn) is constructed as follows:
The states of Sn are the same as those of S . However, each directed edge from state
i , to another, say j , represents a path of length n from i to j . The edge-label is the
n-tuple obtained by reading off the edges traversed. The third power of the FSTD
representing the .1;1/ constraint is shown in Fig. 8.6. It is interesting to note that
if S is an irreducible FSTD, then for all n, Sn is either irreducible or consists of
disjoint, irreducible components.

At this point, we observe that a simple block encoder can be readily designed
using such an FSTD. As an example, consider the FSTD shown in Fig. 8.6. Suppose
that this FSTD is used to design a rate 1=3 code. This can be done by picking two
edges for each state and pruning away the remaining edges. For instance, we choose

Fig. 8.4 FSTD with
anticipation 1

Fig. 8.5 A reducible FSTD

Fig. 8.6 Third power of
FSTD of .1;1/ RLL
constraint
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Fig. 8.7 FSTD of a rate 1/3
code corresponding to the
.1;1/ RLL constraint

the edges 100 and 101 for state A and edges 001 and 000 for state B . Next, pick
two outgoing edges and assign input-bits to these outgoing edges at each state. For
example, we assign 1 to edge 001 and 0 to 000, and prune away the remaining
edges. The resulting FSTD is a block encoder shown in Fig. 8.7 that uses the input-
bits and the current state of the FSTD to generate channel bits. For example, the
input 1; 0; 1; 1; : : : is encoded as 101; 000; 101; 001; : : : (assuming the starting state
to be A).

The construction of the encoder raises the following questions. What is the high-
est achievable rate of a code designed thus? Can such an encoder be realized? In
order to answer these questions, we need to form a mathematical framework for the
analysis of constrained systems. The beginning of this framework is the definition
of the adjacency matrix of an FSTD. Let S be an FSTD with s states (ordered from
1 to s). The adjacency matrix A of S is a s � s matrix. The .i; j /th element of A is
the number of edges from i to j . For example, the FSTD shown in Fig. 8.3a has the
adjacency matrix

A.1;1/ D

�
1 1

1 0

�
:

The adjacency matrix of the nth power of an FSTD S with adjacency matrix A can
be calculated by taking the nth power of A. It is easy to verify that A3

.1;1/
is indeed

the adjacency matrix of the FSTD given in Fig. 8.6.
We now proceed to find the upper bound on the highest achievable rate of codes

based on constrained systems. This is obtained by calculating the Shannon capacity
or entropy rate. The Shannon capacity (or simply “capacity”) measures the growth
rate of the number of valid n-tuples of a constrained system. The capacity of a
constrained system T , CT is defined as:

CT D lim
n!1

log2N.n; T /
n

; (8.1)

where N.n; T / is the number of valid n-tuples in T . In other words, the number of
valid n-tuples of T is well approximated by 2nCT , for large n. Shannon [8] proved
that capacity is the upper bound on the rate achievable by any code based on con-
strained systems. Moreover, given any integers k; n such that

k

n
< CT ;

Shannon proved that there is an integer l such that there are 2kl valid ln-tuples of T .
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Suppose S is the FSTD representing T and has an adjacency matrix A. Then, the
capacity can be easily be calculated as:

CS D log2 �.A/;

where �.A/ is the largest real eigenvalue of A. The existence of a positive real
eigenvalue is guaranteed by Perron–Frobenius theory of nonnegative real matrices.
We note that for any FSTD S with capacity C , the capacity of Sn is nC . Finally,
it can be shown that if S is a reducible FSTD with capacity C , then S has an irre-
ducible component whose capacity is equal to C . Hence, it is sufficient to consider
only the irreducible components of S during code construction.

With the upper bounds on achievable rates established, we now proceed to design
block codes with appropriately chosen rates. The methodology of code design is
explained in Sect. 8.3.

8.3 Construction of Finite-State Encoders

In order to construct finite-state encoders based on FSTDs, we rely on the following
result from [7]:
Theorem 8.1. Let T be a constrained system with capacity CT . Let k; n be positive
integers satisfying the inequality

k=n � CT :

Then, there exists a finite-state encoder with a state-dependent decoder with rate
k=n.

The proof of this theorem also provides a systematic way to design the encoder.
We provide here a brief description of the proof, which will also serve as a descrip-
tion of the design methodology. For this purpose, we use the example from [7].

Let S be the FSTD representing the constrained system T . In order to design the
encoder, we will use the Sn as the starting point. Suppose each of the states in Sn

has at least 2k outgoing edges, we choose exactly 2k edges in each state and prune
away the remaining edges. The resulting FSTD is the required finite-state encoder.
In other words, it is equivalent to having the sum of each row of the adjacency matrix
being greater than 2k .

Indeed, it is sufficient to find a sub-FSTD of Sn, S 0, such that all its states have
at least 2k outgoing edges terminating in S 0. In terms of adjacency matrix, it can be
expressed as follows: Let A be the adjacency matrix of Sn. Suppose a 0–1 vector v
(not all 0s) can be found such that

Anv � 2kv; (8.2)

then the FSTD S 0 constituting the states indexed by v can be used as an finite-state
encoder.
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However, finding such a sub-FSTD is not always possible. For instance, consider
the problem of designing a finite-state encoder for the .1;1/ constraint. The ca-
pacity of this constraint is 0:69. According to Theorem 8.1, design of a rate 2=3
code should be possible. However, a cursory analysis of Fig. 8.6 is enough to see
that this is not possible. In the FSTD, state B has only three outgoing edges. If state
A is chosen as the sub-FSTD (that is, state B is removed), then state A has only
three outgoing edges. Similarly, if state A is removed, then B has only one outgo-
ing edge. Equivalently, none of the choices for v, namely, Œ1; 1�0, Œ1; 0�0, and Œ0; 1�0

satisfy (8.2).
When we are unable to find a code by this fashion, one alternative is to look at

higher powers of S . However, we can use the technique of “state splitting” [7] to
generate a code without increasing the block length.

We shall now describe this technique. Let S be an FSTD. Let V be the set of all
states in S . Let i belong to V . Let E D E1

S
E2, E1 and E2 disjoint, be the set of

outgoing edges from i . Then, splitting of state i results in a new FSTD S 0, with the
set of states V nfig

S
fi1; i2g, where i1; i2 are referred to as the descendant states of

i . The edges of S 0 are obtained from S as follows:

Case 1. If the edge in S neither begins or ends in i , then replicate it in S 0.
Case 2. Suppose the edge begins in state j ¤ i and terminates in i . If the edge is

in E1 or E2, then replicate the edge so that there is an edge from j to i1, and
from j to i2.

Case 3. Suppose the edge begin in i and ends in j ¤ i . If it belongs to El , then
there is an edge in S 0 from il to j .

Case 4. Suppose the edge is a self-loop that begins and ends in i and belongs toE1.
Then there are two edges, beginning in E1 and ending in i1 and i2, respectively.
This rule is congruently applied to self-loops belonging to E2.

Figure 8.8 shows the FSTD resulting from the splitting of state A in
Fig. 8.6. In the figure, the outgoing edges are split as E1 D f000; 100g and

Fig. 8.8 State splitting of
FSTD shown in Fig. 8.6
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E2 D f010; 001; 101g. Note that a generalized notion of state splitting that is
the splitting of a state into multiple descendants can be defined as well. However,
this is equivalent to a series of splittings into two descendant.

We observe that this transformation retains the properties of the original FSTD
in that all the sequences generated by S are generated by S 0 as well. Also, it can be
proved that if S has an anticipation of a, S 0 has an anticipation of at most .aC 1/.

For the purpose of code construction, a specialized state splitting called
v-consistent state splitting is used. However, before this is described, we intro-
duce approximate eigenvectors. An .A; l/ approximate eigenvector of a matrix A is
defined as a nonzero vector v with nonnegative components such that

Av � lv:

If �.A/ � l , Perron–Frobenius theory for nonnegative matrices guarantees the
existence of an .A; l/-approximate eigenvector.

Recall that for the purpose of code construction, we have chosen the rate k=n �
CT . Then, the aforementioned result guarantees the existence of a vector v such that

Anv � 2kv: (8.3)

For example, for the .1;1/ constraint, v D Œ2; 1�0 is an .A3; 4/ approximate eigen-
vector.

An approximate eigenvector of matrix can be calculated by using Franaszek’s
algorithm (detailed in [7]). Franaszek’s algorithm takes as its input a nonnegative
integer matrix A, an integer l , and an integer L. If there is an .A; l/-approximate
eigenvector with no element greater than L, it will find one.

A basic v-consistent state splitting is explained as follows: Let S be an FSTD
with adjacency matrix A. Let V be the set of states of S and let v be an .A; l/-
approximate eigenvector. Further, let the state i 2 V be split into i1 and i2, yielding
a new FSTD S 0 with adjacency matrix A0. This split is said to be v-consistent if the
vector v0

v0j D

8<:
vj if j ¤ i
y1 if j D i1
y2 if j D i2

;

where y1; y2 are positive integers such that y1 C y2 D vi is an .A0; l/-approximate
eigenvector.

The fact that y1; y2 < n has an interesting implication. To see this, consider the
following: Let S be an FSTD with matrix A. Let k=n be an appropriately chosen
rate. Further suppose that there exists no 0–1 vector v such that Anv � 2kv. Then,
by repeatedly applying basic v-consistent state splitting, it is possible to construct
another FSTD S 0 (with adjacency matrix A0) that satisfies the constraint

A0v0 � 2kv0; v0 a 0–1 vector:
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In other words, S 0 (or one of its sub-FSTDs) has at least 2k outgoing edges from
each of its states (sufficient for an encoder). Indeed, it is trivial to show that the
number of state-splitting iterations required is at most

P
vi � 1, the sum of all the

elements of v.
Finally, to complete the proof of Theorem 8.1, we have the following proposition

by [7] (stated without proof).

Proposition 8.2. Let A be the adjacency matrix of an irreducible FSTD S , and
assume that the all-1’s vector is not an .A; n/-approximate eigenvector. Let v be
a positive .A; n/-approximate vector. Then, there is a basic v-consistent splitting
of H .

Hence, by using the state-splitting algorithm, a finite-state encoder is constructed
for any rates k=n � CT . For clarity, we summarize the encoder design procedure as
follows:

1. Given the constraint T , generate an FSTD, say S , representing the constrained.
2. From the adjacency matrix of S , say A, calculate the capacity CS .
3. Select rational rate k=n such that k=n � CS .
4. Construct Sn.
5. Use Franaszek’s algorithm there exists a .An; 2k/-approximate eigenvector

whose entries are 0 or 1. If it exists, use the FSTD (or the appropriate sub-FSTD)
as the encoder.

6. If no such vectors exist, use Franaszek’s algorithm to calculate an .An; 2k/-
approximate eigenvector. Eliminate all states for which vi D 0.

7. Find a v-consistent partition for some state in S . Find a basic v-consistent state
splitting for this state to create a new FSTD S 0. The existence of such a split is
guaranteed.

8. Repeat step (7) till all states have at least 2k outgoing edges.

For practical implementations, it is desirable to construct an FSTD of the en-
coder that has the smallest possible number of states. The number of states can be
significantly reduced by using the technique of state merging. The technique can be
described as follows. Let i and j be states in an encoder FSTD with outer degree
n (any extra edges have been deleted from the FSTD). Let Ei D fe1; : : : ; eng and
Ej D ff1; : : : ; fng denote the edge sets corresponding to states i and j , respec-
tively. If the edge sets can be arranged such that for each k D 1; 2; : : : ; n, the edges
ek and fk share the same label and terminating state, then states i and j can be
merged to one state, thus reducing the overall number of states by one. Figure 8.9
shows an example of an RLL (0, 1) code, and Fig. 8.10 shows the resulting FSTD
of the encoder after merging the states S1 and S2.

Since the sequence of state splittings affects the possible state mergings, it would
be more efficient if the construction algorithm could identify state mergings on the
fly during the state-splitting process rather than performing state merging at the
end of the process, in order to construct the FSTD of the encoders with minimal
number of states required for representation. Although there is no absolute solution
to this problem, certain techniques and heuristics have been proposed in [9] and [10]
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Fig. 8.9 FSTD of the RLL
(0, 1) encoder with input tags
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Fig. 8.10 Encoder obtained
after stage merging
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and have proven to be effective in the construction of codes for recording channels
that use peak detection as well for channels using partial response signaling with
maximum likelihood detection.

8.4 Decoders for Constrained Codes

The decoders for constrained codes are designed based on the constructed rate k=n
finite-state encoders described in Sect. 8.3. We remind that the FSTDs of the finite-
state encoders previously described have a finite local anticipation a which is an
important property to facilitate decoding. There are mainly two types of decoders:
state-dependent decoders and sliding-block decoders. State-dependent decoders are
naturally represented by the FSTD of the encoder itself. For these decoders, we can
think of the decoding process as exactly the reverse of the encoding process, i.e.,
the decoder utilizes the current decoder state and received codeword in order to
determine the original k-block message and the next decoder state. The initial state
of the decoder is matched with the initial state of the encoder at the beginning of
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the decoding process. The decoding algorithm for state-dependent decoders can be
summarized as follows:

1. Set the initial state of the decoder to be the initial state of the encoder.
2. For the current state i , concatenate the current n-block codeword with the next
a upcoming codewords to obtain a sequence l of length a C 1 (measured in
n-blocks). Observe the path corresponding to the sequence l on the FSTD of the
encoder starting from the current decoder state i . By definition of the local antic-
ipation, the initial edge e of the path can uniquely be determined. The decoded
output will be the input tag assigned to edge e on the FSTD. The next decoder
state is the terminal state of edge e.

3. Repeat step 2 until all codewords have been decoded.

Hence as stated in Theorem 8.1, a state-dependent decoder exists for every finite-
state k=n encoder, and these decoders are relatively simple and straightforward to
implement.

However, state-dependent decoders can lead to the possibility of catastrophic er-
ror propagation when the decoders are used in a noisy environment. Catastrophic
error propagation means obtaining an unbounded number of errors at the output of
the decoder for a finite number of errors at the input of the decoder. Due to the pres-
ence of noise, the decoder may have to deal with erroneously detected sequences
that may not even be valid sequences. Figure 8.11 shows an example where a single
error in the decoder input can cause an unbounded number of errors at the decoder
output. If the initial state is S0 and we encode the input sequence 0000 : : : using
the above FSTD, we will obtain the constrained sequence aaaaa : : :. Now assum-
ing there is noise present, if the noise corrupts the first symbol to b, the decoder
will receive baaaa : : :, which is then decoded by the state-dependent decoder as
111111 : : : leading to an unbounded number of errors. Hence, it would be desir-
able to have a decoder that can bound the number of errors occurring at the output
for any given decoder input, and this is possible only for a decoder that is state
independent. The sliding-block decoder, which we shall now discuss in detail, is
a state-independent decoder than can bound the number of errors occurring at the
output.

A sliding-block decoder uses a finite memory (“look-back”) m and finite anti-
cipation (“look-ahead”) a in order to decode the current codeword. In other words,
the decoder uses m previous codewords and a upcoming codewords to decode the

Fig. 8.11 Encoder that can
cause catastrophic error
propagation

S0 S1

1/b

0 /c

1/a0 /a
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c−m−3 c−m−2 c−m−1 c−m
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Channel output stream

Current codeword to be decoded

k-block bits

Fig. 8.12 Illustration of sliding-block decoder

current codeword. Figure 8.12 provides a schematic of the sliding-block decoder.
Since the decoder window size is .m C a C 1/, an error in the detection of the
current codeword will only affect at most .m C a C 1/ codewords, thus bounding
the number of errors occurring at the output of the decoder. In precise terms, a
sliding-block decoder for a finite-state rate k=n encoder is a mapping f from .mC

a C 1/ codewords of length n (n-tuples) to a message block of length k, for some
nonnegative integers m and a. Before we delve into the details of these decoders,
we must define a new class of constrained systems for which there exist finite-state
encoders with sliding-block decoders that achieve rates upto capacity.

An FSTD representing a constrained system T is said to have finite memory m
and anticipation a, if for any given sequence of codewords c D c�m, : : :, c0, : : :,
ca in T , the set of all possible paths e D e�m, : : :, e0, : : :, ea that generate c all
contain the same edge e0. This means that given a codeword c0, the decoder can
uniquely determine the edge e0 corresponding to the codeword c0 in the FSTD of
the encoder by observing them previous codewords and the a upcoming codewords.
Such an FSTD is said to have finite memory and finite anticipation. Based on the
definition of the FSTD, we can see that the sliding-block decoder for an encoder
with such an FSTD can simply be considered as a look-up table that determines
the edge that generated the current codeword, by looking at the m previous code-
words and a upcoming codewords and reading off the input tag on this edge to
be the decoder output. Note that the distinction between state-dependent decoders
and sliding-block decoders precisely lies in the concept of using finite memory.
State-dependent decoders utilize the decoder state information and local anticipa-
tion of the FSTD, whereas the sliding-block decoders use finite anticipation and
finite memory instead of the decoder state information. It can be proven that if an
FSTD has finite memory and anticipation, then it has finite local anticipation [7]. A
constrained system T is said to be finite type if there exists an FSTD representation
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that has finite memory and anticipation. For example, the RLL .d; k/ constraint is
a finite-type constrained system. It must be noted here that there do exist bad rep-
resentations of a finite-type system that do not have finite memory and anticipation
and we would like to determine a good FSTD representation for a given finite-type
constrained system T .

Before one attempts to search for an FSTD representation with finite memory
and anticipation for a given constrained system T , one would like to know whether
the constrained system T is finite type or not. There are several intrinsic conditions
of finite-type constraints that can be useful in making this determination [7, 11].
They are the following:

1. There exists an integer L, and a list L that contains strings of length L, such
that a sequence c satisfies the specified constraint if and only if each substring
of length L in the sequence c belongs to the list L. We may consider L to be a
valid list. As an example, for the RLL (0, 1) constraint, we can choose L D 2

and L D f11; 01; 10g.
2. There exists a finite list F that contains forbidden strings of length L. In other

words, a sequence c satisfies the specified constraint if and only if it contains no
substrings of length L that belong to the forbidden list F . Again for the RLl (0,
1) constraint, we may consider F D f00g.

3. Let A be the symbol alphabet. There exists an integer N such that, for a given
symbol a 2 A, there is a list T .a/ that contains strings of length no more thanN ,
with the property that if w is any constrained sequence, then the concatenation
wa is a sequence that satisfies the constraint if and only if w ends in a string
u 2 T .a/. For the RLL (0, 1) constraint, we may choose N D 1, T .0/ D f1g,
and T .1/ D f0; 1g.

For a given FSTD S that represents a finite-type constrained system T with ca-
pacity CS , it has been proven that there always exists a rate k=n finite-state encoder
with a corresponding sliding-block decoder that can achieve rates upto the capac-
ity CS (see Theorem 2 in [7]). The FSTD of the encoder can be constructed in
a manner described in Sect. 8.3, by considering higher powers of any FSTD with
finite memory and anticipation and applying the state-splitting algorithm on the re-
sulting FSTD. Just as the state-splitting algorithm preserves local anticipation for
the FSTDs considered in Sect. 8.3, the state-splitting algorithm also preserves the
finite memory and anticipation when applied to an FSTD that represents the finite-
type constrained system T , and only the anticipation may increase by at most one
for each state splitting.

From the discussion, it is evident that for the sliding-block decoder of a constraint
code under a noisy channel, the propagation of errors in the decoder is controlled
by the window size .mC a C 1/ of the sliding-block decoder. Therefore, it would
be desirable to come up with sliding-block decoders that require the smallest pos-
sible window size in order to keep the error propagation to a minimum. Consider
the construction of a finite-state encoder represented by a given FSTD S and its
nth power Sn, where Sn has memory m and anticipation a. If p is the number of
splittings used, then the FSTD of the encoder will have the same memory m but
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Table 8.1 Decoding process
for RLL (0, 1) encoder

Current codeword Upcoming codeword Decoded data
011 110 00
110 111 10
111 101 11
101 011 00
011 010 11
010 – 11

the anticipation cannot be more than .aC p/. It follows that an upper bound on the
window size can be determined as

W � mC aC p C 1:

In practice, the window size that is realizable can be significantly smaller than the
given upper bound. Figure 8.9 shows the example of an FSTD of the RLL (0,1)
encoder that has a sliding-block decoder with window size W D 2. Table 8.1
illustrates the decoding process for the sequence c D 011 110 111 101 011 010.
From the table, the decoded sequence is 00 10 11 00 11 11. Tighter bounds for
the window size of a sliding-block decoder can be obtained by considering the
use of a generalized v-consistent state-splitting algorithm during construction of the
finite-state encoders, which is a slightly modified version of the basic v-consistent
state-splitting algorithm described in Sect. 8.3. Interested readers can refer to [7] for
further details on this algorithm.

In general, the decoder mapping for a given finite-state encoder is fixed by the
message(k-block)-to-codeword(n-block) assignment on the FSTD of the encoder
and one can find the minimum window size required to correctly decode the valid
codeword sequence. The size actually depends on the message-to-codeword assign-
ment on the FSTD and the size can actually increase or decrease for the same FSTD
based on this assignment. For example, Fig. 8.13 illustrates two different assign-
ments of the input tags for the same FSTD of a rate 1/2 RLL (1, 3) code. Figure 8.13a
has decoder window size of 1, whereas Fig. 8.13b has a window size of 2. Hence,
clearly the choice of the assignment plays a role in the required window size of the
decoder.

Given a finite-state encoder that has a sliding-block decoder, we would like to
address the following question: what choice(s) of the message-to-codeword assign-
ment will minimize the decoder window size W ? The window size can be reduced
by making consistent assignments of the input tags to edges that have same labels
but that are not completely distinguished by the possible contents of the reduced
decoder window. Based on the idea of consistent assignment, a general iterative
method can be used to determine the assignment that allows the minimum pos-
sible decoder window size to be achieved. The method is described as follows.
Select targets for the look-back m0 and look-ahead a0 for the decoder. For each
edge e in the FSTD of the encoder, make a list of all the codewords generated by
paths e�m0 ; : : : ; e�1; e; e1; : : : ; ea0 and denote this list as L.eIm0; a0/. In order for
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Fig. 8.13 Two different
assignments of the input tags
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the sliding-block decoder with targets m0 and a0 to exist, any two edges e and f
must be assigned the same input tag whenever the corresponding lists L.eIm0; a0/
and L.f Im0; a0/ are not disjoint. In addition, the assignment must satisfy the cri-
terion that the set of message words assigned to the 2k edges at each state must
encompass the entire list of binary k-tuples. If any condition is not satisfied, then
a sliding-block decoder with parameters m0 and a0 is not realizable and the whole
process is repeated for another set of values form0 and a0. Although the approach is
straightforward, the problem of obtaining a realizable decoder using this algorithm
has been shown to be an NP-hard problem.

So far, we have discussed constrained coding techniques from a general setting
where an efficient constrained code is required such that the output sequences that
are being transmitted on a channel satisfy a given constrained system which is typ-
ically defined based on the application. We shall now discuss constrained coding
from the context of optical communications in much greater detail and explain how
it can be used to combat the intrachannel nonlinear effects of IXPM and IFWM in
high-speed optical transmission.

8.5 Applications to Optical Communications

It was briefly mentioned in Sect. 8.1 as to how high-speed optical transmission can
be affected by intrachannel interactions, such as IFWM and IXPM [1]. Approaches
for dealing with intrachannel nonlinearities may be classified into two broad cat-
egories (1) modulation formats [2, 3] and (2) constrained codes [5, 12]. The first
approach deals with removing the short-term phase coherence of the pulses emit-
ted by the optical transmitter since the IFWM interaction is a phase sensitive effect.
The second approach involves the use of a constrained code to avoid waveforms in
the transmitted signal that will most likely be detected incorrectly. In this section,
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we shall look more closely at the second approach of using constrained coding in
order to combat intrachannel nonlinearities [4]. We shall specifically describe three
techniques in conjunction with constrained coding that can be used for suppres-
sion of intrachannel nonlinearities. They are (1) the use of constrained encoding, (2)
combined constrained and error control coding, and (3) deliberate error insertion.

8.5.1 Use of Constrained Encoding

Constrained encoding is based on the following three principles (1) the most trou-
blesome sequences are identified and forbidden, (2) the zero-symbol in so-called
“resonant positions” is converted into one-symbol, and (3) the different contri-
butions to a ghost-pulse creation cancel each other in resonant positions. It also
provides flexibility in selecting the code rate and the nonlinear effect suppression
factor. We illustrate using three different constraints how constrained encoding can
be successful in suppressing the intrachannel nonlinearities.

Constraint A

In this constraint, the resonant sequences such as “1101,” “1011,” and “11011” are
considered as the most troublesome ones that lead to an error-prone channel [5].
The FSTD of the constrained system avoiding those sequences is shown in Fig. 8.14.
Valid sequences can be obtained by reading off the edge labels while making tran-
sitions from one state to another according to orientation of the edges. The largest
code rate permitted by this constraint (which is the capacity) is 0.6942. Since the
most troublesome sequences are identified and forbidden, this constraint will result
in excellent Q-factor improvement; however, the code rate is unacceptably low for
high-speed transmission.

Constraint B

Consider a sequence of length L, ciciC1 � � � ciCL�1, satisfying the following con-
straint: if for k; l;m 2 Œi; i C 1/ and kC l �m 2 Œi; i CL/ (k and l not necessarily

Fig. 8.14 FSTD of a
constraint avoiding the
resonance patterns 1101,
1011, and 11011
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distinct), ck D cl D cm D 1, then ckCl�m ¤ 0. If the above sequence is transmit-
ted, then no ghost pulse will be created at any position (positions f0; 1; : : : ; L� 1g).
However, the amplitude jitter may be caused through the IFWM process. ForL D 4,
the constraint has the capacity of 0.8791 and may be described by an FSTD shown
in Fig. 8.15. The high-speed applications require the simplest possible realization,
and a simple block code of rate 4/5 is given in Table 8.2. The code is designed based
on the approach described in Sect. 8.3 and has the efficiency (code rate) of 91%.

Constraint C

This constraint is based on the fact that the proper choice of initial pulse phases may
result in complete cancelation of different ghost-pulse contributors at a zero-bit po-
sition in “resonance,” which is illustrated in Fig. 8.16. A pseudoternary constrained
code satisfying such property is shown in Fig. 8.17. The symmetry is imposed by
a deliberate addition of a single pulse on the left or right side of the “asymmetric”
sequence (e.g., the sequence 1, �1, 0, 1 is translated into 1, �1, 0, 1, �1). (Since
1 and �1 symbols in direct detection are considered as the same symbol the corre-
sponding constraint is called here pseudoternary.)

Fig. 8.15 FSTD of (0,2)
RLL constraint
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Table 8.2 Mapping between
input and codewords for the
rate 4/5 code

Input Codeword Input Codeword
0000 00000 1000 00110
0001 00001 1001 01000
0010 00101 1010 01010
0011 01001 1011 01100
0100 10001 1100 10000
0101 10101 1101 10010
0110 00010 1110 10100
0111 00100 1111 10110

Fig. 8.16 Pseudoternary
cancelation principle. Pulses
at positions 1–4–2 and pulses
at positions 2–5–4 creates
two ghost pulses of the same
amplitude but opposite signs
at position 3

54321
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Fig. 8.17 Pseudoternary
code of rate 0.9
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Fig. 8.18 Dispersion map used for simulation

We shall now illustrate the performance improvement of constrained coding
on a 40-Gb/s single channel long-haul transmission system.The effects of Kerr
nonlinearities (self-phase modulation, IXPM, IFWM), stimulated Raman scat-
tering (SRS), dispersion [group-velocity dispersion (GVD), second-order GVD],
crosstalk, and intersymbol interference are taken into account during simulation.
The dispersion map used, as shown in Fig. 8.18, is composed of N (20–80) spans
of length LD 48 km, each span consisting of 2L/3 km of DC fiber followed by
L/3 km of D� fiber. DC fiber has a dispersion of 20 ps/(nm km), a dispersion
slope of 0.06 ps/(nm2 km), an effective area equal to 110�m2, and loss equal
to 0.19 dB/km. D� fiber has a dispersion of �40 ps/(nm km), a dispersion slope of
�0.12 ps/(nm2 km), an effective area equal to 30�m2, and loss equal to 0.25 dB/km.
The nonlinear Kerr coefficient is set to 2:6 � 10�20 m2/W in both types of fibers.
The precompensation of �320 ps/nm and corresponding postcompensation are also
employed. The erbium-doped fiber amplifiers (EDFAs) with a noise figure of 6 dB
are deployed after every fiber section. The simulations are carried out with an
average launched power of 0 dBm and a central wavelength of 1,552.524 nm. The
dispersion map is selected in such a way that the IXPM is low. However, during
transmission over a DC fiber, the pulse is spread over up to ten-bit periods rather
than over tens or hundreds bit periods, which is typical for pseudolinear transmis-
sion. Under such conditions, IFWM is a predominant effect, and the previously
described constrained codes are most efficient.

Figures 8.19–8.21 provide the simulation results of the specified optical trans-
mission with constrained coding. The use of constrained encoding is compared
against RZ modulation format (of duty cycle 33%). The pattern sequence used in
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Fig. 8.19 Eye diagrams under constrained coding. (After ref. [6]; c IEEE 2006; reprinted with
permission.)

simulations is of length 215 � 1. From Fig. 8.19, it is evident that the constrained
codes are successful in suppressing both IFWM (ghost pulse and amplitude jit-
ter) and IXPM (timing jitter). For the RZ modulation format, the eye diagram
after 50 spans is closed, while the eye diagrams for constrained codes are widely
open. The ability of constrained codes to substantially reduce the timing jitter due
to IXPM is also important in enabling the clock recovery, which would be quite
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Fig. 8.20 Q-factor
improvement over RZ for
different number of spans in
the absence of ASE noise.
(After ref. [6]; c IEEE 2006;
reprinted with permission.)
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Fig. 8.21 Pseudoternary
code of rate 0.9. (After
ref. [6]; c IEEE 2006;
reprinted with permission.)
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challenging when the eye diagram is completely closed (see Fig. 8.19b). The Q-
factor improvement against the number of spans is shown in Figs. 8.20 and 8.21.
The Q-factor improvement is defined as

4Q D 20 log ŒQencoded=Quncoded� ŒdB�:

Significant Q-factor improvement up to 16 dB is demonstrated depending on code
rate and number of spans. Notice that in the presence of ASE noise, the eye diagrams
are more closed due to noise, resulting in reduced Q-factor improvement.
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8.5.2 Combined Constrained and Error Control Coding

Traditionally in coded systems, the inner code is a constrained code or modulation
code and the outer code is an error correction code (ECC). That is, the message
bits are first encoded by using an ECC and then the resultant code is encoded us-
ing a modulation code. Thus, at the receiver, the constrained code is decoded first
followed by the decoder for the ECC. Even though the constrained decoding de-
scribed previously is conceptually simple (it is based on sliding-block decoder), the
main disadvantage with this scheme is that it decouples the channel and the er-
ror correction decoder since the decoder for the constrained code operates only on
hard bits and does not produce soft information, which is necessary for iterative
(LDPC/turbo) decoding that is typically used for the ECC. An alternative scheme
that circumvents the above problem is known as reverse concatenation [13, 14],
and it has been recently adapted for soft detectors. This scheme can operate in the
presence of strong intrachannel nonlinearities when even advanced forward error
correction (FEC) schemes would be overwhelmed with errors.

In the reverse concatenation scheme, the order of FEC encoder and constrained
encoder is inverted, i.e., the modulation encoder is followed by ECC, and as a result,
such a scheme facilitates the use of soft decoding. In order to realize reverse concate-
nated systems, it is typically required that the ECC be systematic. Figure 8.22a, b
illustrates the standard concatenation scheme and the reverse concatenation scheme.
In the scheme shown, an LDPC code of length n and dimension (number of message
bits) k is used as the ECC. The message bits at the output of Constrained Encoder
1 pass through a systematic LDPC encoder unchanged. Parity check bits in general
do not satisfy channel constraint and must be encoded using a separate constrained
encoder (Constrained Encoder 2 in Fig. 8.22b). Encoder 2, of course, imposes the
same constraint as Encoder 1. Soft constrained decoders 1 and 2 employ the Bahl,
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Fig. 8.22 (a) Standard concatenation scheme, (b) reverse concatenation scheme (optical transmit-
ter and receiver parts not shown)
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Fig. 8.23 BER performance of combined constrained and LDPC FEC scheme at 40 Gb/s. LDPC
code belongs to the class of projective geometry codes. (After ref. [6]; c IEEE 2006; reprinted
with permission.)

Cocke, Jelinek, and Raviv (BCJR) algorithm [15] performed on the trellis obtained
by transforming the state-transition diagram in Fig. 8.15. Decoding for the LDPC
code is carried out using the standard message-passing algorithm [16].

Figure 8.23 provides simulation results using this scheme for the same disper-
sion map from Fig. 8.18 wherein the EDFAs noise figure is set to 6 dB. After 80
spans, the electrical eye diagram of uncoded signal (shown in Fig. 8.23) is com-
pletely closed, and the input BER is too high for any FEC scheme to handle (even
for the most advanced methods based on turbo or LDPC codes). However, an LDPC
code combined with constrained encoder is able to operate error free. The coding
gain due to combined constrained and iterative error control coding is 12.1 dB at
BER of 10�9. For a BER of 10�12, expected coding gain is about 13.6 dB. The re-
sulting coding rate can be determined as a product of code rates of an LDPC code
and a constrained code, and might be unacceptably low, but this is the only alterna-
tive to enable transmission in the presence of strong IFWM.

8.5.3 Deliberate Error Insertion

Sometimes design of a good high-rate constrained code is a challenging problem
when the desired constraint is complicated because the encoder and decoder might
be unacceptably complex for high-speed applications, and large decoding window
size may result into unacceptable error propagation [17]. The number of errors
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caused by error propagation due to increased decoding window size may result in
exceeding error correction capability of the FEC code employed in the standard con-
catenation scheme (shown in Fig. 8.22a). Even though combined constrained and
error correction scheme described previously provides an excellent coding gain, it
requires using encoders and decoders of relatively high complexity.

The key idea behind deliberate error insertion [17], as illustrated in Fig. 8.24, is
to completely remove the constrained encoder and instead impose the constraint by
deliberate insertion of errors before the transmission. The redundancy to be used
in imposing a given constraint might be used to employ a stronger FEC scheme
capable of correcting both channel errors and deliberate errors. Constraint monitor-
ing circuit, which replaces the constrained encoder, operates on the LDPC-encoded
sequence. It monitors if the channel constraint is satisfied; if not, it introduces the
smallest possible number of errors so that constraint of the channel is satisfied. The
errors introduced by the constraint monitoring circuit are independent of channel
conditions and may cause the error floor if the constraint is so strong that the num-
ber of introduced errors exceeds the error correction capability of LDPC code. In
order to avoid the error floor, a weaker constraint such as a (0,3) constraint can be
used as shown in Fig. 8.25. Moreover, instead of operating on a bit-by-bit basis it
is suggested to operate on a block-by-block basis. The monitor circuit accepts K
bits at a time from an LDPC encoder and checks if the (0,3) constraint is satisfied
within the block of length K; if not, it flips the minimum number of bits such that
the constraint is satisfied. By doing so, we allow for the violation of the constraint
between two neighboring blocks, so that the loose (0,3) constraint is obtained. How-
ever, LDPC codes of higher code rates may be employed and the error floor may be
avoided as shown in Fig. 8.26. At a BER of 10�9, the deliberate error insertion tech-
nique provides a coding gain 10.17 dB, while the expected coding gain at BER of
10�12 is 11.56 dB.

Fig. 8.24 Deliberate error
insertion principle
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mission.)

8.6 Concluding Remarks

In this chapter, we covered the fundamental aspects of constrained coding and
highlighted its usefulness in any communication system that requires the channel se-
quences to satisfy a given set of constraints in order to be valid. We then described in
detail how constrained coding could be successfully employed in optical communi-
cations to suppress the nonlinear intrachannel effects present in high-speed optical
transmission. Although the techniques described in Sect. 8.5 were independent of
the design of the dispersion map, a joint optimization of both the dispersion map
combined with constrained coding may be possible that could lead to further im-
provements and this is an ongoing research topic. Regarding construction of FSTD
encoders described in Sect. 8.3, the basic v-consistent state-splitting algorithm can
also be extended to a larger family of constrained systems called almost finite-type
systems, such as the spectral null systems [18, 19]. Other types of state-splitting
algorithms such as the generalized v-consistent state splitting and variable length
state splitting can be used to shorten the code construction procedure [7, 20, 21].
Despite tremendous advances in the construction of codes for constrained systems,
the problem of optimal design of codes that achieve the minimum possible number
of encoder states in the FSTD encoder and minimum possible decoder window size
W still remains an active research topic. Lower bounds on the number of encoder
states were derived in [22] and lower bounds on the minimum sliding-block decoder
window size were derived in [23, 24].
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Chapter 9
Coding for Free-space Optical Channels

High bandwidth demands in metropolitan area networks (MANs) and requirements
for flexible and cost-effective service cause the imbalance known as the “last mile
bottleneck.” Fiber-optics, RF, and copper/coaxial lines are the main state-of-the-
art technologies to address the high bandwidth requirements. The incompatibility
of RF/microwave and optical communication technologies due to large bandwidth
mismatch between RF and optical channels is now widely believed to be the lim-
iting factor in efforts to further increase the transport capabilities in the future. For
this reason, RF/microwave–optical interface solutions that will enable aggregating
multiple RF/microwave channels into an optical channel are becoming increasingly
important. Free-space optical (FSO) communication is the technology that can ad-
dress any connectivity needed in optical networks, be in a core, edge, or access [1,2].
In MANs, the FSO can be used to extend the existing MAN rings; in enterprise,
the FSO can be used to enable local area network (LAN)-to-LAN connectivity and
intercampus connectivity; and the FSO is an excellent candidate for the last-mile
connectivity. However, an optical wave propagating through the air experiences
fluctuations in amplitude and phase due to atmospheric turbulence. The intensity
fluctuation, also known as the scintillation, is one of the most important factors that
degrade the performance of an FSO communication link, even under the clear sky
condition.

FSO links are considered as a viable solution for the last mile bottleneck prob-
lem because of the following properties: (1) high directivity of the optical beam
provides high power efficiency and spatial isolation from other potential interferers,
a property not inherent in RF/microwave communications, (2) the FSO transmis-
sion is unlicensed, (3) large fractional-bandwidth coupled with high optical gain
using moderate powers permits very high-data rate transmission, (4) the state-of-the
art fiber-optics-communications employ intensity modulation with direct detection
(IM/DD), and the components for IM/DD are widely available, and (5) the FSO
links are relatively easy to install and easily accessible for repositioning when nec-
essary. The FSO communication may also be considered as an enabling technology
to bring different technologies together and easy to integrate with variety of inter-
faces and network elements.

In this chapter, we describe several coding concepts enabling the communica-
tion over atmospheric turbulence channels: (1) coded MIMO, (2) raptor coding,
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and (3) coded OFDM. The chapter is organized as follows: the FSO channel model
is introduced in Sect. 9.1; the concept of coded MIMO is introduced in Sect. 9.2;
the concept of FSO-OFDM transmission is introduced in Sect. 9.3. In Sect. 9.4,
we describe the use of coded OFDM in hybrid optical networks. The raptor cod-
ing concept for temporally FSO channels is described in Sect. 9.5. Finally, Sect. 9.6
summarizes this chapter.

9.1 Atmospheric Turbulence Channel Modeling

A commonly used turbulence model assumes that the variations of the medium can
be understood as individual cells of air or eddies of different diameters and refrac-
tive indices. In the context of geometrical optics, these eddies may be observed as
lenses that randomly refract the optical wave-front, generating a distorted intensity
profile at the receiver of a communication system. The intensity fluctuation is known
as scintillation and represents one of the most important factors that limit the per-
formance of an atmospheric FSO communication link. The most widely accepted
theory of turbulence is due to Kolmogorov [1–5]. This theory assumes that kinetic
energy from large turbulent eddies, characterized by the parameter known as outer
scale L0, is transferred without loss to the eddies of decreasing size down to sizes
of a few millimeters characterized by the inner scale parameter l0. The inner scale
represents the cell size at which energy is dissipated by viscosity. The refractive
index varies randomly across the different turbulent eddies and causes phase and
amplitude variations to the wave front. Turbulence can also cause the random drifts
of optical beams – a phenomenon usually referred to as wandering – and can induce
beam focusing.

Outer scale is assumed to be infinite in this chapter. We consider zero and nonzero
inner scale conditions. Understanding the turbulence effects under zero inner scale
is important as it represents a physical bound for the optical atmospheric channel
and as such it has been of interest to researchers [1].

To account for the strength of the turbulence we use the unitless Rytov variance,
given by [1–4]

�2R D 1:23C
2
n k

7=6L11=6; (9.1)

where k D 2�=� is the wave number, � is the wavelength, L is propagation dis-
tance, and C 2n denotes the refractive index structure parameter, which is constant
for horizontal paths. Weak fluctuations are associated with �2R < 1, the strong with
�2R > 1, and the saturation regime is defined by �2R !1 [1].

To characterize the FSO channel from a communication theory point of view,
it is useful to give a statistical representation of the scintillation. The reliability of
the communication link can be determined if we use a good probabilistic model for
the turbulence. Several probability density functions (PDFs) have been proposed
for the intensity variations at the receiver of an optical link [6–11]. Al-Habash et al.
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[12] proposed a statistical model that factorizes the irradiance as the product of two
independent random processes each with a Gamma PDF. The PDF of the intensity
fluctuation is therefore

f .I / D
2.˛ˇ/.˛Cˇ/=2

�.˛/�.ˇ/
I .˛Cˇ/=2�1K˛�ˇ

�
2
p
˛ˇ I

�
; I > 0; (9.2)

where I is the signal intensity, ˛ and ˇ are parameters of the PDF, � is the gamma
function, and K˛�ˇ is the modified Bessel function of the second kind of order
˛ � ˇ.

9.1.1 Zero Inner Scale

The parameters ˛ and ˇ of the PDF that predicts the scintillation experienced by
plane waves in the case of l0 D 0 are given by the expressions [4, 5]
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(9.3)

where �2R is the Rytov variance as given in (9.1). This is a very interesting expres-
sion, because the PDF of the intensity fluctuations at the receiver can be predicted
from the physical turbulence conditions. The predicted distribution matches very
well with the distributions obtained from numerical propagation simulations [1, 6].

9.1.2 Nonzero Inner Scale

In the presence of nonzero inner scale, the model must be modified to account for
the change in the power spectrum of the refractive index variations. The PDF model
is again a gamma–gamma distribution, but its parameters are now given by [1, 6]
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where �2lnX .l0/ is given by
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The variance � 2P parameter, from the second term in (9.4), is given by
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The influence of both the atmospheric turbulence and electronic noise on QPSK
and 16-QAM single side band (SSB) FSO-OFDM systems (and zero inner scale)
is illustrated in Fig. 9.1. Results for an SSB OFDM system with 64 subcarriers

Fig. 9.1 Received constellation diagrams of QPSK (a)–(c) and 16-QAM (d) SSB FSO-OFDM
systems with electrical SNR per bit of 18 dB under the weak turbulence (�R D 0:6) for: (a),
(d) U-OFDM scheme, (b) C-OFDM scheme, and (c) B-OFDM scheme. (After ref. [30]; c IEEE
2007; reprinted with permission.)
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are shown. The average launched power is set to 0 dBm, the electrical signal-to-
noise ratio (SNR) is set to 18 dB, and the received signal constellation diagrams
are obtained assuming weak atmospheric turbulence (�R D 0:6) and zero inner
scale. The atmospheric turbulence changes the symmetry of clusters from circular
for AWGN channel to elliptic (see Fig. 9.1). Both clipped (C)-OFDM and unclipped
(U)-OFDM schemes seem to be more immune to the atmospheric turbulence than
the biased (B)-OFDM scheme (different OFDM schemes with direct detection are
discussed in Sect. 9.3).

9.1.3 Temporal Correlation FSO Channel Model

The channel model above ignores the temporal correlation. In the presence of tem-
poral correlation the consecutive bits experience similar channel conditions. Here
we describe the joint temporal correlative distribution model from [13], which de-
scribes the fading in an FSO channel at a single point of space at multiple instances
of time. This method is based on the Rytov method to derive the normalized log-
amplitude covariance function for two positions in a receiving plane perpendicular
to the direction of propagation [13]:

bX .dij/ D
BX .Pi ; Pj /

BX .Pi ; Pi /
; (9.8)

where dij is the distance between points Pi and Pj . BX denotes the log-amplitude
covariance function:

BX .Pi ; Pj / D E
�
X.Pi /X.Pj /

�
�E ŒX.Pi /� E

�
X.Pj /

�
; (9.9)

and X is the log-amplitude fluctuation.
In the weak turbulence regime, the Rytov method is commonly used to represent

the field of electromagnetic wave as follows [1] (using cylindrical coordinates, R D
.r; L/; L-the transmission distance)

U .R/ � U.r; L/ D U0.r; L/ exp Œ .r; L/� ; (9.10)

where U0.r; L/ is the electromagnetic field in the absence of turbulence, and  is
the complex phase perturbation due to turbulence. The complex phase perturbation
can be expressed as follows:

 .r; L/ D log
�
U.r; L/

U0.r; L/

�
D X C jY; (9.11)

where X is the log-amplitude fluctuation and Y is the corresponding phase
fluctuation. In the weak turbulence regime it is reasonable to assume X and
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Y to be Gaussian random processes. To deal with phase fluctuations, which is
important in coherent FSO communication systems, someone may use active
modal-compensation of wave-front phase distortion [14]. The residual phase vari-
ance after modal-compensation can be described in terms of Zernike terms by [14]

�2Y D ZJ

�
D

d0

�5=3
; (9.12)

where D is the aperture diameter, d0 is the correlation length, and ZJ denotes the
J th Zenrike term not being compensated (commonly J D 3; 6; 10; 20).

The joint temporal distribution of n intensity samples .I1; I2; : : :; In/ is given
by [13]:

fI.I1; I2; : : : ; In/ D
1

2�
nQ
iD1

Ii

1

.2�/n=2 jCX j
1=2

exp
�
�
1

8

�
ln
I1

I0
: : : ln

In

I0

��
;

(9.13)

where CX is the covariance matrix of intensity samples:

CX D

266666664

�2X �2XbX

�
T
�0
d0

�
� � � �2XbX

�
.n�1/T
�0

d0

�
�2XbX

�
T
�0
d0

�
�2X � � � �2XbX

�
.n�2/T
�0

d0

�
� � � � � � � � � � � �

�2XbX

�
.n�1/T
�0

d0

�
�2XbX

�
.n�2/T
�0

d0

�
� � � �2X

377777775
;

(9.14)

�2X denotes the variance of the log-normally distributed amplitude, which for plane
wave can be approximated as [1]

�2X Š 0:56k
7=6

Z L

0

C 2n .x/.L � x/
5=6dx; (9.15)

where the wave number k, propagation length L, and the refractive index structure
parameter Cn were introduced earlier. T is the time interval between observations,
which corresponds to the symbol period; while �0 is the coherence time. Notice
that expressions (9.14)–(9.15) are valid in the weak turbulence regime. In the same
regime, the covariance function (9.14) is found to be exponential for both plane and
spherical waves [1]:

bX .�/ D exp

 
�

�
j� j

�0

�5=3!
: (9.16)

The typical values of coherence time �0 are in the range from 10�s to 10 ms.
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9.2 Coded MIMO FSO Communication

The performance of FSO communication systems can be improved by using
MIMO communication techniques [15–21]. In the case of FSO communications,
the MIMO concept is realized by employing multiple optical sources at the trans-
mitter side and multiple detectors at the receiver side. In this section, two scenarios,
both employing low-density parity-check (LDPC) codes, are described [22, 23]: (1)
repetition MIMO and (2) space-time coding [20]. Although this concept is analo-
gous to wireless MIMO concept, the underlying physics is different, and optimal
and suboptimal configurations for this channel are needed.

9.2.1 LDPC-Coded MIMO Concept and Space-Time Coding

A block diagram of the coded MIMO scheme is shown in Fig. 9.2.M optical sources
are all pointed toward the distant array ofN photodetectors using an expanding tele-
scope. We assume that the beam spots on the receiver side are sufficiently wide to
illuminate a whole photodetector array. This approach might help in simplifying
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Fig. 9.2 (a) Atmospheric optical LDPC-coded MIMO system with space-time block codes,
(b) mth transmitter and receiver array configurations, and (c) processor configuration
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the transmitter–receiver pointing problem. We further assume that the receiver’s
implementation is based on a p.i.n. photodetector in a Trans-impedance Amplifier
(TA) configuration. In the case of the repetition MIMO, the nth photodetector output
scheme can be represented by

yn.l/ D x.l/

MX
mD1

I 0nm C zn.l/; n D 1; : : : ; N; x.l/ 2 f0; Ag ; (9.17)

where A denotes the intensity of the pulse in the absence of scintillation, x.l/
denotes data symbol at the l th time-slot. I 0nm represents the intensity channel co-
efficient between the nth photodetector .n D 1; 2; : : :; N / and the mth .m D
1; 2; : : :;M/ optical source, which is described by the Gamma–Gamma PDF given
by (9.2). The optical sources and photodetectors are positioned in such a way that
different transmitted symbols experience different atmospheric turbulence condi-
tions. zn denotes the nth receiver TA thermal noise that is modeled as a zero-mean
Gaussian process with double-side power spectral density N0=2.

We assume an on–off keying (OOK) transmission over the atmospheric turbu-
lence channel using incoherent light sources and direct detection. The information
bearing signal is LDPC encoded. An ST encoder accepts K encoded bits xk
.k D 1; 2; : : :; K/ from an LDPC encoder. The ST encoder maps the input bits into
the T�M matrix O whose entries are chosen from fx1; x2; : : : ; xK ; x1; x2; : : : ; xKg
so that the separation of decision statistics is possible at the receiver side, as shown
later in (9.25, 9.26). T denotes the number of channel uses required to transmit K
input bits. Notice that case K D T DM D 2 (M is the number of optical sources)

O D

�
x1 x2
x2 x1

�
corresponds to the Alamouti-like ST code [21]. Here, xi D 1�xi denotes the binary
complement of xi .

A fundamental difference between the wireless ST codes and ST codes for FSO
communications with Intensity Modulation and Direct Detection (IM/DD) is that
the latter employs real unipolar signals rather than complex ones. That is why in
IM/DD schemes, E.xk/ ¤ 0 so that the received power (observed in the electrical
domain, after the photodetector), in a back-to-back configuration (in the absence of
scintillation), is different for the repetition MIMO and ST codes. The total received
power in repetition MIMO is determined by E

�
.Mx/2

�
D M 2E.x2/ D M 2 �

A2=2, where EŒ�� is the operator of ensemble averaging, and x 2 f0; Ag. On the
other hand, the total received power in MIMO ST coding, per one photodetector, is
determined by

E

24 MX
mD1

xm

!235 D E " MX
mD1

x2i C 2
X
m

X
m0>m

xmxm0

#

D ME.x2/CM.M � 1/E2.x/D
1

2
.M 2

CM/ � A2=2: (9.18)
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Therefore, for the same transmitted power, the received power per photododetector
for repetition MIMO is 2M=.M C 1/ times larger. Therefore, we can impose two
different comparison criteria: (1) to keep the received power upon photodetection, in
the back-to-back configuration, constant, or (2) to keep transmitted power (observed
in electrical domain) constant.

The received power (in electrical domain) per photodetector, for repetition
MIMO transmission, is given by

E.y2n/ D E

24 x MX
mD1

Inm

!235 D E

24 MX
mD1

Inm

!2
x2

35
D E

 
MX
mD1

I 2nm C 2
X
m

X
m0>m

InmInm0

!
E.x2/ D

�
ME.I 2/CM.M � 1/EŒI �2

�
A2=2:

(9.19)

Assuming that the receiver TA thermal noise is white-Gaussian with a double-side-
power spectral density N0=2, the LLR of a symbol x.l/ (at the l th time-slot) for a
binary repetition MIMO transmission is determined by

L.x.l// D log

8̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂:
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1p
2�
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exp
h
�
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2

2N0=2

i
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exp

2664�
 
yn.l/�

MP
mD1

Inm

!2
N0

3775

9>>>>>>>>>>=>>>>>>>>>>;

D

NX
nD1

8̂̂̂̂
<̂̂
ˆ̂̂̂:
�
yn.l/

2

N0
C

 
yn.l/ �

MP
mD1

Inm

!2
N0

9>>>>>=>>>>>;
: (9.20)

In the calculations of LLRs in (9.20), we assumed that the channel state information
(CSI), denoted by Inm, is known to the receiver, but not to the transmitter.

When the ST coding is used, it can easily be verified (by using x2i D xi and
xixi D 0) that for FSO systems, ST codes from orthogonal designs [20] do not
satisfy the orthogonality property, det.OOT / D

�P
i x

2
i

�n. Nevertheless the sep-
aration of decision statistics can be achieved, when the complements are properly
chosen so that a simple a posteriori probability (APP) ST decoder still exists. Note
that given the lack of orthogonality, O is not optimum. For the ST-coded MIMO
scheme, the FSO channel can be described by
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y D

24 y11 y21 � � � yN1� � � � � � � � � � � �

y1T y2T � � � yNT

35 D O
24 I11 I21 � � � IN1
� � � � � � � � � � � �

I1M I2M � � � INM

35C
24 z11 z21 � � � zN1
� � � � � � � � � � � �

z1T z2T � � � zNT

35 ;
(9.21)

so that APP of xk can be written as

Pr.xkjy/ D Cf k.xk ; y/Pr.xk/; (9.22)

where C is a constant and fk.xk ;y/ is a function independent of other symbols
(different from xk). For example, for ST code K D T D M D 4 with an encoder
mapper

O D

2664
x1 x2 x3 x4
x2 x1 x4 x3
x3 x4 x1 x2
x4 x3 x2 x1

3775 (9.23)

and N photodetectors, the LLR of xk , defined as

L.xk/ D

NX
nD1

log
�
p.xk D 0jyn/

p.xk D 1jyn/

�
; yn D Œyn1; yn2; yn3; yn4�

T (9.24)

can be calculated by

L.xk/ D
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nD1
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. Qxk � 1/
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(9.25)
where
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Qx3 D

NX
nD1
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In3yn1 C In4yn2 � In1yn3 � In2yn4 � In1In4 � In3In4 C I
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CIn1In4 C In1In2 C I
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�
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Qx4 D

NX
nD1

�
In4yn1 � In3yn2 C In2yn3 � In1yn4 C In1In3 C I

2
n3 � In1In2

�In2In4 C I
2
n1 C In1In2

�
: (9.26)
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The LLRs calculated in ST soft decoder (e.g., (9.25)) are forwarded to the LDPC
decoder realized using an efficient implementation of sum-product algorithm. To
derive (9.25), we used the Maximum-Likelihood (ML) detection rule as a starting
point. Let yn represent the nth column of y in (9.21), and x represent the sequence
of transmitted bits x D Œx1x2x3x4�T. The ML detection rule of the nth receiver can
be formulated as follows: choose the estimate of x so that logŒp.ynjx/� is maximum.
The logŒp.ynjx/� can be obtained by

log Œp.ynjx/� D �
Œyn1 � .x1In1 C x2In2 C x3In3 C x4In4/�

2

N0

�
Œyn2 � .x2In1 C x1In2 C x4In3 C x3In4/�

2

N0

�
Œyn3 � .x3In1 C x4In2 C x1In3 C x2In4/�

2

N0

�
Œyn4 � .x4In1 C x3In2 C x2In3 C x1In4/�

2

N0
:

By using x2
k
D xk and xk D 1� xk we were able to separate decisions for xk.k D

1; : : :; 4/, and derive (9.25).
The received power per photodetector (assuming K D T D M and ST coding)

is given by

E.y2n/ D E
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mD1
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m C 2
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x2m
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E.Inm/E.Inm0/EfxmgEfxm0g

D

�
ME.I 2/C

1

2
M.M � 1/EŒI �2

�
E.x2/: (9.27)

Notice that the power efficiency of OOK-based MIMO is different from that of
wireless communication PSK MIMO because EŒx� ¤ 0, and a part of the energy is
used for transmission of the second term in (9.19) and (9.27). Notice that the second
term in (9.19) is useful term because repletion MIMO is used, while the second term
in (9.27), in the case of ST-coded MIMO, is in fact the interference term. To keep
the total output power (observed in electrical domain) fixed, the parameterA is to be
properly chosen (and it is different in repetition MIMO and ST-coded MIMO). For
Gamma–Gamma distribution, EŒI � D 1, and EŒI 2� is related to the Scintillation
Index (SI) by [1]

�2I D
EŒI 2�

EŒI �2
� 1 D

1

˛
C
1

ˇ
C

1

˛ˇ
; (9.28)

where ˛ and ˇ have already been introduced in (9.3).
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9.2.2 Bit-Interleaved LDPC-coded Pulse-Amplitude Modulation

The block scheme of the bit-interleaved (BI) LDPC-coded PAM technique, for
a repetition MIMO transmission, is shown in Fig. 9.3. The source bit stream is
encoded using an .n; k/ LDPC code of the code rate r D k=n(k - the number of
information bits, n� the codeword length). The l�L block-interleaver (L is an inte-
ger multiple of the codeword length n) collects l code-words written row-wise. The
mapper accepts l bits at a time from the interleaver column-wise and determines the
corresponding symbol for the Q-ary .Q D 2l / PAM signaling using a Gray map-
ping rule. The number of columns in block-interlever L is determined by a data rate
and temporal correlation of the channel. We assume that the interleaver size is suffi-
cient to overcome a temporal correlation of the channel, so that the channel samples
are uncorrelated. The basis function is given by

�PAM.t/ D
1
p
T

rect.t=T /; rect.t/ D

(
1; 0 � t < 1;

0; otherwise;

while the signal constellation points by Aq D qd.q D 0; 1; : : :;Q � 1/, where d is
the separation between two neighboring points.

The average symbol energy is given by

Es D
.Q � 1/.2Q � 1/

6
d2;

and it is related to the bit-energy Eb by Es D Eblog2Q. With this BI LDPC-coded
modulation scheme, the neighboring information bits from the same source are
allocated into different PAM symbols. The outputs of the N receivers in the repeti-
tion MIMO, denoted as yn.n D 1; 2; : : :; N /, are processed to determine the symbol
reliabilities (log-likelihood ratios, LLRs) by
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(9.29)

where map(q) denotes a corresponding mapping rule. The second term in the second
line of (9.29) can be neglected in simulations because it is constant for all symbols.
Further, denote by cj the j th bit in an observed symbol q binary representation
c D .c1; c2; : : :; cl /. The bit reliabilities L.cj / are determined from symbol relia-
bilities by

L.ci / D log

P
cWciD0

expŒ�.q/� exp
�P

cWcjD0;j¤i
La.cj /

�
P
cWciD1

expŒ�.q/� exp
�P

cWcjD0;j¤i
La.cj /

� (9.30)

and forwarded to the LDPC decoder. Therefore, the i th bit reliability is calculated as
the logarithm of the ratio of a probability that ci D 0 and probability that ci D 1. In
the nominator, the summation is done over all symbols q having 0 at the position i ,
while in the denominator over all symbols q having 1 at the position i . With La.cj /
we denoted a priori information determined from the LDPC decoder extrinsic LLRs.
The inner summation in (9.30) is done over all bits of symbol q, selected in the outer
summation, for which cj D 0, j ¤ i . By iterating the extrinsic reliabilities between
APP demapper and LDPC decoder, the overall BER performance can be improved.
The hard decisions from the LDPC decoder are delivered to the end user. Once
more, in calculations of the symbol LLRs in (9.30), we assumed that CSI is known
at the receiver side.

Other multilevel schemes, such as those based on Quadrature Amplitude-
Modulation (QAM), are also applicable. However, the use of an additional DC
bias is required because negative signals cannot be transmitted over an IM/DD
system, and the power efficiency of such schemes is low.

To improve the BER performance, we perform the iteration of extrinsic informa-
tion between APP PAM demapper and LDPC decoder. For a convergence behavior
analysis, we perform the EXIT chart analysis [24]. To determine the Mutual Infor-
mation (MI) transfer characteristics of the demapper, we model a priori input LLR,
LM;a, as a conditional Gaussian random variable. The MI between the bit c in a
codeword and corresponding input LLR .LM;a/ is determined numerically. Simi-
larly, the MI ILM;e between c and LM;e is calculated numerically, but with the PDF
of c and LM;e determined from the histogram obtained by Monte Carlo simulation.
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By observing the ILM;e as a function of the MI of ILM;a and receiver SNR, E=N0, in
dB, the demapper EXIT characteristic (denoted as TM ) is given by

ILM;e D TM
�
ILM;a ; E=N0

�
:

The EXIT characteristic of the LDPC decoder (denoted by TD/ is defined in a similar
fashion as

ILD;e D TD
�
ILD;a

�
:

The “turbo” demapping-based receiver operates by passing extrinsic LLRs between
the demapper and LDPC decoder. The iterative process starts with an initial demap-
ping in which LM;a is set to zero having a consequence ILM;a D 0. The demapper
output LLRs described by

ILM;e D ILD;a

are fed to the LDPC decoder. The LDPC decoder output LLRs described by

ILD;e D ILM;a

are fed to the APP demapper. The iterative procedure is repeated until the conver-
gence or the maximum number of iterations has been reached. This procedure is
illustrated in Fig. 9.4, where the APP demapper and LDPC decoder EXIT charts
are shown together on the same graph. 4-PAM, 8-PAM, 16-PAM are observed, as
well as the natural and Gray mapping. The EXIT curves have different slopes for
different mappings. The existence of “tunnel” between corresponding demapping
and decoder curves indicates that the iteration between demapper and decoder will
be successful. The smallest SNR at which the iterative scheme starts to converge
is known as the threshold (pinch-off) limit [24]. The threshold limit in the case of
16-PAM (Fig. 9.4b) is about 8 dB worse as compared with 4-PAM (Fig. 9.4a).
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Fig. 9.5 BERs of binary LDPC(6419,4794)-coded MIMO ST coding scheme against LDPC-
coded repetition MIMO: (a) uncoded case, and (b) coded case. (After ref. [22]; c IEEE 2008;
reprinted with permission.)

The BER vs. electrical SNR in the presence of scintillation (per photodetector),
for a strong turbulence regime .�R D 3:0; ˛ D 5:485; ˇ D 1:1156/, are shown in
Fig. 9.5. The BER is shown for a different number of optical sources, and photo-
detectors, by employing an (6419,4794) irregular girth-6 LDPC code of a rate 0.747
designed using the concept of the PBD.

The Alamouti-like ST code performance is comparable to the repetition MIMO,
while T D 4 ST performs worse than the corresponding repetition MIMO. The
reason for such a behavior comes from the fact that we operate with nonnegative
real signals rather than with complex, so that the space-time codes from orthog-
onal designs are not optimal in an FSO channel. Moreover, the second term in
(9.27) behaves as interference, while in repetition MIMO it is a useful signal.
The LDPC-coded MIMO with Alamouti-like code .M D 2/ and N D 4 pho-
todetectors provides about 20 dB improvement over LDPC-coded OOK with single
optical source and single photodetector. Further performance improvements can be
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Fig. 9.6 BER performance of BI-LDPC(6419,4794)-coded PAM with repetition MIMO. (After
ref. [22]; c IEEE 2008; reprinted with permission.)

obtained by iterating between LDPC decoder and soft ST decoder, at the expense
of the increased decoding delay. Although a significant coding gain is obtained,
from the channel capacity curves, it is obvious that we are still several dBs away
from the channel capacity. This suggests that neither the coded repetition MIMO
nor the wireless space-time codes are channel capacity approaching techniques. To
come closer to the channel capacity, novel ST codes taking the underlying FSO
physics into account are needed, but still not known. One possible option would be
the use of Bell Labs Layered Space-Time Architecture (BLAST) [25] to deal with
interference from (9.27), in combination with long LDPC codes.

The results of simulations for BI LDPC (6419,4794) -coded PAM are shown
in Fig. 9.6 for different MIMO configurations and different number of signal con-
stellation points employing the Gray mapping rule. Once more, although excellent
BER performance improvement is obtained (about 23 dB for M D N D 4;Q D 4
over M D N D 1, Q D 4), there is still some space for improvement to come
closer to the channel capacity, which was left for further research. The comparison
for different component LDPC codes is given in Fig. 9.7. The scheme employing
a girth-6 (g-6) irregular PBD-based LDPC code of rate 0.75 performs comparable
to a girth-8 regular BC-LDPC code of the same rate. The scheme based on a girth-
8 regular BIBD code of rate 0.81 performs worse than 0.75 codes. However, the
difference is becoming less important as the constellation size grows.

9.2.3 Bit-Interleaved LDPC-coded Pulse-Position Modulation

The LDPC-coded MPAM scheme described in the previous section is not power
efficient. In this section, we describe a power-efficient scheme based on Q-ary pulse-
position modulation (PPM) [27]. The source bit streams originating fromL different
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RF/microwave sources are multiplexed together and encoded using an .n; k/ LDPC
code whose code rate is r D k=n, where k denotes the number of information bits,
and n denotes the codeword length. The output of LDPC encoder is forwarded to
an m � n block-interleaver, which collects m code-words in row-wise fashion. The
mapper takes m bits at a time from the interleaver column-wise and determines the
corresponding slot for Q-ary .Q D 2m/ PPM signaling based on a Gray mapping
rule. Therefore, in this scheme, the neighboring information bits originating from
the same source are allocated into different PPM symbols, which might improve the
tolerance against atmospheric turbulence. In Q-ary PPM, at each signaling interval
Ts a pulse of light of duration T D Ts=Q is transmitted by a laser. Notice that the
signaling interval Ts is subdivided into Q slots of duration T . The total transmitted
power, denoted by Ptot, is the same regardless of the number of lasers, and the power
per laser is Ptot=M . The i th .i D 1; 2; : : :;M/ laser modulated beam is projected to-
ward the j th .j D 1; 2; : : :; N / receiver using an expanding telescope. The receiver
is based on a p.i.n. photodetector in a TA configuration.

We assume that the laser sources and p.i.n. photodetectors are positioned in such
a way that different transmitted symbols experience different atmospheric turbu-
lence conditions. The outputs of N receivers when the symbol q is transmitted,
denoted as Zn;q.n D 1; 2; : : :; N I q D 1; 2; : : :;Q/, are processed to determine the
symbol reliabilities �.q/.q D 1; 2; : : :;Q/ by

�.q/ D �

NP
nD1

�
Zn;q �

p
Es
M

PM
lD1 In;l

�2
�2

�

PN
nD1

PQ

lD1;l¤q
Zn;l

�2
: (9.31)

In (9.31), Es denotes the symbol energy of uncoded symbol in electrical domain
(in the absence of scintillation), which is related to the bit-energy Eb by Es D

Eb log2Q. �2 denotes the variance of TA thermal noise (modeled as additive white
Gaussian noise (AWGN)), and it is related to the double-side power spectral density



328 9 Coding for Free-space Optical Channels

0 4 8 12 16 20 24

10-1

10-2

10-3

10-4

10-5

10-6

10-7

B
it
-e

r
r
o
r
 r

a
te

, 
B
E
R

Electrical SNR, E
b
/N

0
 [dB]

Uncoded:

M=1, N=1:

Q=2

Q=2

Q=2

Q=4

Q=4

Q=8

Q=8

Q=4 Q=8

M=2, N=2:

M=2, N=4:

LDPC(6419,4794,0.747)-coded:

BICM:

M=1, N=1, Q=2 M=2, N=2, Q=4

M=2, N=4, Q=4 M=2, N=4, Q=8

MLC:

M=2, N=4, Q=4 (1.194 bits/symbol)

M=2, N=4, Q=8 (2.241 bits/symbol)

Fig. 9.8 BER performance of bit-interleaved LDPC-coded modulation against MLC for different
MLMD configurations

N0 by �2 D N0=2. Inl denotes the intensity of the light incident to nth photodetector
.n D 1; 2; : : :; N /, originating from l th .l D 1; 2; : : :;M/ laser source.

The results of simulations assuming the operation under the strong turbu-
lence regime .�R D 3:0/ are shown in Fig. 9.8, for different number of lasers,
photodetectors, and number of slots. The (6419,4794) irregular girth-6 LDPC code
of rate 0.747 designed using the concept of pairwise balanced designs (PBD) [26]
is employed. The MLC scheme with spectral efficiency of 2.241 bits/symbol com-
bined with MLMD scheme employing two lasers and four photodetectors provides
even 21 dB improvement over LDPC-coded binary PPM employing one laser and
one photodetector. Corresponding BICM scheme of higher spectral efficiency (3
bits/symbol) performs about 1 dB worse. The number of inner iteration in sum-
product LDPC decoder is set to 25 in both schemes, while the number of outer
iterations in BICM scheme is set to 10. MLC employs a parallel-independent LDPC
decoding. Therefore, the BI LDPC-coded modulation scheme, although simpler
to implement than MLC scheme, performs slightly worse in BER performance,
but provides higher spectral efficiency. Notice that simulation results presented in
Fig. 9.8 are obtained assuming that receiver knows the CSI and TA thermal noise
variance.

9.3 FSO-OFDM Transmission System

Optical OFDM systems can support high data rates by splitting a high-rate data-
stream into a number of low-rate data-streams and transmitting these over a number
of narrowband subcarriers [28–37]. The narrowband subcarrier data-streams ex-
perience smaller distortions than high-speed ones and require no equalization.
Moreover, most of the required signal processing is performed in the RF domain.
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This is advantageous because microwave devices are much more mature than their
optical counterparts and because the frequency selectivity of microwave filters and
the frequency stability of microwave oscillators are significantly better than that of
corresponding optical devices. Furthermore, the phase noise levels of microwave
oscillators are significantly lower than that of distributed feedback (DFB) laser
diodes, which means that RF coherent detection is easier to implement than op-
tical coherent detection. This, in turn, allows a system architect to directly apply
the most advanced coherent modulation formats already developed for wireless
communication.

The basic FSO-OFDM transmitter and receiver configurations are shown
in Fig. 9.9a,b. The corresponding FSO link is shown in Fig. 9.9c. A 10-Gb/s
information-bearing stream is demultiplexed into four 2.5 Gb/s streams, each
encoded by identical LDPC encoders. The LDPC encoded outputs are further
demultiplexed, and parsed into groups of B bits. The B bits in each group (frame)
are subdivided into K subgroups with the ith subgroup containing bi bits. The bi
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bits from the i th subgroup are mapped into a complex-valued signal from a 2bi
-point signal constellation such as quadrature-amplitude modulation (QAM). The
complex-valued signal points from K subchannels are considered to be the values
of the discrete Fourier transform (DFT) of a multicarrier OFDM signal. There-
fore, the symbol length (the time between two consecutive OFDM symbols) in an
OFDM system is T D KTs, where Ts is the symbol-interval length in an equiva-
lent single-carrier system. By selecting K, the number of subchannels, sufficiently
large, the OFDM symbol interval can be made significantly larger than the dispersed
pulse-width in a single-carrier system, resulting in an arbitrarily small intersymbol
interference. The transmitted OFDM signal can be written as

s.t/ D sOFDM.t/CD; (9.32)

where

sOFDM.t/ D Re

8<:
1X

kD�1

w.t � kT /
NFFT=2�1X
iD�NFFT=2

Xi;k � e
j2� i

TFFT
�.t�kT /ej2�f tRF

9=;
(9.33)

is defined for

kT � TG=2 � Twin � t � kT C TFFT C TG=2C Twin:

In the above expression Xi;k denotes the kth OFDM symbol in the i th subcarrier,
w.t/ is the window function, and fRF is the RF carrier frequency. The duration of
the OFDM symbol is denoted by T , while TFFT is the FFT sequence duration, TG is
the guard interval duration (the duration of cyclic extension), and Twin is the length
of the windowing interval. The details of the resulting OFDM symbol are shown
in Fig. 9.9d, e. The symbols are generated as follows: NQAM.D K/ consecutive
input QAM symbols are zero-padded to obtain NFFT.D 2m; m > 1/ input samples
for inverse fast Fourier transform (IFFT), then NG samples are inserted to create
the guard interval TG , and finally the OFDM symbol is multiplied by the window
function (raised cosine function is used in [31], but the Kaiser, Blackman–Harris
and other window functions are also applicable).

The purpose of the cyclic extension is to preserve the orthogonality among sub-
carriers when the neighboring OFDM symbols partially overlap, and the purpose
of the windowing is to reduce the out-of-band spectrum. The cyclic extension,
illustrated in Fig. 9.9d , is performed by repeating the last NG=2 samples of the FFT
frame (of duration TFFT with NFFT samples) as the prefix, and repeating the first
NG=2 samples (out of NFFT) as the suffix. (Notice that windowing is more effective
for smaller numbers of subcarriers.) After a D/A conversion and RF up-conversion,
we convert the RF signal to the optical domain using one of two options: (1) for
symbol rates up to 10 Gsymbols/s the OFDM signal directly modulates the DFB
laser, and (2) for symbol rates above 10 Gsymbols/s the OFDM signal drives the
dual-drive Mach–Zehnder modulator (MZM). The DC component ( D in (9.32)) is
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Fig. 9.10 Waveforms and power spectral densities of the SSB OFDM signal with 64 subcarriers at
different points during transmission of an OFDM signal in a back-to-back configuration: (a) MZM
RF input for B-OFDM, (b) MZM RF input for C-OFDM, (c) MZM RF input for U-OFDM,
(d) PSD after MZM (U-OFDM), (e) photodectector (PD) output PSD (U-OFDM), (f ) receiver
constellation diagram for 16-QAM (U-OFDM), (g) PSD of SCM signal with four OFDM channels
(U-OFDM), and (h) PSD of double-side band OFDM signal after MZM (U-OFDM). (After ref.
[30]; c IEEE 2007; reprinted with permission.)

inserted to enable noncoherent recovery of the QAM symbols. In the remainder of
this section, three different OFDM schemes are presented.

The first scheme is based on intensity modulation, and shall be referred to as the
“biased-OFDM” (B-OFDM) scheme. Because bipolar signals cannot be transmitted
over an IM/DD link, it is assumed that the bias componentD is sufficiently large so
that when added to sOFDM.t/ the resulting sum is nonnegative. For illustrative pur-
poses the DFB laser driving signal is shown in Fig. 9.10a. The main disadvantage of
the B-OFDM scheme is the poor power efficiency. To improve the power efficiency
we present two alternative schemes. The first of these, which we shall refer to as the
“clipped-OFDM” (C-OFDM) scheme, is based on SSB transmission, with clipping
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of the negative portion of the OFDM signal after bias addition. The bias is varied to
find the optimum one for fixed optical launched power. It was found that the opti-
mum case is one in which�50% of the total electrical signal energy before clipping
is allocated for transmission of a carrier. To convert the signal from double-side band
(DSB) to SSB, we have two options: (1) to use Hilbert transformation of in-phase
signal as the quadrature signal in electrical domain, and (2) to perform DSB to SSB
transformation by an optical filter. The MZM RF input signal for C-OFDM scheme
is shown in Fig. 9.10b.

The second power-efficient scheme, which we shall refer to as the “unclipped-
OFDM” (U-OFDM) scheme, is based on SSB transmission employing LiNbO3
MZM. To avoid distortion due to clipping, the information bearing signal is trans-
mitted by modulating the electrical field (instead of intensity modulation employed
in the B-OFDM and C-OFDM schemes) so that the negative part of the OFDM sig-
nal is transmitted to the photodetector. Distortion introduced by the photodetector,
caused by squaring, is successfully eliminated by proper filtering, and the recovered
signal distortion is insignificant. Notice that U-OFDM is less power efficient than
C-OFDM because the negative portion of the OFDM signal is transmitted and then
discarded (see Fig. 9.10c). For U-OFDM the detector nonlinearity is compensated
by postdetection filters that reject (potentially useful) signal energy and compromise
power efficiency. Despite this drawback we find that U-OFDM is still significantly
more power efficient than B-OFDM. Note that the DC bias shifts the average of
the C-OFDM signal toward positive values, while in the case of B-OFDM a much
larger bias is needed to completely eliminate the negative portion of the signal. The
MZM RF input signal for U-OFDM is shown in Fig. 9.10c, and the recovered con-
stellation diagram for 16-QAM SSB is shown in Fig. 9.10g. The transmitted signal
is recovered with negligible distortion.

The point-to-point FSO system considered here, shown in Fig. 9.9c, consists of
an FSO-OFDM transmitter, propagation medium, and an FSO-OFDM receiver. The
modulated beam is projected toward the receiver using the expanding telescope.
At the receiver, an optical system collects the light, and focuses it onto a detec-
tor, which delivers an electrical signal proportional to the incoming optical power.
The receiver commonly employs the transimpedance design, which is a good com-
promise between noise and bandwidth. A PIN photodiode plus preamplifier or an
avalanche photodiode are typically used as optical detectors. During propagation
through the air, the optical beam experiences amplitude and phase variations caused
by scattering, refraction caused by atmospheric turbulence, absorption, and building
sway. The photodiode output current can be written as

i.t/ D RPDja.t/sOFDM.t/C a.t/Dj
2
D RPD

�
ja.t/sOFDM.t/j

2
C ja.t/Dj2

C2Re fa.t/sOFDM.t/a
�.t/Dg

�
; (9.34)

where ja.t/j2 denotes the intensity fluctuation due to atmospheric turbulence, and
RPD denotes the photodiode responsivity. The signal after RF down-conversion and
appropriate filtering can be written as
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r.t/ D Œi.t/kRF cos.!RFt /�he.�/C n.t/; (9.35)

where he.t/ is the impulse response of the low-pass filter (having the transfer
function He.j!//; n.t/ is electronic noise in the receiver, commonly modeled as
a Gaussian process, kRF denotes the RF downconversion factor, and the � is the
convolution operator. Finally, after the A/D conversion and cyclic extension re-
moval, the transmitted signal is demodulated by the FFT algorithm. The soft outputs
of the FFT demodulator are used to estimate the bit reliabilities that are fed to four
identical LDPC iterative decoders based on the sum-product algorithm. The param-
eters of the overall OFDM-FSO system must be carefully chosen, as explained later
in this section, so that the reconstructed sequence constellation diagram suffers min-
imal distortion in a back-to-back configuration.

For the sake of illustration, consider the signal waveforms and power-spectral
densities (PSDs) at various points in the OFDM system given in Fig. 9.10. These
examples were generated using SSB transmission in a back-to-back configuration.
The bandwidth of the OFDM signal is set to 2.5 GHz, and the RF carrier to 7.5 GHz.
The number of OFDM subchannels is set to 64. The OFDM sequence is zero-padded
and the FFT is calculated using 128 points. The guard interval is obtained by a
cyclic extension of 2 � 16 samples as explained above. The windowing (2 � 16
samples) is based on the Blackman–Harris windowing function. The average trans-
mitted launched power is set to 0 dBm. The RF driver amplifier and MZM operate in
linear regime (see Figs. 9.10a–c). The PSD for an SSB OFDM MZM output signal
is shown in Fig. 9.10d, and the photodetector output signal (for SSB OFDM trans-
mission) is shown in Fig. 9.10e. The OFDM term after beating in the photodetector
(PD) (the third term in (9.34)), the low-pass term, and the squared OFDM term (the
first term in (9.34)) can be easily identified.

If a 16-QAM OFDM system employing 64 subcarriers is used in combination
with 39 Mb/s subchannels, the OFDM system proposed here allows transmitting a
10 Gb/s signal over a 2.5 GHz bandwidth, thereby increasing the spectral efficiency
of OOK. To facilitate the implementation at higher speeds, OFDM may be combined
with subcarrier multiplexing (SCM), the scheme is known as multiband OFDM in
wireless literature. In this case (PSD shown in Fig. 9.10g), the spectral efficiency of
4 � 10Gb=s=11:25GHz D 3:55 bits/s/Hz is achieved, which is significantly better
than that for OOK transmission over an FSO link. (For illustrative purposes, the
PSD of DSB OFDM signal is also provided (see Fig. 9.10h).)

Before we are turning our attention to the BER performance evaluation, let
us briefly explain how to interface RF/microwave and optical channels based on
OFDM. In this section, we describe one possible interface between RF/microwave
and optical channels, based on coded-OFDM. The block diagrams of the proposed
transmitter and receiver configurations are shown in Fig. 9.11. The data streams
from L different RF channels are combined using OFDM and encoded using an
LDPC encoder. The LDPC encoded data stream is then parsed into groups of B bits,
in a fashion similar to that explained above. The bi bits from the i th subgroup are
mapped into a complex-valued signal from a 2bi -point signal constellation such as
QAM. The complex-valued signal points from all K subchannels are considered
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as the values of the DFT of a multicarrier OFDM signal. After D/A conversion
and RF up-conversion, the OFDM signal drives a MZM for transmission over the
FSO link. The DC component facilitates recovering the QAM symbols incoherently.
At the receiver, an optical system collects the light, and focuses it onto a detector,
which delivers an electrical signal proportional to the incoming optical power. After
the RF down-conversion, carrier suppression, A/D conversion, and cyclic extension
removal, the transmitted signal is demodulated using the FFT algorithm. The soft
outputs of the FFT demodulator are used to estimate the symbol reliabilities, which
are converted to bit reliabilities, and provided as input to an LDPC iterative decoder.
Therefore, the configuration of this scheme is similar to that of Fig. 9.9, from QAM
block to bit-reliability calculation block. In this scheme, we used one LDPC code
for all RF channels. Another option would be to use the LDPC encoder/decoder for
every RF channel.

LDPC codes have been shown to significantly outperform turbo-product codes
in bursty-error prone channels such as the fiber-optics channel in the presence of
intrachannel nonlinear effects [38]. The quasi-cyclic LDPC codes similar to those
described in Chap. 6 are employed here. In FSO communications, the receiver elec-
tronics noise is commonly modeled as a Gaussian noise (see e.g., [28–30, 39]). If rI
is the in-phase demodulator sample, and rQ is the quadrature demodulator sample,
then the symbol log-likelihood ratio (LLR) is calculated as

�.s D .sI; sQ// D �
.rI � sI/

2

2�2
�
.rQ � sQ/

2

2�2
; (9.36)

where sI and sQ are the coordinates of a transmitted signal constellation point and
AWGN variance .�2) is determined from the required electrical SNR per bit Eb=No

Eb

No
D
E
˚
si;k

	
log2M

Po

�2
: (9.37)



9.3 FSO-OFDM Transmission System 335

Po is the normalized received power, and si;k denotes the QAM symbol in the kth
subcarrier channel of the i -th OFDM frame. (With M we denote the number of
points in the corresponding constellation diagram.) Notice that the definition of elec-
trical SNR per bit, common in digital communications (see [31,40,41]), is different
from that used in [1]. The initial bit likelihoods, provided to the iterative decoder,
are calculated from the symbol LLRs, �.s/, as

L.sj / D log

P
sWsjD1

expŒ�.s/�P
sWsjD0

expŒ�.s/�
: (9.38)

The Gaussian assumption in (9.36) may lead to BER performance degradation
because the joint distribution is actually a convolution of the Gaussian and gamma–
gamma PDFs. To reduce complexity, we use the Gaussian approximation in the
calculation of symbol reliabilities. Nevertheless, dramatic performance improve-
ment of an LDPC-coded FSO-OFDM system over an LDPC-coded FSO OOK
system is obtained. In calculating bit reliabilities from symbol reliabilities (9.38)
the following “max-star” operator, defined as max�.x; y/ D log.ex C ey/, is ap-
plied recursively max�.x; y/ D max.x; y/C log.1C e�jx�yj/.

Simulation results of an LDPC-coded SSB U-OFDM system for two different
turbulence strengths, and zero inner scale, are shown in Fig. 9.12. For BPSK and
QPSK, the coding gain improvement of an LDPC-encoded FSO-OFDM system over
an LDPC-encoded FSO OOK system increases as the turbulence strength increases.
However, the 16-QAM FSO-OFDM system is not able to operate in the regime
of strong turbulence. For weak turbulence .�R D 0:6/ (see Fig. 9.12a) the coding
gain improvement of LDPC-coded FSO-OFDM system with 64 subcarriers over the
LDPC-encoded FSO OOK system is 8.47 dB for QPSK and 9.66 dB for BPSK, at
the BER of 10�5. For strong turbulence .�R D 3:0/ (see Fig. 9.12b) the coding
gain improvement of the LDPC-coded FSO-OFDM system over the LDPC-coded
FSO OOK system is 20.24 dB for QPSK and 23.38 dB for BPSK. In both cases, the
block-circulant [42] LDPC code (4320,3242) of rate 0.75 is employed.

The comparison of different LDPC-coded SSB OFDM schemes, under the weak
turbulence .�R D 0:6/, is given in Fig. 9.13. The C-OFDM scheme slightly outper-
forms the U-OFDM scheme. Both C-OFDM and U-OFDM schemes outperform the
B-OFDM scheme by approximately 1.5 dB at BER of 10�5. For the results shown
in Figs. 9.12–9.13, the received intensity samples are considered to be independent
and uncorrelated. The results of simulations using the temporal correlation model
described by (9.14) are shown in Fig. 9.14. The standard deviation �X is set to 0.6
(notice that �X is different from Rytov standard deviation �R used earlier, and for
horizontal paths �X � 0:498�R). It is clear from Fig. 9.14 that LDPC-coded OFDM
with or without interleaver provides excellent performance improvement even in the
presence of temporal correlation. The BER performance can further be improved by
using the interleaver with larger interleaving degree than that used in Fig. 9.14 (the
star curve), at the expense of increasing encoder/decoder complexity. Notice the
OOK scheme enters BER floor for this value of standard deviation .�X D 0:6/, and
even advanced FEC is not able to help too much. However, LDPC-coded OOK is
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Fig. 9.12 BER performance of LDPC-coded SSB U-OFDM system with 64-subcarriers under:
(a) the weak turbulence (�R D 0:6) and (b) strong turbulence (�R D 3:0). (After ref. [30]; c IEEE
2007; reprinted with permission.)
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Fig. 9.14 BER performance of LDPC-coded OFDM in the presence of temporal correlation

able to operate properly at lower standard deviations �X . To generate temporally
correlated samples we used two different methods, based on the Levinson–Durbin
algorithm [43, 44] and the algorithm due to Wood and Chan [45], both of which
provide the identical BER plots.

9.4 OFDM in Hybrid Optical Networks

The future optical networks will allow the integration of fiber-optics and FSO tech-
nologies, and will, therefore, have different portions of network being composed of
fiber (either SMF or MMF) and FSO sections [46]. These hybrid optical networks
might have significant impact for both military and commercial applications, when
the pulling the ground fiber is expensive and takes a long time for deployment. Given
the fact that hybrid optical networks will contain both FSO and fiber-optic sections,
somebody has to study how to deal not only with atmospheric turbulence present
in FSO portion of the network, but also to study the influence of fiber nonlineari-
ties, polarization-mode dispersion (PMD), and chromatic dispersion in fiber-optic
portion of the network.

In this section, we describe a coded-modulation scheme that is able simultane-
ously to deal with atmospheric turbulence, chromatic dispersion, and PMD in future
hybrid optical networks. Moreover, the presented scheme supports 100 Gb/s per
DWDM channel transmission and 100 Gb/s Ethernet, while employing the mature
10 Gb/s fiber-optics technology [47]. The described hybrid optical network scheme
employs the OFDM as multiplexing and modulation technique and uses the LDPC
codes as channel codes. With a proper design for 16-QAM-based polarization-
multiplexed coded OFDM, the aggregate data rate of 100 Gb/s can be achieved for
the OFDM signal bandwidth of only 12.5 GHz, which represents a scheme suitable
for 100 Gb/s Ethernet. Notice that arbitrary FEC scheme can be used in proposed
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hybrid optical network. However, the use of large girth LDPC codes leads to the
channel capacity achieving performance.

We describe two scenarios: (1) the FSO channel characteristics are known on
transmitter side, and (2) the FSO channel characteristics are not known on trans-
mitter side. In both scenarios, we assume that fiber-optic channel properties are
known on receiver side, obtained by pilot-aided channel estimation. Given the fact
that transmitter and receiver nodes might be connected through several FSO and
fiber-optic links, and that FSO link properties can vary significantly during the day,
it is reasonable to assume that FSO link channel conditions are not known on a re-
ceiver side. In the presence of rain, snow, and fog, we assume that an RF feedback
channel is used to transmit the channel coefficients to the transmitter, which adapts
the transmitted power and data rate according to the channel conditions.

The described scheme has many unique advantages: (1) demodulation, equaliza-
tion, and decoding are jointly performed; (2) it is able to operate in the presence
of channel impairments over different optical links, in SMF, MMF, and FSO; (3) it
has high bandwidth efficiency (up to 10 bits/s/Hz); (4) it is compatible with future
100 Gb/s Ethernet technologies; and (5) the employed coded modulation provides
excellent coding gains. We also describe how to determine the symbol reliabilities
in the presence of laser phase noise and describe a particular channel inversion tech-
nique suitable to deal with PMD effects.

9.4.1 Hybrid Optical Networks

An example of a hybrid FSO – fiber-optic network is shown in Fig. 9.15a. This
particular example includes intersatellite links and connection to aircrafts. The fiber-
optic portion of network could be a part of an already installed MAN or a wide area
network (WAN). The FSO network portion should be used whenever pulling the
ground fiber is expensive and/or takes too long for deployment, such as urban and
rural areas, where the optical fiber links are not already installed. The correspond-
ing hybrid optical networking architecture is shown in Fig. 9.15b. We can identify
three ellipses representing the core network, the edge network, and the access net-
work. The FSO links can be used in both edge and access networks. The hybrid
optical networks impose a big challenge to the engineers, because the novel signal
processing techniques should be developed, which would be able to simultaneously
deal atmospheric turbulence in FSO links; and with chromatic dispersion, PMD,
and fiber nonlinearities in fiber-optic links. One such coded modulation technique
is described in the rest of this section. By using the retro-reflectors the FSO systems
can be applied even when there is no line of sight between transmitter and receiver.

The described coded modulation scheme employs the coded OFDM with co-
herent detection for the reasons given in introduction. The transmitter and receiver
shown in Fig. 9.16, to be used in hybrid optical network from Fig. 9.15, are able
to simultaneously deal with atmospheric turbulence, residual chromatic dispersion,
and PMD. The bit streams originating from m different information sources are
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Fig. 9.15 (a) A hybrid FSO – fiber-optic network example, and (b) a hybrid optical networking
architecture

encoded using different .n; ki / LDPC codes of code rate ri D ki=n:ki denotes
the number of information bits of i th .i D 1; 2; : : :; m/ component LDPC code,
and n denotes the codeword length, which is the same for all LDPC codes. The
use of different LDPC codes allows us to optimally allocate the code rates. If all
component LDPC codes are identical, the corresponding scheme is commonly re-
ferred to as the BI-coded modulation (BICM). The outputs of m LDPC encoders
are written row-wise into a block-interleaver block. The mapper accepts m bits
at time instance i from the .m � n/ interleaver column-wise and determines the
corresponding M -ary .M D 2m) signal constellation point .�I;i ; �Q; i/ in two-
dimensional (2D) constellation diagram such asM -ary phase-shift keying (PSK) or
M -ary QAM. (The coordinates correspond to in-phase and quadrature components
of M -ary two-dimensional constellation.) The operations of most of the blocks in
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Fig. 9.16 The transmitter and receiver configurations for LDPC-coded OFDM hybrid optical
system with polarization multiplexing and coherent detection: (a) transmitter architecture,
(b) an OFDM transmitter architecture, (c) a hybrid optical link example, and (d) receiver
architecture

transmitter and receiver are similar to those we presented in Chap. 6, here we pro-
vide only details relevant to hybrid optical networks.

The main motivation for use of OFDM in hybrid optical networks is the fact that
the OFDM symbols with a large number of subcarriers (in order of thousands) have
duration in the order of�s, and by means of interleavers in order of thousands we are
able to overcome the atmospheric turbulence with temporal correlation in the order
of 10 ms. For the OFDM scheme to be capable to simultaneously compensate for
chromatic dispersion and PMD, in addition to the atmospheric turbulence, the cyclic
extension guard interval should be longer that total delay spread due to chromatic
dispersion and DGD, as indicated above. Because for high-speed signals a longer
sequence of bits is affected by the deep fade in the ms range due to atmospheric
turbulence, we propose to employ the polarization-multiplexing and large QAM
constellations to achieve the aggregate data rate of RD D 100Gb=s, while keeping
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the OFDM signal bandwidth in the order of 10 GHz. For example, by using the
polarization-multiplexing and 16-QAM we can achieve RD D 100Gb=s for OFDM
signal bandwidth of 12.5 GHz, resulting in bandwidth efficiency of 8 bits/s/Hz. Sim-
ilarly, by using the polarization-multiplexing and 32-QAM we can achieve the same
data rate .RD D 100Gb=s/ for OFDM signal bandwidth of 10 GHz, with bandwidth
efficiency of 10 bits/s/Hz.

The receiver description requires certain knowledge of the channel. In what
follows, we assume that fiber-optic channel characteristics are known on receiver
side, because the fiber-optics channel coefficients can easily be determined by pilot-
aided channel estimation. On the other hand, the hybrid optical network may contain
different FSO and fiber-optic sections, while the channel characteristics of FSO link
can change rapidly even during the day, so it is reasonable to assume that FSO chan-
nel characteristics are not known on receiver side. The FSO transmitter can use a
retro-reflector and a training sequence to sense the FSO channel. We will further
describe two concepts: (1) transmitter does not have any knowledge about the FSO
link, and (2) transmitter knows the FSO link properties. When the transmitter knows
the FSO link properties we can employ the transmitter diversity concept.

9.4.2 Description of Receiver and Transmission Diversity Scheme

The immunity to atmospheric turbulence can be improved by employing the diver-
sity approaches. To maximize the receiver diversity, the multiple receivers should
be separated enough so that independency condition is satisfied. Given the fact that
the laser beam is getting expanded during propagation, it might not be possible
always to separate the receivers sufficiently enough so that the independence con-
dition is satisfied. On the other hand, by using transmission diversity instead, the
independence condition is easier to satisfy. Moreover, it has been shown in [41]
that transmitter diversity performs comparably to the maximum-ratio combining
receiver diversity. In transmission diversity, the signal to be transmitted from ith
transmitter, characterized by path gain ri expŒ�j� i �, is premultiplied by complex
gain ˛i D ai expŒ�j� i �.0 � ai � 1/. On the receiver side, the weight ai that
maximizes the SNR is chosen by [41]

ai D ri=

vuut LX
iD1

r2i ;

where L is the number of transmitter branches. When the channel is not known on
transmitter side we have to setup ai to 1, and � i D 0, and use Alamouti-type scheme
instead [41]. Notice however, that Alamouti-type receiver requires the knowledge of
FSO channel, and as such is not considered here.

The received complex symbols in x- and y-polarization, in the presence of PMD
and scintillation, can be written by [46]
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rx;i;k D ai .k/˛i .k/ej�Y
�
hxx.k/sx;i;k C hxy.k/sy;i;k

�
C nx;i;k ; (9.39)

r
y;i;k
D ai .k/˛i .k/ej�Y

�
hyx.k/sx;i;k C hyy .k/ sy;i;k

�
C n

y;i;k
; (9.40)

where we used the index k to denote the kth subcarrier, index i to denote the
i th OFDM symbol, hij.k/.i; j 2 fx; yg/ are the channel coefficients due to PMD
introduced in Chap. 6, sx;i;k and sy;i;k denote the transmitted symbols in x- and
y-polarization, respectively; while corresponding received symbols are denoted by
rx;i;k and ry;i;k . The weight ai is chosen in such a way to maximize the SNR, as
explained above. In (9.39)–(9.40), nx;i;k and ny;i;k denote the ASE noise processes
in x- and y-polarization. In the absence of ASE noise, (9.39) and (9.40) represent
the system of linear equations with two unknowns sx;i;k and sy;i;k , and upon solving
we obtain:

Qsx;i;k D

h�xx.k/

jhxx.k/j2

�
rx;i;k �

hxy.k/h
�
yy.k/

jhyy.k/j2
ry;i;k

�
1 �

h�xx.k/hxy.k/

jhxx.k/j2

hyx.k/h
�
yy.k/

jhyy.k/j2

; (9.41)

Qsy;i;k D
h�yy.k/

jhyy.k/j2
ry;i;k �

hyx.k/h
�
yy.k/

jhyy.k/j2
Qsx;i;k : (9.42)

where Qsx;i;k and Qsy;i;k denote the detector estimates of symbols sx;i;k and sy;i;k
transmitted on kth subcarrier of i th OFDM symbol. Notice that the OFDM scheme
with polarization diversity (described in Chap. 6), assuming that both polarizations
are used on a transmitter side and equal-gain combining on a receiver side, is the
special of case of symbol detector described by (9.41)–(9.42). By setting sx;i;k D
sy;i;k D si;k and using the symmetry of channel coefficients, the transmitted symbol
can be estimated by:

Qsi;k D
h�xx.k/rx;i;k C h

�
xy.k/ry;i;k

jhxx.k/j2 C jhxy.k/j2
:

In the presence of laser phase noise the symbols detector estimates are function of
the laser phase noise process:

Qsx;i;k D

h�xx.k/

jhxx.k/j2
e�j�PN

�
rx;i;k �

hxy.k/h
�
yy.k/

jhyy.k/j2
ry;i;k

�
1 �

h�xx.k/hxy.k/

jhxx.k/j2

hyx.k/h
�
yy.k/

jhyy.k/j2

; (9.43)

Qsy;i;k D
h�yy.k/e

�j�PN

jhyy.k/j2
ry;i;k �

hyx.k/h
�
yy.k/

jhyy.k/j2
Qsx;i;k : (9.44)

The detector soft estimates of symbols carried by kth subcarrier in i th OFDM sym-
bol, Qsx.y/i;k , are forwarded to the APP demapper, which determines the symbol
LLRs �x.y/.s/ of x- (y-) polarization by
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�x.y/.sj�PN/ D �
.ReŒQsi;k;x.y/.�PN/� � ReŒQAM.map.s//�/2

2�2

�
.ImŒQsi;k;x.y/.�PN/� � ImŒQAM.map.s//�/2

2�2
; s D 0; 1; : : : ; 2nb � 1

(9.45)

where Re[] and Im[] denote the real and imaginary part of a complex number, QAM
denotes the QAM-constellation diagram, �2 denotes the variance of an equivalent
Gaussian noise process originating from ASE noise, and map(s) denotes a corre-
sponding mapping rule (Gray mapping rule is applied here). (nb denotes the number
of bits carried by symbol.) Notice that symbol LLRs in (9.45) are conditioned on the
laser phase noise sample �PN D �T � �LO, which is a zero-mean Gaussian process
(the Wiener–Lévy process) with variance �2PN D 2 .��T C ��LO/jt j (��T and
��LO are the corresponding laser linewidths introduced earlier). This comes from
the fact that estimated symbols Qsx.y/i;k are functions of �PN. To remove the depen-
dence on �PN we have to average the likelihood function, over all possible values
of �PN:

�x.y/ .s/ D log
�Z 1
�1

exp
�
�x.y/ .sj�PN/

� 1

�PN
p
2�

exp
�
�
�2PN

2�2PN

�
d�PN

�
:

(9.46)

The calculation of LLRs in (9.46) can be performed by numerical integration.
For the laser linewidths in order of tens of kHz it is sufficient to use the trape-
zoidal rule, with samples of �PN obtained by pilot-aided channel estimation. Let
us denote by bj;x.y/ the j th bit in an observed symbol s binary representation
b D .b1; b2; : : :; bnb) for x (y-) polarization. The bit LLRs required for LDPC de-
coding are calculated from symbol LLRs by

L
�
Obj;x.y/

�
D log

P
sWbj
D0 exp

�
�x.y/.s/

�P
sWbj
D1 exp

�
�x.y/.s/

� : (9.47)

9.4.3 Performance Evaluation of Hybrid Optical Networks

We are turning our attention to the evaluation of the described hybrid optical net-
work. In simulation results shown in Figs. 9.17–9.18 we assume that PMD channel
coefficients are known at the receiver, because they can easily be determined by
pilot-aided channel estimation. On the other hand, the FSO channel may change
significantly during the day time, and as such is difficult to estimate. To illustrate
the efficiency of this scheme, in Fig. 9.17a, b we show the constellation diagrams
for aggregate rate of 100 Gb/s, corresponding to the M D 16 QAM and the OFDM
signal bandwidth of 12.5 GHz in the presence of atmospheric turbulence (�X D 0:1
and �Y D 0:05), before (see Fig. 9.17a) and after (see Fig. 9.17b) PMD compensa-
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Fig. 9.17 The constellation diagrams for polarization-multiplexed 16-QAM (the aggregate data
rate is 100 Gb/s) after 500 ps of DGD for �X D 0:1, �Y D 0:05, and OSNR D 50 dB observing
the worst case scenario (� D  =2 and " D 0) without transmission diversity: (a) before PMD
compensation, and (b) after PMD compensation. The corresponding constellation diagrams in the
presence of PMD only (for DGD of 500 ps): (c) before PMD compensation, and (d) after PMD
compensation

tion, assuming the worst case scenario (� D  =2 and " D 0). The corresponding
constellation diagrams in the presence of PMD only are shown in Fig. 9.17c, d. The
proposed coded modulation scheme is able to compensate for the PMD with DGD
of up to 500 ps in the presence of atmospheric turbulence characterized by �X D 0:1
and �Y D 0:01.

In Fig. 9.18, we show the BER performance of the described scheme for both
uncoded case (Fig. 9.18a) and LDPC-coded case (Fig. 9.18b). The OFDM sys-
tem parameters were chosen as follows: the number of QAM symbols NQAM D

4096, the oversampling is two times, OFDM signal bandwidth is set to either
10 GHz (M D 32) or 12.5 GHz (M D 16), and the number of samples used in cyclic
extension NG D 64. For the fair comparison of different M -ary schemes the
OSNR on x-axis is given per information bit, which is also consistent with digital
communication literature. The code rate influence is included in Fig. 9.11 so that the
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Fig. 9.18 BER performance of the proposed hybrid optical network scheme: (a) uncoded BER
curves, and (b) LDPC-coded BERs. RD denotes the aggregate data rate, and BOFDM is the OFDM
signal bandwidth. TD i: transmission diversity of order i

corresponding coding gains are net effective coding gains. To generate the tempo-
rally correlated samples according to (9.18) we used the Levinson–Durbin algorithm
[43,44]. From Figs. 9.17 and 9.18 it can be concluded that PMD can be successfully
compensated even in the presence of atmospheric turbulence. Most of the degrada-
tion is coming from FSO channel, as shown in Figs. 9.10 and 9.11. The 32-QAM
case with aggregate data rate RD D 100Gb=s performs 1.9 dB (at BER D 10�6)
worse than 16-QAM (with the same aggregate rate) although the occupied band-
width is smaller.

The net coded gain improvement (at BER of 10
�6) of LDPC-coded OFDM over

uncoded-OFDM is between 11.05 dB (M D 16, �X D 0:01, �Y D 0:01, cor-
responding to the weak turbulence regime) and 11.19 dB (M D 16, �X D 0:1,
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�Y D 0:01, corresponding to the medium turbulence regime). The additional cod-
ing gain improvement due to transmission diversity with two lasers is 0.19 dB for
32-QAM based OFDM (�X D 0:01 and �Y D 0:1) at BER of 10

�6. On the other
hand, the improvement due to transmission diversity for uncoded case (at the same
BER) is 1.26 dB. Therefore, in the regime of weak atmospheric turbulence, the
improvements due to transmission diversity are moderate. On the other hand, in
the moderate turbulence regime the use of transmission diversity is unavoidable.
Otherwise, the uncoded BER error floor is so high (see �X D 0:5, �Y D 0:1 curve
in Fig. 9.18a) that even the best LDPC codes are not able to handle, if the complex-
ity is to be kept reasonably low. With transmission diversity, in moderate turbulence
regime, we obtain BER performance comparable to the case in the absence of turbu-
lence regime, as shown in Fig. 9.18. The strong turbulence regime is not considered
here due to the lack of an appropriate temporal correlation model. (The atmospheric
turbulence model with temporal correlation described in Sect. 9.1.3 is not a valid
model in the strong turbulence regime.)

The laser linewidths of transmitting and local laser were set to 10 kHz, so that the
atmospheric turbulence, PMD, and ASE noise are predominant effects. Notice that
BER threshold required to achieve BER D 10

�6 at the output of LDPC decoder is
0.0196, and in this region BER values for different laser linewidths are comparable.

9.5 Raptor Codes for Temporally Correlated FSO Channels

A rate-less code is an error-correcting code whose rate can be changed according
to the time-varying channel conditions [48–51]. The well known rate-less codes
are: (1) punctured codes, in which the rate is varied by puncturing the parity bits
so that the effective code rate is increased; and (2) fountain codes, in particular
Raptor codes, in which the rate is varied by changing the codeword length. A Raptor
code is obtained by concatenating an inner error-correcting code (the pre-code),
with an outer Luby-transform (LT) code [49]. An LT Code is a sparse random linear
code, with a very simple decoding algorithm. The LT encoding can be described by
the following algorithm [49, 51]. Each encoded symbol xn is generated from the
message symbols s1; : : :, sK;LT as follows [51]: (1) randomly choose the degree dn
from a degree distribution ˝.x/, and (2) choose uniformly at random dn distinct
input symbols, and set xn equal to the bitwise sum, modulo 2, of those dn symbols.
LT decoding can be described by the following algorithm. The decoder’s task is
to recover s from x D sG , where G is the matrix associated with the graph (the
pseudorandom matrix) by sum-product algorithm [51]:

1. Find a check node xn that is connected to only one source symbol sk

(a) Set sk D xn
(b) Add sk to all checks x0n that are connected to sk : x0n D xn C sk for all

n0 such that G nk D 1

(c) Remove all the edges connected to the source symbol sk .
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2. Repeat (1) until all sk are determined.

LT codes, although simple to encode and decode, have the following two drawbacks:
dn can take any integer value up to the size of the input word, leading to a decoding
complexity O.KLT logKLT/, and the error floor is observed at high SNRs. To avoid
those problems the Raptor codes are advocated in [48,50]. A Raptor code is formed
by concatenating an inner error correcting code (the pre-code) with an outer LT
code, as illustrated below, in Fig. 9.19. In this example, the inner code is a systematic
code, so that we can collapse the Tanner graph as illustrated in Fig. 9.20. The joint
Tanner graph is obtained by joining the inner code parity-check nodes with LT check
nodes. We can use this graph to perform joint iterative decoding.

The LLR to be passed from check-node c to variable node v can be calculated as
follows:

L
�
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�
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2 tanh�1

"
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(9.48)

where Vc denotes the set of variable-nodes connected to check-node c, CLT denotes
the set of LT check nodes, and CLDPC denotes the set of inner code check-nodes (in

LT code

Inner code

Input nodes

Output nodes

…

Parity nodes

…

Fig. 9.19 Tanner graph representation of a raptor code

+ + + + + ++
LT checks

Received bits

Variable nodes

LDPC checks

++

Fig. 9.20 Joint Tanner graph representation of a raptor code
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example above the inner code is an LDPC code). In (9.48), we use the character
� to denote the passage of messages from c-nodes to v-nodes, and the character �
to denote the passage of messages in opposite direction. The superscript t is used
to denote the current iteration, and (t � 1) the previous one. yc is the sample that
corresponds to transmitted codeword bit xv. The LLR to be passed from variable-
node v to check-node c can be calculated as follows:

L
�
�.t/v;c

�
D

8̂̂<̂
:̂

P
d2Cv;d¤c

L
�
�
.t�1/

d;v

�
; 8c 2 CLT;
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�
x.t/v

�
C

P
d2Cv;d¤c

L
�
�
.t�1/

d;v

�
; 8c 2 CLDPC:

(9.49)

The variable-node v LLR-update rule is given by

L
�
x.t/v

�
D

X
c2Cv

L
�
�.t/c;v

�
: (9.50)

Finally, the decision step is as follows:

Oxv D

(
1; L

�
x.t/v

�
< 0;

0; otherwise:
(9.51)

If the syndrome equation OxH T
D 0( x denotes the codeword and H is the joint

parity-check matrix) is satisfied or the maximum number of iterations is reached,
we stop, otherwise, we recalculate (9.48)–(9.51) and check again.

The system model suitable for study of suitability of raptor codes for use in tem-
porally correlated FSO channels is shown in Fig. 9.21. We use the training sequence
to determine the CSI and feedback the CSI back to transmitter that can be adapted
according to the FSO channel conditions.

For raptor codes performance evaluation the experimental setup shown in
Fig. 9.22 is used. The CW laser was used to estimate the channel conditions,
the variations due to scintillation are recorded and used to determine the histogram
and autocovariance functions. The raptor code is created by concatenating a regular
LDPC(495,433) (MacKay) code of rate 0.87 and a LT code. The user bit sequence

Source data Buffer Encoder
E-O

conversion FSO channel

Receiver/

Decoder

Decoded

data 

Feedback

channel

Fig. 9.21 FSO system with feedback channel
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Laser SMF
ReflectorBeam splitter

Mirror

Expander

Telescope

MMF

Detector

Oscilloscope

Fig. 9.22 Experimental setup. Total transmission link is 600 m (after [48])

Fig. 9.23 Information rates at 1 Gb/s: (a) in the weak turbulence regime, and (b) in the strong
turbulence regime (after [48])

is fed into a buffer that stores 40 words of kC D 433 bits each, which are encoded
using the LDPC code above. The LT number of information bits is therefore de-
termined by kLT D 19800.D 40 � 495/. The results of Monte Carlo integration,
used to determine the information rates as we described in [39], are shown in
Fig. 9.23. The comparison is performed with respect to corresponding punctured
LDPC code. We see that at high SNR the punctured LDPC codes outperform the
raptor code described above. However, in the regime of low SNRs the punctured
LDPC code cannot be used at all. Another interesting point to notice is that raptor
code faces insignificant information rate degradation when the CSI is imperfect.
The degradation of information rates in strong turbulence regime is small compared
with the weak turbulence regime. Therefore, the raptor codes can be used to enable
communication under strong turbulence regime.

Another interesting approach to enable communication under the strong turbu-
lence regime is to use the adaptive modulation and coding [52]. The key idea behind
this proposal is to estimate the channel conditions at the receiver side and feed this
channel estimate back to the transmitter using an RF feedback channel, so that the
transmitter can be adapted relative to the channel conditions. We demonstrate in [52]
that deep fades in the order of 35 dB and above can be tolerated with this scheme.
To improve further the tolerance to atmospheric turbulence we can use a hybrid
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FSO-RF system with adaptive modulation and coding [53]. The basic idea is to split
the LDPC-coded sequence between FSO and wireless channels, estimate the chan-
nel conditions in both channels at the receiver side, and feed this channel estimate
back to both RF and FSO transmitters using an RF feedback channel, so that the
transmitters can be adapted relative to the channel conditions. More details about
this scheme can be found in Chap. 10.

9.6 Summary

In this chapter, we described several coding concepts enabling the communication
over the strong atmospheric turbulence channels, including coded-MIMO, coded
OFDM, raptor coding, and adaptive modulation and coding. We have shown that
deep fades due to scintillation can be tolerated by these different approaches. In
Sect.9.1, we described uncorrelated gamma–gamma distribution model valid under
different turbulence regimes. We also described a temporally correlated FSO chan-
nel model. In Sect.9.2, we described the coded MIMO and have shown that both
repetition MIMO and space-time coding can be used to deal with scintillation. It
was found that the use of coded repetition MIMO is sufficient. In Sect. 9.3, we have
shown that deep fades due to atmospheric turbulence can be tolerated by using the
coded OFDM in combination with interleaving. In Sect. 9.4, we discussed the possi-
bility of implementation of hybrid optical networks, in which the high-speed signal
is transmitted over different fiber and FSO sections. We also discussed possible
coding techniques suitable for compensation of channel impairments in both FSO
and fiber links. In Sect.9.5, we described the use of rate-less codes as a means of
enabling the communication over temporal correlated FSO channels. We also dis-
cussed the possibility of using the adaptive modulation and coding to tolerate deep
fades due to scintillation.
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Chapter 10
Optical Channel Capacity

Given the fact that LDPC-coded turbo equalizer described in Chap. 7 is an excellent
candidate to deal with both linear and nonlinear channel impairments, there natu-
rally raises the question about fundamental limits on channel capacity. There have
been numerous attempts to determine the channel capacity of a nonlinear fiber optics
communication channel [1–13]. The main approach, until recently, was to consider
ASE noise as a predominant effect and to observe the fiber nonlinearities as the
perturbation of linear case or as the multiplicative noise. In this chapter, which is
based on a series of articles by authors [14–20], we describe how to determine the
true fiber-optics channel capacity. Because in most of the practical applications the
channel input distribution is uniform, we also describe how to determine the achiev-
able information rates (AIRs) or uniform information capacity, which represent the
lower bound on channel capacity [14–20]. This method consists of two steps (1)
approximating probability density functions (PDFs) for energy of pulses, which is
done by (a) evaluation of histograms [14–20], (b) instanton approach [15], or (c)
edgeworth expansion [21], and (2) estimating AIRs by applying a method origi-
nally proposed by Arnold and Pfitser [22–24]. In most of the publications that are
related to the channel capacity, it was assumed that fiber-optics channel is memo-
ryless [1–13], while in reality the fiber-optics channel is the channel with memory
[14–20].

An interesting approach to reduce the fiber-optics channel memory, introduced
recently [25,26], is the backpropagation method. Namely, in point-to-point links, the
receiver knows the dispersion map configuration and can propagate the received sig-
nal through the fictive dispersion map with fiber parameters [group velocity disper-
sion (GVD), second-order GVD, and nonlinearity coefficient] of opposite signs to
that used in original map. However, the nonlinear interaction of ASE noise and Kerr
nonlinearities cannot be compensated for and someone should use the method intro-
duced in this chapter in information capacity calculation to account for this effect.

This chapter is organized as follows. In Sect. 10.1, we provide the basic informa-
tion theory for both memoryless channel and channel with memory. In Sect. 10.2,
we describe how to calculate the channel capacity of fiber-optic communication
systems by modeling the optical channel as discrete dynamic nonlinear channel
with memory. In Sect. 10.3, we provide both numerical and experimental results on
calculation of channel capacity of fiber-optics communication systems with direct

I. Djordjevic et al., Coding for Optical Channels,
DOI 10.1007/978-1-4419-5569-2 10, c Springer Science+Business Media, LLC 2010
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detection. The channel capacity of multilevel coherent detection systems is studied
in Sect. 10.4. In Sect. 10.5, we report some results on channel capacity of optical
OFDM systems for ASE noise-dominated scenario. In Sect. 10.6, we describe how
to enable the communication over strong atmospheric turbulence channels by trans-
mitting the encoding sequence partially over free-space optical (FSO) channel and
partially over RF channel. We determine the optimum power adaptation that maxi-
mizes the total channel capacity. Finally, in Sect. 10.7, we describe how to improve
the channel capacity by mode-multiplexing in multimode fiber (MMF) systems.

10.1 Channel Capacity Preliminaries

The concept of channel capacity for discrete memoryless channels has already been
introduced in Chap. 4. Here we are concerned with channel capacity of continu-
ous memoryless channels, such as the fiber-optics channel with backpropagation.
In Fig. 10.1, we show the memoryless fiber-optics channel model for multicarrier
transmission with coherent detection, such as orthogonal frequency division mul-
tiplexing (OFDM) [27–30]. The received symbol vector of kth subcarrier in i th
OFDM symbol r i;k D Œrx;i;k ry;i;k �T can be represented by

r i;k D H ksi;ke jŒ�CD.k/C�T��LO� C ni;k ; (10.1)

where si;k D Œsx i k sy i k �T denotes the transmitted symbol vector of kth subcarrier
in i th OFDM symbol, for both polarizations, ni;k D Œnx i k ny i k �T denotes the noise
vector dominantly determined by the amplified spontaneous emission (ASE) noise;
�T and �LO denote the laser phase noise processes of transmitting and local lasers,
�CD.k/ denotes the phase distortion of kth subcarrier due to chromatic dispersion,
and the Jones matrix of kth subcarrier, denoted byH k , is given by

H k D

�
Hxx.k/ Hxy.k/

Hyx.k/ Hyy.k/

�
: (10.2)
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(In equations above, we use subscript x to denote x-polarization and y to denote
y-polarization. We also assume, without loss of generality, that the photodiode re-
sponsivity is 1 A/W.) The single carrier system can be considered as special case of
multicarrier model with only one subcarrier. Because the noise introduced by spon-
taneous emission has a flat frequency, as we have shown in Chap. 3, characterized
by Gaussian PDF with (double-sided) power spectral density (PSD) in one state of
polarization is given by

Ssp.�/ D .G � 1/Fnoh�=2; (10.3)

where G is the amplifier gain and h� is the photon energy; we will introduce the
concept of differential entropy associated with a multidimensional continuous ran-
dom variable and determine the information capacity of additive Gaussian noise.

Let X denote an n-dimensional multivariate X D ŒX1; X2; : : : ; Xn� with a PDF
p1.x1; x2; : : : ; xn/, representing the channel input. The corresponding differential
entropy is defined by [31, 32]

h.X1; X2; : : : ; Xn/

D �

Z 1
�1

Z 1
�1

: : :

Z 1
�1

p1.x1; x2; : : : ; xn/ logp1 .x1; x2; : : : ; xn/„ ƒ‚ …
n

dx1dx2 � � � dxn

D E Œ� logp1.x1; x2; : : : ; xn/� ; (10.4)

where we use E[ ] to denote the expectation operator. (In this chapter, we will use
logarithms to the base 2.) In order to simplify explanation and save some space, we
will use the following symbolic notation of previous equation due to Reza [32]:
h. QX/ D E

�
� logp1. QX/

�
. In similar fashion, the channel output can be repre-

sented as an m-dimensional random variable Y D ŒY1; Y2; : : : ; Ym� with a PDF
p2.y1; y2; : : : ; ym/, and corresponding differential entropy is defined by

h .Y1; Y2; : : : ; Yn/

D �

Z 1
�1

Z 1
�1

Z 1
�1

p2 .y1; y2; : : : ; ym/ logp1 .y1; y2; : : : ; ym/„ ƒ‚ …
m

dy1dy2 � � � dym

D E Œ� logp2 .y1; y2; : : : ; yn/� : (10.5)

In compact form, the differential entropy of output can be written as h. QY / D
EŒ� logp1. QY /�. To account for the channel distortions and ASE noise influence,
we can observe the corresponding conditional and joint PDFs:

P .y1 < Y1 < y1 C dy1; : : : ; ym < Ym < ym C dymjX1
D x1; : : : ; Xn D xn/ D p. Qyj Qx/d Qy

P .y1 < Y1 < y1 C dy1; : : : ; ym < Ym < ym C dym \ x1 < X1 < x1
Cdx1; : : : ; xn < Xn < xn C dxn/ D p. Qx; Qy/d Qx d Qy (10.6)
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The mutual information (also known as information rate) can be written in compact
form as follows [32]:

I. QX I QY / D E

"
log

p. QX; QY /

p. QX/P. QY /

#
: (10.7)

Note that various differential entropies h.X/, h.Y /, h.Y jX/ do not have direct
interpretation as long as the information processed in the channel is concerned, com-
pared to their discrete counterparts. Some authors, such as Gallager [33], prefer to
define the mutual information directly by (10.7), without considering the differen-
tial entropies at all. The mutual information, however, has the information-theoretic
meaning and represents the average information processed in the channel (or amount
of information conveyed by the channel). The mutual information has the following
important properties [31, 32] (1) the mutual information is symmetric: I.X IY / D
I.Y IX/; (2) it is a nonnegative; (3) the mutual information is finite; (4) mutual in-
formation is invariant under linear transformation; (5) it can be expressed in terms
of the differential entropy of channel output by I.X IY / D h.Y /�h.Y jX/, and (6)
it is related to the channel input differential entropy by I.X IY / D h.X/�h.X jY /.
The information capacity can be obtained by maximization of (7) under all possible
input distributions:

C D max I. QX I QY /: (10.8)

Let us now determine the mutual information of two random vectors X D

ŒX1; X2; : : : ; Xn� and Y D ŒY1; Y2; : : : ; Ym�, which are normally distributed. Let
Z D ŒX IY � be the random vector describing the joint behavior. Without loss of
generality we further assume: Xk D 08 k and Y k D 08 k. The corresponding
PDF for X , Y , and Z are given, respectively, as [32]

p1. Qx/ D
1

.2�/n=2.detA/1=2
exp.�0:5.A�1 Qx; Qx//; A D Œaij�;

aij D

Z
xixjp1. Qx/d Qx; (10.9a)

p2. Qy/ D
1

.2�/n=2.detB/1=2
exp

�
�0:5

�
B�1 Qy; Qy

��
; B D Œbij�;

bij D

Z
yiyjp2. Qy/d Qy; (10.9b)

p3.Qz/ D
1

.2�/.nCm/=2.detC/1=2
exp

�
�0:5

�
C�1Qz; Qz

��
; C D Œcij�;

cij D

Z
zi zjp3.Qz/dQz: (10.9c)

By substitution of (10.9) into (10.7) we obtain [32]:

I.X IY / D
1

2
log

detA detB
detC

: (10.10)
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The mutual information between two Gaussian random vectors can also be ex-
pressed in terms of their correlation coefficients [32]:

I.X IY / D �
1

2
log

��
1 � �21

�
� � �
�
1 � �2l

��
; l D min.m; n/; (10.11)

where � is the correlation coefficient between Xj and Yj .
In order to obtain the information capacity for additive Gaussian noise, we make

the following assumptions (1) the inputX , output Y , and noiseZ are n-dimensional
random variables; (2) Xk D 0;X2

k
D �2xk8 k and Zk D 0;Z2

k
D �2zk8 k; and (3)

the noise is additive: Y D X CZ. Because

px. QyjQz/ D px. Qx C QzjQz/ D
nY
kD1

�
1

.2�/1=2� zk
e�z2

k
=2�2zk

�
D p.Qz/; (10.12)

the conditional differential entropy can be obtained as

H.Y jX/ D H.Z/ D �

Z 1
�1

p.Qz/ logp.Qz/dQz: (10.13)

The mutual information is then

I.X IY / D h.Y /� h.Y jX/ D h.Y /� h.z/ D h.Y /�
1

2

nX
kD1

log 2�e�2zk : (10.14)

The information capacity, expressed in bits per channel use, is therefore obtained
by maximizing h.Y /. Because the distribution maximizing the differential entropy
is Gaussian, the information capacity is obtained as

C.X IY / D
1

2

nX
kD1

log 2�e�2yk �
1

2

nX
kD1

log 2�e�2zk D
1

2

nX
kD1

log

 
�2yk
�2zk

!

D
1

2

nX
kD1

log

 
�2xk C �

2
zk

�2zk

!
D
1

2

nX
kD1

log
�
1C

�2x
�2z

�
; (10.15)

For �2xk D �2x ; �
2
zk D �2z we obtain the following expression for information

capacity:

C.X IY / D
n

2
log

�
1C

�2x
�2z

�
; (10.16)

where �2x=�
2
z is the signal-to-noise ratio (SNR).

The expression (10.16) represents the maximum amount of information that can
be transmitted per symbol. From practical point of view, it is important to deter-
mine the amount of information conveyed by the channel per second, that is, the
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information capacity per unit time, also known as channel capacity. For band-limited
channels and Nyquist signaling, there will be 2W samples per second (W is the
channel bandwidth) and the corresponding channel capacity is

C D W log
�
1C

P

N0W

�
Œbits=s� ; (10.17)

where P is the average transmitted power and N0=2 is the noise PSD. This is the
most famous Shannon’s result in information theory [34].

The channel capacity per single polarization of the OFDM system shown in
Fig. 10.1 with N independent subcarriers of bandwidth BN can be evaluated by

C D max
Pi W

P
PiDP

N�1X
iD0

WN log2.1C  i /;  i D jHi j
2Pi=N0WN ; (10.18)

where Pi is the power allocated to i th subcarrier,  i is the SNR of i th subcarrier,
and Hi is the fiber transfer function amplitude of i th subcarrier. It can be shown
by using the Lagrangian method that the optimum power allocation policy is the
water-filling over frequency [31]:

Pi

P
D

(
1= tsh � 1= i ;  i �  tsh

0; otherwise
; (10.19)

where  i is the SNR of i th subcarrier and  tsh is the threshold SNR. By substituting
(10.19) into (10.18) the following channel capacity expression is obtained:

C D
X

i W i> tsh

BN log2

�
 i
 tsh

�
: (10.20)

The i th subcarrier is used when corresponding SNR is above the threshold. The
number of bits per i th subcarrier is determined bymi D bBN log2. i= tsh/c, where
bc denotes the largest integer smaller than enclosed number.

In digital optical communications, we are generally confronted with the time
series. Let the input and output alphabets of the channel be finite and be denoted
by fAg and fBg, respectively; and the channel input and output are denoted by X
and Y . For memoryless channels, the noise behavior is generally captured by a con-
ditional probability matrix P fbj jakg for all bj 2 B and aj 2 A. For the channels
with finite memory, such as the optical channel, the transition probability is depen-
dent on the transmitted sequences up to the certain prior finite instance of time.
For example, for channel described by Markov process the transition matrix has
the following form P fYk D bj : : : ; X�1; X0; X1; : : : ; Xkg D P fYk D bjXkg.
We are interested into more general description, which is due to McMillan [35]
and Khinchin [36] (see also [32]). Let us consider a member of input ensemble
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x and its corresponding channel output y: fXg D f: : : ; x�2; x�1; x0; x1; : : :g,
fY g D f: : : ; y�2; y�1; y0; y1; : : :g. LetX 0 denote all possible input sequences and
Y 0 denote all possible output sequences. By fixing a particular symbol at specific lo-
cation, we obtain so-called cylinder [32]. For example, cylinder x4;1 is obtained by
fixing the symbol a1 at position x4 W x4;1 D : : : ; x�1; x0; x1; x2; x3; a1; x5; : : :.
The output cylinder y1;2 is obtained by fixing the output symbol b2 at position 1:
y1;2 D : : : ; y�1; y0; b2; y2; y3; : : :. To characterize the channel we have to deter-
mine the following transition probability P.y1;2jx4;1/, that is the probability that
cylinder y1;2 was received given that cylinder x4;1 was transmitted. Therefore, for
all possible input cylinders SA � X 0 we have to determine the probability that cylin-
der SB � Y 0 was received given that SA was transmitted. The channel is completely
specified by (1) input alphabet A, (2) output alphabet B , and (3) transition probabil-
ities P fSB jSAg D vx for all SA 2 X 0 and SB 2 Y 0. Thus the channel is specified
by the triplet: ŒA; vx ; B�. If the transition probabilities are invariant with respect to
time shift T , that is, vTx.TS/ D vx.S/, then the channel is said to be stationary. If
the distribution of Yk depends only on the statistical properties of the sequence . . . ,
xk�1, xk , we say that the channel is without anticipation. If furthermore the distri-
bution of Yk depends only xk�m; : : : ; xk we say that channel has the finite memory
of m units.

The source and channel may be described as a new source ŒC; !� with C being
the product of input A and output B alphabets, namely C D A � B , and ! is a
corresponding probability measure. The joint probability of symbol .x; y/ 2 C,
where x 2 A and y 2 B , is obtained as the product of marginal and conditional
probabilities: P.x \ y/ D P fxgP fyjxg.

Let us further assume that both source and channel are stationary. The following
description due to Khinchin [32, 36] is useful in describing the concatenation of a
stationary source and a stationary channel.

1. If the source [A,�] (� is the probability measure of the source alphabet) and the
channel ŒA; vx ; B� are stationary, the product source ŒC; !�will also be stationary.

2. Each stationary source has an entropy, and therefore ŒA; ��, ŒB; �� .� is the prob-
ability measure of the output alphabet), and ŒC; !� each have the finite entropies.

3. These entropies can be determined for all n-term sequences x0, x1; : : : ; xn�1
emitted by the source and transmitted over the channel as follows [32]:

Hn.X/ fx0; x1; : : : ; xn�1g

Hn.Y / fy0; y1; : : : ; yn�1g

Hn.X; Y / f.x0; y0/; .x1; y1/; : : : ; .xn�1; yn�1/g

Hn.Y jX/ f.x0jY /; .x1jY /; : : : ; .xn�1jY /g

Hn.X jY / f.X jy0/; .X jy1/; : : : ; .X jyn�1/g (10.21)

It can be shown that the following is valid:

Hn.X; Y / D Hn.X/CHn.Y jX/I Hn.X; Y / D Hn.Y /CHn.X jY /: (10.22)



360 10 Optical Channel Capacity

Equation (10.22) can be rewritten in terms of entropies per symbol:

1

n
Hn.X; Y / D

1

n
Hn.X/C

1

n
Hn.Y jX/I

1

n
Hn.X; Y / D

1

n
Hn.Y /C

1

n
Hn.X jY /:

(10.23)
For sufficiently long sequences the following channel entropies exist:

lim
n!1

1

n
Hn.X; Y / D H.X; Y /I lim

n!1

1

n
Hn.X/ D H.X/I lim

n!1

1

n
Hn.Y / D H.Y /I

lim
n!1

1

n
Hn.X jY / D H.X jY /I lim

n!1

1

n
Hn.Y jX/ D H.Y jX/: (10.24)

The mutual information exists and it is defined as

I.X; Y / D H.X/CH.Y / �H.X; Y /: (10.25)

The stationary information capacity of the channel is obtained by maximization of
mutual information over all possible information sources:

C.X; Y / D max I.X; Y /: (10.26)

Equipped with this knowledge, in Sect. 10.2, we will discuss how to determine the
information capacity of fiber-optics channel with memory.

10.2 Calculation of Information Capacity by Forward
Recursion of BCJR Algorithm

Recent progress in DWDM transmission technology has lead to a fundamental and
a very difficult question: “What is the Shannon’s capacity of a nonlinear fiber optics
communication channel?” There have been numerous attempts to tackle this prob-
lem [1–13]. The common approach, until recently, was to consider the ASE from
in-line amplifiers as a predominant effect and include the effect of nonlinearities
in an approximate fashion. The fiber nonlinearities are considered either as (1) the
perturbation of a linear case [4, 12] or as (2) the multiplicative noise [6].

Although the perturbative methods, in general, may yield to reliable results in the
domain of validity [4], they are applicable in the regime of relatively small nonlin-
earities, which is not applicable for high-speed transmission (at 40 Gb/s or higher)
systems. Mitra and Stark [6] treat a nonlinear noisy channel as a linear one with
an effective nonlinear noise. However, as indicated in [2], such an approximation
needs to be carefully justified for each particular transmission system. In dispersion
free transmission [7, 8], the nonlinear Schrödinger equation [37] can be solved ana-
lytically, but such a result is only of academic interest [7]. In [3], Tang determined
the channel capacity of a multispan DWMD system employing dispersive nonlinear
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optical fibers and an ideal coherent optical receiver. The results obtained in [3] are
based on solving the NLSE by Voltera series expansion up to the first order. Such a
method is valid in systems for which the maximum nonlinear rotation is small com-
pared to 2� [3]. The channel capacity is determined using the Pinsker’s formula
[38], which may lead to incorrect conclusions, as it was shown in [2], especially
for high SNRs. The statistics of optical transmission in a noisy nonlinear chan-
nel with weak dispersion management and zero average dispersion is considered
in [2], and the lower bounds for channel capacity are determined (although numer-
ical results are not reported). However, this method is applicable only for weak
dispersion management systems with zero average dispersion, as described in [39].
Some papers, [13], completely ignore the influence of dispersion and nonlinearities.
The spectral efficiency limits in DWDM systems with coherent detection in nonlin-
ear regime limited independently by cross-phase modulation or four-wave mixing
are reported in [1]. As opposed to 10-Gb/s systems where the major nonlinearities
are due to interchannel effects, in 40 Gb/s and above the major nonlinearities are
due to intrachannel nonlinearities, such as intrachannel FWM, intrachannel XPM,
and intrachannel SPM. Therefore, the weak nonlinearity assumption is not applica-
ble, and the results on channel capacity are valid only if the combined effects of ASE
noise, Kerr nonlinearities, dispersion and filtering effects are taken into account in
calculations.

To calculate the channel capacity, we model the whole transmission system as
the dynamical nonlinear ISI channel with memory, in which m previous and next
m symbols influence the observed symbol. The optical communication system is
characterized by the conditional PDF of the output complex vector of samples
y D .y1; : : : ; yn; : : :/, where yi D .yi;I.x/; yi;Q.x/; yi;I.y/; yi;Q.y// 2 Y .Y rep-
resents the set of all possible output samples), given the source sequence of M -ary
symbols x D .x1; : : : ; xn; : : :/, xi 2 X D f0; 1; : : : ;M � 1g. The yi ;I .x/Œyi;I .y/�
corresponds to the in-phase channel sample in x-polarization (y-polarization), and
the yi;Q.x/Œyi;Q.y/� represents the quadrature channel sample in x-polarization
(y-polarization).

An example of dynamical channel description by means of trellis diagram is
shown in Fig. 10.2 for 4-level modulation formats (such as QPSK). This dynam-
ical trellis is uniquely defined by the following triplet: the previous state, the
next state, and the channel output. The state in the trellis is defined as sj D
.xj�m; xj�mC1; : : : ; xj , xjC1; : : : ; xjCm/ D xŒj � m; j C m�, where xk de-
notes the index of the symbol from the following set of possible indices X D
f0; 1; : : : ;M � 1g. Every symbol carries l D log2M bits, using the appropriate
mapping rule (natural, Gray, anti-Gray, etc.) The memory of the state is equal to
2mC 1, with 2m being the number of symbols that influence the observed symbol
from both sides. The trellis hasM 2mC1 D 64 states .s0, s1; : : : ; s63/, each of which
corresponds to a different three-symbol patterns. The state index is determined by
considering .2mC 1/ symbols as digits in numerical system with the base M . For
example, in Fig. 10.2, the quaternary numerical system (with the base 4) is used.
(In this system 18 is represented by .102/4.) The left column in the dynamic trellis
represents the current states and the right column denotes the terminal states. The
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Fig. 10.2 A portion of trellis
for four-level BCJR equalizer
with memory 2mC 1 D 3
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branches are labeled by two symbols, the input symbol and the output symbol is
the central symbol of terminal state. Therefore, the main difference with respect to
other channels (such as magnetic recording channel), where the current symbol is
affected only by the previous symbols, is that in optical channel current symbol is
affected by both previous and incoming symbols. For the complete description of
the dynamical trellis, the transition PDFs p.yj jxj / D p.yj js/, s 2 S are needed;
where S is the set of states in the trellis. The conditional PDFs can be determined
by using instanton-Edgeworth expansion method, which we proposed in [21].

The information rate, expressed in bits/channel use, can be calculated by [31,32]:

I.Y IX/ D H.Y / �H.Y jX/; (10.27)

whereH.U / D E.log2 P.U // denotes the entropy of a random variableU andE.�/
denotes the mathematical expectation operator. By using the Shannon–McMillan–
Brieman theorem that states [31, 32]:

E.log2 P.Y // D lim
n!1

.1=n/ log2 P.yŒ1; n�/; (10.28)

the information rate can be determined by calculating log2.P.yŒ1; n�//, by propa-
gating the sufficiently long source sequence. Our model is a particular instance of
discrete stationary channel model described in Sect. 10.1. The fiber-optics channel
model described in this section can be considered stationary for sufficiently long in-
formation sequences and sufficiently long channel memories assumptions. Note that
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other papers on channel capacity [1–13, 25], also consider channel as stationary,
because all calculations of channel capacity assume that corresponding transition
PDFs are independent of initial moment. By substituting (10.28) into (10.27), we
obtain the following expression suitable for practical calculation of independent
identically distributed (i.i.d.) information capacity

I.Y IX/ D lim
n!1

1

n

"
nX

iD1

log2 P.yi jyŒ1; i � 1�; xŒ1; n�/ �
nX

iD1

log2 P.yi jyŒ1; i � 1� /

#
:

(10.29)

Based on Sect. 10.2, the conditional PDF P.yi jyŒ1; i � 1�;xŒ1; n�/ is related to
P.yi jxŒi � m; i C m�/ D P.yi js/. Therefore, the first term in (10.29) can be
straightforwardly estimated from transition PDFsP.yi js/. To calculate log2 P.yi jy
Œ1; i � 1�/, we use the forward recursion of the multilevel BCJR algorithm that we
described in Chap. 7, wherein the forward metric and backward metric are modified
as follows:

˛j .s/ D max�
s0

h
˛j�1.s0/C  j .s

0; s/� log2M
i

 j .s
0; s/ D log

�
p.yj jx Œj �m; j Cm�/

�
:

(10.30)

In (10.23) ˛j .s/ D logfp.sj D s;yŒ1; j �/g.j D 1; 2; : : : ; n/ denotes the forward
metric and j .s

0; s/ D logŒp.sj D s; yj ; sj�1 D s0/� is the branch metric. The i th
term log2 P.yi jyŒ1; i � 1�/ can be calculated iteratively:

log2 P.yi jyŒ1; i � 1�/ D max�
s

˛i .s/; (10.31)

where max�-operator was applied for all s 2 S .S denotes the set of states in the
trellis shown in Fig. 10.2).

Information capacity is defined as

C D max I.Y IX/; (10.32)

where the maximization is performed over all possible input distributions. Because
the optical channel has the memory, it is natural to assume that optimum input
distribution will be with memory as well. By considering the stationary input dis-
tributions of the form p.xi jxi�1, xi�2; : : :/ D p.xi jxi�1, xi�2; : : : ; xi�k/, we can
determine the transition probabilities of corresponding Markov model that maxi-
mizes the information rate in (10.29) by nonlinear numerical optimization [40, 41].

This method is applicable to both memoryless channels and for channels with
memory. In Fig. 10.3, we report the information capacities for different signal con-
stellation sizes and two types of QAM constellations: square QAM and star QAM
[42] (see also [25]), by observing a linear channel model. We also provide the in-
formation capacity for an optimum signal constellation, based on so-called iterative
polarization quantization (IPQ) that we introduced in [43]. We can see that infor-
mation capacity can be closely approached even with the independent identically
distributed (i.i.d. or IID) information source providing that constellation size is suf-
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Fig. 10.3 i.i.d. information capacities for linear channel model and different signal constellation
sizes. (64-star QAM contains 8 rings with 8 points each, 256-star QAM contains 16 rings with 16
points, and 1,024-star QAM contains 16 rings with 64 points.) SNR is defined as Es=N0, where Es
is the symbol energy and N0 is the power spectral density

ficiently large. It is interesting to note that star QAM outperforms the corresponding
square QAM for low and medium SNR, while for high SNRs square QAM out-
performs star QAM. The IPQ significantly outperforms both square QAM and star
QAM.

Given this description of i.i.d. information capacity calculation for fiber-optics
channel in next two sections we study the information capacity of fiber-optics
communication systems with direct detection (Sect. 10.3) and coherent detection
(Sect. 10.4).

10.3 Information Capacity of Fiber-Optics Communication
Systems with Direct Detection

In Fig. 10.4a, we show the i.i.d. channel capacity against optical SNR for different
state memory assumptions, in the presence of PMD, for DGD of 100 ps, observing
the RZ transmission at 10 Gb/s. As expected, the BCJR equalizer of memorym D 1
is sufficient to compensate for this level of DGD, while the memoryless assumption
(m D 0) leads to significant i.i.d. information capacity loss.

In Fig. 10.4b, we show the i.i.d. channel capacity against optical SNR for differ-
ent memory assumptions in BCJR equalizer, in the presence of residual chromatic
dispersion of 11,200 ps/nm (which corresponds to 700 km of SMF with dispersion
and dispersion slope being 16 ps/(nm km) and 0:08 ps=.nm2 km/, respectively). The
NRZ transmission system operating at 10 Gb/s is observed. The BCJR equalizer
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Fig. 10.5 (a) i.i.d. information capacity after 700 km of SMF and for DGD of 50 ps assuming
NRZ transmission at 10 Gb/s, (b) influence of memory effects on i.i.d. information capacity vs. the
number of spans for dispersion map shown in Fig. 10.6, assuming RZ transmission at 40 Gb/s

memory m D 3 is sufficient to compensate for this level of residual chromatic dis-
persion, while for the lower memories this effect cannot be eliminated at all by any
equalization scheme alone, and FEC is unavoidable. To achieve the i.i.d. channel
capacity of 1, for lower optical SNR values, we have to increase the state memory.

In Fig. 10.5a, we show the i.i.d. channel capacity against optical SNR for
different state memories, in the presence of both residual chromatic dispersion
(11,200 ps/nm) and PMD with DGD of 50 ps. The NRZ transmission system oper-
ating at 10 Gb/s is observed as well. For the memory m D 3, the unity information
rate is achieved for higher OSNR values (about 4 dB higher).
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Table 10.1 Fiber parameters
DC fiber D� fiber

Dispersion [ps/(nm km)] 20 �40

Dispersion slope [ps/.nm2 km/] 0.06 �0:12

Effective cross-sectional area [�m2] 110 50
Nonlinear refractive index [m2=W ] 2:6� 10�20 2:6� 10�20

Attenuation coefficient [dB/km] 0.19 0.25

In Fig. 10.5b, we show the i.i.d. channel capacity in the presence of intrachannel
nonlinearities against the number of spans, for dispersion map shown in Fig. 10.6.
The dispersion map shown in Fig. 10.6 is selected in such a way that IFWM is the
predominant intrachannel nonlinear effect. The span length is set to L D 120 km,
and each span consists of 2L=3 km of DC fiber followed by L=3 km of D� fiber.
Precompensation of �1; 600 ps/nm and corresponding postcompensation are also
applied. The parameters of DC and D� fibers, used in simulations, are given in
Table 10.1. RZ modulation format of a duty cycle of 33% is observed, the extinction
ratio is 14 dB, and the launched power is set to 0 dBm. EDFAs with noise figure of
6 dB are deployed after every fiber section, the bandwidth of optical filter (modeled
as super-Gaussian filter of eight order) is set to 3Rl, and the bandwidth of electrical
filter (modeled as Gaussian filter) to 0:7Rl, with Rl being the line rate [defined
as the bit rate (40 Gb/s) divided by a code rate]. The line rate (defined above) is
appropriately chosen so that the effective information rate is 40 Gb/s.

Figure 10.7 shows the conditional PDFs p.yj jxŒj � m; j C m�/ obtained for
dispersion map described above for m D 2. As expected, by increasing the number
of spans, the ghost pulse at the central bit position for the state sD “11011” grows,
hence shifting the mean of the PDF to the right. After certain number of spans,
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the mean of PDF exceeds the decision threshold resulting in an error. On the other
hand, the mean of PDF for an isolated one (in state sD “00100”) shifts to the left
as the number of spans increases, suggesting that assumed memory 2m C 1 D 5

is not sufficiently large to capture the effect of intersymbol interference completely.
However, even the partial elimination of nonlinear ISI may lead to significant BER
performance improvement, as shown later. To estimate the PDFs, the region of all
possible samples is quantized in 64 bins, and the number of occurrences of samples
in a given bin is counted and normalized with total number of samples in all bins.

For this particular dispersion map, it can be concluded from Fig. 10.5b, that if
LDPC codes of rate 0.8 are used, and assuming that the BCJR equalizer operates
with memorym D 3; 7;200 km can be achieved. To extend the transmission distance
further, we have to increase the memory in trellis description of channel, employ an
optimum dispersion map, and optimize the system parameters.

In Fig. 10.8, we show how the i.i.d. channel capacity degrades with quantization
of LLRs, for the same system used in Fig. 10.6. The use of three bits to represent the
LLRs results in moderate channel capacity loss, while the use of only 2 bits results
in significant channel capacity loss.

We further perform the experimental evaluation of i.i.d. information capacity for
OOK-NRZ systems with direct detection. Figure 10.9 shows the setup used for this
experiment. A precoded test pattern was uploaded into a pulse generator (Anritsu
MP1763C) via personal computer (PC) with GPIB interface. The 10-Gb/s NRZ sig-
nal was used to drive a zero-chirp Mach–Zehnder modulator (UTP). Then the signal
passed through PMD emulator (JDSU PE3), where controlled amount of DGD was
introduced. The distorted signal was mixed with controlled amount of ASE noise
with 3-dB coupler.
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Modulated signal level was maintained at 0 dB while the ASE power level was
changed to obtain different OSNRs. Next, the optical signal was preamplified (Opti-
gain, Inc., 2000 series), filtered (JSDU 2-nm band-pass filter) followed by detection
(Agilent 11982A). An oscilloscope (Agilent DCA 86105A) triggered by the data
pattern was used to acquire the samples. To maintain constant power of �6 dBm
at the detector, a variable attenuator was used. Data was transferred via GPIB back
to the PC, which employed the forward step of the BCJR algorithm to calculate
channel capacity.

Figure 10.10 shows the experimental results for the i.i.d. information for different
values of the state trellis memory assumptions (2mC1 D 5 and 2mC1 D 1). Unity
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capacity is achievable in both cases although the case of memory 0 and DGD of 1.25
indicates that for higher values of DGD capacity of 1 will be impossible to achieve.
It is clear that the usage of dynamic discrete model for the optical channel is needed
to effectively reduce PMD effects.

Figure 10.11 shows how the quantization effects influence the i.i.d. channel ca-
pacity loss. Figure 10.11a studies the quantization of the LLRs, while Fig. 10.11b
studies the influence of A/D conversion on capacity. Let the real LLR be denoted
by �. Calculations were done with double precision numbers. A 2-tuple of integers
(db; pb/ was used to represent the integer (with sign) and decimal part of �, respec-
tively [17, 18]. For example, in (5,0) representation, “5 denotes the number of bits
used to represent the integer part of � and 0 represents the number of bits used for
decimal part.” Figure 10.11a demonstrates that (5,0) and (4,0) representations are
very close to the double precision one. Significant i.i.d. channel capacity degrada-
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tion is observed for the (3,0) case. Compared to the simulation results where 3-bit
quantization for LLRs was sufficient, in an experimental environment 4 bits are
required. From Fig. 10.11b we conclude that the i.i.d. channel capacity is less sen-
sitive to A/D quantization compared to LLR quantization. The degradation here is
more gradual compared to the case of LLR quantization. Significant loss is noted
for the (3,0) case, and it is not that much severe as in the LLR case. For number
of quantization bits 4 and above there is improvement but it is not very significant.
We can conclude that 4 bits is the optimal number of quantization bits for both LLR
and A/D.

10.4 Information Capacity of Multilevel Fiber-Optics
Communication Systems with Coherent Detection

In Fig. 10.12, we show the i.i.d. information capacity against the number of spans
(obtained by Monte Carlo simulations), for dispersion map shown in Fig. 10.5a (the
fiber parameters are the same as in Table 10.1) and QPSK modulation format of
aggregate data rate 100 Gb/s, for two different memory assumptions. The transmit-
ter and receiver configurations are shown in Fig. 10.13a, b. We see that by using
the LDPC code (of rate R D 0:8) of sufficient length and large girth, we are
able to extend the transmission distance, compared to that of turbo equalizer de-
scribed in Chap. 7, by 600 km for state memory m D 0 and even by 1,440 km
(resulting in total transmission length 9,600 km) for state memory m D 1. The
transmission distance can further be increased by observing the larger memory chan-
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transmission distance
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distributed feedback laser, MZM Mach–Zehnder modulator

nel assumptions, which requires higher computational complexity for corresponding
turbo equalizer. On the other hand, we can use backpropagation approach [25, 26]
to keep the channel memory reasonably low and then apply the method described
in this section. Note that backpropagation method cannot account for the nonlinear
ASE noise–Kerr nonlinearities interaction, and someone should use the method in-
troduced in Sect. 10.2 in information capacity calculation to account for this effect.
In the same figure we show the i.i.d. information capacity, when backpropagation
method is used, for dispersion map composed of standard SMF only with EDFAs of
noise figure 6 dB being deployed every 100 km, as shown in Fig. 10.14. We see that
backpropagation method helps reducing the channel memory, since the improve-
ment for m D 1 over m D 0 case is small.

In Fig. 10.15, we show the i.i.d. information capacities for three different mod-
ulation formats (1) MPSK, (2) star QAM, and (3) IPQ; obtained by employing the
dispersion map from Fig. 10.14. The symbol rate was 50 GS/s, and the launch power
was set to 0 dBm. We see that IPQ outperforms star QAM and significantly outper-
forms MPSK. For transmission distance of 5,000 km, the i.i.d. information capacity
is 2.72 bits/symbol (the aggregate rate is 136 Gb/s per wavelength), for 2,000 km it
is 4.2 bits/symbol (210 Gb/s) and for 1,000 km the i.i.d. information capacity is 5.06
bits/symbol (253 Gb/s per wavelength).
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10.5 On the Channel Capacity of Optical OFDM Systems
for ASE-Noise-Dominated Scenario

In order to provide seamless integrated transport platforms, which can support het-
erogeneous networking, in this section, we describe the use of power-variable rate-
adaptive low-density parity-check (LDPC)-coded polarization-multiplexed OFDM.
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We describe the optimum power loading algorithm suitable to deal with bandwidth
reduction due to concatenation of reconfigurable optical add–drop multiplexers
(ROADMs) and wavelength cross-connects (WXCs), propose the rate adaptation
scheme, determine the channel capacity, and show that the proposed scheme can
closely approach the channel capacity. We show that similar scheme can be used
to overcome the bandwidth limitation problem of GI-POFs. For RoF systems, the
number of subcarriers is chosen in such a way that the bandwidth of the signal per
subcarrier is smaller than the coherence bandwidth of wireless channel so that each
subcarrier experiences the flat fading. To deal with flat fading, we show that the use
of equal gain combining (EGC) diversity with two receive antennas is sufficient. In
addition, we determine the channel capacity of this hybrid optical-wireless system
and show that proposed scheme can closely approach the channel capacity.

This section is organized as follows. In Sect. 10.5.1, we describe a power-
variable rate-adaptive polarization multiplexed coded OFDM scheme suitable for
use in optically routed networks and determine corresponding channel capacities.
In Sect. 10.5.2, we show that similar adaptive scheme can be used to overcome
the limited bandwidth of GI-POFs and to enable beyond 100-Gb/s transmission.
In Sect. 10.5.3, we describe an adaptive-coded OFDM scheme suitable for use in
RoF systems and determine corresponding channel capacity.

10.5.1 Power-Variable Rate-Adaptive Polarization-Multiplexed
Coherent-Coded OFDM

In an optically routed network, different signal transmission paths have different
number of optical amplifiers, WXCs, and ROADMs. Different wavelength chan-
nels carrying the traffic to different destinations can have quite different SNRs and
signal is differently impacted by various channel impairments including PMD, chro-
matic dispersion, fiber nonlinearities, and filtering effects due to concatenation of
optical filters/ROADMs/WXCs. The optical networks should provide a target bit-
error ratio (BER) performance regardless of the data destination. To address all
these issues, it is possible use of power-variable rate-adaptive coded polarization-
multiplexed optical OFDM system with coherent detection, which is shown in
Fig. 10.16. The optimum power adaptation policy is already given by (10.19). The
optimum threshold SNR is determined from condition that total power in all subcar-
riers cannot be larger than available power,

P
i Pi � P , by

 tsh D N

, X
 i� tsh

1= i ; (10.33)

where N is the number of subcarriers with  i �  tsh, in an iterative procedure that
converges fast (after few iterations).
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The variable-rate adaptation is achieved by choosing the maximum product of in-
teger mi , corresponding to the number of bits per i th subcarrier, and corresponding
code rate Ri as follows:

miRi � Ci ; (10.34)

where Ci is the channel capacity of the i th subcarrier. The signal constellation size
Mi D 2mi per i th subcarrier and the corresponding code rate Ri of component
LDPC code are chosen in accordance with the channel conditions. When the channel
conditions are favorable (large SNR), the larger constellation sizes and higher code
rate LDPC codes are employed. Among several candidate LDPC codes we employ
one (based on subcarrier  i / which provides the largest product miRi closest to the
subcarrier channel capacity (but lower than Ci /. When channel conditions are poor,
we reduce the code rate and signal constellation size according to (10.34).

The channel capacity of polarization-multiplexed optical coherent OFDM
scheme (derived based on theory due to Bölcskei et al. [44]), with N subcarri-
ers can be evaluated as follows:

C D EH

�
1

N
max

Tr.˙/�P
Bsc log2

�
det

�
I2N C

1

�2n
H˙H �

���
; (10.35)

where ˙ is the covariance matrix of Gaussian input vector, defined as

˙ D diag f˙ig
N�1
iD0 ; ˙i D

P

2N
I2 (10.36)

with P being the maximum overall transmit power, �n being the standard deviation
of ASE noise process, and Bsc being the bandwidth of subcarrier channel. Tr.˙/
denotes the trace of matrix ˙;EH denotes the expectation operator with respect
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to channel matrix H , and I2N is 2N � 2N identity matrix. The channel matrix
in (10.35) is a block diagonal matrix in (10.37) with i th block diagonal element
corresponding to the 2 � 2 Jones matrixH .i/ of i th subcarrier.

H D diagfH .i/gN�1iD0 ; H .i/ D

�
Hxx.i/ Hxy.i/

Hyx.i/ Hyy.i/

�
; (10.37)

The chromatic dispersion effect and reduced bandwidth effect due to concatenation
of ROADMs, as well as different linear channel imperfections, are all incorporated
inH .i/.

In Fig. 10.17, we show the channel capacity calculated based on (10.35)–(10.37)
for polarization-multiplexed OFDM system when all order PMD with average DGD
� of 500 ps is observed, for 2,000 km of SMF, 128 subcarriers, and OFDM signal
bandwidth BW of 25 GHz. The pilot-aided channel estimation is used to determine
channel coefficients in (10.37). We see that when channel matrix (the channel state
information, CSI) is perfectly known we can completely compensate for different
linear channel impairments, which was expected because the Jones matrix is uni-
tary. However, when the CSI is not ideal (the channel estimation is not perfect) we
can have significant channel capacity degradation (see Fig. 10.17a). We see when
channel coefficients are estimated to be 90% of nominal values we have small per-
formance degradation. However, when the channel estimates are 50% of nominal
value we have found significant channel capacity degradation. We also have found
that for target BERs below 10�9M -ary QAM (MQAM) is far away from the channel
capacity. To reach the channel capacity, we have to invent better modulation formats
and use them in combination with adaptive LDPC coding. In Fig. 10.17b, we study
the efficiency of the optimum power adaptation [(10.19), (10.33)] in dealing with
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concatenation filtering problem (that is modeled as super-Gaussian filter of order
O D 2 and bandwidth B0 D 20, 25, and 50 GHz). We see that channel capacity is
getting worse as the bandwidth of optical filter is getting smaller than OFDM signal
bandwidth, but we are still quite close to the channel capacity.

10.5.2 Adaptive-Coded OFDM for Communication
Over GI-POF Links

Because the transfer function of GI-POF is quasistatic as shown in [45, 46], we
can quite easily implement the optimum power adaptation algorithm instead of sub-
optimal algorithm used in [47]. For the verification of model proposed in [45] in
Fig. 10.18a we report the refractive indices of core and cladding as well as the
material dispersion for benzyl benzoate (BEN) doped poly(methyl methacrylate)
(PMMA) GI-POF, while in Fig. 10.18b we provide frequency responses for a 100m
long PMMA GI-POF for index exponent g D 2:1 at wavelength 850 nm. The corre-
sponding frequency responses at 650 nm are already given in [45]. Both the uniform
and Gaussian excitations are observed. We see that the Gaussian excitation provides
higher bandwidth than uniform excitation, but the largest improvement in bandwidth
is due to differential mode attenuation (DMA).

The corresponding information capacity expression is similar to (10.19). The
variable-rate adaptation can be achieved, similarly as in previous case, by choosing
the maximum product of integer mi , corresponding to the number of bits per i th
subcarrier, and code rate R of corresponding LDPC code as given by (10.34). The
signal constellation size 2mi per i th subcarrier and the corresponding code rateR of
LDPC code are chosen in accordance with the subcarrier SNR. When the subcarrier
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SNR  i is high, larger constellation size is employed. When  i is low, we reduce the
signal constellation size according to (10.34) and do not transmit at all on subcarriers
with subcarrier SNR below threshold  tsh.

In Fig. 10.19a, we report the channel capacity and spectral efficiencies for BEN-
PMMA of 100 m in length, when OFDM of two different signal bandwidths
(12.5 GHz and 25 GHz) is used, by employing the model and parameters reported in
[45]. We see that spectral efficiency for MQAM at target BER of 10�6 is far away
from channel capacity. However, when LDPC(16935,13550) code of large girth is
used we are 1.97 dB away from channel capacity for aggregate rate of 100 Gb/s. By
using longer LDPC(24015,19212) code we are getting only 0.4-dB improvement.
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To come closer to the channel capacity, we have to invent better modulation for-
mats. In the same figure, we study joint influence of chromatic and modal dispersion
on channel capacity. We see that chromatic dispersion imposes serious limitations,
and for this type of fiber, in addition to power and rate adaptation we have to per-
form chromatic dispersion compensation. In the same figure, we report the channel
capacity for optimum index exponent (gopt D 2:32). The improvement in SNR at
100 Gb/s due to optimum index profile is 2.37 dB over g D 2:1. The use of selective
mode Gaussian excitation [the excited group modes are (0.3–0.35)Mg, where Mg is
the total number of mode groups that can be excited] does not improve the channel
capacity.

In Fig. 10.19b, we study the channel capacity of perfluorinated (PF) polymer-
based GI-POF for parameters given in [46] for three different wavelengths: 650 nm,
850 nm, and 1,300 nm. The channel capacity curves at different wavelengths overlap
each other for the optimum index profile. The optimum index exponent is different
for different wavelengths: 2.53 at 650 nm, 2.32 at 850 nm and 2.14 at 1,300 nm.
In Fig. 10.19c, we report channel capacities of PF GI-POF at 850 nm for differ-
ent lengths and both suboptimum (g D 2:1) and optimum (gopt D 2:32) index
exponents. For aggregate rate of 100 Gb/s and suboptimum exponent index, the
transmission distances up to 500 m are possible. On the other hand, for optimum
exponent index the transmission distance up to even 10 km is possible, at the same
aggregate rate. However, novel GI-POFs with much lower attenuation than currently
existing ones would be required. In the same figure, we report the spectral effi-
ciencies for LDPC(16935,13550)-coded OFDM with MQAM. We found that for
aggregate rate of 100 Gb/s and transmission distance of 500 m, the proposed scheme
is only 1.9 dB away from the channel capacity.

10.5.3 Adpative-Coded OFDM for Radio-over-Fiber Technologies

Recently we have witnessed the emergence of several high-bandwidth-consuming
multimedia applications, including HDTV, which represent a driving force for
development of novel very-high-speed wireless communication systems and net-
works [47–49]. A single uncompressed HDTV stream (1080i) requires the date
rates of about 1.5 Gb/s, which is too high for conventional wireless local area net-
work (LAN) systems, such as IEEE 802.11a,b,g (that can support data rates up
to 54 Mb/s). The possible solutions to this bottleneck are ultra wideband (UWB)
communications operating in 3.1–10.6 GHz range [50] and more recently proposed
60-GHz radio operating in 57–64 GHz range (in North America) [47]. The transmis-
sion of UWB/60-GHz signal over fiber optical links, by employing radio-over-fiber
(RoF) technology, is a promising technology to extend the coverage of UWB/60-
GHz radios. In particular, the graded index plastic optical fiber (GI-POF) [47–49]
provides a cost-effective solution for UWB/60-GHz radios.

An adaptive RoF system architecture is shown in Fig. 10.20. The data gener-
ated in central station is first LDPC encoded. The LDPC-encoded data enters the
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buffer in the adaptive OFDM block. Depending on i th subcarrier SNR, mi bits
are taken from the buffer. The mapper that follows buffer selects a corresponding
constellation point from 2mi -QAM constellation diagram. After pilot insertion and
serial-to-parallel (S/P) conversion, the inverse FFT (IFFT) is performed. The cyclic
extension is performed but repeating the NG=2 samples (of IFFT frame) as prefix
and the first NG=2 samples as suffix. The cyclic extension duration is chosen to be
longer than the total delay spread due to dispersion in MMF and multipath fading in
wireless channel.

To deal with multipath wireless fading, we propose the use of diversity princi-
ple. It will be shown later in the text that the use of two wireless receive antennas
and EGC is sufficient to compensate for Rayleigh fading, which corresponds to
the worst-case scenario (no line-of-site). To generate the optical 60-GHz carrier
signal, the Mach–Zehnder modulator (MZM) is biased at null transmission point,
and the local oscillator output signal, with frequency being half of that required in
wireless domain, is used as RF input signal. To perform electrical-to-optical con-
version, the I/Q modulator is used, driven by mm-wave OFDM signal. The signal
is then transmitted over GI-POF link. At the end of GI-POF link, the signal is con-
verted in electrical domain by a p.i.n. photodetector, amplified, and retransmitted
by wireless antenna. On the wireless receiver end, the receiver diversity principle is
employed. The signals from receiver wireless antennas are upon cophasing appro-
priately weighted, and after down-conversion we perform the reverse operations in
OFDM receiver.

The corresponding channel capacity expression is derived to be

C D Ea

24 X
i W i> tsh

Bsc log2
�
a2 i= tsh

�35 ; (10.38)

where Bsc is the bandwidth of subcarrier channel, a is the Rayleigh fading wireless
channel coefficient, and EaŒ � denotes the expectation operator with respect to a.

The variable-rate adaptation can be achieved by choosing the maximum product
of integermi , corresponding to the number of bits per i th subcarrier, and code rateR
of corresponding LDPC code as described by (10.34). The signal constellation size
2mi per i th subcarrier and the corresponding code rate R of LDPC code are chosen
in accordance with the subcarrier SNR. When the subcarrier SNR  i is high, larger
constellation size is employed. When  i is low, we reduce the signal constellation
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size according to (10.34) and do not transmit at all on subcarriers with subcarrier
SNR below threshold  tsh.

In Fig. 10.21, we show the channel capacities and spectral efficiencies of the pro-
posed RoF system, corresponding to OFDM bandwidth of 7.5 GHz. In Fig. 10.21a,
we report the corresponding plots for BEN-PMMA at 650 nm. We see that even 40-
Gb/s transmission over 100 m of GI-POF and corresponding wireless link is possible
by occupying whole UWB available bandwidth. When suboptimum exponent of in-
dex profile .g D 2:1/ is used we have 0.65-dB degradation in channel capacity. The
use of Nb D 2 receiver wireless antennas and EGC is sufficient to compensate for
Rayleigh fading and achieve the full channel capacity. When the multilevel QAM
(MQAM) is used without coding (observed at probability of error Pb D 10�6/,
we face significant spectral efficiency degradation, and 40-Gb/s transmission is not
possible at all. However, when LDPC(16935,13550)-coded OFDM is used in com-
bination with MQAM we are able to achieve the 40-Gb/s transmission, but we
are 2.72 dB away from channel capacity. The use of longer LDPC (24015,19212)
code provides only small improvement. To come closer to the channel capacity, we
have to invent a better modulation format designed for this particular RoF system. In
Fig. 10.21b, we provide corresponding plots for perfluorinated (PF) polymer-based
GI-POF.

In Fig. 10.22, we study the possibility of 100-Gb/s transmission and beyond in
60-GHz RoF systems based on PF GI-POFs (observing suboptimum exponent index
g D 2:3) for different transmission distances. We see that even transmission dis-
tances of 2 km are possible at this aggregate rate. However, novel types of GI-POFs,
with much lower attenuation than currently available ones, are to be fabricated.
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10.6 On the Channel Capacity of Hybrid Free-Space
Optical-Wireless Channels

In this section, we describe the use a hybrid FSO-RF system with adaptive mod-
ulation and coding as an efficient way to deal with strong atmospheric turbulence.
Adaptive modulation and coding [51–53] can enable robust and spectrally efficient
transmission over both ˛ � � (or generalized Gamma) wireless fading channel and
FSO channel. To enable high-speed communication over atmospheric turbulence
channels, we describe a scheme in which an LDPC-coded sequence is partially over
FSO channel and partially over wireless channel. The CSI of both channels is for-
warded to the transmitters by an RF-feedback channel. The transmitters then adapt
powers and rates so that total channel capacity is maximized.

10.6.1 Hybrid FSO-Wireless System Description

We first describe the hybrid system, wireless channel model, and FSO channel
model. The adaptive hybrid FSO-RF communication system, shown in Fig. 10.23,
consists of two parallel FSO and RF channels. The encoded data stream is par-
tially transmitted over FSO and partially over RF channel. Operating symbol rate of
FSO channel is commonly many times higher that that of RF channel. FSO chan-
nel comprises an FSO transmitter, propagation path through the atmosphere, and an
FSO receiver. The optical transmitter includes a semiconductor laser of high launch
power, adaptive mapper, and power control block. To reduce the system cost, the
direct modulation of laser diode is used.
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The modulated beam is projected toward the distant receiver by using an expand-
ing telescope assembly. Along the propagation path through the atmosphere, the
light beam experiences absorption, scattering and atmospheric turbulence, which
cause attenuation and random variations in amplitude and phase. At the receiver
side, an optical system collects the incoming light and focuses it onto a detec-
tor, which generates an electrical current proportional to the incoming power. The
RF channel comprises adaptive RF mapper, RF power control, RF transmitter
(Tx), transmitting antenna, wireless propagation path, receiver antenna, and RF re-
ceiver (Rx).

The RF channel estimates and FSO irradiance estimates are transmitted back to
transmitters using the same RF feedback channel. Because the atmospheric turbu-
lence changes slowly, with correlation time ranging from 10�s to 10 ms, this is a
plausible scenario for FSO channels with data rates in the order of Gb/s. Note that
erbiumdoped fiber amplifiers (EDFAs) cannot be used at all in this scenario because
the fluorescence time is too long (about 10 ms). The semiconductor optical ampli-
fiers (SOAs) should be used instead, if needed. The data rates and powers in both
channels are varied in accordance with channel conditions. The symbol rates on
both channels are kept fixed while the signal constellation diagrams sizes are varied
based on channel conditions. When FSO (RF) channel condition is favorable larger
constellation size is used, when FSO (RF) channel condition is poor smaller con-
stellation size is used, and when the FSO (RF) channel SNR falls below threshold
the signal is not transmitted at all. Both subsystems (FSO and RF) are designed to
achieve the same target bit error probability .Pb/. The RF subsystem employs M -
ary quadrature amplitude modulation (MQAM), while FSO subsystem employs the
M -ary pulse amplitude modulation (MPAM). MPAM is selected for FSO subsys-
tem because negative amplitude signals cannot be transmitted over FSO channels
with direct detection. These two modulation formats are selected as an illustrative
example; the proposed scheme, however, is applicable to arbitrary multilevel modu-
lations. The optimum variable-power variable-rate policy, maximizing total channel
capacity, is described in next subsection. In the rest of this section, we describe the
wireless and the FSO channel models. Both RF and FSO channels are modeled as
block-fading channels, because symbol durations in both channels are much shorter
than the corresponding coherence times. The duration of the block is proportional
to the coherence time of the channel, which is from 10�s to 10 ms for FSO channel
and from 10 ms to 1 s for RF channels. We therefore assume the i.i.d. fading between
the blocks.
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The signal at the RF receiver antenna (see Fig. 10.23), denoted by sk can be
written as

sk D rkejkck C wk ; (10.39)

where rk is the fading envelope for kth transmission block and k is the random
phase shift occurred during signal transmission of the same block of symbols over a
fading channel. The fading at antenna is frequency nonselective; it does not change
for the duration of block (slow fading) and it is independent from block to block.
The ck is the vector of transmitted symbols within the kth block. The wk denotes
the block of zero mean circular Gaussian noise samples corresponding to block k

The corresponding ˛ � � PDF is given by [54, 55]

p .rt / D
˛��r

˛��1
t

Or˛�� .�/
exp

�
��

r˛t
Or˛

�
; (10.40)

where � ( ) is the Gamma function and � > 0 is the inverse of the normalized
variance of r˛t

� D E2 fr˛t g =Var fr˛t g ; (10.41)

where Ef g is the expectation operator and Or is a ˛-root mean value

Or D
p̨
E fr˛t g: (10.42)

The ˛ � � fading model is employed because Rayleigh, Nakagami-m, exponential,
Weibull and one-sided Gaussian distribution functions are all special cases of this
model. For example, by setting ˛ D 2 and � D 1 we obtain the Rayleigh distribu-
tion, while by setting ˛ D 2 and � D 2 we obtain Nakagami m D 2 distribution.

After the signal cophasing, the resulting signal can be written as

zk D rkxk C wk : (10.43)

The FSO communication channel model is described by

yk D Rikxk C nk ; (10.44)

where xk is the kth transmitted block, ik is the instantaneous intensity gain, yk
is the kth received block of symbols, nk the vector of additive white Gaussian
noise (AWGN) samples with a normal distribution N.0; �2/ representing the tran-
simpedance amplifier thermal noise, and R denotes the photodiode responsivity.
(Without the loss of generality in the rest of the section we will set R D 1A=W.)
[All signals in (10.44) are real valued.]

Several PDFs have been proposed for the intensity variations at the receiver side
of an FSO link [56]. For example, Al-Habash et al. [56, 57] proposed a statisti-
cal model that factorizes the irradiance as the product of two independent random
processes each with a Gamma PDF. It was shown in [57] that predicted distri-
bution matches very well the distributions obtained from numerical propagation
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simulations and experiments and as such is adopted here. The PDF of the inten-
sity fluctuation is given by [56]

p.ik/ D
2.˛0ˇ0/.˛

0Cˇ 0/=2

� .˛0/� .ˇ0/
i
.˛0Cˇ 0/=2�1

k
K˛0�ˇ 0

�
2

q
˛0ˇ0ik

�
; ik > 0; (10.45)

where ik .k � 0/ is the signal intensity, ˛0 and ˇ0 are parameters of the PDF, and
K˛0�ˇ 0 is the modified Bessel function of the second kind of order ˛0 � ˇ0. The
parameters ˛0 and ˇ0 are related to the scintillation, and in the case of zero inner
scale .l0 D 0/ (for plane waves), they are given by [56, 57]

˛0 D
1

exp

"
0:49�2R�

1C1:11�
12=5
R

�7=6
#
� 1

; ˇ0 D
1

exp

"
0:51�2R�

1C0:69�
12=5
R

�5=6
#
� 1

; (10.46)

where �2R is the Rytov variance [56]

�2R D 1:23C
2
n k

7=6L11=6; (10.47)

where k D 2�=� (� is the wavelength), L denotes the propagation distance, and
C 2n is refractive index structure parameter. Weak fluctuations are associated with
�2R < 1, the moderate with �2R � 1, the strong with �2R > 1, and the saturation
regime is defined by �2R !1 [57].

10.6.2 Adaptive Modulation and Coding

There are many parameters that can be varied at the transmitter side relative to the
FSO (RF) channel conditions including data rate, power, coding rate, and combi-
nations of different adaptation parameters. The transmitter power adaptation can
be used to compensate for SNRs variation due to atmospheric turbulence/fading,
with the aim to maintain a desired BER in both FSO and RF channels. The power
adaptation therefore “inverts” the FSO channel scintillation and fading in wireless
channel so that both FSO and RF channels behave similarly as an AWGN chan-
nel. The FSO channel, upon channel inversion, appears to the receiver as standard
AWGN channel with SNRFSO

D � FSO
0 =E

�
1=i2t

�
, where � FSO

0 D EFSO
s =N0 is the

SNR in the absence of scintillation, with EFSO
s being the symbol energy and N0=2

being the double-side PSD of AWGN related to variance by �2 D N0=2. Note that
this definition, commonly used in wireless communications [52–55], and also in
[58], is different from [57] where SNR is defined as Po=� , where EŒit � � Po. The
wireless fading channel, upon channel inversion, appears to the receiver as standard
AWGN channel with SNRRF

D � RF
0 =E

�
1=h2

�
, where h is channel coefficient,

� RF
0 D ERF

s =N0 is the SNR in the absence of fading, with ERF
s being the symbol

energy and N0=2 being the double-side PSD of AWGN.
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In the rest of this section, we derive the optimum power adaptation policy that
maximizes the total channel capacity. We further derive the rate adaptation policy
but assuming that symbol rates in both channels are fixed, and the symbol rate in RF
channel is much smaller than that in FSO channel. As an illustrative example, we
assume that MQAM is used in RF channel, while MPAM is used in FSO channel,
and determine the spectral efficiency. MPAM is selected because negative amplitude
signals cannot be transmitted over FSO channels with direct detection. The MQAM
is not power efficient for transmission over FSO channel with direct detection be-
cause it requires the addition of DC bias to convert negative amplitudes to positive
ones and as such is not considered here. Note thatM -ary pulse-position modulation
(MPPM) can also be used for transmission over FSO channel. Because MPPM is
highly spectrally inefficient, we restrict our attention to MPAM instead.

Before we continue with the description of different adaptation policies, we have
to derive a target bit-error probability equations Pb for MAPM and MQAM on an
AWGN channel. In MPAM the transmitted signal x takes values from the discrete
set X D f0; d; : : :; .M � 1/dg .M � 2/, where d is the Euclidean distance be-
tween two neighboring points. If all signal constellation points are equiprobable,
the average signal energy is given by Es D d2.M � 1/.2M � 1/=6, and it is
related to the bit energy Eb by Es D Eb log2M , so that SNR per bit is defined
by SNRb D Eb=N0 D Es=.N0 log2M/ D d2.M � 1/.2M � 1/=.6N0 log2M/.
Following the derivation similar to that reported in [52], we derive the following
expression for bit-error probability of FSO channel:

PMPAM
b Š

M � 1

M log2M
erfc

0@s 3� MPAM
0

2 .M � 1/ .2M � 1/

1A ; (10.48)

were the symbol SNR � MPAM
0 is the symbol SNR in the absence of scintillation, and

erfc.z/ function is defined by

erfc .z/ D
2
p
�

Z 1
z

exp
�
�u2

�
du:

Because (10.48) is not invertible, we derive the following empirical formula which
is valid in the regime of medium and high SNRs:

PMPAM
b Š 0:2 exp

�
�

1:85� MPAM
0

22:19 log2M � 1

�
: (10.49)

The corresponding expressions for MQAM are given in [52]. In derivations that
follow we will assume that target bit-error probabilities in both channels are the
same PMPAM

b D P
MQAM
b D Pb. The total spectral efficiency R as the function of

bit-error probability Pb can be found as

R D
1

2:19
BFSO log2

�
1CKFSO�

FSO
0

�
C BRF log2

�
1CKRF�

RF
0

�
; (10.50)
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where KFSO D �1:85n ln .5Pb/ and KRF D �1:5n ln .5Pb/. Because the total
spectral efficiency changes as the channel conditions in either channel change, the
spectral efficiency is a function of FSO channel irradiance ik and RF fading coeffi-
cient h as follows

RD
1

2:19
BFSO log2

�
1CKFSO�

FSO .ik/
P FSO .ik/

P

�
CBRF log2

�
1CKRF�

RF .h/
P RF .h/

P

�
;

(10.51)

where � FSO .ik/ D i2
k
� FSO
0 and � RF .h/ D h2� RF

0 . To derive the optimum power
adaptation policy, subject to P FSO .ik/CP

RF .h/ � P , we have to define the corre-
sponding Lagrangian, differentiate it with respect to P FSO.ik/ and P RF.h/, and set
corresponding derivatives to be equal to zero. The optimum power adaptation policy
is obtained as the result of this derivation:

KFSOP
FSO .ik/

P
D

(
1
�tsh
�

1
� FSO ; �

FSO � �tsh

0; � FSO < �tsh
; � FSO

D � FSO
0 i2k ;

KRFP
RF .h/

P
D

(
1
�tsh
�

1
� RF ; �

RF � �tsh

0; � RF < �tsh
; � RF

D � RF
0 h2; (10.52)

where �tsh is the threshold SNR, which is common to both channels. With this adap-
tation policy, more power and higher data rates are transmitted when the FSO (RF)
channel conditions are good, less power and lower data rates are transmitted when
FSO (RF) channel is bad, and nothing is transmitted when the SNR falls below the
threshold �tsh. The optimum threshold �tsh can be obtained numerically by solving
the following equation:

Z 1
p
�tsh=�

FSO
0

 
1

KFSO�tsh
�

1

KFSO�
FSO
0 i2

k

!
p .ik/dik

Cb

Z 1
p
�tsh=�

RF
0

�
1

KRF�tsh
�

1

KRF�
RF
0 h2

�
p .h/dh D 1; (10.53)

where b D BRF=BFSO, p.ik/ is the PDF of FSO irradiance ik given by (10.45), and
p.h/ is the PDF of RF channel coefficient h given by (10.40). The optimum spectral
efficiency, defined as data rate R over channel bandwidth B , can be evaluated by
substituting (10.52) into (10.51) to obtain:

R

B
D

1

2:19

Z 1
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0
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0 i2

k
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Z 1
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RF
0

log2

�
� RF
0 h2

�tsh

�
p .h/dh Œbits=s=Hz� (10.54)



10.6 On the Channel Capacity of Hybrid Free-Space Optical-Wireless Channels 387

Although this adaptive-rate adaptive-power scheme provides excellent spectral effi-
ciencies, the optimum threshold computation in (10.54) is time extensive. Instead,
we can perform the truncated channel inversion with fixed rate. The truncated chan-
nel inversion adaptation can be performed by

P FSO .ik/

P
D

8<:
1

i2kE
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�
1=i2k

� ; � FSO � �tsh
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P
D

8<:
1

h2ERF
�tsh

�
1=h2

� ; � RF � �tsh

0; � RF < �tsh

;

(10.55)
where
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(10.56)
The threshold �tsh in (10.55) is obtained by maximizing the spectral efficiency as
given below:
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where
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In Fig. 10.24, we show the spectral efficiencies for FSO system only, which can
be achieved using the optimum power and rate adaptation and MPAM for differ-
ent target bit-error probabilities, and both (a) weak turbulence regime (�R D 0:2,
˛0 D 51:913, ˇ0 D 49:113) and (b) strong turbulence regime (�R D 2, ˛0 D 4:3407,
ˇ0 D 1:3088). For example, the spectral efficiencyR=B of 2 bits/s/Hz at Pb D 10

�9

is achieved for symbol SNR of 23.3 dB in weak turbulence regime and 26.2 dB in
strong turbulence regime. In the same figure, we report the spectral efficiencies that
can be achieved by both channel inversion .�tsh D 0/ and truncated channel in-
version .�tsh > 0/. In the weak turbulence regime (see Fig. 10.24a), even simple
channel inversion performs comparable to optimum adaptive-power adaptive-rate
scheme. However, in the strong turbulence regime (see Fig. 10.24b), this scheme
faces significant performance degradation. On the other hand, the truncated chan-
nel inversion scheme in strong turbulence regime faces moderate performance
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Fig. 10.24 Spectral efficiencies of FSO system against symbol SNR for different target bit prob-
abilities of error (a) in weak turbulence regime and (b) in strong turbulence regime

degradation, about 3.7 dB at Pb D 10�9 for spectral efficiency of 2 bits/s/Hz. The
optimum adaptation policy for FSO channel at Pb D 10�6 for spectral efficiency
4 bits/s/Hz provides moderate improvement of 3.3 dB in the weak turbulence regime
over nonadaptive scheme, while the improvement in the strong turbulence regime is
significant 31.7 dB.

In Fig. 10.25, we report the spectral efficiencies for hybrid FSO-RF system
shown in Fig. 10.23, with RF subsystem fading parameters ˛ D 3, � D 2 in both
weak turbulence regime (Fig. 10.25a) and strong turbulence regime (Fig. 10.25b).
We assume that FSO subsystem symbol rate is ten times larger than RF subsystem
data rate, that is b D 0:1. For spectral efficiency of 2 bits/s/Hz, the hybrid FSO-RF
system outperforms the FSO system by 3.39 dB at BER of 10�6 and 3.49 dB at BER
of 10�9. It is interesting to note that even truncated channel inversion for hybrid sys-
tem outperforms the optimum adaptation of FSO system by 0.8 dB at BER of 10�9

and spectral efficiency of 2 bits/s/Hz.
In Fig. 10.26, we report the spectral efficiencies for hybrid FSO-RF system, with

RF subsystem fading parameters ˛ D 2, � D 1 (corresponding to Rayleigh fad-
ing) in both weak turbulence regime (Fig. 10.26a) and strong turbulence regime
(Fig. 10.26b). This case corresponds to the situation where there is no line-of-site
between transmit and receive antennas for RF subsystem. We again assume that
b D 0:1. For spectral efficiency of 2 bits/s/Hz, the hybrid FSO-RF system outper-
forms the FSO system by 3.01 dB at BER of 10�6 and 3.11 dB at BER of 10�9. The
truncated channel inversion for hybrid system performs comparable to the optimum
adaptation of FSO system.

In this section, we described two different adaptive modulation scenarios for both
FSO system with RF feedback and hybrid FSO-RF system. Further improvements
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in spectral efficiency can be obtained by adaptive coding. By using the trellis coded
modulation (TCM) or cosset codes, we can separate the encoding and modulation
process (see [52, 53] for more details). However, to keep the complexity of this ap-
proach reasonably low the convolutional or block codes should be simple and short.
Those codes are in principle of low rate and weak so that coding gains are mod-
erate. For example, the adaptive coding scheme based on TCM proposed in [53] is
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about 5 dB away from channel capacity. Instead, in this section we propose to imple-
ment adaptive coding based on LDPC-coded modulation. For FSO system, the input
data are LDPC encoded and written to a buffer. Based on FSO channel irradiance,
it , log2M.it / bits are taken at a time from a buffer and used to select the corre-
sponding point from MPAM signal constellation. For hybrid FSO-RF system, the
LDPC-encoded sequence is split between FSO and RF subsystem (see Fig. 10.23).
To facilitate the implementation, we assume that symbol rates in both subsystems
are fixed while constellation sizes and emitted powers are determined based on chan-
nel conditions in both channels using the adaptation scenarios described in previous
section. We further assume that symbol rate in RF subsystem is at least ten times
lower than that in FSO subsystem (e.g., 1 Giga symbol/s in FSO subsystem and
100 Mega symbol/s in RF subsystem).

In Fig. 10.27a, we show R/B performance of FSO system with adaptive LDPC-
coded MPAM for different adaptation scenarios. Given the fact that the channel
capacity of FSO channel under atmospheric turbulence is an open problem, we
show in the same figure an upper bound in the absence of atmospheric turbu-
lence from [59]. The coding gain over adaptive modulation at Pb D 10�6 for
R=B D 4 bits=s=Hz is 7.2 dB in both (weak and strong) turbulence regimes. Larger
coding gains are expected at lower BERs and for higher spectral efficiencies. Further
improvements can be obtained by increasing the girth of LDPC codes and employ-
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ing better modulation formats. The increase in codeword length to 100,515 does
not improve R/B performance that much as shown in Fig. 10.27a. It is interest-
ing to note that by employing adaptive coding, the communication under saturation
regime is possible, as shown in Fig. 10.27a. Moreover, for variable-rate variable-
power scheme there is no degradation in saturation regime compared to strong
turbulence regime. Overall improvement from adaptive modulation and coding for
R=B D 4bits/s/Hz at Pb D 10�6 over nonadaptive uncoded modulation ranges
from 10.5 dB (3.3 dB from adaptive modulation and 7.2 dB from coding) in the weak
turbulence regime to 38.9 dB in the strong turbulence regime (31.7 dB from adaptive
modulation and 7.2 dB from coding).

In Fig. 10.27b, we show R=B performance of hybrid FSO-RF system with adap-
tive LDPC-coded modulation (MPAM is used in FSO subsystem and MQAM in RF
subsystem) for different adaptation scenarios. The symbol rate in FSO subsystem is
set to be ten times larger than that in RF subsystem .b D 0:1/. For spectral efficiency
of 4 bits/s/Hz at BER of 10�6, the improvement of hybrid FSO-RF system over FSO
system is 5.25 dB in Rayleigh fading (˛ D 2, � D 1), 5.51 dB in Nakagami m D 2
fading (˛ D 2, � D 2), and 5.63 dB in ˛ D 3, � D 2 fading. For spectral efficiency
of 2 bits/s/Hz at the same BER, the improvement of hybrid FSO-RF system over
FSO system is 3.32 dB in Rayleigh fading, 3.72 dB in Nakagamim D 2 fading, and
3.86 dB in ˛ D 3, � D 2 fading.

10.7 On the Channel Capacity of Optical MIMO MMF Systems

MMFs are widely used in LANs and optical interconnects. Many of the installed
Ethernet backbones are based on MMFs and operate at data rates of about 1 Gb/s.
Great deal of research activities is devoted to upgrade 1-Gb/s Ethernet backbones to
10 Gb/s. Nevertheless, it is important to note that MMFs has several advantages over
SMFs (1) easy installation, maintenance, and handling, which leads to low cost; (2)
the effective cross-sectional area of MMF is much larger than that of SMF, indicat-
ing much better tolerance to fiber nonlinearities; and (3) from information theory
point of view the existence of many modes can be exploited in MIMO fashion, al-
ready in use in wireless communications [52], to improve the spectral efficiency.
Recent experiment by Dr. Shieh’s group [61], in which the 21.4-Gb/s polarization
multiplexed coherent OFDM transmission over 200 km of MMF has been demon-
strated, suggests that MMF may be used for beyond short reach applications.

Because OFDM has shown robustness in variety of wireless channels, it has been
adopted in many communication standards [30] including wireless LAN (WiFi),
digital-video and audio broadcasting standards, digital subscribed loop (DSL), and
Worldwide Interoperability for Microwave Access (WiMaX, or IEEE 802.16). An
example of OFDM-MIMO signaling scheme over MMF with coherent detection,



392 10 Optical Channel Capacity

Tx1
Rx1

Rx2

Tx2

Source
laser diode 

a

b

c d

Transmitter N

…                   … …

Coherent
receiver 1 

Coherent 
receiver N

Local

laser diode 

OFDM
MIMO

signal
processing

Output 1
x

Output N
y

…

Transmitter 1

Data

1x 

Data

Nx

Data
Ny

Data

1y 

…

Output 1
y

Output N
x

I/Q Modulator i
x

Data ix OFDM transmitter x

PBS

I/Q Modulator i
y 

PBC

I

Data iy OFDM transmitter y

I

From source laser

PBS

I

Q

From MMF

From local laser
PBS

BD

BD

Optical

hybrid

I

Q

BD

BD

Optical

hybrid

x-polarization

y-polarization
Q

Q

MMF

Fig. 10.28 Coherent optical OFDM-MIMO over MMF (a) 2 � 2 MIMO example, (b) a coherent
optical MIMO MMF link, (c) ith transmitter configuration, and (d) coherent receiver configuration.
PBS polarization beam splitter, PBC polarization beam combiner, BD balanced detector

employing both polarizations, is shown in Fig. 10.28 [30]. In Fig. 10.28a, 2 � 2
MIMO system is given along with propagation paths of two modes, which occupy
a different cross section of the optical fiber core and take a slightly different path
along the optical fiber. In Fig. 10.28b, an example of MIMO system with MT trans-
mitters and MR receivers is given, for simplicity we set MT D MR D N . Because
this system employs both polarizations, it is able to carry 2MT independent data
streams. The laser diode continuous wave output signal is split amongMR branches,
each containing a transmitter, whose configuration is given in Fig. 10.28c. Two in-
dependent data streams are used as inputs to OFDM transmitter x, whose signal is
transmitted over x-polarization, and OFDM transmitter y, whose signal is transmit-
ted over y-polarization. To convert OFDM signals in optical domain, I/Q modulators
are used. The optical OFDM signals from both polarizations are combined by polar-
ization beam combiner. On receiver side, N different outputs from MMF are used
as inputs to N coherent receivers, whose configuration is shown in Fig. 10.28d. The
receiver configuration is typical for coherent OFDM systems, as it is already ex-
plained in previous chapters. One local laser is used for all coherent receivers to
reduce the system cost. The in-phase (I) and quadrature (Q) channel outputs from
both polarizations are used as inputs to OFDM-MIMO signal processing block. The
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use of OFDM facilitates multimode dispersion compensation. The scheme shown in
Fig. 10.28 can be used in both broadcasting and multicasting applications [62, 63].

Let us now consider a MIMO system over MMF with MT transmitter and MR
receivers, the corresponding input–output relation can be established as

yi .t/ D

MTX
jD1

PX
kD1

hji .k/ ej!c.t��p;k/xj
�
t � �g;k

�
C wi .t/ ; (10.59)

where yi .t/ is the signal received by i th receiver .i D 1; 2; : : :;MR/, while hji.k/

is the channel gain from j th transmitter through the kth mode. �p;k and �g;k de-
note the phase and group delay associated with kth mode, respectively. (!c is the
carrier frequency and wi is the noise signal.) xj .t/ denotes the transmitted signal
originating from j th transmitter and P denotes the number of modes. Note that
expression (10.59) observes only one polarization. When the group delay spread
��g D �g;P � �g;1 is small compared to symbol duration, the following is valid
x.t � �g;k/ � x.t � �g/, meaning that all paths arrive at approximately the same
time, which is valid up the certain MMF length. Then the sampled baseband equiv-
alent of (10.59) can be written in matrix form as follows:

y .n/ D H x .n/C w.n/; (10.60a)

where

y.n/ D

264y1 .nTs/
:::

yMR .nTs/

375 ; H ij D

PX
kD1

hij.k/e�j!c�p;k ; x.n/ D

264x1 .nTs/
:::

xMT .nTs/

375 ;

w.n/ D

264w1 .nTs/
:::

wMR .nTs/

375 (10.60b)

When the number of modes is large so that each Tx and Rx launches and sam-
ples from sufficiently different groups of modes and when the product of carrier
frequency and phase-delay spread !c�p;k � 2� so that each element of H can
be considered as uniformly distributed, then the elements of H will have complex
Gaussian distribution with Rayleigh distribution for amplitudes [30, 52]. The simu-
lations performed in [64] confirm validity of this assumption.

Because the MMF channel varies at relatively slower rate compared to data being
transmitted, sending the estimated CSI back to transmitter is feasible. The channel
capacity can be evaluated for two different scenarios (1) when CSI is available at
transmitter side (CSIT) and (2) when CSI is not available at transmitter side.

The channel capacity for CSIT case can be obtained by averaging the capacities
associated with each channel realization [52]:
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(10.61)

where Rx is the covariance matrix of transmitted data and I is the identity matrix.
We use Tr( ) to denote the trace of matrix (the sum of diagonal elements), E[ ] to
denote the expectation operator, and � to denote Hermitian operation (transposition
and complex conjugate). By performing the singular value decomposition (SVD) of
channel matrix

H D U˙V �I U �U D IMR I V �V D IMT I ˙ D diag.� i /;

� i D
p
�i ; �i D eigenvalues.HH �/; (10.62)

the MIMO channel capacity can be written as

C D EH
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B log2
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P

�)
;  i D

�2i P

�2
; �2 D E

�
w2i
�
;

(10.63)

where RH D rank.H / � min.MT;MR/ is the number of nonzero singular values
of H.

When the CSI is not known on transmitter side the transmitter assumes zero-
mean spatially white model for H so that corresponding ergodic channel capacity
can be determined by [52]

C D max
Rx W Tr.Rx/D�

EH

n
B log2

h
det

�
IMT CHRxH

�
�io

; (10.64)

where the expectation is performed with respect to the distribution on the channel
matrix. The optimum input covariance that maximizes ergodic channel capacity is
the scaled identity matrix Rx D .�=MT/IMT , so that ergodic channel capacity can
be written as

C D EH

�
B log2

�
det

�
IMR C

�

MT
HH �

���
: (10.65)

The channel capacity of a 2 � 2 MIMO over MMF for both scenarios is shown
in Fig. 10.29, from [64]. The results are obtained by propagating two signals over
MMF link modeled using RSofts’s LinkSIM. For comparison purposes, the ideal
Gaussian MIMO case is provided as well. For high SNRs, we can see degradation
of optical MIMO over MMF in comparison with ideal Gaussian MIMO. The sig-
nificant spectral efficiency improvement was found for optical MIMO over optical
single-input single-output (SISO). Note that those numerical results are obtained as-
suming that all modes arrive at the same time and only one polarization is observed.
These results can be observed as upper bound for channel capacity of optical MIMO
over MMF.



10.7 On the Channel Capacity of Optical MIMO MMF Systems 395

Fig. 10.29 Ergodic channel capacity against SNR for 2 � 2 MIMO over MMF. The number of
modes was set to 500 (After ref. [64]; c IEEE 2009; reprinted with permission.)

The channel capacity discussed above is related to single-carrier coherent MIMO
over MMF. The corresponding channel capacity expressions given above can be
generalized to OFDM-MIMO systems with Nc subcarriers as follows [44, 65]

C D EH

�
1

Nc
max

Tr.˙/�P
B log2

�
det

�
IMRNc C

1

�2n
H˙H �

���
; (10.66)

where ˙ is the covariance matrix of Gaussian input vector, defined as

˙ D diag f˙kg
Nc�1
kD0

; ˙k D
P

MRNc
IMR I k D 0; 1; : : : ; Nc � 1 (10.67)

with P being the maximum overall transmit power and �n being the standard devia-
tion of noise process. The channel matrix in (10.66) is now a block diagonal matrix
with i th block diagonal element corresponding to MT � MR MIMO over MMF
channel:

H D

24H .0/ : : : 0

: : : : : : : : :

0 : : : H .Nc � 1/

35 (10.68)

With uniform power allocation, the OFDM MIMO over MMF channel capacity is
given by
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C D EH

(
1

Nc

Nc�1X
kD0

B log2
h
det

�
IMR C �H .k/H

�.k/
�i)

; (10.69)

where � D P=
�
MRNc�

2
n

�
:
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Chapter 11
Future Research Directions in Coding
for Optical Channels

Today’s photonic infrastructure, whose foundations were established several
decades ago, gradually extends from global backbone to access networks and
even further, down to the curb, building, home, and desk. Recent studies indicate
that each household in North America should be connected by at least 100 Mb/s
(e.g., CANARIE [1]), which cannot be accommodated by the last century’s tech-
nology. The 100 Gb/s Ethernet is currently under standardization, and according
to industry experts 1 Tb/s Ethernet should be standardized by the year 2012–2013
[2–5]. Migrating to higher transmission rates comes along with certain challenges
such as degradation in the signal quality due to different linear and nonlinear chan-
nel impairments and increased installation costs [5–9]. In addition to increased
bandwidth, future optical networks will also require flexible wavelength manage-
ment, the integration of transmission and switching, and optical signal processing
functionality, while maintaining minimized operational and capital expenditures.

Current limitations of photonics-enabled networks also result from the hetero-
geneity of the infrastructure and consequential bottlenecks at different boundaries
and interfaces. In optically routed networks, neighboring dense wavelength division
multiplexing (DWDM) channels carry random traffic patterns in which different
lightwave paths experience different penalties due to the deployment of reconfig-
urable optical add-drop multiplexers (ROADMs) and wavelength cross-connects
(WXCs). Different wavelength channels carrying the traffic to different destinations
can have quite different signal-to-noise ratios (SNRs) and spectral distortions due to
cascaded filtering effects. The Internet of the future should be able to support a wide
range of services containing a large amount of multimedia over different network
types at high speed [10]. The future optical networks will allow the integration of
fiber-optics and free-space optical (FSO) and RF and optical technologies [10–14].

It is interesting to note that the coding, modulation, detection, and signal-
processing algorithms employed in today’s fiber-optic communication channels are
in many respects primitive when compared to the techniques used in wireless and
storage (in particular magnetic recording) systems. This is mainly due to limitations
imposed by the extremely high transmission speed and the lack of phase-preserving
mechanism of direct detection, which is a prerequisite for many advanced tech-
niques. On the other hand, the need to deal with fast fading in wireless channels
has led to development of very sophisticated modulation, detection, and coding
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techniques that are also adaptive to time-varying channel conditions. The digital
signal processing (DSP) has played a vital role in wireless communication and
has enabled so-called software-defined radio (SDR) [15–17], once taught to be
just a dream. Thanks to the recent resurgence of coherent detection [5] and recent
drive toward dynamically reconfigurable optical networks [18] with transmission
speeds beyond 100 Gb/s [5, 8, 19], DSP and FEC are becoming increasingly impor-
tant. Because different signal transmission paths in an optically-routed network can
pass different number of optical amplifiers, WXCs, and ROADMs they can have
quite different SNRs at destination sides. Moreover, the corresponding signals can
be differently impacted by various channel impairments including PMD, chromatic
dispersion, fiber nonlinearities, and filtering effects due to concatenation of opti-
cal filters/ROADMs/WXCs. Regardless of the data destination, an optical transport
system (OTS) must provide the predefined bit-error rate (BER) performance. To
meet the needs of high-capacity, high-speed traffic, service providers are searching
for plausible solutions that preferably work with the currently installed fiber-optic
networks. To achieve target BER regardless of the data destination, we have re-
cently proposed [20, 21, 30] to adjust the FEC strength according to the optical
channel conditions. For long-haul transmission we employ stronger channel codes
with lower code rate (higher overhead), while for the transmission over short and/or
high-quality links we use the codes with high code rate (low overhead). Depending
on the information obtained from the monitoring channels, we select the appropri-
ate code rate matching to the SNR range that current channel SNR falls into, and to
avoid frame synchronization issues we keep the codeword length fixed independent
of the FEC code being used. Such an approach leads us toward the software-defined
optical transmission (SDOT) [5] in which the transponder can be adapted or recon-
figured to multiple standards, multiple modulation formats or code rates; the concept
very similar to SDR. To achieve high-capacity, high-speed transmission with cur-
rently available technology we can reduce the symbol rate to 10, 25, or 40 Giga
Symbols/s (GS/s) range and by using polarization-multiplexed, bandwidth-efficient
multilevel modulation schemes based on LDPC codes we can achieve aggregate rate
beyond 100 Gb/s per wavelength. The common denominator is the employment of
quasi-cyclic (QC) LDPC codes in FEC.

In this chapter we study various FEC and coded modulation schemes suitable
for use in next-generation optical transport networks. In Sect. 11.1 we describe
binary QC-LDPC codes of large girth and their implementation in FPGA. The
corresponding QC nonbinary LDPC codes are described in Sect. 11.2. Various
binary-coded modulation schemes, including coded OFDM, are already introduced
in Chap. 6. The corresponding nonbinary counterpart is described in Sect. 11.3.
Next two sections are devoted to adaptive LDPC-coded modulation (Sect. 11.4)
and adaptive LDPC-coded OFDM (Sect. 11.5). The overall decoding complexity
of both binary and nonbinary LDPC codes can be reduced by employing so-called
generalized LDPC (GLDPC) codes, which are described in Sect. 11.6. The infor-
mation capacity formula for N -dimensional constellations, derived in Chap. 10,
indicates that information capacity is logarithmic function of SNR, while linear
function of dimension N . In Sect. 11.7, we study the possibility of improving



11.1 Binary QC-LDPC Codes of Large Girth 401

spectral efficiency of optical transport networks by coded multidimensional hybrid
frequency/amplitude/phase/polarization modulation. Finally, some important con-
cluding remarks are provided in Sect. 11.8. This chap. is based on our several recent
publications [20–30].

11.1 Binary QC-LDPC Codes of Large Girth

In this section, we describe a method for designing large-girth QC-LDPC codes and
an FPGA implementation of decoders for QC codes.

11.1.1 Design of Large-Girth QC-LDPC Codes

Based on Tanner’s bound for the minimum distance of an LDPC code [31]

d �

(
1C wc

wc�2

�
.wc � 1/b.g�2/=4c � 1

�
; g=2 D 2mC 1;

1C wc
wc�2

�
.wc � 1/b.g�2/=4c � 1

�
C .wc � 1/b.g�2/=4c; g=2 D 2m;

(11.1)

where g and wc denote the girth of the code graph and the column weight, respec-
tively, and where d stands for the minimum distance of the code; it follows that
large girth leads to an exponential increase in the minimum distance, provided that
the column weight is at least 3. (bc denotes the largest integer less than or equal to
the enclosed quantity.) For example, the minimum distance of girth-10 codes with
column weight r D 3 is at least 10. The parity-check matrix of regular QC-LDPC
codes [9, 32] can be represented by

H D

2666664
I I I � � � I

I P SŒ1� P SŒ2� � � � P SŒc�1�

I P 2SŒ1� P 2SŒ2� � � � P 2SŒc�1�

� � � � � � � � � � � � � � �

I P .r�1/SŒ1� P .r�1/SŒ2� � � � P .r�1/SŒc�1�

3777775 ; (11.2)

where I is p � p (p is a prime number) identity matrix, P is p � p permutation
matrix given by P D .pij/p�p; pi;iC1 D pp;1 D 1 (zero otherwise), and where r
and c represent the number of block-rows and block-columns in (11.2), respectively.
The set of integers S are to be carefully chosen from the set f0; 1; : : :; p� 1g so that
the cycles of short length, in the corresponding Tanner (bipartite) graph representa-
tion of (11.2), are avoided. According to Theorem 2.1 in [32], we have to avoid the
cycles of length 2k(k D 3 or 4) defined by the following equation

SŒi1�j1CSŒi2�j2C� � �CSŒik �jk D SŒi1�j2CSŒi2�j3C� � �CSŒik �j1 modp; (11.3)
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where the closed path is defined by .i1; j1/; .i1; j2/; .i2; j2/; .i2; j3/; : : :; .ik ; jk/;
.ik ; j1/ with the pair of indices denoting row-column indices of permutation-blocks
in (11.2) such that lm ¤ lmC1; lk ¤ l1.m D 1; 2; : : :; kI l 2 fi; j g/. There-
fore, we have to identify the sequence of integers SŒi � 2 f0; 1; : : :; p � 1g.i D
0; 1; : : :; r � 1I r < p/ not satisfying (11.3), which can be done either by computer
search or in a combinatorial fashion. For example, to design the QC-LDPC codes in
[33], we introduced the concept of the cyclic-invariant difference set (CIDS). The
CIDS-based codes come naturally as girth 6 codes, and to increase the girth we had
to selectively remove certain elements from a CIDS. The design of LDPC codes of
rate above 0.8, column weight 3, and girth 10 using the CIDS approach is a very
challenging and still an open problem. Instead, in our recent paper [34], we solved
this problem by developing an efficient computer search algorithm. We add an inte-
ger at a time from the set f0; 1; : : :; p � 1g (not used before) to the initial set S and
check if (11.3) is satisfied. If (11.3) is satisfied, we remove that integer from the set
S and continue our search with another integer from set f0; 1; : : :; p � 1g until we
exploit all the elements from f0; 1; : : :; p � 1g. The code rate of these QC codes, R,
is lower-bounded by

R �
jS jp � rp

jS jp
D
1 � r

jS j
; (11.4)

and the codeword length is jS jp, where jS j denotes the cardinality of set S . For a
given code rateR0, the number of elements from S to be used is br=.1�R0/c. With
this algorithm, LDPC codes of arbitrary rate can be designed.

Example 11.1. By setting p D 2; 311, the set of integers to be used in (11.3) is ob-
tained as S D f1; 2; 7; 14; 30; 51; 78; 104; 129; 212; 223; 318; 427; 600; 808g. The
corresponding LDPC code has rate R0 D 1–3=15 D 0:8, column weight 3, girth
10 and length jS jp D 15 � 2; 311 D 34; 665. In the above example, the initial set
of integers was S D f1; 2; 7g, and the set of row to be used in (11.3) is f1; 3; 6g.
The use of a different initial set will result in a different set from that obtained
above.

Example 11.2. By setting p D 269, the set S is obtained as S D f0, 2, 3, 5, 9, 11,
12, 14,27, 29, 30, 32, 36, 38, 39, 41, 81, 83, 84, 86, 90, 92, 93, 95, 108, 110, 111,
113, 117, 119, 120, 122g. If 30 integers are used, the corresponding LDPC code has
rate R0 D 1–3=30 D 0:9, column weight 3, girth-8, and length 30 � 269 D 8; 070.

11.1.2 FPGA Implementation of Large-Girth LDPC Codes

We use the min-sum algorithm, which is a simplified version of the min-sum-
with-correction-term algorithm detailed in Chap. 5. Among various alternatives, we
adopted a partially parallel architecture in our implementation since it is a natural
choice for QC codes. In this architecture, a processing element (PE) is assigned to a
group of nodes of the same kind instead of a single node. A PE mapped to a group
of bit nodes is called a bit-processing element (BPE), and a PE mapped to a group
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0 1 2 … c-1

0 I I I … I

1 I PS[1] PS[2]

P2S[1] P2S[2]

P (r-1)S[1]
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P (r-1)S[2] P (r-1)S[c-1]

2 I

…

…

… … … … … …

r-1 I …

CPEs
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Fig. 11.1 The assignment of bit nodes and check nodes to BPEs and CPEs, respectively

Table 11.1 Memory allocation of the implementation
MEM name
MEM B MEM C MEM E MEM I MEM R

Data word (bits) 8 11 1 8 32

Address word (bits) 16 16 15 15 10

Memory block size (words) 50805 50805 16935 16935 625

of check nodes is called a check-processing element (CPE). BPEs (CPEs) process
the nodes assigned to them in a serial fashion. However, all BPEs (CPEs) carry out
their tasks simultaneously. Thus, by changing the number of elements assigned to
a single BPE and CPE, one can control the level of parallelism in the hardware.
In Fig. 11.1, we depict a convenient method for assigning BPEs and CPEs to the
nodes in a QC-LDPC code. This method is not only easy to implement but also
advantageous since it simplifies the memory addressing.

The messages between BPEs and CPEs are exchanged via memory banks. In
Table 11.1, we summarize the memory allocation in our implementation where we
used the following notation: MEM B and MEM C denote the memories used to store
bit node and check node edge values, respectively; MEM E stores the codeword
estimate; MEM I stores the initial log-likelihood ratios; and finally, MEM R holds
the state of the random number generator needed for AWGN source, which is based
on Mersenne Twister algorithm.

In our initial design [35], we used the MitrionC hardware programming language,
which is “an intrinsically parallel C-family language” developed by Mitrionics, Inc.
[36]. Using MitrionC syntax, we provided a pseudo code in Fig. 11.2 showing how
the data are transferred from MEM B to MEM C after being processed by BPEs.
The code features three loop expressions of two types. The for loop sequentially
executes its loop body for every bit node, i , in a BPE. On the contrary, the for each
loop is a parallel loop, and hence, the operations in the loop body are applied to
all the elements in its declaration simultaneously. To expatiate, due to the first for
each loop, all BPEs perform their operations on their i th bit nodes in parallel. Since
we are using a single memory in our implementation to store the edge values of all
check nodes, the second for each loop causes a BPE to update its connections in
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for i = 0 to p-1 do 

for each b = 0 to c-1 do 

-   Read r data values from MEM B located in the range  

[b * p * r + i * r, b * p * r + i * r + r - 1]. 

-  Sum them up and store the sum. 

-  Update MEM E at location (b * p + i). 

for each k = 0 to r-1 do 

-   Subtract from the computed sum the value  

located at  (b * p * r + i * r + k - 1) in MEM B. 

-  Use this value to update MEM C at location  

(k * p + ((p - k * b) mod p)) * c + b). 

end 

end 

end

Fig. 11.2 The pseudo code describing assignment of bit nodes and check nodes to BPEs and CPEs

MEM C in a pipelined fashion. As also shown in Fig. 11.1, we compute the memory
addresses to read/write data from/to “on-the-fly” using the bit node ID (i ), BPE ID
(b) and CPE ID (k). This convenient calculation of addresses is possible because of
the QC nature of the code and the way we assigned BPEs and CPEs.

We tested our design on the FPGA Subsystem located at the High Performance
Computing (HPC) Center at The University of Arizona. This FPGA Subsystem con-
sists of SGI RASC RC1000 Blade having two Virtex 4 LX2000 FPGAs. In Fig. 11.3,
we present BER performance comparison of FPGA and software implementations
for a girth-10 QC LDPC(16935,13550) code. We observe a close agreement be-
tween the two BER curves. Furthermore, the performance of the min-sum algorithm
is only 0.2 dB worse than that of the min-sum-with-correction-term algorithm at the
BER of 10�6 and the gap gets closer as the Q factor increases. The NECG of the
min-sum algorithm for the same LDPC code at BER of 10�6 is found to be 10.3 dB.

The main problem in decoder implementation for large-girth binary LDPC codes
is the excessive codeword length, and a fully parallel implementation on a single
FPGA is quite a challenging problem. To solve this problem, in the next section, we
will consider large-girth nonbinary LDPC codes over GF.2m/ [21, 23, 26, 37–39].
By designing codes over higher-order fields, we aim to achieve the coding gains
comparable to binary LDPC codes but for shorter codeword lengths.
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Fig. 11.3 BER performance comparison of FPGA and software implementations of the min-sum
algorithm. (After ref. [9]; c IEEE 2009; reprinted with permission.)

11.2 Nonbinary QC-LDPC Codes

In this section, we describe a two-stage design technique for constructing nonbinary
regular high-rate LDPC codes, we described in [22]. We show that the complex-
ity of the nonbinary decoding algorithm over GF(4) used to decode this code is
1.1 times less complex compared to the min-sum-with-correction-term algorithm,
described in Chap.5, used for decoding a bit-length-matched binary LDPC code.
Furthermore, we demonstrate that by enforcing the nonbinary LDPC codes to have
the same nonzero field element in a given column in their parity-check matrices,
we can reduce the hardware implementation complexity of their decoders without
incurring any degradation in the error-correction performance.

A q-ary LDPC code is a linear block code defined as the null space of a sparse
parity-check matrix H over a finite field of q elements that is denoted by GF(q)
where q is a power of a prime. Davey and MacKay [37] devised a q-ary sum–product
algorithm (QSPA) to decode q-ary LDPC codes, where q D 2p and p is an integer.
They also proposed an efficient way of conducting QSPA via fast Fourier transform
(FFT-QSPA). FFT-QSPA is further analyzed and improved in [38]. A mixed-domain
version of the FFT-QSPA (MD-FFT-QSPA) that reduces the computational com-
plexity by transforming the multiplications into additions with the help of logarithm
and exponentiation operations is proposed in [39]. Due to the availability of efficient
decoding algorithms, we consider q-ary LDPC codes, where q is a power of two.

In the first step of our two-stage code design technique, we design binary
QC-LDPC codes of girth-6 using the algebraic construction method based on the
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multiplicative groups of finite fields. Let ˛ be a primitive element of GF(q) and let
W D Œwi;j� be a .q � 1/-by-.q � 1/ matrix given as follows:

W D

2664
˛0 � 1 ˛ � 1 � � � ˛q�2 � 1

˛ � 1 ˛2 � 1 � � � ˛q�1 � 1

� � � � � � � � � � � �

˛q�2 � 1 ˛q�1 � 1 � � � ˛2.q�2/ � 1

3775 : (11.5)

We can transformW into a QC parity-check matrixH .1/ of the following form:

H .1/
D

2664
A0;0 A0;1 � � � A0;n�1
A1;0 A1;1 � � � A1;n�1
� � � � � � � � � � � �

Am�1;0 Am�1;1 � � � Am�1;n�1

3775 ; (11.6)

where every submatrix Ai;j is related to the field element wi;j by

Ai;j D
�
z.wi:j/ z.˛wi:j/ z.˛2wi:j/ � � � z.˛q�2wi:j/

�T
; (11.7)

where z.˛i / D .z0; z1; : : :; zq�2/ is a (q�1)-tuple over GF(2) whose i th component
zi D 1 and all other q � 2 components are zero. Using Theorem 1 in [40], we can
show that the parity-check matrix,H .1/, given in (11.6), which is a (q�1)-by-(q�1)
array of circulant permutation and zero matrices of size (q � 1)-by-(q � 1), has a
girth of at least six. We use this QC, girth-6 parity-check matrixH .1/ in the second
stage.

If we simply choose  rows and � columns from H .1/ while avoiding the zero
matrices, we obtain a .; �/-regular parity-check matrix whose null space yields
a .; �/-regular LDPC code with a rate of at least .�-/=�. Instead of a simple,
random selection, however, if we choose rows and columns ofH .1/ while avoiding
performance-degrading short cycles, we can boost the performance of the resulting
LDPC code. Hence, following the guidelines in [32], the first step in the second
stage is to select  rows and � columns from H .1/ in such a way that the resulting
binary QC code has a girth of eight. In the second step, we replace the 1’s in binary
parity-check matrix with nonzero elements from GF(q) either by completely random
selection or by enforcing each column to have the same nonzero element from GF(q)
while letting the nonzero element of each column be determined again by a random
selection. We denote the final q-ary .; �/-regular, girth-8 matrix byH .2/.

Following the two-stage design we had discussed above, we generated (3,15)-
regular, girth-8 LDPC codes over the fields GF(2p), where 0 � p � 7. All
the codes had a code rate (R) of at least 0.8 and hence an overhead OH D

.1=R � 1/ of 25% or less. We compared the BER performances of these codes
against each other and against some other well-known codes, namely the ITU-
standard RS(255,239), RS(255,223), and RS(255,239) C RS(255,223) codes; and
BCH(128,113) � BCH(256,239) turbo-product code (TPC). We used the binary
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Fig. 11.4 Comparison of nonbinary, (3,15)-regular, girth-8 LDPC codes over BI-AWGN channel.
(After ref. [9]; c IEEE 2009; reprinted with permission.)

AWGN (BI-AWGN) channel model in our simulations and set the maximum num-
ber of iterations to 50. In Fig. 11.4, we present the BER performances of the set
of NB-LDPC codes discussed above. Using the figure, we can conclude that when
we fix the girth of a nonbinary regular, rate-0.8 LDPC code at eight, increasing
the field order above eight exacerbates the BER performance. In addition to hav-
ing better BER performance than codes over higher-order fields, codes over GF(4)
have smaller decoding complexities when decoded using MD-FFT-QSPA algorithm
since the complexity of this algorithm is proportional to the field order. Thus, we
focus our attention on nonbinary, regular, rate-0.8, girth-8 LDPC codes over GF(4)
in the rest of the section.

In Fig. 11.5, we compare the BER performance of the LDPC(8430,6744) code
over GF(4) discussed in Fig. 11.4 against that of the RS(255,239) code, RS(255,223)
code, RS(255,239) C RS(255,223) concatenation code, and BCH.128; 113/ �
BCH.256; 239/ TPC. We observe that the LDPC code over GF(4) outperform
all of these codes with a significant margin. In particular, it provides an addi-
tional coding gain of 3.363 and 4.401 dB at BER of 10�7 when compared to the
concatenation code RS(255,239) C RS(255,223) and the RS(255,239) code, re-
spectively. Its coding gain improvement over BCH.128; 113/ � BCH.256; 239/
TPC is 0.886 dB at BER of 4 � 10�8. Finally, we computed the NECG of
the 4-ary, regular, rate-0.8, girth-8 LDPC code over GF(4) to be 10.784 dB at
BER of 10�12. We also presented in Fig. 11.5 a competitive, binary, (3,15)-
regular, LDPC(16935,13550) code proposed in [34]. We can see that the 4-ary,
(3,15)-regular, girth-8 LDPC(8430,6744) code beats the bit-length-matched bi-
nary LDPC code with a margin of 0.089 dB at BER of 10�7. More importantly,
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the complexity of the MD-FFT-QSPA used for decoding the NB-LDPC code
is lower than the min-sum-with-correction-term algorithm [41] used for decod-
ing the corresponding binary LDPC code. When the MD-FFT-QSPA is used for
decoding a .; �/-regular q-ary LDPC(N= log q;K= log q/ code, which is bit-
length-matched to a .; �/-regular binary LDPC(N;K) code, the complexity is
given by .M= log q/2�q.log q C 1–1=.2�// additions, where M D N –K is the
number of check nodes in the binary code. On the other hand, to decode the bit-
length-matched binary counterpart using min-sum-with-correction-term algorithm
[41], one needs 15M.�-2/ additions. Thus, a (3,15)-regular 4-ary LDPC code re-
quires 91.28% of the computational resources required for decoding a (3,15)-regular
binary LDPC code of the same rate and bit length.

11.3 Nonbinary LDPC-Coded Modulation for Beyond
100 Gb/s Transmission

Compared to binary LDPC-coded modulation (BI-LDPC-CM) described in Chap. 6,
nonbinary LDPC-coded modulation (NB-LDPC-CM) offers several advantages [23,
26] (1) m binary LDPC encoders/decoders needed for multilevel modulation are
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collapsed into a single 2m-ary encoder/decoder (reducing the overall computa-
tional complexity of the system), (2) the use of block (de-) interleavers; binary-
to-nonbinary and vice versa conversion interfaces are eliminated (reducing the
complexity and latency in the system), (3) a posteriori probability (APP) demapper
and LDPC decoder are integrated into a single block, and thus the need for iterating
extrinsic information between APP demapper and LDPC decoder is eliminated (re-
ducing the latency in the system). In addition to these advantages, we show that the
proposed scheme provides strikingly higher coding gains than BI-LDPC-CM.

The transmitter and receiver configurations of the proposed NB-LDPC-CM
scheme are shown in Fig. 11.6a, b, respectively. At the transmitter side, two inde-
pendent data streams can be encoded using two different nonbinary LDPC codes of
rates Ri D Ki=N; i 2 fx; yg, where Kx.Ky/ denotes the number of information
symbols used in the code corresponding to x.y/ polarization, and N denotes the
codeword length, which is the same for both LDPC codes. The component LDPC
codes operate over finite fields GF.qi D 2mi /; i 2 fx; yg;which can be different for
each polarization. The Mapper x.y/ accepts a nonbinary symbol from the LDPC
encoder x.y/ at time instance l and determines the corresponding qx-ary (qy-ary)
constellation point sl;x D .Il;x ;Ql;x/ D

ˇ̌
sl;x

ˇ̌
exp.j�l;x/Œsl;y D

ˇ̌
sl;y

ˇ̌
exp.j�l;y/�

whose coordinates are used as the inputs for a dual-drive Mach–Zehnder modula-
tor MZMx.MZMy/. The outputs of the MZMs are combined using a polarization
beam combiner (PBC). The same DFB laser is used as CW source with x- and
y-polarizations being separated by a polarization beam splitter (PBS). Note that for
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Fig. 11.6 Configurations for the proposed NB-LDPC-CM scheme: (a) transmitter and (b) receiver
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different polarizations we can use different constellations and different LDPC codes,
but we keep the codeword lengths the same to simplify the synchronization.

At the receiver side, the I- and Q-branches are sampled at the symbol rate. The
symbol LLRs are then calculated as follows:

�.s/ D log
P. sj r/
P. s0j r/

D log
P.rj s/P.s/
P.rj s0/P.s0/

; (11.8)

where s D .Il ;Ql / and r D .rI; rQ/ denote the transmitted constellation point and
the received symbol at time instance l (in either x- or y-polarization), and s0 rep-
resents the referent symbol. Note that the second equality follows from the Bayes’
rule and that we determine P.rj s/ via histograms.

If the symbol rate is set toRs GigaSymbols/s (GS/s), we can achieve 2Rs log2.q/
bits/s transmission using the proposed polarization-multiplexed NB-LDPC-CM
scheme, where q signifies the finite field order which is also equal to the constel-
lation size of the modulation. For example, using Rs D 25 GS/s, we can achieve
100, 150, and 200 Gb/s optical transmission using QPSK, 8-QAM and 16-QAM
modulations, respectively.

We now compare the performance of NB-LDPC-CM and BI-LDPC-CM schemes
assuming amplified spontaneous emission (ASE) noise-dominated scenario. To de-
code q-ary LDPC codes, the QSPA [37], and its FFT-based variants can be used
[37–39]. When q is a power of 2, the complex arithmetic operations in FFT-based
QSPA can be avoided; thus, we focus only on the cases where q D 2m, for some
positive integer m. Small cycles, particularly four cycles, in the Tanner graphs of
LDPC codes deteriorate the code performance under SPA decoding. In our recent
paper [22], to design NB-QC-LDPC codes without such small cycles, we followed
a two-stage code construction technique which was discussed in previous section.
In our simulations, for NB-LDPC-CM schemes, we used 50 decoding iterations in
MD-FFT-QSPA. On the other hand, for BI-LDPC-CM schemes, we set the number
of inner iterations in SPA to 25 and the number of global iterations between the
APP demapper and binary LDPC decoders to 3. This indeed gives BI-LDPC-CM
schemes an important advantage since they can take comparably more (total) num-
ber of iterations in decoding. In Fig. 11.7a–c, we compare the BER performances of
BI-LDPC-CM and NB-LDPC-CM schemes when component codes at various code
rates and modulation formats with various bandwidth efficiencies are employed.
(Exact parameters of the component codes are given in Table 11.3.) We can state
with confidence that the proposed NB-LDPC-CM outperforms the BI-LDPC-CM
at all the code rates regardless of the modulation format used. We calculated cod-
ing gains that both schemes offer for different modulations and tabulated them in
Table 11.2. As Table 11.2 reveals, the coding gain improvement that NB-LDPC-CM
provides over the BI-LDPC-CM depends on the constellation size, and increases as
the constellation size increases.

The slopes of the BER curves in Fig. 11.7 suggest that the performance gap be-
tween NB-LDPC-CM and BI-LDPC-CM increases as the optical SNR (OSNR) in
the system increases. By using extrapolation, we computed the net effective coding
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Fig. 11.7 BER performance comparison between corresponding BI-LDPC-CM and NB-LDPC-
CM schemes based on component codes at various code rates, R: (a) R D 0:8, (b) R D 0:85, and
(c) R D 0:9. Note that Rs D 25 GS/s

Table 11.2 Coding gains (dB) for BI-LDPC-CM and NB-LDPC-CMa

Constellation size
4 8 16
BER BER BER

Code rate 10�6 10�12 10�6 10�12 10�6 10�12

0.8 7.62 10.85 8.06 11.57 8.31 11.63
7.19 10.22 7.21 10.50 7.11 10.16

0.85 7.27 10.57 7.64 11.19 7.87 11.22
7.02 10.34 7.06 10.48 6.94 10.20

0.9 6.66 9.92 6.99 10.48 7.19 10.52
6.00 � 6.24 � 5.96 �

a
NB-LDPC-CM scheme is the first row of a given code rate

gain (NECG) that each scheme is expected to provide at the BER of 10�12 and
presented them in Table 11.2. Comparing the NECG figures, we can clearly see
the dramatic performance improvement that NB-LDPC-CM can bring to the FEC
modules of future optical communication systems.
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Table 11.3 Complexity comparison between BI-LDPC-CM and NB-LDPC-CMa

CR
Code rate .; �/ .N;K/ QPSK 8-QAM 16-QAM
0.8 (3,15) (8550,6840) 0.66 1.17 2.20

(4,21) (8547,6922)
0.85 (3,20) (16200,13770) 0.65 1.15 2.16

(4,27) (16200,13810)
0.9 (3,29) (11832,10608) 0.84 1.50 2.81

(3,32) (11936,10817)
a
NB-LDPC-CM scheme is the first row of a given code rate

Data processing at the check nodes is the dominant factor in the computational
complexity of LDPC decoders; hence, we base our comparisons on this domi-
nant factor. First, consider using NB-LDPC-CM scheme based on a component
.; �/-regular 2m-ary LDPC .N;K/ code. For comparison, consider also using BI-
LDPC-CM scheme employing m identical .b; �b/-regular binary LDPC .Nb; Kb/
codes as component codes. If we use MD-FFT-QSPA in the first case, the decoding
complexity is given by the numerator in the complexity ratio (CR) term in (11.9). On
the other hand, if we use Jacobian-based SPA [41] in the second case, the decoding
complexity is given by the denominator in the CR term below.

CR D
2 �qM.mC 1 � 1=.2�//

15mMb.�b � 2/
; (11.9)

whereM D N �K; Mb D Nb�Kb , and q D 2m. In Table 11.3, we compare the
complexity of corresponding NB-LDPC-CM and BI-LDPC-CM schemes employ-
ing component codes at various code rates and various modulation formats. When
QPSK modulation is used, NB-LDPC-CM provides results in lower complexity sys-
tems but the additional coding gains that it offers over BI-LDPC-CM are not that
high, i.e., in the ranges of 0.2–0.6 dB at the BER of 10�12 (see Table 11.2). If we use
8-QAM modulation, the complexities become comparable; however, the additional
coding gain that NB-LDPC-CM offers over BI-LDPC-CM becomes quite signifi-
cant, i.e., 0.7–1.0 dB at the BER of 10�12. In the 16-QAM case, we observe that
the complexity of NB-LDPC-CM is at least two times that of BI-LDPC-CM. On
the other hand, NB-LDPC-CM provides impressive 1–1.5 dB coding gain improve-
ment at the BER of 10�12 compared to BI-LDPC-CM, regardless of the component
code rates. We should also note that error floors that appear in BI-LDPC-CM curves
when component codes at the code rate R D 0:9 are used can be avoided using
NB-LDPC-CM and nonbinary component codes. As opposed to doubling of the de-
coding complexity, reductions in latency, striking more than 1 dB improvement in
coding gain and resilience to error floors can lead system designers to consider NB-
LDPC-CM scheme even over much higher-order fields in order to balance their link
budgets.
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11.4 Adaptive Nonbinary LDPC-Coded Modulation

In order to have seamless integrated transport platforms, which can support hetero-
geneous networking, in this section, we describe the use of rate-adaptive nonbinary
LDPC-coded polarization-multiplexed quadrature amplitude modulation (QAM)
with coherent detection, we introduced in [21]. The use of different channel codes
for different destinations would be costly to implement due to increased hardware
complexity, unless unified encoding and decoding architectures can be used for
all destinations. The structured QC-LDPC codes provide us with this unique fea-
ture. By using the multilevel modulation and polarization multiplexing, all related
coding, signal processing, and transmission are performed at lower symbol rates
(such as 25 GS/s), where dealing with fiber nonlinearities and PMD is more man-
ageable, while the aggregate rate is kept at 100 Gb/s and above. The code rate of
nonbinary LDPC (NB-LDPC) code, for a given constellation size, is chosen in ac-
cordance with the channel conditions. When the channel conditions are favorable
(large SNR), higher code rate LDPC code is employed. Compared to the adaptive
modulation approach, the proposed adaptive coding approach is very friendly from
implementation point of view because the symbol rate is kept constant so that all
synchronization issues related to the variable symbol rate modulation adaptation are
avoided. The use of non-binary-coded multilevel modulation scheme is proposed
because they offer lower decoding complexity and latency, and at the same time
provide larger coding gains compared to their binary counterparts.

To demonstrate the potential of LDPC-coded modulation, we present in
Fig. 11.8a the results of our comparison between BI-LDPC-CM with component
codes of various code rates and two ITU-standard FEC codes. We should note that
the symbol rate is Rs D 25 GS/s and we employ QPSK modulation, and hence, the
aggregate data rate attained by the BI-LDPC-CM scheme is 100 Gb/s. As depicted
in the Fig. 11.8a, regardless of the code rate of its component code, which ranges
from 0.75 to 0.875, BI-LDPC-CM scheme outperforms the ITU-standard rate-0.82
BCH.128; 113/ � BCH.256; 239/ TPC. The coding gain improvement that BI-
LDPC-CM scheme provides over another ITU-standard rate-0.82 RS(255,239)C
RS(255,223) concatenation code is much larger, i.e., 2.5 dB or more.

Table 11.4 presents the parameters of the component NB-QC-LDPC codes of
three different code rates employed in our rate-adaptive scheme. In order to keep
the (transmission) data rate constant, we keep the codeword length of component
codes, N , the same. In addition, by keeping the codeword length the same over the
family of component codes, one keeps the frame synchronization circuitry intact
and independent of the component code rate adjustments. As shown in Table 11.4,
the column weight ./ is the same for all component codes. Hence, changing the
code rate is tantamount to changing the subblock size .B/ or the row weight .�/.

As Fig. 11.8b confirms, LDPC-coded modulation offers even a higher potential
to be exploited if it is used with NB-LDPC component codes rather than compo-
nent codes over the binary field. We use component codes of code rate 0.875 as the
base of our comparison between BI-LDPC-CM and NB-LDPC-CM. Also, we con-
sider three different modulation formats, namely QPSK, 8-QAM, and 16-QAM.
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Fig. 11.8 Bit-error ratio performance curves (a) for the B-QC-LDPC codes employed in the
BI-LDPC-CM scheme, (b) for the NB-QC-LDPC codes employed in the NB-LDPC-CM scheme

Table 11.4 Component nonbinary LDPC code parameters
Code rate N K M  � B

0.833 13680 11400 2280 3 18 760
0.875 13680 11970 1710 3 24 570
0.9 13680 12312 1368 3 30 456
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Table 11.5 Coding gains at the BERs of 10�7 and 10�12 for different NB-
LDPC-CM schemes employing different code rates and modulations

QPSK 8-QAM 16-QAM
Code rate 10�7 10�12 10�7 10�12 10�7 10�12

0.833 8.13 10.70 8.57 11.36 8.80 11.41
0.875 7.67 10.21 8.08 10.85 8.28 10.87
0.9 7.35 9.88 7.72 10.48 7.91 10.50

We can observe from Fig. 11.8b that NB-LDPC-CM outperforms BI-LDPC-CM
regardless of the modulation format used. A close look at Fig. 11.8b reveals that
the coding gain improvement NB-LDPC-CM provides over the corresponding BI-
LDPC-CM increases when we increase the constellation size of the modulation
format. More specifically, NB-LDPC-CM with a component (3,24)-regular q-ary
QC-LDPC(13680,11970) code provides 0.4 and 0.78 dB additional coding gain at
the BER of 10�7 compared to the corresponding BI-LDPC-CM with component
(4,32)-regular binary QC-LDPC(28800,25200) codes when 8-QAM, i.e., q D 8,
and 16-QAM, i.e., q D 16, modulations are used, respectively. (Note that both bi-
nary and nonbinary component codes are of girth 8.) Table 11.5 presents coding
gains at the BER of 10�7 along with the NECGs at the BER of 10�12, obtained via
extrapolation, for NB-LDPC-CM schemes depicted in Fig. 11.8b.

From Fig. 11.8b and Table 11.5, we can conclude that in order to maximize
the coding gain improvement offered by NB-LDPC-CM schemes, one can con-
sider adapting not only the component code rates but also the employed modulation
format. NB-LDPC-CM offers much higher coding gains than BI-LDPC-CM if mod-
ulation formats with high bandwidth efficiencies are used. However, this appealing
benefit does not come without an expense since the complexity at the receiver front
ends might increase in order to support different modulation formats.

Until now, we focused our attention only on the error correction performance
of the corresponding NB-LDPC-CM and BI-LDPC-CM schemes. As the previ-
ous section also alluded to, computational complexity is another important aspect
apart from the error correction performance. Using the tools developed in previ-
ous section and the code parameters presented in Table 11.4, we can also compare
the corresponding NB-LDPC-CM and BI-LDPC-CM schemes from the compu-
tational complexity standpoint. We use the complexity ratio figure of merit, we
introduced by (11.9). Because � D 24;M D 1; 710 for NB-LDPC-CM while
b D 4; �b D 32;Mb D 3; 600 for BI-LDPC-CM, the complexity ratio as the
function of constellation size q D 2m can be written as [30]:

CR D
2 �qM

�
mC 1 � 1=.2�/

�
15mMb.� � 2/

D
19

375

2m
�
mC 1 � 1=48

�
m

Š
19

375

2m.mC 1/

m
:

When m D 2, i.e., QPSK modulation, CR is equal to 30.4%. That is, NB-
LDPC-CM, which performs slightly better than BI-LDPC-CM for QPSK modu-
lation, can achieve this performance with less than one-third of the complexity of
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BI-LDPC-CM. Setting m D 3 for 8-QAM, we see that CR D 54%. Thus, by using
NB-LDPC-CM, we obtain 0.4 dB additional coding gain at the BER of 10�7 over
BI-LDPC-CM while reducing the computational complexity by almost 50%. In the
16-QAM case, wherem D 4, CR D 101:3%, i.e., the computational complexities of
the two schemes are comparable. However, we should stress here that for the same
computational load, NB-LDPC-CM offers 0.78 dB more coding gain at the BER of
10�7 compared to BI-LDPC-CM in addition to reduced latency due to structural
simplifications. These are indeed important assets in link budget analysis.

We demonstrate in Fig. 11.8b our simulation results for the NB-LDPC-
CM scheme based on 4-ary QC-LDPC components codes modulated with the
QPSK modulation and 8-ary QC-LDPC codes modulated with 8QAM mod-
ulation. The coding gain improvements obtained using the NB-LDPC-CM
scheme over the ITU-standard rate-0.82 RS(255,239) C RS(255,223) and BCH
.128; 113/ � BCH.256; 239/ schemes are outstanding. Table 11.5 also presents
the NECG figures observed at different BERs for the NB-LDPC-CM schemes dis-
cussed above. To the best of our knowledge, these are the highest NECG figures
reported in the literature for multilevel modulations. A fair performance comparison
between BI-LDPC-CM and NB-LDPC-CM schemes can be carried out when they
both employ the same rate component codes with almost equal codeword lengths
in bits. Thus, we chose the rate-0.875 codes as the basis for our comparison. In
Fig. 11.8b, we can see that the NB-LDPC-CM scheme employing a (3,24)-regular,
girth-8 4-ary QC-LDPC(13680,11970) outperforms the BI-LDPC-CM scheme em-
ploying a (4,32)-regular, girth-8 binary QC-LDPC(28800, 25200) by almost 0.1 dB
at the BER of 10�6.

11.5 Adaptive LDPC-Coded OFDM

In an optically-routed network, different signal transmission paths have different
number of optical amplifiers, WXCs, and ROADMs. Different wavelength channels
carrying the traffic to different destinations can have quite different SNRs and sig-
nal is differently impacted by various channel impairments. The optical networks
should provide a target BER performance regardless of the data destination. To
address all these issues, here we describe the use of power-variable rate-adaptive
LDPC-coded polarization-multiplexed optical OFDM system with coherent detec-
tion, which is shown in Fig. 11.9.

To deal with concatenated ROADMs/WXCs and bandwidth-limitation problems,
and imperfections of various devices, we employ the adaptive water-filling algo-
rithm [42] to determine the optimum power to be allocated to i th subcarrier Pi as
follows:

Pi=P D

�
1= tsh � 1= i ;  i �  tsh;

0; otherwise;
(11.10)
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where P is the total available power, and  i is the SNR in i th subcarrier. The opti-
mum threshold SNR is determined from condition that total power in all subcarriers
cannot be larger than available power,

P
i Pi � P , by

 tsh D N=

241C X
 i� tsh

1= i

35 (11.11)

where N is the number of subcarriers with  i �  tsh, in an iterative procedure that
converges fast (after few iterations).

The variable-rate adaptation is achieved by choosing the maximum product of in-
teger mi , corresponding to the number of bits per i th subcarrier, and corresponding
code rate Ri as follows

miRi � Ci ; (11.12)

where Ci is the channel capacity of the i th subcarrier. The signal constellation size
Mi D 2mi per i th subcarrier and the corresponding code rate Ri of component
LDPC code are chosen in accordance with the channel conditions. When the channel
conditions are favorable (large SNR) the larger constellation sizes and higher code
rate LDPC codes are employed. Among several candidate LDPC codes we employ
one (based on subcarrier  i ) which provides the largest product miRi closest to
the subcarrier channel capacity (but lower than Ci ). When channel conditions are
poor we reduce the code rate and signal constellation size according to (11.12).
The use of different channel codes for different destinations would be costly to
implement due to increased hardware complexity, unless a unified encoding and
decoding architectures can be used for all destinations. The structured QC-LDPC
codes [32] provide us with this unique feature. Their parity-check matrices can be
written in the following form (that represents a generalization of Fossorier’s design
[32] and (11.2))
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H D

2666664
P rŒ0�SŒ0� P rŒ0�SŒ1� � � � P rŒ0�SŒwr�1�

P rŒ1�SŒ0� P rŒ1�SŒ1� � � � P rŒ1�SŒwr�1�

P rŒ2�SŒ0� P rŒ2�SŒ1� � � � P rŒ2�SŒwr�1�

� � � � � � � � � � � �

P rŒwc�1�SŒ0� P rŒwc�1�SŒ1� � � � P rŒwc�1�SŒwr�1�

3777775 ; (11.13)

where P is q � q (q is a composite number) permutation matrix .pi;iC1 D pq;1 D

1; i D 1; 2; : : :; q � 1; other elements of P are zeros), while wc and wr represent
the number of block-rows and block-columns in (11.13). The set of integers S and
set of integers r (of cardinality wc) are to be carefully chosen both from the set
f0; 1; : : :; q � 1g; so that the cycles of short length, in corresponding Tanner graph
representation of (11.13) are avoided, as explained earlier. The code rate adaptation
can be achieved by varying different parameters in (11.13). To simplify implemen-
tation and resolve the synchronization problems related to the variable symbol rate
transmission, similarly as previous section we keep the codeword length (symbol
rate) fixed, but vary the permutation-block P size and row weight in (11.13) instead.

The channel capacity of polarization-multiplexed optical coherent OFDM
scheme (derived based on theory due to Bölcskei et al. [43]), with N subcarri-
ers can be evaluated as follows:

C D EH

�
1

N
max

T r.˙/�P
Bsc log2

�
det

�
I2N C

1

¢2n
H˙H �

���
; (11.14)

where † is the covariance matrix of Gaussian input vector, defined as

† D diag f†ig
N�1
iD0 ; †i D

P

2N
I2 (11.15)

with P being the maximum overall transmit power, and �n being the standard de-
viation of ASE noise process, and Bsc being the bandwidth of subcarrier channel.
Tr.†/ denotes the trace of matrix ˙;EH denotes the expectation operator with re-
spect to channel matrixH , and I2N is 2N �2N identity matrix. The channel matrix
in (11.14) is a block diagonal matrix in (11.16) with i th block diagonal element cor-
responding to the 2 � 2 Jones matrixH .i/ of i th subcarrier.

H D diagfH .i/gN�1iD0 ; H .i/ D

�
Hxx.i/ Hxy.i/

Hyx.i/ Hyy.i/

�
: (11.16)

The chromatic dispersion effect and reduced bandwidth effect due to concatenation
of ROADMs, as well as different linear channel imperfections, are all incorporated
inH .i/.

We designed rate-adaptive QC-LDPC code of codeword length 28,800 (that is
shorter than TBC proposed by Mizuochi et al. [44]), with possible rates f0.875,
0.84, 0.8, and 0.75g, whose BER performance has already been shown in Fig. 11.8a.
Even highest rate code (0.875) outperforms the TBC of rate 0.82, and significantly
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Fig. 11.10 Spectral efficiency limits of polarization-multiplexed coherent optical OFDM (with
OFDM signal bandwidth BW D 25GHz)

outperforms the concatenated RS code. In Fig. 11.10, we show the channel capac-
ity calculated based on (11.14)–(11.16) for polarization-multiplexed OFDM system
when all order PMD with average DGD � of 500 ps is observed, for 2,000 km of
SMF, 128 subcarriers, and OFDM signal bandwidth BW of 25 GHz. The pilot-aided
channel estimation is used to determine channel coefficients in (11.16).

We see that when channel matrix (the channel state information, CSI) is perfectly
known we can completely compensate for different linear channel impairments,
which was expected because the Jones matrix is unitary. However, when the CSI
is not ideal (the channel estimation is not perfect) we can have significant chan-
nel capacity degradation (see Fig. 11.10a). We see when channel coefficients are
estimated to be 90% of nominal values we have small performance degradation.
However, when the channel estimates are 50% of nominal value we have found
significant channel capacity degradation. We also have found that for target BERs
below 10�9M -ary QAM (MQAM) is far away from the channel capacity. However,
with adaptive LDPC coding we can closely approach the channel capacity. To reach
the channel capacity we have to invent better modulation formats and use them in
combination with adaptive LDPC coding. In Fig. 11.10b we study the efficiency of
the optimum power-adaptation (11.10)–(11.12) in dealing with concatenation filter-
ing problem (that is modeled as super-Gaussian filter of orderO D 2 and bandwidth
B0 D 20; 25, and 50 GHz). We see that channel capacity is getting worse as the
bandwidth of optical filter is getting smaller than OFDM signal bandwidth, but we
are still quite close to the channel capacity.
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11.6 Generalized LDPC Codes

GLDPC coding [27, 28, 45–47] can further improve the overall characteristics of
LDPC codes by: (1) decreasing the complexity of decoder, and (2) approaching
closer to the Shannon’s limit. To construct a GLDPC code, one replaces each sin-
gle parity-check equation of a global LDPC code by the parity-check matrix of a
simple linear block code, known as the constituent (local) code [28], such as a Ham-
ming code, a BCH or a Reed–Muller code. Decoding of local codes is based on a
maximum a posteriori probability decoding (MAP), known as BCJR (Bahl–Cocke–
Jelinek–Raviv) [48], which provides very accurate estimates for the variable nodes
in the global LDPC graph after very small number of iterations. Two classes of
generalized LDPC codes are considered in this chapter: random-like and structured
GLDPC codes. For the random-like codes, decoding on the local level is accom-
plished through the use of an appropriate number of BCJR decoders operating in
parallel; for the structured codes, low-complexity decoding based on suboptimal
message-passing algorithm is used instead.

In general, one seeks GLDPC codes for which the local codes have large min-
imum distance and a rate as high as possible, and for which the global code has
very large girth. This is a consequence of the following lower bound on minimum
distance D of a GLDPC code [31]:

D �

8̂̂̂<̂
ˆ̂:
d
Œ.d � 1/.J � 1/�.g�2/=4 � 1

.d � 1/.J � 1/ � 1
C
d

J
Œ.d � 1/.J � 1/�.g�2/=4; forg=2 odd;

d
Œ.d � 1/.J � 1/�g=4 � 1

.d � 1/.J � 1/ � 1
; forg=2 even;

(11.17)

where g and J denote the girth (shortest cycle length) of the global code graph
and the column weight of the global code, respectively, and where d stands for the
minimum distance of the local code. Obviously, a large girth leads to an exponential
increase in the minimum distance, while large values of d lead to an increase of
the bases of this exponent. GLDPC codes can be designed in such a way that the
minimum distance D grows linearly with the code length [46].

Depending on the structure of the local components, GLDPC codes may be clas-
sified as follows [28]:

� GLDPC codes with algebraic local codes of short length, such as Hamming
codes, BCH codes, RS codes, or Reed–Muller codes [27]

� GLDPC codes for which the local codes are high-rate regular or irregular LDPC
codes with large minimum distance

� Fractal GLDPC codes in which the local code is in fact another GLDPC code

Each of these three constructions offers some specific advantages. For example, in
the first scenario, the MAP decoders of the local codes allow for fast propagation
of accurate estimates of the LDPC variables. The second construction is very well
suited for longer-length codes. Since the local components in this case can have
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large length and therefore large minimum distance as well, the minimum distance
of the resulting GLDPC codes is very high. The third approach is an attractive idea
in terms of possible practical partly-parallel VLSI implementations, since the same
code structure can be reused on different levels.

To construct a GLDPC code, one can replace each single parity-check equa-
tion of a global LDPC code by the parity-check matrix of a simple linear block
code, known as the constituent (local) code, and this construction is proposed by
Lentmaier and Zigangirov [46], and we will refer to this construction as LZ-GLDPC
code construction. In another construction proposed by Boutros et al: in [45], re-
ferred here as B-GLDPC code construction, the parity-check matrix, H , is a sparse
matrix partitioned into W submatrices H1; : : :;HW . H1 is a block-diagonal matrix
generated from an identity matrix by replacing the ones by a parity-check matrix
of a local code of codeword-length n and dimension k. Each submatrix Hj is de-
rived from H1 by random column permutations. For more details on LZ-GLDPC
and B-GLDPC-like codes, and their generalization-fractal GLDPC codes (in which
a local code is another GLDPC code) an interested reader is referred to [28]. The
code rate of a GLDPC code is lower bounded by R D K=N � 1 � W.1 � k=n/,
where K and N denote the dimension and the codeword-length of a GLDPC code,
W is the column weight of a global LDPC code, and k=n is the code rate of a local
code (k and n denote the dimension and the codeword-length of a local code). The
GLDPC codes with component Hamming codes are considered in [28], here we are
concerned with GDLPC codes with component codes based on RM or BCH codes
[27]. A Reed–Muller code RM(r;m) of order r and codeword length n D 2m [49] is
the set of all binary vectors associated with coefficients of Boolean polynomials of
degree at most r in m variables. The minimum distance of RM.r;m/ code is 2m�r ,
and the dimension is determined as [49]

k D 1C

�
m

1

�
C � � � C

�
m

r

�
:

An interesting property of RM codes is that they can be defined recursively [49]:
RM.r;m/ D f.aja C b/ W a 2 RM.r;m � 1/; b 2 RM.r � 1;m � 1/g, where
.xjy/ denotes the concatenation operation. The generator matrix of RM.r;m/ code,
denoted as G.r;m/, can be therefore defined recursively by

G.r;m/ D

�
G.r;m � 1/ G.r;m � 1/

0 G.r � 1;m � 1/

�
; (11.18)

and can be observed as two-level generalized concatenated code [49]. RM.0;m/
is a repetition code, RM(m � 1;m) is a parity-check code, and RM.m;m/ corre-
sponds to 2m-tuples of a vector space. The generator matrix of RM.m;m/ can be
represented by

G.m;m/ D

�
G.m � 1;m/

0 0 � � � 0 1

�
: (11.19)
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Another interesting property of RM codes is that the dual of RM.r;m/ code is an-
other RM.m� r �1;m/ code. Therefore, the generator matrix of RM.m� r �1;m/
code can be used as the parity-check matrix of RM.r;m/ code. If the recursion
(11.18) is applied successively several times the RM.r;m/ can be decomposed
into several parity-check codes RM.m0 � 1;m0/, repetition codes RM.0;m0/, and
the first-order RM.1;m0/ codes. The MAP decoding of parity-check or repeti-
tion codes is trivial, while the first-order RM.1;m0/ codes can be decoded using
an efficient MAP-decoding algorithm proposed in [50], based on fast Hadamard–
Walsh transform (FHWT). The overall complexity of that algorithm is in order
n0 log2 n

0 (where n0 D 2m
0

), which is significantly lower than complexity of the
BCJR algorithm that requires about nn�kC1 operations [50]. Therefore, the com-
plexity of GLDPC codes with RM component codes is of order N log2 n. Since
the complexity of SPA is of order .NLDPC � KLDPC/wr, with wr being the row
weight of LDPC code parity check matrix, by proper selection of global LDPC
code length N and local RM code length n, the complexity of GLDPC codes is
about .NLDPC � KLDPC/wr=Œ.N=n/

P
.n0 log2 n

0/�.n0 < n/ times lower. For ex-
ample, RM(4,6) code can be decomposed using (11.18) on RM(1,2), RM(1,3),
RM(2,2), RM(3,3), and RM(4,4) component codes. Decoding of RM.m0; m0/.m0 D
1, 2, 3, 4) is trivial while the complexity of RM(4,6) is dominated by com-
plexity of RM(1,3) decoding block and three RM(1,2) blocks, which is of orderP
.n0 log2 n

0/ D 8 log2 8 C 3 � 4 log2 4 D 48. B-GLDPC code with W D 2 and
lengthN D 4; 096 based on RM(4,6) code has therefore complexity 11 times lower
than girth-8 column-weight-4 LDPC code of length 8,547 (and row weight 21). Also
note that GLDPC decoder for 4,096 code contains 4; 096=64 D 64 decoder blocks
[composed of RM(1,2), RM(2,3) and RM.m0; m0/.m0 D 1; : : :; 4/ decoders], oper-
ating in parallel, and this structure is suitable for FPGA or VLSI implementation. In
order to keep the code rate high, we select the column-weight of a global code to be
W D 2. In that case, if the girth of global code is g D 8, the minimum distance of
GLDPC code is simply D � d2.

The BCH codes are already introduced in Chap. 4. Note that BCH codes can
be decoded using an efficient MAP algorithm proposed in [50] with complexity
n=Œn � k/ log2 n� times lower than that of BCJR algorithm (see [48] and Chap. 5
for more details about BCJR algorithm). The GLDPC codes described here can be
put in systematic form, so that the efficient encoding algorithm due to Zhang and
Parhi [51] can be employed. This algorithm can efficiently be performed in general
purpose digital signal processors, as shown in [51].

The results of simulation for the AWGN channel model are shown in Fig. 11.11,
and are obtained by maintaining the double-precision. GLDPC codes based on
BCH(63,57) and RM(4,6) component codes for W D 2 perform comparably.
The RM(4,6)-based GLDPC code outperforms the BCH(128,113) � BCH(256,239)
TPC based with Chase II decoding algorithm on p D 3 least reliable bit positions by
0.93dB at BER of 10�9 (see Fig. 11.11a). Note that similar TPC was implemented
in LSI technology (see [44] for more details). The TPC codeword is significantly
longer, and the decoding complexity of GLDPC code based on RM(4,6) is at
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Fig. 11.11 BER performance on an AWGN channel: (a) GLDPC codes against TPCs and LDPC
codes, (b) high-rate codes. (After ref. [27]; c IEEE 2009; reprinted with permission.)

least ten times lower. During decoding, TPC decoder employs 239 Chase II blocks
operating in parallel, while GLDPC code on RM(4,6) code requires only 64 low-
complexity MAP decoders as explained above. In simulations presented here we
have employed an efficient realization of Chase II algorithm described in Chap. 5.
In Fig. 11.11b BER performance of several classes of iteratively decodable codes
(TPCs, LDPC, and GLDPC codes) of high code rate are compared against conven-
tional RS, and concatenated RS codes. B-GLDPC code of rate 0.88 outperforms
concatenated RS code of rate 0.82 by 2.47 dB (also at BER D 10�9). RM(6,8) �
RM(5,7) TPC of rate 0.905 outperforms concatenated RS code .R D 0:82/ by 0.53
dB at BER of 10�9. LDPC code of rate 0.93, designed using the concept of product
of orthogonal arrays (OAs), outperforms the same RS concatenated code by 1.15
dB at BER of 10�9. R D 0:93 LDPC code outperforms RS code of rate 0.937 by
2.44 dB at BER of 10�9.
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11.7 LDPC-Coded Hybrid Frequency/Amplitude/Phase/
Polarization Modulation

Here we describe a hybrid frequency/amplitude/phase/polarization (H-FAPP)-coded
modulation scheme, proposed in [25]. Using transmission equipment operating at 50
GS/s, and an LDPC code of rate 0.8, the H-FAPP scheme achieves .N1CN2C : : :C
NL/�40Gbit/s aggregate rates whereN1 D 3; 4; : : : andNL�l�2 D 0; 1; : : :. .N1C
N2 C : : : C NL/ represents the total number of source channels to the transmitter.
HAPP scheme we introduced in [24] can be considered a special case of H-FAPP
where only one subcarrier is used .NL�l�2 D 0/.

Figure 11.12a shows the block diagram of the H-FAPP system configuration.
N input bit streams from different information sources are divided into Lgroups
variable in number of streams per group. The selection process for the different
groups N1, N2; : : :; NL is governed by two factors, the required aggregate rate, and
the polyhedron of choice. Each Nl is then used as input to an HAPP transmitter,
where it is modulated with a unique subcarrier. The outputs of the L HAPP trans-
mitters are then forwarded to a power combiner in order to be sent over the fiber. At
the receiver side, the signal is split into L branches and forwarded to the L HAPP
receivers. In this section, and without loss of generality, we clarify three simple
examples for N D 8 and N D 16 where L D 1 and for N D 20 where L D 2.

Figure 11.12b shows the block diagram of the coded HAPP transmitter. Nl input
bit streams from l different information sources, pass through identical encoders
that use structured LDPC codes with code rate r D k=n, where k represents the
number of information bits, and n represents the codeword length. The outputs of
the encoders are then interleaved by an Nl � n bit-interleaver where the sequences
are written row-wise and read column-wise. The output of the interleaver is sent in
one bitstream, Nl bits at a time instant i , to a mapper. The mapper maps each Nl
bits into a2

Nl -ary signal constellation point on a vertex of a polyhedron inscribed in
a Poincaré sphere based on a lookup table. (Please note that the vertices of all the
L polyhedrons define a regular polyhedron inscribed in the Poincaré sphere). The
signal is then modulated by the HAPP modulator.

The HAPP modulator, shown in Fig. 11.12c, is composed of three simpler mod-
ulators, two amplitude modulators (AM) and one phase modulator (PM). Therefore,
the lookup table maps each Nl bits into a set of three voltages .f1;i ; f2;i ; f3;i /
needed to control the set of modulators. As, the polyhedrons used are inscribed
in a Poincaré sphere, Stokes parameters are used for the design of the polyhedron.
Stokes parameters shown in (11.20) [25], are then converted into amplitude and
phase parameters according to (11.21).

s1 D a
2
x � a

2
y ; s2 D 2axay cos.ı/;

s3 D 2axay sin.ı/; ı D �x � �y ;
(11.20)

where
Ex D ax.t/e

j.wtC�x.t//; Ey D ay.t/e
j.wtC�y.t// (11.21)
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Without loss of generality, we can assume that �x D 0 at all times, hence ı D
��y . This yields a system of three equations with three unknowns that can easily
be solved. Using symmetrical geometric shapes results in closed form numbers for
the voltages as shown in Table 11.6. The corresponding lookup table for the example
where N1 D 3 is already given in Chap. 6. The constellation forms a cube inscribed
inside the Poincaré sphere as 23 D 8. On the other hand, the second scenario is
for N1 D 4 and N2 D 2, the constellation contains 16C 4 D 20 points, hence the
polyhedron of choice is the dodecahedron. For the latter case,L D 2, all the vertices
of the dodecahedron expect four that can be chosen to be equidistant and furthest
from each other are used for the polyhedron defined by N1, and the tetrahedron that
is formed by the remaining four points is used forN2. Both constellations are shown
in Fig. 11.13.
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Table 11.6 Mapping rule lookup table for the H-FAPP-20 scenario
Group Interleaver output s1 s2 s3

0000 1
.p

3 1
.p

3 1
.p

3

0001 1
.p

3 1
.p

3 �1
.p

3

N1

8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

:
:
:

1110 �d
.p

3 0 1
.p

3d a

1111 �d
.p

3 0 �1
.p

3d

00 0 �1
.p

3d d
.p

3

01 d
.p

3 0 �1
.p

3d

N2

8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂: 10 �1

.p
3 �1

.p
3 �1

.p
3

11 �1
.p

3d d
.p

3 0
ad is the golden ratio: .1C

p
5/=2

a b

Fig. 11.13 Signal constellations in Stokes coordinates for: (a) N1 D 3, N2 D 0 and (b) N1 D 4,
N2 D 2

Figure 11.13 shows the case for which (a) N1 D 3, and (b) N1 D 4 and N2 D 2,
with the diamond representing the vertices of the tetrahedron of N2. Figure 11.12d
shows the block diagram of the HAPP receiver. The signal from fiber is passed
into two coherent detectors then to four branches. The output of each branch is de-
modulated by the subcarrier specified for the corresponding HAPP receiver, then
sampled at the symbol rate then forwarded to the demapper and the multilevel
BCJR algorithm-based equalizer (BCJR equalizer). The multilevel BCJR equalizer
[9] used in this scheme is a generalization of the original version of the BCJR al-
gorithm presented in [7]. The output of the equalizer is then forwarded to the bit
log-likelihood ratios (LLRs) calculator which provides the LLRs required for the
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LDPC-decoding process. The LDPC decoder forwards the extrinsic LLRs to the
BCJR equalizer, and the extrinsic information is iterated back and forth between
the decoder and the equalizer until convergence is achieved unless the predefined
maximum number of iterations is reached. This process is denoted by outer itera-
tions, as opposed to the inner iterations within the LDPC decoder itself. The outer
iterations help in reducing the BER at the input of the LDPC decoder so it can effi-
ciently decode the data within a small predefined number of inner iterations, without
increasing the complexity of the system.

The proposed scheme is tested using VPITransmisionMaker [52], for a symbol
rate of 50 GS/s, for 20 iterations of SPA for the LDPC decoder, and 3 outer iterations
between the LDPC decoder and the multilevel BCJR equalizer. The simulations are
done assuming an ASE noise-dominated channel scenario for both, a pseudo random
bit sequence (PRBS) and an LDPC-coded bit sequence. The coded bit sequence uses
LDPC(16935,13550) code of rate 0.8, which yields an actual effective information
rate of the system of 3 � 50 � 0:8 D 120, 160, and 240 Gb/s for the cases where
N1 D 3; N1 D 4; and N1 D 4, and N2 D 2, respectively. Utilizing higher rate
codes allows a higher actual transmission rate, or allows transmission components
of lower speeds to achieve the current transmission rate.

The results of these simulations are summarized in Fig. 11.14. We show the un-
coded and coded BER performance versus the OSNR per information bit. As noted
from the figure, for the ASE noise-dominated scenario, the 8-HAPP scheme out-
performs its QAM counterpart by 2 dB, while outperforms the PSK counterpart by
4 dB at BER of 10�6. Moreover, the 16-HAPP outperforms its QAM counterpart
by 1.1 dB at BER of 10�6. On the other hand, the proposed scheme of H-FAPP that
utilizes the 3D-space more efficiently increases the aggregate transmission rate by
80 Gb/s in comparison with 16-HAPP, and improves the performance by 1.75 dB at
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BER of 10�6. Furthermore, 20-H-FAPP doubles the aggregate transmission rate of
8-HAPP while keeping the BER performance of the system almost intact.

This approach can be further modified in the future to increase the number of
constellation points and provide higher aggregate rates. One simple modification to
the dodecahedron discussed in this paper that allows us to increase the total trans-
mission per subcarrier to 200 Gbit/s is to exploit the fact that a dodecahedron has
12 faces. By doing so, we can add 12 points to the constellation at the projection of
the center of each face on the Poincaré sphere. This way the total number of con-
stellation points increases to 32 D 25. Applying this configuration and utilizing five
different orthogonal subcarriers allow a total aggregate rate of 1 Tb/s per wavelength
that can be used as enabling technology for future 1 Tb/s Ethernet.

11.8 Concluding Remarks

In this chapter, we discussed various FEC and coded modulation schemes that are
currently in research-and-development phase. We first described the binary QC-
LDPC codes of large girth and their implementation in FPGA. The large-girth
LDPC codes provide large coding gains and do not exhibit error floor phenomenon,
when properly designed, in the region of interest for optical communications. Be-
cause large-girth LDPC codes of high-rate usually come with excessive lengths,
we also discuss the possibility of using LDPC codes over higher-order fields. We
have shown that (bit-length-matched) NB-LDPC codes outperform corresponding
binary counterparts while offering comparable or lower decoding complexity. Com-
pared to binary-coded modulation schemes, the non-binary-coded modulation offers
several advantages: (1) m binary LDPC encoders/decoders needed for multilevel
modulation are collapsed into a single 2m-ary encoder/decoder (reducing the over-
all computational complexity of the system), (2) the use of block (de-) interleavers;
binary-to-nonbinary and vice versa conversion interfaces can be eliminated (re-
ducing the complexity and latency in the system), and (3) APP demapper and
LDPC decoder can be integrated into a single block, and thus the need for iterat-
ing extrinsic information between APP demapper and LDPC decoder is eliminated
(reducing the latency in the system). In addition to these advantages, we have shown
that the nonbinary-coded modulation scheme can provide strikingly higher cod-
ing gains than binary counterpart. Moreover, we have found that the coding gain
increases as signal constellation size grows. Certain classes of binary-coded mod-
ulation schemes of code rate above 0.9 exhibit error floor phenomenon for large
constellation sizes, which can successfully be eliminated by nonbinary-coded mod-
ulation. Because in optically routed networks various ligthwave paths experience
different channel conditions, the use of adaptive coding is of crucial importance.
We have shown that QC-LDPC codes provide needed flexibility for the employment
in this scenario. We discussed both single-carrier and multicarrier (OFDM)-based
adaptive LDPC-coded modulation.
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We demonstrated that overall decoding complexity of both binary and NB-LDPC
codes can be reduced by using the GLDPC codes. The GLDPC codes offer numer-
ous advantages for hardware implementation, because the same structures can be
reused at different levels, and are very friendly to parallelization. The main problem,
however, arises in the design of strong GLDPC codes of high-rate, in particularly
above 0.9. Despite the Internet “bubble,” which occurred in the early 2000s, the
Internet traffic has been growing at an astonishing rate ranging from 75 to 125%
per year [2–5]. Recent growth of Internet usage, IPTV, VoIP, and YouTube impose
very stringent bandwidth requirements that optical networks must satisfy in near
future. As the response to these bandwidth demands, we discussed the possibility
of improving spectral efficiency of optical transport networks by using multidimen-
sional coded hybrid frequency/amplitude/phase/polarization modulation. Because
the information capacity is a logarithmic function of SNR but linear in number of
dimensions, this approach seems to provide a promising alternative to new devices
development.
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