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COVER ILLUSTRATIONS

Left: Telescope such as used by Galileo to discover lunar craters and Jupiter’s moons. The basic 
design is still used in opera and sports glasses. See Chap. 1.

Middle: Simplifi ed schematic of a laser showing the gain medium which amplifi es the light, 
and the resonator which defi nes the light’s direction and spatial distribution. The third critical 
part, the source to excite the gain medium, is not shown. See Chap. 16.

Right: Zernike circle polynomial representing balanced astigmatism with a standard deviation 
of one wave illustrated as an isometric plot on the top, interferogram on the left, and point-
spread function on the right. See Chap. 11.
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xxv

EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics possible. 
Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a new section 
devoted to radiometry and photometry. Volume III concerns vision optics only and is printed entirely 
in color. In Volume IV there are chapters on the optical properties of materials, nonlinear, quantum and 
molecular optics. Volume V has extensive sections on fiber optics and x ray and neutron optics, along 
with shorter sections on measurements, modulators, and atmospheric optical properties and turbulence. 
Several pages of color inserts are provided where appropriate to aid the reader. A purchaser of the print 
version of any volume of the Handbook will be able to download a digital version containing all of the 
material in that volume in PDF format to one computer (see download instructions on bound-in card). 
The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New 
chapters were included on topics that had reached this stage since the second edition, and existing 
chapters from the second edition were updated where necessary to provide this compendium. In 
selecting subjects to include, we also had to select which subjects to leave out. The criteria we applied 
were: (1) was it a specific application of optics rather than a core science or technology and (2) was it 
a subject in which the role of optics was peripheral to the central issue addressed. Thus, such topics as 
medical optics, laser surgery, and laser materials processing were not included. While applications of 
optics are mentioned in the chapters there is no space in the Handbook to include separate chapters 
devoted to all of the myriad uses of optics in today’s world. If we had, the third edition would be 
much longer than it is and much of it would soon be outdated. We designed the third edition of the 
Handbook of Optics so that it concentrates on the principles of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors: 

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland
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xxvii

PREFACE TO VOLUME II

Volume II of the Handbook of Optics is a continuation of Volume I. It starts with optical system 
design and covers first-order layout, aberration curves, design software, specifications and toler-
ances, component mounting, stray light control, and thermal compensation techniques. Optical 
fabrication and testing are discussed next. A new chapter on the use of orthonormal polynomials in 
optical design and testing has been added. Such a polynomial representing balanced astigmatism is 
illustrated on the cover. The section on sources includes different types of lasers, laser stabilization, 
laser theory, and a discussion of ultrashort laser sources. Light-emitting diodes including the new 
“high-brightness” LEDs are presented. Artificial sources of light for both the laboratory and field are 
described along with a discussion of light standards calibration. The section on detectors includes 
high-speed and thermal detectors along with an analysis of signal detection. Imaging using film, 
detector arrays, and image tubes is discussed. This volume ends with a section on radiometry and 
photometry. Two new chapters have been added in this area. One is on spectroradiometry and the 
other is on lighting and applications.

Every effort was made to contact all the authors of chapters in the second edition that would 
appear in this edition so that they could update their chapters. However, the authors of several 
chapters could not be located or were not available. Their chapters are reproduced without update. 
Every effort has been made to ensure that such chapters have been correctly reproduced.

There are many other chapters in this edition of the Handbook that could have been included 
in Volumes I and II. However, page limitations prevented that. For example, in Volume V there is 
a section on Atmospheric Optics. It consists of three chapters, one on transmission through the 
atmosphere, another on imaging through atmospheric turbulence, and a third on adaptive optics to 
overcome some of the deleterious effects of turbulence.

The chapters are generally aimed at the graduate students, though practicing scientists and 
engineers will find them equally suitable as references on the topics discussed. Each chapter has suf-
ficient references for additional and/or further study.

Virendra N. Mahajan
The Aerospace Corporation

Eric Van Stryland
CREOL, The College of Optics and Photonics

Associate Editors 
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xxix

GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.
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Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, ω for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2],
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.

xxx  GLOSSARY AND FUNDAMENTAL CONSTANTS
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian

GLOSSARY AND FUNDAMENTAL CONSTANTS  xxxi
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band

xxxii  GLOSSARY AND FUNDAMENTAL CONSTANTS
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 s–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number)density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)
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� diclectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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TECHNIQUES OF 
FIRST-ORDER LAYOUT

Warren J. Smith∗

Kaiser Electro-Optics, Inc.
Carlsbad, California

1.1 GLOSSARY

 A, B scaling constants

 d distance between components

 f focal length

 h image height

 I invariant

 j, k indices

 l axial intercept distance

 M angular magnifi cation

 m linear, lateral magnifi cation

 n refractive index

 P partial dispersion, projection lens diameter

 r radius

 S source or detector linear dimension

 SS secondary spectrum

 s object distance

 s′ image distance

 t temperature

 u ray slope

 V Abbe number

 y height above optical axis

 a radiometer fi eld of view, projector fi eld of view

 f component power (= 1/f  )

1.3

1

∗Deceased.
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1.4  DESIGN

1.2 FIRST-ORDER LAYOUT

First-order layout is the determination of the arrangement of the components of an optical system 
in order to satisfy the first-order requirements imposed on the system. The term “first-order” means 
the paraxial image properties: the size of the image, its orientations, its location, and the illumination 
or brightness of the image. This also implies apertures, f-numbers, fields of view, physical size limi-
tations, and the like. It does not ordinarily include considerations of aberration correction; these are 
usually third- and higher-order matters, not first-order. However, ordinary chromatic aberration 
and secondary spectrum are first-order aberrations. Additionally, the first-order layout can have an 
effect on the Petzval curvature of field, the cost of the optics, the sensitivity to misalignment, and the 
defocusing effects of temperature changes.

The primary task of first-order layout is to determine the powers and spacings of the system compo-
nents so that the image is located in the right place and has the right size and orientation. It is not neces-
sary to deal with surface-by-surface ray-tracing here; the concern is with components. “Components” 
may mean single elements, cemented doublets, or even complex assemblies of many elements. The first-
order properties of a component can be described by its Gauss points: the focal points and principal 
points. For layout purposes, however, the initial work can be done assuming that each component is of 
zero thickness; then only the component location and its power (or focal length) need be defined.

1.3 RAY-TRACING

The most general way to determine the characteristics of an image is by ray-tracing. As shown in 
Fig. 1, if an “axial (marginal)” ray is started at the foot (axial intercept) of the object, then an image 
is located at each place that this ray crosses the axis. The size of the image can be determined by trac-
ing a second, “principal (chief),” ray from the top of the object and passing through the center of the 
limiting aperture of the system, the “aperture stop;” the intersection height of this ray at the image 
plane indicates the image size. This size can also be determined from the ratio of the ray slopes of 
the axial ray at the object and at the image; this yields the magnification m u uk= ′0 / ; object height 
times magnification yields the image height.

The ray-tracing equations are

 
y l u1 1 1= −  (1)

 
′ = −u u yj j j jφ  (2)

 
y y d uj j j j+ = + ′1

 (3)

 
′ = − ′l y uk k k/  (4)

FIGURE 1
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.5

where l and l′ are the axial intersection distances of the ray before and after refraction by the com-
ponent, u and u′ are the ray slopes before and after refraction, f is the component power (f = 1/f ), 
yj is the height at which the ray strikes the jth component, and dj is the distance from the jth to the 
( j + l)th component. Equations (2) and (3) are applied sequentially to the components, from object 
to image.

These equations can be used in two different ways. When the components and spacings are 
known, the image characteristics can readily be calculated. In the inverse application, the (unknown) 
powers and spaces can be represented by symbols, and the ray can be traced symbolically through 
the postulated number of components. The results of this symbolic ray-tracing can be equated to 
the required characteristics of the system; these equations can then be solved for the unknowns, 
which are the component powers and spacings.

As an example, given the starting ray data, y1 and u1, we get

  
′ = −u u y1 1 1 1φ

 

 
y y d u y d u y2 1 1 1 1 1 1 1 1= + ′ = + −( )φ

 

 
′ = ′ −u u y2 1 2 2φ

 

   
= − − + −u y y d u y1 1 1 1 1 1 1 1 2φ φ φ[ ( )]

 

 
y y u3 2 2 2= + ′ =d etc.

 

Obviously the equations can become rather complex in very short order. However, because of the 
linear characteristics of the paraxial ray equations, they can be simplified by setting either y1 or u1
equal to one (1.0) without any loss of generality. But the algebra can still be daunting.

1.4 TWO-COMPONENT SYSTEMS

Many systems are either limited to two components or can be separated into two-component seg-
ments. There are relatively simple expressions for solving two-component systems.

Although the figures in this chapter show thick lenses with appropriate principal planes, “thin” 
lenses (whose thickness is zero and whose principal planes are coincident with the two coincident 
lens surfaces) may be used.

For systems with infinitely distant objects, as shown in Fig. 2, the following equations for the 
focal length and focus distance are useful:

 
f f f f f dAB A B A B= + −/( )  (5)

 
φ φ φ φ φAB A B A Bd= + −  (6)

 
B f f d fAB A A= −( )/  (7)

 
F f f d fAB B B= −( )/  (8)

 
′ =h f uAB ptan  (9)

where fAB is the focal length of the combination, fAB is its power, fA and fB are the focal lengths of the 
components, fA and fB are their powers, d is the spacing between the components, B is the “back 
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1.6  DESIGN

focus” distance from the B component, F is the “front focus” distance, up is the angle subtended by 
the object, and h′ is the image height.

If fAB, d, and B (or F) are known, the component focal lengths can be found from

 
f df f BA AB AB= −/( )  (10)

 
f dB f B dB AB= − − −/( )  (11)

These simple expressions are probably the most widely used equations in optical layout work.
If a two-component system operates at finite conjugates, as shown in Fig. 3, the following equa-

tions can be used to determine the layout. When the required system magnification and the compo-
nent locations are known, the powers of the components are given by

 
φA ms md s msd= − − ′( )/  (12)

 
φB d ms s ds= − + ′ ′( )/  (13)

where m = h′/h is the magnification, s and s′ are the object and image distances.

d B

EFL = fab

Principal
planes of

lens a

Principal planes
of lens b

Second principal
plane of

combination

Focal
pointP1 P2

Lens a
with fa = 1/fa

Lens b
with fb = 1/fb

FIGURE 2

Component A Component B

Principal
planes

(–) s s'd

T

h' = mb

m'm
h

FIGURE 3
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.7

In different circumstances, the component powers, the object-to-image distance, and the magni-
fication may be known and the component locations are to be determined. The following quadratic 
equation [Eq. (14)] in d (the spacing) is solved for d:

 
0 ( 1) /= − + + + −d dT T f f m f f mA B A B

2 2( )  (14)

and then

 
s m d T m md A/ 1= − + − −[( ) ] [( ) ]1 φ  (15)

 ′ = + −s T s d  (16)

1.5 AFOCAL SYSTEMS

If the system is afocal, then the following relations will apply:

 
MP / / /( ) ( ) ( )= − = =f f u u d dO E E O O E  (17)

and, if the components are “thin,”

 
L f fO E= +  (18)

 
f LO = − ⋅ −MP/ MP( )1  (19)

 
f LE = −/( )1 MP  (20)

where MP is the angular magnification, fO and fE are the objective and eyepiece focal lengths, uE
and uO are the apparent (image) and real (object) angular fields, dO and dE are the entrance and exit 
pupil diameters, and L is the length of the telescope as indicated in Fig. 4.

fO

fO

fE

fE

uE

dE

uO

dO

(a) Astronomical telescope

(b) Galilean telescope

L

L

FIGURE 4
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1.8  DESIGN

1.6 MAGNIFIERS AND MICROSCOPES

The conventional definition of magnifying power for either a magnifier or microscope compares the 
angular size of the image with the angular size of the object when the object is viewed from a (conven-
tional) distance of 10 inches. Thus the magnification can be found from

 
MP 1 /= ′′0 f  (21)

for either a simple microscope (i.e., magnifier) or a compound microscope, where f is the focal 
length of the system. Using the symbols of Fig. 5, we can also write the following for the compound 
microscope

 
MP /( )= + − ′′f f d f fE O E O10  (22)

 
MP = ×m mO E  

 
= ′′( )( )S S fE2 1 10/ /  (23)

1.7 AFOCAL ATTACHMENTS

In addition to functioning as a telescope, beam expander, etc., an afocal system can be used to mod-
ify the characteristics of another system. It can change the focal length, power, or field of the “prime” 
system. Figure 6 shows several examples of an afocal device placed (in these examples) before an 
imaging system. The combination has a focal length equal to the focal length of the prime system 
multiplied by the angular magnification of the afocal device. Note that in Fig. 6a and b the same 
afocal attachment has been reversed to provide two different focal lengths. If the size of the film or 
detector is kept constant, the angular field is changed by a factor equal to the inverse of the afocal 
magnification.

1.8 FIELD LENSES

Figure 7 illustrates the function of the field lens in a telescope. It is placed near (but rarely exactly at) 
an internal image; its power is chosen so that it converges the oblique ray bundle toward the axis 
sufficiently so that the rays pass through the subsequent component. A field lens is useful to keep 
the component diameters at reasonable sizes. It acts to relay the pupil image to a more acceptable 
location.

h
h'

d

uE

fE

Eyelens (fE)
Objective (fO)

S2S1

FIGURE 5
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MP × f

f

MP × f

f

MP × ff

MP × f

f

(d)

(c)

(b)

(a)

FIGURE 6
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1.10  DESIGN

The required field lens power is easily determined. In Fig. 7 the most troublesome ray is that 
from the bottom of the objective aperture; its slope (u) is simply the height that it climbs divided 
by the distance that it travels. The required slope (u′) for the ray after refraction by the field lens is 
defined by the image height ( y), the “eyelens” semidiameter, and the spacing between them. Then 
Eq. (2) can be solved for the field lens power,

 
φ = − ′( )u u y/  (24)

A periscope is used to carry an image through a long, small-diameter space. As shown in Fig. 8, 
the elements of a periscope are alternating field lenses and relay lenses. An optimum arrangement 
occurs when the images at the field lenses and the apertures of the relay lenses are as large as the 
available space allows. This arrangement has the fewest number of relay stages and the lowest power 
components. For a space of uniform diameter, both the field lenses and the relay lenses operate at 
unit magnification.

1.9 CONDENSERS

The projection/illumination condenser and the field lens of a radiation measuring system operate in 
exactly the same way. The condenser (Fig. 9) forms an image of the light source in the aperture of 
the projection lens, thereby producing even illumination from a nonuniform source. If the source 
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.11

image fills the projection lens aperture, this will produce the maximum illumination that the source 
brightness and the projection lens aperture diameter will allow. This is often called Köhler illumina-
tion. In a radiometer type of application (Fig. 10), the field lens images the objective lens aperture 
on the detector, uniformly illuminating its surface and permitting the use of a smaller detector. 
Often, the smallest possible source or detector is desired in order to minimize power or maximize 
signal-to-noise. The smallest possible size is given by

 S P n= α /2  (25)

where S is the source or detector size, P is the projection lens or objective aperture diameter, a is the 
field angle of projection or the radiometer field of view, and n is the index in which the source or 
detector is immersed. This value for S corresponds to an (impractical) system speed of F/0.5. A 
source or detector size twice as large is a far more realistic limit, corresponding to a speed of F/1.0.

The invariant, I = n( y2u1 − y1u2), where y1, u1, y2, and u2 are the ray heights and slopes of two 
different rays, is an expression which has the same value everywhere in an optical system. If the two 
rays used are an axial ray and a principal (or chief) ray as shown in Fig. 11, and if the invariant is 
evaluated at the object and image surfaces, the result is

 hnu h n u= ′ ′ ′  (26)

1.10 ZOOM OR VARIFOCAL SYSTEMS

If the spacing between two components is changed, the effective focal length and the back focus are 
changed in accord with Eqs. (5) through (9). If the motions of the two components are arranged so 
that the image location is constant, this is a mechanically compensated zoom lens, so called because 
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1.12  DESIGN

the component motions are usually effected with a mechanical cam. A zoom system may consist of 
just the two basic components or it may include one or more additional members. Usually the two 
basic components have opposite-signed powers.

If a component is working at unit magnification, it can be moved in one direction or the other to 
increase or decrease the magnification. There are pairs of positions where the magnifications are m
and 1/m and for which the object-to-image distance is the same. This is the basis of what is called a 
“bang-bang” zoom; this is a simple way to provide two different focal lengths (or powers, or fields of 
view, or magnifications) for a system.

1.11 ADDITIONAL RAYS

When the system layout has been determined, an “axial” ray at full aperture and a “principal” ray at 
full field can be traced through the system. Because of the linearity of the paraxial equations, we can 
determine the ray-trace data (i.e., y and u) of any third ray from the data of these two traced rays by

 
y Ay By3 1 2= +  (27)

 
u Au Bu3 1 2= +  (28)

where A and B are scaling constants which can be determined from

 
A y u u y u y y u= − −( ) ( )3 1 3 1 1 2 1 2/  (29)

 
B u y y u u y y u= − −( ) ( )3 2 3 2 1 2 1 2/  (30)

where y1, u1, y2, and u2 are the ray heights and slopes of the axial and principal rays and y3 and u3 are 
the data of the third ray; these data are determined at any component of the system where the speci-
fications for all three rays are known. These equations can, for example, be used to determine the 
necessary component diameters to pass a bundle of rays which are A times the diameter of the axial 
bundle at a field angle B times the full-field angle. In Fig. 12, for the dashed rays A = +0.5 and −0.5 
and B = 1.0. Another application of Eqs. (27) through (30) is to locate either a pupil or an aperture 
stop when the other is known.

FIGURE 12
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.13

1.12 MINIMIZING COMPONENT POWER

The first-order layout may in fact determine the ultimate quality, cost, and manufacturability of the 
system. The residual aberrations in a system are a function of the component powers, relative aper-
tures, and angular fields. The relationships are complex, but a good choice for a system layout is one 
which minimizes the sum of the (absolute) component powers, or possibly the sum of the (abso-
lute) yf product for all the components.

For example, in Fig. 13 the length, magnification, and the eye relief of the rifle scope are speci-
fied. There are five variables: three component powers and two spaces. This is one more variable 
than is necessary to achieve the specified characteristics. If we take the focal length of the objective 
component as the free variable, the component powers which satisfy the specifications can be plot-
ted against the objective focal length, as in Fig. 13, and the minimum power arrangement is easily 
determined.

Minimizing the component powers will strongly tend to minimize the aberrations and also the 
sensitivity of the system to fabrication errors and misalignments. The cost of an optical element 
will vary with its diameter (or perhaps the square of the diameter) and also with the product of the 
diameter and the power. Thus, while first-order layout deals only with components, these relation-
ships still apply reasonably well even when applied to components rather than elements. Minimizing 
the component powers does tend to reduce the cost on these grounds (and also because it tends to 
reduce the complexity of the components).

1.13 IS IT A REASONABLE LAYOUT?

A simple way to get a feel for the reasonableness of a layout is to make a rough scale drawing showing 
each component as single element. An element can be drawn as an equiconvex lens with radii which 
are approximately r = 2(n − 1)f ; for an element with an index of 1.5 the radii equal the focal length. 
The elements should be drawn to the diameter necessary to pass the (suitably vignetted) off-axis 
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1.14  DESIGN

bundle of rays as well as the axial bundle. The on-axis and off-axis ray bundles should be sketched in. 
This will very quickly indicate which elements or components are the difficult ones. If the design is 
being started from scratch (as opposed to simply combining existing components), each component can be 
drawn as an achromat. The following section describes achromat layout, but for visual-spectrum sys-
tems it is often sufficient to assume that the positive (crown) element has twice the power of the achro-
mat and the (negative) flint element has a power equal to that of the achromat. Thus an achromat may 
be sketched to the simplified, approximate prescription: r1 = −r2 =f /2 and r3 = plano.

Any elements which are too fat must then be divided or “split” until they look “reasonable.” This 
yields a reasonable estimate of the required complexity of the system, even before the lens design 
process is begun.

If more or less standard design types are to be utilized for the components, it is useful to tabulate 
the focal lengths and diameters to get the (infinity) f-number of each component, and also its angular 
field coverage. The field coverage should be expressed both in terms of the angle that the object and 
image subtend from the component, and also the angle that the smaller of these two heights subtends 
as a function of the focal length (rather than as a function of that conjugate distance). This latter angle 
is useful because the coverage capability of a given design form is usually known in these terms, that is, 
h/f, rather than in finite conjugate terms. With this information at hand, a reasonable decision can be 
made as to the design type necessary to perform the function required of the component.

1.14 ACHROMATISM

The powers of the elements of an achromat can be determined from

 
φ φA AB A A BV V V= −( )/  (31)

 
φ φB AB B B AV V V= −( )/  (32)

 
= −φ φAB A  

where fAB is the power of the achromatic doublet and VA is the Abbe V-value for the element whose 
power is fA, etc. For the visible spectral region V = (nd − 1)/(nF − nC); this can be extended to any 
spectral region by substituting the indices at middle, short, and long wavelengths for nd, nF, and nC.

If the elements are to be spaced apart, and the back focus is B, then the powers and the spacing 
are given by

 
φ φ φA AB A A B ABBV V B V= −( )/ /  (33)

 
φ φ φB AB B A B ABV B V B V= − −( )/ /  (34)

 
D B AB A( )= −1 φ φ/  (35)

For a complete system, the transverse axial chromatic aberration is the sum of y Vuk
2φ / ′  for all 

the elements, where y is the height of the axial ray at the element and ′uk is the ray slope at the image. 
The lateral color is the sum of yy Vup kφ/ ′ , where yp is the principal ray height.

The secondary spectrum is the sum of y P Vuk
2φ / ′ , where P is the partial dispersion, P = (nd − nc)/

(nF − nc). Summed over two elements, this leads to an expression for the longitudinal secondary 
spectrum of an achromatic doublet

 
SS /= − −f P P V VB A A B( ) ( )

 

 
= − Δ Δ/f P V( )  (36)
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TECHNIQUES OF FIRST-ORDER LAYOUT  1.15

This indicates that in order to eliminate secondary spectrum for a doublet, two glasses with 
identical partial dispersions [so that (PA − PB) is zero] are required. A large difference in V-value 
is desired so that (VA − VB) in the denominator of Eqs. (31) and (32) will produce reasonably low 
element powers. As indicated in the schematic and simplified plot of P versus V in Fig. 14a, most 
glasses fall into a nearly linear array, and (ΔP/ΔV) is nearly a constant for the vast majority of glasses. 
The few glasses which are away from the “normal” line can be used for apochromats, but the ΔV for 
glass pairs with a small ΔP tends to be quite small. In order to get an exact match for the partial dis-
persions so that ΔP is equal to zero, two glasses can be combined to simulate a third, as indicated in 
Fig. 14b. For a unit power (f = 1) apochromatic triplet, the element powers can be found from

 
X V P P V P P P PA B C B C A B A( ) /= − + − −[ ( )] ( )  (37)

 
φC C CV V X= −/( )  (38)

 
φ φB C C A B B C A A B CP P V V P P V P P= − − − −(1 ) / + ( )( ) [ ( ) ]  (39)

 
φ φ φA B C= − −1  (40)

1.15 ATHERMALIZATION

When the temperature of a lens element is changed, two factors affect its focus or focal length. As 
the temperature rises, all dimensions of the element are increased; this, by itself, would lengthen the 
focal length. However, the index of refraction of the lens material also changes with temperature. 
For many glasses the index rises with temperature; this effect tends to shorten the focal length.

The thermal change in the power of a thin element is given by

 
d dt a dn dt nφ φ/ / /= − − −[ ( ) ( )]1  (41)

where dn/dt is the differential of index with temperature and a is the thermal expansion coefficient 
of the lens material. Then for a thin doublet

 
d dt T TA A B Bφ φ φ/ = +  (42)
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FIGURE 14
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1.16  DESIGN

where

 T a dn dt n= − + −[ ( ) ( )]/ / 1  (43)

and f is the doublet power.
For an athermalized doublet (or one with some desired df/dt) the element powers are given by

 
φ φ φA B A Bd dt T T T/= − −[( / ) ] ( )  (44)

 
φ φ φB A= −  (45)

To get an athermalized achromatic doublet, a plot of T against (1/V) for all the glasses/materials 
under consideration is made. A line drawn between two glass points is extended to intersect the 
T axis as indicated in Fig. 15. Then the value of the df/dt for the achromatic doublet is equal to the 
doublet power times the value of T at which the line intersects the T axis. A pair of glasses with a 
large V-value difference and a small or zero T axis intersection is desirable.

An athermal achromatic triplet can be made with three glasses as follows:

 
φ φA A B B C CV T V T V D= −( )/  (46)

 
φ φB B C C A AV T V T V D= −( )/  (47)

 
φ φC C A A B BV T V T V D= −( )/  (48)

 
D V T V T V V T V T V V T VA B B C C B C C A A C A A( ) ( ) (= − + − + − T VB B)  (49)

See also Chap. 8, “Thermal Compensation Techniques,” by Philip J. Rogers and Michael Roberts.

NOTE: Figures 2, 3, 4, 5, 7, 8, 9, 10, 11, and 13 are adapted from W. Smith, Modern Optical 
Engineering, 2nd ed., McGraw-Hill, New York, 1990. The remaining figures are adapted from Critical 
Reviews of Lens Design, W. Smith (Ed.), SPIE, vol. CR41, 1992.

(I/V)

T

A

B

TAB

FIGURE 15

01_Bass_v2ch01_p001-016.indd 1.16 8/24/09 5:32:38 PM



ABERRATION CURVES 
IN LENS DESIGN

Donald C. O’Shea
Georgia Institute of Technology
School of Physics 
Atlanta, Georgia 

Michael E. Harrigan
Harrigan Optical Design
Victor, New York

2.1 GLOSSARY

H ray height

 NA numerical aperture

 OPD optical path difference

P petzval

S sagittal

T tangential

tan U slope

2.2 INTRODUCTION

Many optical designers use aberration curves to summarize the state of correction of an optical 
system, primarily because these curves give a designer important details about the relative con-
tributions of individual aberrations to lens performance. Because a certain design technique may 
affect only one particular aberration type, these curves are more helpful to the lens designer than a 
single-value merit function. When a design is finished, the aberration curves serve as a summary of 
the lens performance and a record for future efforts. For applications such as photography, they are 
most useful because they provide a quick estimate of the effective blur circle diameter.

The aberration curves can be divided into two types: those that are expressed in terms of ray errors 
and those in terms of the optical path difference (OPD). OPD plots are usually plotted against the 
relative ray height in the entrance pupil. Ray errors can be displayed in a number of ways. Either the 
transverse or longitudinal error of a particular ray relative to the chief ray can be plotted as a function 
of the ray height in the entrance pupil. Depending upon the amount and type of aberration present, 
it is sometimes more appropriate to plot the longitudinal aberration as a function of field angle. 

2.1

2
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2.2  DESIGN

For example, astigmatism or field curvature is more easily estimated from field plots, described below. 
Frequently, the curves are also plotted for several wavelengths to characterize chromatic performance. 
Because ray error plots are the most commonly used format, this entry will concentrate on them.

2.3 TRANSVERSE RAY PLOTS

These curves can take several different forms, depending on the particular application of the optical 
system. The most common form is the transverse ray aberration curve. It is also called lateral aberra-
tion, or ray intercept curve (also referred to by the misleading term “rim ray plots”). These plots are 
generated by tracing fans of rays from a specific object point for finite object distances (or a specific 
field angle for an object at infinity) to a linear array of points across the entrance pupil of the lens. The 
curves are plots of the ray error at an evaluation plane measured from the chief ray as a function of the 
relative ray height in the entrance pupil (Fig. 1). For afocal systems, one generally plots angular aberra-
tions, the differences between the tangents of exiting rays and their chief ray in image space.

If the evaluation plane is in the image of a perfect image, there would be no ray error and the 
curve would be a straight line coincident with the abscissa of the plot. If the curve were plotted for 
a different evaluation plane parallel to the image plane, the curve would remain a straight line but it 
would be rotated about the origin. Usually the aberration is plotted along the vertical axis, although 
some designers plot it along the horizontal axis.

The curves in Fig. 1 indicate a lens with substantial underconnected spherical aberration as evi-
denced by the characteristic S-shaped curve. Since a change of the evaluation plane serves only to 
rotate the curve about the origin, a quick estimate of the aberrations of a lens can be made by read-
ing the scale of the ray error axis (y axis) and mentally rotating the plot. For example, the blur spot 
can be estimated from the extent of a band that would enclose the curve a in Fig. 1, but a similar 
estimate could be made from the curves b or c, also.

The simplest form of chromatic aberration is axial color. It is shown in Fig. 2 in the presence of 
spherical aberration. Axial color is the variation of paraxial focus with wavelength and is seen as a differ-
ence in slope of the aberration curves at the origin as a function of wavelength. If the slopes of the curves 
at the origin for the end wavelengths are different, primary axial color is present. If primary axial color is 
corrected, then the curves for the end wavelengths will have the same slope at the origin. But if that slope 
differs from the slope of the curve for the center wavelength, then secondary axial color is present.

A more complex chromatic aberration occurs when the aberrations themselves vary with wave-
length. Spherochromatism, the change of spherical aberration with wavelength, manifests itself as a 
difference in the shapes of the curves for different colors. Another curve that provides a measure of 
lateral color, an off-axis chromatic aberration, is described below.

For a point on the axis of the optical system, all ray fans lie in the meridional plane and only one 
plot is needed to evaluate the system. For off-axis object points, a second plot is added to evaluate a 
fan of skew rays traced in a sagittal plane. Because a skew ray fan is symmetrical across the meridional 

c ΔYΔY

b

a

–EP

a b c
–EP

EP

EP

FIGURE 1 (Left) Rays exiting a lens are intercepted at three evaluation planes. (Right) Ray intercept curves 
plotted for the evaluation planes: (a) at the point of minimum ray error (circle of least confusion); (b) at the 
paraxial image plane; and (c) outside the paraxial image plane. (See also color insert.)
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ABERRATION CURVES IN LENS DESIGN  2.3

plane, only one side of the curve is usually plotted. For all curves the plots are departures from the 
chief ray location in the evaluation plane (Fig. 3). (In the case of the on-axis point, the chief ray is 
coincident with the optical axis.) For systems of small-field coverage only two or three object points 
need to be analyzed, but for wide-angle systems, four or more field points may be necessary.

What can be determined most easily from a comparison between the meridional and sagittal 
fans is the amount of astigmatism in the image for that field point. When astigmatism is present, the 
image planes for the tangential and sagittal fans are located at different distances along the chief ray. 
This is manifested in the ray intercept curves by different slopes at the origin for the tangential and 
sagittal curves. In Fig. 3 the slopes at the origins of the two curves are different at both 70 percent 
and full field, indicating astigmatism at both field points. The fact that the difference in the slopes 
of these two curves has changed sign between the two field points indicates that at some field angle 
between 70 percent and full field, the slopes are equal and there is no astigmatism there. In addition, 
the variation of slopes for each curve as a function of field angle is evidence of field curvature.

Tangential curves

Full field

70% Field

On-axis

Sagittal curves

–EP

–EP

–EP

EP

EP

EP

EP

EP

EP

FIGURE 3 Evaluation of a lens on-axis 
and at two off-axis points. The reduction of 
the length of the curve with higher field indi-
cates that the lens is vignetting these angles. 
The differences in slopes (dashed lines) at 
the origin between the meridional and skew 
curves indicate that the lens has astigmatism 
at these field angles. The variation in the slopes 
with field indicates the presence of field curva-
ture. (See also color insert.)

656.3 nm
587.6 nm
486.1 nm

ΔY

–EP

EP

FIGURE 2 Meridional ray intercept curves of a 
lens with spherical aberration plotted for three colors. 
(See also color insert.)
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2.4  DESIGN

The off-axis aberration of pure primary coma would be evident on these plots as a U-shaped 
curves for the meridional fan and sagittal fans, the tangential curve being three times larger than the 
sagittal curve. The “U” will be either upright or upside down depending on the sign of the coma. In 
almost all cases coma is combined with spherical to produce an S-shaped curve that elongates one 
of the arms of the “S” and shortens the other (Fig. 4).

The amount of vignetting can be determined from the ray intercept curves also. When it is pres-
ent, the meridional curves get progressively shorter as the field angle is increased (Fig. 3), since rays 
at the edges of the entrance pupil are not transmitted. Taken from another perspective, ray intercept 
curves can also provide the designer with an estimate of how far a system must be stopped down to 
provide a required degree of correction.

2.4 FIELD PLOTS

The ray intercept curves provide evaluation for a limited number of object points—usually a point on the 
optical axis and several field points. The field plots present information on certain aberrations across the 
entire field. In these plots, the independent variable is usually the field angle and is plotted vertically and 
the aberration is plotted horizontally. The three field plots most often used are: distortion, field curvature, 
and lateral color. The first of these shows percentage distortion as a function of field angle (Fig. 5).

The second type of plot, field curvature, displays the tangential and sagittal foci as a function of object 
point or field angle (Fig. 6a). In some plots the Petzval surface, the surface to which the image would 

Spherical

Coma

Combined

FIGURE 4 Ray intercept curve showing 
coma combined with spherical aberration. (See 
also color insert.)
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(b)
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FIGURE 6 Field curve: field curvature plot. The locations of 
the tangential T and sagittal S foci are plotted for a full range of 
field angles. The Petzval surface P is also plotted. The tangential 
surface is always three times farther from the Petzval surface than 
from the sagittal surface: (a) an uncorrected system and (b) a
corrected system. (See also color insert.)

–1 0

% Distortion

Angle (degree)

1

FIGURE 5 Field curve: distortion 
plot. The percentage distortion is plotted 
as a function of field angle. Note that the 
axis of the dependent variable is the hori-
zontal axis. (See also color insert.)
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collapse if there were no astigmatism, is also plotted. This plot shows the amount of curvature in the 
image plane and amount of astigmatism over the entire field. In cases of corrected field curvature 
(Fig. 6b), this plot provides an estimate of the residual astigmatism between the axis and the corrected 
zone and an estimate of the maximum field angle at which the image possesses reasonable correction.

The last of the field curves provides information on color error as a function of field angle 
(Fig. 7). Lateral color, the variation of magnification with wavelength, is plotted as the difference 
between the chief ray heights at the red and blue wavelengths as a function of field angle. This 
provides the designer with an estimate of the amount of color separation in the image at various 
points in the field. In the transverse ray error curves, lateral color is seen as a vertical displacement 
of the end wavelength curves from the central wavelength curve at the origin.

Although there are other plots that can describe aberrations of optical systems (e.g., plot of 
longitudinal error as a function of entrance pupil height), the ones described here represent the 
ensemble that is used in most ray evaluation presentations.

2.5 ADDITIONAL CONSIDERATIONS

In many ray intercept curves the independent variable is the relative entrance pupil coordinate of 
the ray. However, for systems with high NA or large field of view, where the principal surface cannot 
be approximated by a plane, it is better to plot the difference between the tangent of the convergence 
angle of the chosen ray and the tangent of the convergence angle of the chief ray. This is because the 
curve for a corrected image will remain a straight line in any evaluation plane.1.When plotted this 
way, the curves are called H-tan U curves.

Shifting the stop of an optical system has no effect on the on-axis curves. However, it causes 
the origin of the meridional curves of off-axis points to be shifted along the curve. In Fig. 8, the 
off-axis meridional curves are plotted for three stop positions of a double Gauss lens. The center 
curve (Fig. 8b) is plotted for a symmetrically located stop; the outer curves are plots when the stop 
is located at lens surfaces before and after the central stop.

It is usually sufficient to make a plot of the aberrations in the meridional and sagittal sections of 
the beam. The meridional section, defined for an optical system with rotational symmetry, is any plane 
containing the optical axis. It is sometimes called the tangential section. The sagittal section is a plane 
perpendicular to the meridional plane containing the chief ray. There are some forms of higher-order 

10.0
Field angle

7.5

5.0

2.5

0.0

Chief ray error (mm)

0.1 0.2–0.1–0.2–0.3

lshort –l long

FIGURE 7 Field curve: lateral color plot. 
A plot of the transverse ray error between red 
and blue chief ray heights in the image plane 
for a full range of field angles. Here the distance 
along the horizontal axis is the color error in the 
image plane. (See also color insert.)
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2.6  DESIGN

coma that do not show in these sections.2 In those cases where this aberration is suspected to be a 
problem, it may be helpful to look at a spot diagram generated from rays in all sections of the bundle.

For a rotationally symmetric system, only objects in a meridional plane need to be analyzed. Also 
for such systems, only meridional ray errors are possible for purely meridional rays. To observe cer-
tain coma types, it is a good idea to plot both the meridional and sagittal ray errors for sagittal rays. 
It is possible for the meridional section to show no coma and have it show only in the meridional 
error component of the sagittal fan,2 but this aberration is normally small.

In addition to plots of the ray error in an evaluation plane, another aberration plot is one that 
expresses wavefront aberrations as an optical path difference from a spherical wavefront centered 
about the image point. These OPD plots are particularly useful for applications where the lens must 
be close to diffraction-limited.

2.6 SUMMARY

Aberration curves provide experienced designers with the information needed to enable them to 
correct different types of aberrations. Chromatic effects are much more easily classified from aberra-
tion curves also. In comparison to spot diagrams and modulation transfer function curves, the types 
of aberrations can be more easily seen and quantified. In the case of diffraction-limited systems, 
modulation transfer functions may provide better estimates of system performance.

2.7 REFERENCES

1. R. Kingslake, Lens Design Fundamentals, Academic Press, San Diego, 1978, p. 144.

2. F. D. Cruickshank and G. A. Hills, “Use of Optical Aberration Coefficients in Optical Design,” J. Opt. Soc. Am. 
50:379 (1960).

(a)

(b)

(c)

FIGURE 8 The effect of stop shifting on the meridional 
ray intercept curves of a double Gauss lens. (a) Stop located 
in front of the normal centrally located stop. (b) Stop at 
the normal stop position. (c) Stop behind the normal stop 
position. The dot locates the point on the curve where the 
origin is located for case (b). (See also color insert.)
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3.1 GLOSSARY

 a axial ray
 b chief ray
 c curvature
 d, e, f, g aspheric coeffi cients

efl effective focal length
 FN focal ratio
 f ( ) function
 h ray height
 m linear, lateral magnifi cation
 n refractive index
 PIV paraxial (Lagrange) invariant
 r entrance pupil radius
 t thickness
 u ray slope
 y coordinate
 z coordinate
 a tilt about x (Euler angles)
 b tilt about y (Euler angles)
 g tilt about z (Euler angles)
 Œ displacement of a ray from the chief ray
 m Buchdahl coeffi cients
 k conic constant
 r radial coordinate
 s 1 spherical aberration

3.1
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3.2  DESIGN

 s 2 coma

 s 3 astigmatism

 s 4 Petzval blur

 s 5 distortion

3.2 INTRODUCTION

The primary function of optical design software is to produce a mathematical description, or pre-
scription, describing the shapes, locations, materials, etc., of an optical system that satisfies a given 
set of specifications. A typical optical design program contains three principal sections: data entry, 
evaluation, and optimization. The optical design programs considered here are to be distinguished 
from ray-trace programs, which are mainly concerned with evaluation, and CAD programs, which 
are mainly concerned with drawings. The essence of an optical design program is its optimization 
section, which takes a starting design and produces a new design that minimizes an error function 
that characterizes the system performance.

The first practical computer software for optical design was developed in the 1950s and 1960s.1–4 
Several commercially available programs were introduced during the 1970s, and development of 
these programs has continued through the 1980s to the present time. Although decades have passed 
since the introduction of optical design software, developments continue in optimization algo-
rithms, evaluation methods, and user interfaces.

This chapter attempts to describe a typical optical design program. It is intended for readers that 
have a general background in optics, but who are not familiar with the capabilities of optical design 
software. We present a brief description of some of the most important mathematical concepts, but 
make no attempt to give a detailed development. We hope that this approach will give readers enough 
understanding to know whether an optical design program will be a useful tool for their own work.

Of course, many different programs are available, each with its own advantages and disadvan-
tages. Our purpose is not to review or explain specific programs, but to concentrate on the basic 
capabilities. Some programs work better than others, but we make no quality judgment. In fact, we 
avoid reference, either explicit or implicit, to any particular program. The features and benefits of 
particular optical design programs are more than adequately described by software vendors, who are 
listed in optical industry buyer’s guides.5

Figure 1 is a flowchart of a typical optical design project. Usually, the designer not only must enter 
the starting design and initial optimization data, but also must continually monitor the progress of 
the computer, modifying either the lens data or the optimization data as the design progresses to 
achieve the best solution. Even when the performance requirements are tightly specified, it is often 
necessary to change the error function during the design process. This occurs when the error function 
does not correlate with the desired performance sufficiently well, either because it is ill-conceived, or 
because the designer has purposefully chosen a simple error function to achieve improved speed.

The fact that there are alternate choices of action to be taken when the design is not good enough 
has led to two schools of thought concerning the design of an optical design program. The first school 
tries to make the interface between the designer and the program as smooth as possible, emphasizing 
the interactive side of the process. The second school tries to make the error function comprehensive, 
and the iteration procedure powerful, minimizing the need for the designer to intervene.

3.3 LENS ENTRY

In early lens design programs, lens entry was a “phase” in which the lens data for a starting design was 
read into the computer from a deck of cards. At that time, the numerical aspects of optical design on 
a computer were so amazing that scant attention was paid to the lens entry process. However, as the 
use of optical design software became more widespread, it was found that a great deal of a designer’s 
time was spent punching cards and submitting new jobs, often to correct past mistakes. Many times, it 
turned out that the hardest part of a design job was preparing a “correct” lens deck!
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Over the years, optical design programs have been expanded to improve the lens entry process, 
changing the function of this part of the program from simple lens entry to what might be called 
lens database management. A typical contemporary program provides on-line access to a library of 
hundreds of lenses, interactive editing, automatic lens drawings, and many features designed to sim-
plify this aspect of optical design.

The lens database contains all items needed to describe the optical system under study, including 
not only the physical data needed to construct the system (curvatures, thicknesses, etc.), but also data 
that describe the conditions of use (object and image location, field of view, etc.). Some programs also 
incorporate optimization data in the lens database, while others provide separate routines for han-
dling such data. In any case, the lens database is often the largest part of an optical design program.

The management of lens data in an optical design program is complicated by two factors. One is 
that there is a tremendous range of complexity in the types of systems that can be accommodated, so 
there are many different data items. The other is that the data are often described indirectly. A surface 
curvature may be specified, for example, by the required slope of a ray that emerges from the surface, 
rather than the actual curvature itself. Such a specification is called a solve, and is based on the fact 
that paraxial ray tracing is incorporated in the lens entry portion of most optical design programs.

It might seem curious that paraxial ray tracing is still used in contemporary optical design pro-
grams that can trace exact rays in microseconds. (The term exact ray is used in this chapter to mean 
a real skew ray. Meridional rays are treated as a special case of skew rays in contemporary software; 
there is not sufficient computational advantage to warrant a separate ray trace for them.) In fact, par-
axial rays have some important properties that account for their incorporation in the lens database.

First, paraxial rays provide a linear system model that leads to analysis of optical systems in terms 
of simple bilinear transforms. Second, paraxial ray tracing does not fail. Exact rays can miss surfaces 
or undergo total internal reflection. Finally, paraxial rays determine the ideal performance of a lens. 
In a well-corrected lens, the aberrations are balanced so that the exact rays come to the image points 
defined by the paraxial rays, not the other way around.

Two basic types of data are used to describe optical systems. The first are the general data that are 
used to describe the system as a whole, and the other are the surface data that describe the individual 
surfaces and their locations. Usually, an optical system is described as an ordered set of surfaces, 

Initial entry of
lens and

optimization data

Evaluate lens
(evaluate)

Change lens and
optimization data

Good enough?

Done

Yes

no (2)no (1)

Iterate design
in computer

(optimization)

FIGURE 1 Flowchart for the lens design process. The action taken when a design 
is not satisfactory depends on how bad it is. The designer (or a design program) may 
change the lens data, or redefine the targets to ones that can be achieved.
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beginning with an object surface and ending with an image surface (where there may or may not be 
an actual image). It is assumed that the designer knows the order in which rays strike the various 
surfaces. Systems for which this is not the case are said to contain nonsequential surfaces, which are 
discussed later.

General System Data

The general data used to describe a system include the aperture and field of view, the wavelengths at 
which the system is to be evaluated, and perhaps other data that specify evaluation modes, vignett-
ing conditions, etc.

Aperture and Field of View The aperture and field of view of a system determine its conditions of 
use. The aperture is specified by the axial ray, which emerges from the vertex of the object surface 
and passes through the edge of the entrance pupil. The field of view is specified by the chief ray, 
which emerges from the edge of the object and passes through the center of the entrance pupil.

There are various common ways to provide data for the axial and chief rays. If the object is at 
an infinite distance, the entrance pupil radius and semifield angle form a convenient way to specify 
the axial and chief rays. For finite conjugates, the numerical aperture in object space and the object 
height are usually more convenient.

Some programs permit the specification of paraxial ray data by image-space quantities such as 
the f-number and the image height, but such a specification is less desirable from a computational 
point of view because it requires an iterative process to determine initial ray-aiming data.

Wavelengths It is necessary to specify the wavelengths to be used to evaluate polychromatic sys-
tems. Three wavelengths are needed to enable the calculation of primary and secondary chromatic 
aberrations. More than three wavelengths are required to provide an accurate evaluation of a typical 
system, and many programs provide additional wavelengths for this reason. There has been little 
standardization of wavelength specification. Some programs assume that the first wavelength is 
the central wavelength, while others assume that it is one of the extreme wavelengths; some require 
wavelengths in micrometers, while others in nanometers.

Other General Data Several other items of general data are needed to furnish a complete lens 
description, but there is little consistency between programs on how these items are treated, or even 
what they are. The only one that warrants mention here is the aperture stop. The aperture stop is 
usually defined to be the surface whose aperture limits the angle of the axial ray. Once the aperture 
stop surface is given, the positions of the paraxial pupils are determined by the imaging properties 
of the system. Since the aperture and field of view are determined formally by the paraxial pupils, 
the apertures are not associated with the exact ray behavior.

The “vignetting factor” is used to account for the differences between paraxial and exact off-axis 
ray heights at apertures. In particular, the vignetting factor provides, in terms of fractional (par-
axial) coordinates, the data for an exact ray that grazes the apertures of a system. Typically, there is 
an upper, lower, and skew vignetting factor. The details of how such factors are defined and handled 
are program dependent.

Surface Data

Surface Location There are two basic ways to specify the location of surfaces that make up a lens. 
One is to specify the position of a surface relative to the immediately preceding surface. The other 
is to specify its position relative to some fixed surface (for example, the first surface). The two ways 
lead to what are called local and global coordinates, respectively. For ordinary lenses consisting of 
a series of rotationally symmetric surfaces centered on an optical axis, local coordinates are more 
convenient, but for systems that include reflectors, tilted, and/or decentered surfaces, etc., global 
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coordinates are simpler. Internally, optical design programs convert global surface data to local 
coordinates for speed in ray tracing.

Most optical design programs use a standard coordinate system and standard sign conven-
tions, although there are exceptions.6 Each surface defines a local right-handed coordinate sys-
tem in which the z axis is the symmetry axis and the yz plane is the meridional plane. The local 
coordinate system is used to describe the surface under consideration and also the origin of the 
next coordinate system. Tilted elements are described by an Euler-angle system in which a is a 
tilt around the x axis, b is a tilt around the y axis, and g is a tilt around the z axis. Since tilting 
and decentering operations are not commutative; some data item must be provided to indicate 
which comes first.

Surface Profile Of the various surfaces used in optical systems, the most common by far is the 
rotationally symmetric surface, which can be written as7
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c is the curvature of the surface; k is the conic constant; and d, e, f, and g are aspheric constants. The 
use of the above equation is almost universal in optical design programs. The description of conic 
surfaces in terms of a conic constant k instead of the eccentricity e used in the standard mathemati-
cal literature allows spherical surfaces to be specified as those with no conic constant. (The conic 
constant is minus the square of the eccentricity.)

Although aspheric surfaces include all surfaces that are not spherical, from a design standpoint 
there is a demarcation between “conic” aspheres and “polynomial” aspheres described using the 
coefficients d, e, f, and g. Rays can be traced analytically through the former, while the latter require 
numerical iterative methods.

Many optical design programs can handle surface profiles that are more complicated than 
the above, including cylinders, torics, splines, and even general aspheres of the form z = f (x, y),
where f (x, y) is an arbitrary polynomial. The general operation of an optical design program, how-
ever, can be understood by considering only the rotationally symmetric surfaces described here.

As mentioned above, the importance of paraxial rays in optical system design has led to the indi-
rect specification of lens data, using solves, as they are called, which permit a designer to incorporate 
the basic paraxial data describing a lens with the lens itself, rather than having to compute and opti-
mize the paraxial performance of a lens as a separate task. Considering the jth surface of an optical 
system, let

 yj = ray height on surface 

 uj = ray slope on image side 

 cj = curvature of surface 

 nj = refractive index on image side 

 tj = thickness on image side 

The paraxial ray trace equations can then be written as8

 
y y t uj j j j= +− − −1 1 1  
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These equations can be inverted to give the curvatures and thicknesses in terms of the ray data. 
We have

 

c
n u n u

y n nj

j j j j

j j j

=
−

−
− −

−

1 1

1( )
 

 

t
y y

uj

j j

j

=
−+1

 

The specification of curvatures and thicknesses by solves is considered to be on an equal basis 
with the direct specification of these items. The terminology used to specify solves is that the solves 
used to determine thickness are called height solves, and the solves used to determine curvature are 
called angle solves. Often, an axial ray height solve on the last surface is used to automatically locate 
the paraxial image plane, a chief ray height solve on the same surface to locate the exit pupil, and an 
axial ray angle solve is used to maintain a given focal length (if the entrance pupil radius is fixed). In 
some programs, additional types of solves are allowed, such as center of curvature solves, or aper-
ture solves.

Of course, specifying lens data in terms of paraxial ray data means that whenever any lens data is 
changed, two paraxial rays must be traced through the system to resolve any following data that are 
determined by a solve. In an optical design program, this function is performed by a lens setup rou-
tine, which must be efficiently coded, since it is executed thousands of times in even a small design 
project.

Other functions of the lens setup routine are to precalculate values that are needed for repetitive 
calculations, such as refractive indices, rotation and translation matrices, etc. Many programs have 
the capability of specifying certain data items to be equal to (±) the value of the corresponding item 
on a previous surface. These are called pickups, and are needed for optimization of systems contain-
ing mirrors, as well as maintaining special geometrical relationships. Programs that lack pickups 
usually have an alternate means for maintaining the required linking between data items. Like solves, 
pickups are resolved by the lens setup routine, although they do not use paraxial data.

Other Surface Data A variety of other data is required to specify surfaces. Most important are 
apertures, discussed below, and refractive indices. Refractive indices are usually given by specify-
ing the name of a catalog glass. In the lens setup routine, the actual refractive indices are calculated 
using an index interpolation formula and coefficient supplied by the glass manufacturer, together 
with the design wavelengths stored with the lens data. Other surface-related items include phase 
data for diffractive surfaces, gradient-index data, holographic construction data, and coatings.

Apertures have a somewhat obscure status in many optical design programs. Although aper-
tures have a major role to play in determining the performance of a typical system, they do not 
usually appear directly in optimization functions. Instead, apertures are usually controlled in 
optimization by targets on the heights of rays that define their edges. If an aperture is speci-
fied directly, it will block rays that pass outside of it and cause typical optimization procedures 
to become unstable. Accordingly, some programs ignore apertures during optimization. Other 
programs allow the apertures to be determined by a set of exact “reference rays” that graze their 
extremities.

Nonsequential Surfaces In some optical systems, it is not possible to specify the order in which a 
ray will intersect the surfaces as it progresses through the system. The most common examples of 
such systems are prisms such as the corner-cube reflector, where the ordering of surfaces depends 
on the entering ray coordinates. Other examples of nonsequential surfaces include light pipes and a 
variety of nonimaging concentrators. Nonsequential surfaces can be accommodated by many opti-
cal design programs, but for the most part they are not “designed” using the program, but rather 
are included as a subsystem used in conjunction with another part of the system that is the actual 
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system being designed. Data specification of nonsequential surfaces is more complicated than ordi-
nary systems, and ray tracing is much slower, since several surfaces must be investigated to see which 
surface is the one actually traversed by a given ray.

Lens Setup

Whenever the lens entry process is completed, the lens must be “set up.” Pickup constraints must be 
resolved. If the system contains an internal aperture stop, the position of the entrance pupil must 
be determined. Then paraxial axial and chief rays must be traced through the system so that surface 
data specified by solves can be computed. Depending on the program, a variety of other data may 
be precomputed for later use, including aperture radii, refractive indices, and various paraxial con-
stants.

The lens setup routine must be very efficient, since it is the most heavily used code in an opti-
cal design program. In addition to running whenever explicit data entry is complete, the code is 
also executed whenever the lens is modified internally by the program, such as when derivatives are 
computed during optimization, or when configurations are changed in a multiconfiguration system. 
Typically, lens setup takes milliseconds (at most), so it is not noticed by the user, other than through 
its effects.

Programming Considerations

In writing an optical design program, the programmer must make a number of compromises 
between speed, size, accuracy, and ease of use. These compromises affect the usefulness of a par-
ticular program for a particular application. For example, a simple, fast, small program may be well 
suited to a casual user with a simple problem to solve, but this same program may not be suited for 
an experienced designer who routinely tackles state-of-the-art problems.

The lens entry portion of an optical design program shows, more than any other part, the dif-
ference in programming models that occurred during the 1980s. Before the 1980s, most application 
programs were of a type called procedural programs. When such a program needs data, it requests 
it, perhaps from a file or by issuing a prompt for keyboard input. The type of data needed is known, 
and the program is only prepared to accept that kind of data at any given point. Although the pro-
gram may branch through different paths in response to the data it receives, the program is respon-
sible for its own execution.

With the popularization in the 1980s of computer systems that use a mouse for input the model 
for an application program changed from the procedural model described above to what is called an 
event-driven model. An event-driven program has a very simple top-level structure consisting of an 
initialization section followed by an infinite loop usually called something like the main event loop. The 
function of the main event loop is to react to user-initiated interrupts (such as pressing a key, or click-
ing a mouse button), dispatching such events to appropriate processing functions. In such a program, 
the user controls the execution, unlike a procedural program, where the execution controls the user.

An event-driven program usually provides a better user interface than a procedural program. 
Unfortunately, most optical design programs were originally written as procedural programs, and it 
is difficult to convert a procedural program into an event-driven program by “patching” it. Usually 
it is easier to start over. In addition, it is harder to write an event-driven program than a procedural 
program, because the event-driven program must be set up to handle a wide variety of unpredict-
able requests received at random times. Of course, it is this very fact that makes the user interface 
better. There is an aphorism sometimes called the “conservation of complexity,” which states that 
the simpler a program is to use, the more complicated the program itself must be.

The data structures used to define lens data in an optical design program may have a major 
impact on its capabilities. For example, for various reasons it is usually desirable to represent a lens 
in a computer program as an array of surfaces. If the maximum size of the array is determined at 
compile time, then the maximum size lens that can be accommodated is built into the program.
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As more data items are added to the surface data, the space required for storage can become 
unwieldy. For example, it takes about 10 items of real data to specify a holographic surface. If every 
surface were allowed to be a hologram, then 10 array elements would have to be reserved for each 
surface’s holographic data. On the other hand, in most systems, the elements would never be used, 
so the data structure would be very inefficient. To avoid this, a more complicated data structure 
could be implemented in which only one element would be devoted to holograms, and this item 
would be used as an index into a separate array containing the actual holographic data. Such an 
array might have a sufficient number of elements to accommodate up to, say, five holograms, the 
maximum number expected in any one system.

The preceding is a simple example of how the data structure in an optical design program can 
grow in complexity. In fact, in a large optical design program the data structure may contain all sorts 
of indices, pointers, flags, etc., used to implement special data types and control their use. Managing 
this data while maintaining its integrity is a programming task of a magnitude often greater than the 
numerical processing that takes place during optical design.

Consider, for example, the task of deleting a surface from a lens. To do this, the surface data must 
of course be deleted, and all of the higher-numbered surfaces renumbered. But, in addition, the sur-
face must be checked to see whether it is a hologram and, if so, the holographic data must also be 
deleted and that data structure “cleaned up.” All other possible special data items must be tested and 
handled similarly. Then all the renumbered surfaces must be checked to see if any of the “pick up” 
data from a surface that has been renumbered, and the reference adjusted accordingly. Then other 
data structures such as the optimization files must be checked to see if they refer to any of the renum-
bered surfaces, and appropriate adjustments made. There may be several other checks and adjust-
ments that must also be carried out.

Related to the lens entry process is the method used to store lens data on disc. Of course, lens 
data are originally provided to a program in the form of text (e.g., “TH 1.0”). The program parses 
this data to identify its type (a thickness) and value (1.0). The results of the parsing process (the 
binary values) are stored in appropriate memory locations (arrays). To store lens data on disc, early 
optical design programs used the binary data to avoid having to reparse it when it was recovered. 
However, the use of binary files has decreased markedly as computers have become fast enough that 
parsing lens input does not take long. The disadvantages of binary files are that they tend to be quite 
large, and usually have a structure that makes them obsolete when the internal data structure of the 
program is changed. The alternative is to store lens data as text files, similar in form to ordinary key-
board input files.

3.4 EVALUATION

Paraxial Analysis

Although the lens setup routine contains a paraxial ray trace, a separate paraxial ray trace routine is 
used to compute data for display to the user. At a minimum, the paraxial ray heights and slopes of 
the axial and chief ray are shown for each surface, in each color, and in each configuration.

The equations used for paraxial ray tracing were described in the previous section. Although 
such equations become exact only for “true” paraxial rays that are infinitesimally displaced from 
the optical axis, it is customary to consider paraxial ray data to describe “formal” paraxial rays that 
refract at the tangent planes to surfaces, as shown in Fig. 2. Here, the ray ABC is a paraxial ray that 
provides a first-order approximation to the exact ray ADE. Not only does the paraxial ray refract at 
the (imaginary) tangent plane BVP, but also it bends a different amount from the exact ray.

In addition to the computation of ray heights and slopes for the axial and chief ray, various par-
axial constants that characterize the overall system are computed. The particular values computed 
depend on whether the system is focal (finite image distance) or afocal (image at infinity). For focal 
systems, the quantities of interest are (at a minimum) the focal length efl, the f-number FN, the par-
axial (Lagrange) invariant PIV, and the transverse magnification m. It is desirable to compute such 
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quantities in a way that does not depend on the position of the final image surface. Let the object 
height be h, the entrance pupil radius be r, the axial ray data in object and image spaces be y, u and 
y′, u′, the chief ray data be y , u and ′y , ′u , and the refractive indices be n and n′.

The above-mentioned paraxial constants are then given by
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′ + ′
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In addition to the paraxial constants, most programs display the locations of the entrance and 
exit pupils, which are easily determined using chief-ray data. Surprisingly, most optical design pro-
grams do not explicitly show the locations of the principal planes. In addition, although most 
programs have the capability to display “y – y

 
” plots, few have integrated this method into the main 

lens entry routine.

Aberrations

Although most optical designs are based on exact ray data, virtually all programs have the capability 
to compute and display first-order chromatic aberrations and third-order monochromatic (Seidel) 
aberrations. Many programs can compute fifth-order aberrations as well. The form in which aber-
rations are displayed depends on the program and the type of system under study, but as a general 
rule, for focal systems aberrations are displayed as equivalent ray displacements in the paraxial 
image plane.

In the case of the chromatic aberrations, the primary and secondary chromatic aberration of 
the axial and chief rays are computed. In a system for which three wavelengths are defined, the pri-
mary aberration is usually taken between the two outer wavelengths, and the secondary aberration 
between the central and short wavelengths.

A

B
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C
E

V

P
S

FIGURE 2 Showing the difference between a paraxial 
ray and a real ray. The paraxial ray propagates along ABC, 
while the real ray propa gates along ADE.

03_Bass_v2ch03_p001-024.indd 3.9 7/28/09 4:57:04 PM



3.10  DESIGN

The Seidel aberrations are computed according to the usual aberration polynomial. If we let Œ be 
the displacement of a ray from the chief ray, then
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For a relative field height h and normalized entrance pupil coordinates r and q, the third-order 
terms are
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The interpretation of the coefficients is generally as follows, but several optical design programs 
display tangential coma, rather than the sagittal coma indicated in the table.

s 1 Spherical aberration
s 2 Coma
s 3 Astigmatism
s 4 Petzval blur
s 5 Distortion

The fifth-order terms are
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These equations express the fifth-order aberration in terms of the Buchdahl m coefficients. In 
systems for which the third-order aberrations are corrected, the following identities exist:
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 m1 Spherical aberration
 m3 Coma
 (m10 – m11)/4 Astigmatism
 (5m11 – m10)/4 Petzval blur
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 m4 + m6 Tangential oblique spherical aberration
 m5 Sagittal oblique spherical aberration
 m7 + m8 Tangential elliptical coma
 m9 Sagittal elliptical coma
 m12 Distortion

Some programs display only the aberrations that have corresponding third-order coefficients, 
omitting oblique spherical aberration and elliptical coma.

The formulas needed to calculate the chromatic and third-order aberrations are given in the U.S. 
Military Handbook of Optical Design. The formulas for calculating the fifth-order aberrations are 
given in Buchdahl’s book.9

Aberration coefficients are useful in optical design because they characterize the system in terms 
of its symmetries, allow the overall performance to be expressed as a sum of surface contributions, 
and are calculated quickly. On the negative side, aberration coefficients are not valid for systems 
that have tilted and decentered elements for systems that cover an appreciable field of view, and 
the accuracy of aberration coefficients in predicting performance is usually inadequate. Moreover, 
for systems that include unusual elements like diffractive surfaces and gradient index materials, the 
computation of aberration coefficients is cumbersome at best.

Ray Tracing

Exact ray tracing is the foundation of an optical design program, serving as a base for both evalu-
ation and optimization. From the programmer’s standpoint, the exact ray-trace routines must be 
accurate and efficient. From the user’s viewpoint, the data produced by the ray-trace routines must 
be accurate and comprehensible. Misunderstanding the meaning of ray-trace results can be the 
source of costly errors in design.

To trace rays in an optical design program, it is necessary to understand how exact rays are speci-
fied. Although the details may vary from one program to the next, many programs define a ray by a 
two-step process. In the first step, an object point is specified. Once this has been done, all rays are 
assumed to originate from this point until a new object point is specified. The rays themselves are 
then specified by aperture coordinates and wavelength.

Exact ray starting data is usually normalized to the object and pupil coordinates specified by the 
axial and chief rays. That is, the aperture coordinates of a ray are specified as a fractional number, 
with 0.0 representing a point on the vertex of the entrance pupil, and 1.0 representing the edge of 
the pupil. Field angles or object heights are similarly described, with 0.0 being a point on the axis, 
and 1.0 being a point at the edge of the field of view.

Although the above normalization is useful when the object plane is at infinity, it is not so good 
when the object is at a finite distance and the numerical aperture in object space is appreciable. 
Then, fractional aperture coordinates should be chosen proportional to the direction cosines of rays 
leaving an object point. There are two reasons for this. One is that it allows an object point to be 
considered a point source, so that the amount of energy is proportional to the “area” on the entrance 
pupil. The other is that for systems without pupil aberrations, the fractional coordinates on the 
second principal surface should be the same as those on the first principal surface. Notwithstanding 
these requirements, many optical design programs do not define fractional coordinates proportional 
to direction cosines.

It is sometimes a point of confusion that the aperture and field of view of a system are specified 
by paraxial quantities, when the actual performance is determined by exact rays. In fact, the paraxial 
specifications merely establish a normalization for exact ray data. For example, in a real system the 
field of view is determined not by the angle of the paraxial chief ray, but by the angle at which exact 
rays blocked by actual apertures just fail to pass through the system. Using an iterative procedure, 
it is not too hard to find this angle, but because of the nonlinear behavior of Snell’s law, it does not 
provide a convenient reference point.
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There are two types of exact rays: ordinary or lagrangian rays, and iterated or hamiltonian rays. 
The designation of rays as lagrangian or hamiltonian comes from the analogy to the equations of 
motion of a particle in classical mechanics. Here we use the more common designation as ordinary 
or iterated rays. An ordinary ray is a ray that starts from a known object point in a known direction. 
An iterated ray also starts from a known object point, but its direction is not known at the start. 
Instead, it is known that the ray passes through some known (nonconjugate) point inside the sys-
tem, and the initial ray direction is determined by an iterative procedure.

Iterated rays have several applications in optical design programs. For example, whenever a new 
object point is specified, it is common to trace an iterated ray through the center of the aperture 
stop (or some other point) to serve as a reference ray, or to trace several iterated rays through the 
edges of limiting apertures to serve as reference rays. In fact, many programs use the term refer-
ence ray to mean iterated ray (although in others, reference rays are ordinary rays). Iterated rays are 
traced using differentially displaced rays to compute corrections to the initial ray directions. Because 
of this, they are traced slower than ordinary rays. On the other hand, they carry more information 
in the form of the differentials, which is useful for computing ancillary data like field sags.

Reference rays are used as base rays in the interpretation of ordinary ray data. For example, the 
term ray displacement often refers to the difference in coordinates on the image surface of a ray from 
those of the reference ray. Similarly, the optical path difference of a ray may compare its phase length 
to that of the corresponding reference ray. The qualifications expressed in the preceding sentences 
indicate that the definitions are not universal. Indeed, although the terms ray displacement and opti-
cal path difference are very commonly used in optical design, they are not precisely defined, nor can 
they be. Let us consider, for example, the optical path difference.

Imagine a monochromatic wavefront from a specified object point that passes through an opti-
cal system. Figure 3 shows the wavefront PE emerging in image space, where it is labeled “actual 
wavefront.” Because of aberrations, an ordinary ray perpendicular to the actual wavefront will not 
intersect the final image surface at the ideal image point I, but at some other point Q. The optical 
path difference (OPD) may be defined as the optical path measured along the actual ray between the 
actual wavefront and a reference sphere centered on the ideal image point.

Unfortunately, the ideal image point is not precisely defined. In the figure, it is shown as the intersec-
tion of the reference ray with the image surface, but the reference ray itself may not be precisely defined. 
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OPD = PR

Reference sphere

Reference ray

Ordinary ray

Actual wavefront DY

Q S T

I

E

r

FIGURE 3 The relation between ray trajectories and optical 
path difference (OPD). See text.
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Is it the ray through the center of the aperture stop, or perhaps the ray through the center of the actual 
vignetted aperture? These two definitions will result in different reference rays, and correspondingly dif-
ferent values for the optical path difference. In fact, in many practical applications neither definition is 
used, and the actual ideal image point is defined to be the one that minimizes the variance of the optical 
path difference (and hence maximizes the peak intensity of the diffraction image).

Moreover, the figure shows that even if the ideal image point is precisely defined, the value of the 
optical path difference depends on the point E where the actual wavefront interesects the reference 
sphere. For the particular point shown, the optical path difference is the optical length along the 
ordinary ray from the object point to the point T, less the optical length along the reference ray from 
the object point to the point I. As the radius of the reference sphere is increased, the point T merges 
with the point S, where a perpendicular from the ideal image point intersects the ordinary ray.

The above somewhat extended discussion is meant to demonstrate that even “well-known” opti-
cal terms are not always precisely defined. Not surprisingly, various optical design programs in com-
mon use produce different values for such quantities. There has been little effort to standardize the 
definitions of many terms, possibly because one cannot legislate physics. In any case, it is important 
for the user of an optical design program to understand precisely what the program is computing.

Virtually all optical design programs can trace single rays and display the ray heights and direction 
cosines on each surface. Other data, such as the path length, angles of incidence and refraction, and 
direction of the normal vector, are also commonly computed. Another type of ray-data display that 
is nearly universal is the ray-intercept curve, which shows ray displacement on the final image surface 
versus (fractional) pupil coordinates. A variation plots optical path difference versus pupil coordinates.

In addition to the uncertainty concerning the definition of ray displacement and optical path 
difference, there are different methods for handling the pupil coordinates. Some programs use 
entrance pupil coordinates, while others use exit pupil coordinates. In most cases, there is not a 
significant difference, but in the case of systems containing cylindrical lenses, for example, there are 
major differences.

Another consideration relating to ray-intercept curves is the way in which vignetting is handled. 
This is coupled to the way the program handles apertures. As mentioned before, apertures have a 
special status in many optical design programs. Rays can be blocked by apertures, but this must be 
handled as a special case by the program, because there is nothing inherent in the ray-trace equa-
tions that prevents a blocked ray from being traced, in contrast to a ray that misses a surface or 
undergoes total internal reflection.

Even though a surface may have a blocking aperture, it may be desirable to let the ray trace proceed 
anyway. As mentioned before, blocking rays in optimization can produce instabilities that prevent con-
vergence to a solution even though all the rays in the final solution are contained within the allowed 
apertures. Another situation where blocking can be a problem concerns central obstructions. In such 
systems, the reference ray may be blocked by an obstruction, so its data are not available to compute 
the displacement or optical path difference of an ordinary ray (which is not blocked). The program-
mer must anticipate such situations and build in the proper code to handle them.

In the case of ray-intercept curves, it is not unusual for programs to display data for rays that are 
actually blocked by apertures. The user is expected to know which rays get through, and ignore the 
others, a somewhat unreasonable expectation. The justification for allowing it is that the designer 
can see what would happen to the rays if the apertures were increased.

In addition to ray-intercept curves, optical design programs usually display field sag plots show-
ing the locations of the tangential and sagittal foci as a function of field angle and distortion curves. 
In the case of distortion, there is the question of what to choose as a reference height. It is generally 
easiest to refer distortion to the paraxial chief ray height in the final image surface, but in many cases 
it is more meaningful to refer it to the centroid height of a bundle of exact rays from the same object 
point. Again, it is important for the user to know what the program is computing.

Spot-Diagram Analysis

Spot diagrams provide the basis for realistic modeling of optical systems in an optical design pro-
gram. In contrast to simple ray-trace evaluation, which shows data from one or a few rays, spot 
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diagrams average data from hundreds or thousands of rays to evaluate the image of a point source. 
Notwithstanding this, it should be understood that the principal purpose of an optical design 
program is to design a system, not to simulate its performance. It is generally up to the designer to 
understand whether or not the evaluation model of a system is adequate to characterize its real per-
formance, and the prudent designer will view unexpected results with suspicion.

From a programmer’s point of view, the most difficult task in spot-diagram analysis is to accu-
rately locate the aperture of the system. For systems that have rotational symmetry, this is not dif-
ficult, but for off-axis systems with vignetted apertures it can be a challenging exercise. However, 
the results of image evaluation routines are often critically dependent on effects that occur near the 
edges of apertures, so particular care must be paid to this problem in writing optical design soft-
ware. Like many other aspects of an optical design program, there is a trade-off between efficiency 
and accuracy.

A spot diagram is an assemblage of data describing the image-space coordinates of a large num-
ber of rays traced from a single object point. The data may be either monochromatic or polychro-
matic. Each ray is assigned a weight proportional to the fractional energy that it carries. Usually, the 
data saved for each ray include its xyz coordinates on the image surface, the direction cosines klm, 
and the optical path length or optical path difference from the reference ray. The ray coordinates are 
treated statistically to calculate root-mean-square spot sizes. The optical path lengths yield a mea-
sure of the wavefront quality, expressed through its variance and peak-to-valley error.

To obtain a spot diagram, the entrance pupil must be divided into cells, usually of equal area. 
Although for many purposes the arrangement of the cells does not matter, for some computations 
(e.g., transfer functions) it is advantageous to have the cells arranged on a rectangular grid. To make 
the computations have the proper symmetry, the grid should be symmetrical about the x and y axis. 
The size of the grid cells determines the total number of rays in the spot diagram.

In computing spot diagrams, the same considerations concerning the reference point appear as for 
ray fans. That is, it is possible to define ray displacements with respect to the chief-ray, the paraxial ray 
height, or the centroid of the spot diagram. However, for spot diagrams it is most common to use the 
centroid as the reference point, both because many image evaluation computations require this defini-
tion, and also because the value for the centroid is readily available from the computed ray data.

 ai = Œxi = ray displacement in the x direction 

 bi = Œyi = ray displacement in the y direction 

 ci = ki /mi = ray slope in the x direction 

 di = li /mi = ray slope in the y direction 

 wi = weight assigned to ray 

The displacements of rays on a plane shifted in the z direction from the nominal image plane by 
an amount Δz are given by
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where W is a normalizing constant that ensures that the total energy in the image adds up to 
100 percent, and
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The mean-square spot size can then be written as
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Usually, the root-mean-square (rms) spot size, which is the square root of this quantity, is 
reported. Since the MSS has a quadratic form, it can be written explicitly as a function of the focus 
shift by
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Differentiating this expression for the MSS with respect to focus shift, then setting the derivative 
to zero, determines the focus shift at which the rms spot size has its minimum value:

 
Δz Q Ropt /= −

 

Although the above equations determine the rms spot size in two dimensions, similar one-
dimensional equations can be written for x and y separately, allowing the ready computation of the 
tangential and sagittal foci from spot-diagram data. In addition, it is straightforward to carry out the 
preceding type of analysis using optical path data, which leads to the determination of the center of 
the reference sphere that minimizes the variance of the wavefront.
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Beyond the computation of the statistical rms spot size and the wavefront variance, most 
optical design programs include a variety of image evaluation routines that are based on spot dia-
gram data. It is useful to characterize them as belonging to geometrical optics or physical optics, 
according to whether they are based on ray displacements or wavefronts, although, of course, all 
are based on the results of geometrical ray tracing.

Geometrical Optics Most optical design programs provide routines for computing radial diagrams 
and knife-edge scans. To compute a radial energy diagram, the spot-diagram data are sorted accord-
ing to increasing ray displacement from the centroid of the spot. The fractional energy is then plot-
ted as a function of spot radius. The knife-edge scan involves a similar computation, except that the 
spot-diagram data are sorted according to x or y coordinates, instead of total ray displacement.

Another type of geometrical image evaluation based on spot-diagram data is the so-called geo-
metrical optical transfer function (GOTF). This function can be developed as the limiting case, as the 
wavelength approaches zero, of the actual diffraction MTF, or, alternately, in a more heuristic way as 
the Fourier transform of a line spread function found directly from spot-diagram ray displacements 
(see, for example, Smith’s book10). From a programming standpoint, computation of the GOTF 
involves multiplying the ray displacements by 2p times the spatial frequency under consideration, 
forming cosine and sine terms, and summing over all the rays in the spot diagram. The computation 
is quick, flexible, and if there are more than a few waves of aberration, accurate. The results of the 
GOTF computation are typically shown as either plots of the magnitude of the GOTF as a function 
of frequency, or alternately in the form of what is called a “through-focus” MTF, in which the GOTF 
at a chosen frequency is plotted as a function of focus shift from the nominal image surface.

Physical Optics The principal physical optics calculations based on spot-diagram data are the 
modulation transfer function, sometimes called the “diffraction” MTF, and the point spread func-
tion (PSF). Both are based on the wavefront derived from the optical path length data in the spot 
diagram. There are various ways to compute the MTF and PSF, and not all programs use the same 
method. The PSF, for example, can be computed from the pupil function using the fast Fourier 
transform algorithm or, alternately, using direct evaluation of the Fraunhofer diffraction integral. 
The MTF can be computed either as the Fourier transfer of the PSF or, alternately, using the con-
volution of the pupil function.11 The decision as to which method to use involves speed, accuracy, 
flexibility, and ease of coding.

In physical-optics-based image evaluation, accuracy can be a problem of substantial magnitude. 
In many optical design programs, diffraction-based computations are only accurate for systems 
in which diffraction plays an important role in limiting the performance. Systems that are limited 
primarily by geometrical aberrations are difficult to evaluate using physical optics, because the 
wavefront changes so much across the pupil that it may be difficult to sample it sufficiently using 
a reasonable number of rays. If the actual wavefront in the exit pupil is compared to a reference 
sphere, the resultant fringe spacing defines the size required for the spot diagram grid, since there 
must be several sample points per fringe to obtain accurate diffraction calculations. To obtain a 
small grid spacing, one can either trace many rays, or trace fewer rays but interpolate the resulting 
data to obtain intermediate data.

Diffraction calculations are necessarily restricted to one wavelength. To obtain polychromatic 
diffraction results it is necessary to repeat the calculations in each color, adding the results while 
keeping track of the phase shifts caused by the chromatic aberration.

3.5 OPTIMIZATION

The function of the optimization part of the program is to take a starting design and modify its 
construction so that it meets a given set of specifications. The starting design may be the result of a 
previous design task, a lens from the library, or a new design based on general optical principles and 
the designer’s intuition.
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The performance of the design must be measured by a single number, often known in optics as 
the merit function, although the term error function is more descriptive and will be used here. The 
error function is the sum of squares of quantities called operands that characterize the desired attri-
butes. Examples of typical operands include paraxial constants, aberration coefficients, and exact 
ray displacements. Sometimes, the operands are broken into two groups: those that must be satisfied 
exactly, which may be called constraints, and others that must be minimized. Examples of constraints 
might include paraxial conditions such as the focal length or numerical aperture.

The constructional parameters to be adjusted are called variables, which include lens curvatures, 
thicknesses, refractive indices, etc. Often the allowed values of the variables are restricted, either by 
requirements of physical reality (e.g., positive thickness) or the given specifications (e.g., lens diam-
eters less than a prescribed value). These restrictions are called boundary conditions, and represent 
another form of constraint.

Usually, both the operands and constraints are nonlinear functions of the variables, so optical 
design involves nonlinear optimization with nonlinear constraints, the most difficult type of prob-
lem from a mathematical point of view. A great deal of work has been carried out to develop effi-
cient, general methods to solve such problems. Detailed consideration of these methods is beyond 
the scope of this chapter, and the reader is referred to a paper by Hayford.12

In a typical optical design task, there are more operands than variables. This means that there is, 
in general, no solution that makes all of the operands equal to their target values. However, there is 
a well-defined solution called the least-squares solution, which is the state of the system for which 
the operands are collectively as close to their targets as is possible. This is the solution for which the 
error function is a minimum.

The Damped Least-Squares Method

Most optical design programs utilize some form of the damped least-squares (DLS) method, some-
times in combination with other techniques. DLS was introduced to optics in about 1960, so it has a 
history of 50 years of (usually) successful application. It is an example of what is known as a down-
hill optimizer, meaning that in a system with multiple minima, it is supposed to find the nearest 
local minimum. In practice, it sometimes suffers from stagnation, yielding slow convergence. On the 
other hand, many designers over the years have learned to manipulate the damping factor to over-
come this deficiency, and even in some cases to find solutions beyond the local minimum.

We consider first the case of unconstrained optimization. Let the system have M operands fi and 
N variables xi. The error function f is given by

 
φ = + + +f f fM1

2
2
2 2�

 

Define the following:

 A = derivative matrix, A
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xij
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 x = change vector 

 f = error vector 

With these definitions, we have

 G = A fT
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If we assume that the changes in the operands are linearly proportional to the changes in the 
variables, we have

 
f Ax f= + 0  

 
G A Ax G= +T

0  

At the solution point, the gradient vector is zero, since the error function is at a minimum. The 
change vector is thus

 
x (A A) G1= - -T

0  

These are called the least-squares normal equations, and are the basis for linear least-squares 
analysis. When nonlinear effects are involved, repeated use of these equations to iterate to a mini-
mum often leads to a diverging solution. To prevent such divergence, it is common to add another 
term to the error function, and this limits the magnitude of the change vector x. In the DLS method, 
this is accomplished by defining a new error function

 j = f + pxTx 

A key property of DLS is that the minimum of j is the same as the minimum of f since, at the 
minimum, the change vector x is zero. By differentiating and setting the derivative equal to zero at 
the minimum, we arrive at the damped least-squares equations

 
x (A A I) G1= - +T p −

0  

which look like the normal equations with terms added along the diagonal. These terms provide 
the damping, and the factor p is called the damping factor. This particular choice of damping is 
called additive damping but, more generally, it is possible to add any terms to the diagonal and still 
maintain the same minimum. Some optical design programs multiply the diagonal elements of the 
ATA matrix by a damping factor, while others make them proportional to the second derivative 
terms. Although theoretical arguments are sometimes advanced to support the choice of a particular 
method of damping, in practice the choice of damping factor is an ad hoc way to accelerate con-
vergence to a solution by limiting the magnitude (and changing the direction) of the change vector 
found from the normal equations.

In practical optical design work, it has been found that no single method for choosing the damp-
ing factor works best in all cases. In a particular problem, one method may be dramatically better 
than another, but in a different problem, the situation may be completely reversed. Every optical 
design program has its unique way of choosing the optimum damping, which makes each program 
different from the others, and gives it a raison d’être.

Although the principal use of the damping factor is to accelerate convergence by limiting the 
magnitude of the change vector, the damping factor has also been used routinely to increase the 
magnitude of the change vector to escape a local minimum. During the course of a minimization 
task, if the solution stagnates, or does not converge to what the designer believes to be an acceptable 
configuration, it may be possible to force the solution into another region by running one or more 
iterations with reduced damping in which the error function increases.

Constraints and Boundary Conditions There are two general methods used in optical design pro-
grams for handling constraints and boundary conditions. The first is to add a term (called a penalty 
function) to the error function that targets the constraint to its desired value. In the case of boundary 
violations, “one-sided” terms can be added, or special weighting functions can be constructed that 
increase in magnitude as a violation goes farther into a forbidden region. The other method augments 
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the number of equations by the number of constraints and solves the resulting equations using the 
Lagrange multiplier method. This produces a minimum that satisfies the constraints exactly and 
minimizes the remaining error function.

The penalty function method is more flexible and faster (since there are fewer equations) than 
the Lagrange multiplier method. On the other hand, the Lagrange multiplier method gives more 
precise control over the constraints. Both are commonly used in optical design software.

Other Methods

Although DLS is used in the vast majority of optical design applications, other methods are occa-
sionally used,12 and two warrant mention. These are orthonormalization, which has been used to 
overcome stagnation in some DLS problems, and simulated annealing, which has been used for 
global optimization.

Orthonormalization The technique of orthonormalization for the solution of optical design 
problems was introduced by Grey.2 Although it solves the same problem as DLS does, it proceeds in 
a very different fashion. Instead of forming the least-squares normal equations, Grey works directly 
with the operand equations

 Ax f= −  

To understand Grey’s method, it is best to forget about optics and consider the solution of these 
equations strictly from a mathematical point of view. The point of view that Grey uses is that f rep-
resents a vector in m-dimensional space. The columns of A can be regarded as basis vectors in this 
m-dimensional space. Since there are only n columns, the basis vectors do not span the space. The 
change vector x represents a projection of f on the basis vectors defined by A. At the solution point, 
the residual part of f will be orthogonal to its projection on the basis vectors.

In Grey’s orthonormalization method, the solution of the equations is found by a technique simi-
lar to Gram-Schmidt orthogonalization, but during the solution process, the actual error function is 
evaluated several times in an effort to use the best variables to maximum advantage. Because of this, 
the method is computationally intensive compared to DLS. However, the extra computation is justified 
by a more accurate solution. The common wisdom is that orthogonalization is superior to DLS near a 
solution point, and inferior to DLS when the solution is far removed from the starting point.

Simulated Annealing Simulated annealing has been applied to optical design optimization, chiefly 
in problems where the task is to find a global minimum. The method varies drastically from other 
techniques. It makes no use of derivative information, and takes random steps to form trial solu-
tions. If a trial solution has a lower error function than the current system, the new system replaces 
the old. If a trial solution has a higher error function than the current system, it may be accepted, 
depending on how much worse it is. The probability of acceptance is taken to be exp ( / )−Δφ T , 
where T is an experimentally determined quantity. In general simulated annealing, T is provided by 
the user. In adaptive simulated annealing, T is reduced automatically according to algorithms that 
hold the system near statistical equilibrium.

Error Functions

Obviously, the choice of an error function has a major impact on the success of an optical design 
task. There are a number of requirements that an error function should meet. Most importantly, 
the error function should accurately characterize the desired properties of the system under design. 
There is little chance of success if the program is optimizing the wrong thing. Yet this is an area of 
great difficulty in computer-aided optical design, because it is at odds with efficiency. In order to 
obtain more accuracy, more extensive computations should be carried out, but this takes time.
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There are two schools of thought concerning the implementation of error functions in opti-
cal design programs. The first holds that the designer should have complete control over the items 
included in the error function, while the second holds that the program itself should set up the basic 
error function, allowing the designer some degree of control through weighting functions. Neither 
school has demonstrated superiority, but the approach to error function construction taken by vari-
ous optical design programs accounts for user allegiances that are sometimes remarkably strong.

The different ways that optical design programs handle error functions makes it difficult to 
discuss the topic here in anything other than broad detail. At one extreme are programs that 
provide practically no capability for the user to insert operands, displaying only the value of the 
overall error function, while at the other extreme are programs that make the user enter every 
operand individually. Regardless of the user interface, however, there are some general concepts 
that are universally relevant.

Error functions can be based on either aberration coefficients or exact-ray data (or both). In the 
early stages of design, aberration coefficients are sometimes favored because they provide insight 
into the nature of the design, and do not suffer ray failures. However, the accuracy of aberration 
coefficients for evaluating complex systems is not very good, and exact-ray data are used in virtually 
all final optimization work.

So far as exact-ray error functions are concerned, there is the question of whether to use ray 
displacements or optical path difference (or both). This is a matter of user (or programmer) prefer-
ence. The use of ray displacements leads to minimizing geometrical spot sizes, while the use of opti-
cal path difference leads to minimizing the wavefront variance.

For exact-ray error functions, a suitable pattern of rays must be set up. This is often called a 
ray set. There are three common methods for setting up a ray set. The first is to allow the designer 
to specify the coordinates (object, pupil, wavelength, etc.) for a desired set of rays. This gives great 
flexibility, but demands considerable skill from the user to ensure that the resulting error function 
accurately characterizes performance.

The other two methods for setting up ray sets are more automatic. The first is to allow the user to 
specify object points, and have the program define a rectangular grid of rays in the aperture for each 
point. The second uses a Gaussian integration scheme proposed by Forbes to compute the rms spot 
size, averaged over field, aperture, and wavelength.13 The Forbes method, which is restricted to sys-
tems having plane symmetry, leads to dividing the aperture into rings and spokes. For systems hav-
ing circular pupils, the Forbes method has both superior accuracy and efficiency, but for vignetted 
pupils, there is little difference between the two.

Multiconfiguration Optimization

Multiconfiguration optimization refers to a process in which several systems having some com-
mon elements are optimized jointly, so that none of the individual systems but the ensemble of 
all of the systems is optimized. The archetype of multiconfiguration systems is the zoom system in 
which the focal length is changed by changing the separation between certain elements. The system 
is optimized simultaneously at high, medium, and low magnifications to produce the best overall 
performance.

Most of the larger optical design programs have the capability to carry out multiconfiguration 
optimization, and this capability is probably used more for non-zoom systems than for zoom sys-
tems. A common use of this feature is to optimize a focal system for through-focus performance in 
order to minimize sensitivity to image plane shifts. In fact, multiconfiguration optimization is used 
routinely to control tolerances.

Tolerancing

Beyond the task of desensitizing a given design, considerations of manufacturing tolerances 
become increasingly important as the complexity of optical designs increases. It is quite easy to 

03_Bass_v2ch03_p001-024.indd 3.20 7/28/09 4:57:07 PM



OPTICAL DESIGN SOFTWARE  3.21

design optical systems that cannot be built because the fabrication tolerances are beyond the 
capability of optical manufacturing technology. In any case, specifying tolerances is an integral 
part of optical design, and a design project cannot be considered finished until appropriate toler-
ances are established.

Tolerancing is closely related to optimization. The basic tolerance computation is to calculate 
how much the error function changes for a small change in a construction parameter, which is the 
same type of computation carried out when computing a derivative matrix. Even more relevant, 
however, is the use of compensators, which requires reoptimization. A compensator is a construc-
tion parameter that can be adjusted to compensate for an error introduced by another construc-
tion parameter. For example, a typical compensator would be the image distance, which could be 
adjusted to compensate for power changes introduced by curvature errors.

There is considerable variation in how different optical design programs handle tolerancing. 
Some use the reoptimization method described here, while others use Monte Carlo techniques. 
Some stress interaction with the designer, while others use defaults for more automatic operation.

3.6 OTHER TOPICS

Of course, many other topics would be included in a full discussion of optical design software. Space 
limitations and our intended purpose prevents any detailed consideration, but a few of the areas 
where there is still considerable interest are the following.

Simulation

There is increased interest in using optical design programs to simulate the performance of actual 
systems. The goal is often to be able to calculate radiometric throughput of a system used in con-
junction with a real extended source. It is difficult to provide software to do this with much general-
ity, because brute force methods are very inefficient and hard to specify, while elegant methods tend 
to have restricted scope, and demand good judgment by the person modeling the physical situation. 
Nevertheless, with the increase in the speed of computers, there is bound to be an increasing use of 
optical design software for evaluating real systems.

Global Optimization

After several years during which there was little interest in optimization methodology, the 
tremendous increase in the speed of new computers has spawned a renewal of efforts to find 
global, rather than local, solutions to optical design problems. Global optimization is a much 
more difficult problem than local optimization. In the absence of an analytic solution, one 
never knows whether a global optimum has been achieved. All solution criteria must specify a 
region of interest and a time limit, and the method cannot depend on the starting point. The 
simulated annealing method described above is one area of continuing interest. Several meth-
ods for what might be called pseudo-global optimization have been used in commercial optical 
design programs, combining DLS with algorithms that allow the solution to move away from 
the current local minimum.

Computing Environment

Increasingly, optical design programs are used in conjunction with other software. Drawing pro-
grams, manufacturing inventory software, and intelligent databases are all relevant to optical design. 
While the conventional optical design program has been a stand-alone application, there is increas-
ing demand for integrating optical design into more general design tasks.
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3.7 BUYING OPTICAL DESIGN SOFTWARE

The complexity of the optical design process, together with the breadth of applications of optics, has 
created an ongoing market for commercial optical design software. For people new to optical design, 
however, the abundance of advertisements, feature lists, and even technical data sheets doesn’t make 
purchasing decisions easy. The following commentary, adapted from an article, may be helpful in 
selecting an optical design program.14 It considers five key factors: hardware, features, user interface, 
cost, and support.

Hardware

It used to be that the choice of an optical design program was governed by the computer hardware 
available to the designer. Of course, when the hardware cost was many times higher than the soft-
ware cost, this made a great deal of sense. Today, however, the software often costs more than the 
hardware, and many programs can be run on several different computer platforms, so the choice of 
computer hardware is less important. The hardware currently used for optical design is principally 
IBM-PC compatible.

To run optical design software, the fastest computer that can be obtained easily is recommended. 
The iterative nature of optical design makes the process interminable. There is a rule, sometimes 
called the Hyde maxim, that states that an optical design is finished when the time or money runs 
out. Notwithstanding this, the speed of computers has ceased to be a significant impediment to 
ordinary optical design. Even low-cost computers now trace more than 1000 ray-surfaces/s, a speed 
considered the minimum for ordinary design work, and create the potential for solving new types of 
problems formerly beyond the range of optical design software.

Before desktop computers, optical design software was usually run on time-shared central com-
puters accessed by terminals, and some programs are still in that mode. There seems to be general 
agreement, however, that the memory-mapped display found on PCs provide a superior working 
environment and dedicated desktop computer systems are currently most popular.

Features

If you need a particular feature to carry out your optical design task, then it is obviously important 
that your optical design program have that feature. But using the number of features as a way to 
select an optical design program is probably a mistake. There are more important factors, such as 
cost, ease of use, and scope. Moreover, you might assume that all the features listed for a program 
work simultaneously, which may not be true. For example, if a vendor states that its program han-
dles holograms and toric surfaces, you might assume that you can work with holographic toroids, 
but this may not be true.

The continuing growth of optics and the power of desktop computers has put heavy demands on 
software vendors to keep up with the development of new technology. Moreover, since the customer 
base is small and most vendors now support the same computer hardware, the market has become 
highly competitive. These factors have led to a “feature” contest in which software suppliers vie to 
outdo each other. While this is generally good for the consumer, the introduction of a highly vis-
ible new feature can overshadow an equally important but less obvious improvement (for example, 
fewer bugs or better documentation). In addition, the presence of a number of extra features is no 
guarantee that the underlying program is structurally sound.

User Interface

There is very little in common between the user interfaces used by various optical design programs. 
Each seems to have its own personality. The older programs, originally designed to run in batch 
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mode on a large computer, are usually less interactive than ones that were written specifically for 
desktop computers. Batch programs tend to be built more around default actions than interac-
tive programs, which require more user input. It would be hard to put any of today’s major optical 
design programs in a box classified as either batch or interactive, but the look and feel of a program 
has a strong influence on its usefulness.

Many people don’t realize that the most important benefit of using an optical design program is 
often the understanding that it provides the user about how a particular design works. It’s often tempt-
ing to think that if the computer could just come up with a satisfactory solution, the design would be 
finished. In practice, it is important to know the trade-offs that are made during a design project. This 
is where the judgment of the optical engineer comes in, knowing whether to make changes in mechan-
ical or electrical specifications to achieve the optimum balance in the overall system. Lens designers 
often say that the easiest lens to design is one that has to be diffraction-limited, because it is clear when 
to stop. If the question of how to fit the optics together with other system components is important, 
then the ability of the user to work interactively with the design program can be a big help.

Cost

In today’s market, there is a wide range of prices for optical design software. This can be very con-
fusing for the first-time buyer, who often can’t see much difference in the specifications. The pricing 
of optical design software is influenced by (at least) three factors.

First, the range of tasks that can be carried out using an optical design program is enormous. The 
difference in complexity between the job of designing a singlet lens for a simple camera, and that of 
designing a contemporary objective for a microlithographic masking camera is somewhat akin to 
the difference between a firecracker and a hydrogen bomb.

Second, all software is governed by the factors originally studied in F. P. Brooks’ famous essay The
Mythical Man-Month.15 Brooks was director of the group that developed the operating system for 
the IBM 360, a mainframe computer introduced in the 1960s. Despite its provocative title, Brooks’ 
essay is a serious work that has become a standard reference for software developers. In it, he notes 
that if the task of developing a program to be used on a single computer by its author has a diffi-
culty of 1, then the overall difficulty of producing integrated software written by a group of people 
and usable by anyone on a wide range of computers may be as high as 10. In recent years, the scope 
of the major optical design programs has grown too big for a single programmer to develop and 
maintain, which raises costs.

Third, there are structural differences in the way optical design software is sold. The original 
mainframe programs were rented, not sold. If the user did not want to continue monthly payments, 
the software had to be returned. PC programs, on the other hand, are usually sold with a one-time 
fee. In the optical design software business, several vendors offer a compromise policy, combining a 
permanent license with an optional ongoing support fee.

It would be nice if the buyer could feel comfortable that “you get what you pay for,” but unfortu-
nately this view is too simplistic. One program may lack essential capabilities, another may contain 
several unnecessary features when evaluated for a particular installation. Buying on the basis of cost, 
like features, is probably not a good idea.

Support

Support is an important aspect to consider in selecting an optical design program, and it is often 
difficult to know what is included in support. Minimal support consists of fixing outright bugs in 
the program. More commonly, support includes software updates and phone or email assistance in 
working around problems.

Optical design programs are typically not bug-free. Unlike simple programs like word proces-
sors, optimization programs cannot be fully tested, because they generate their own data. One result 
of this is that software vendors are generally reluctant to offer any warranty beyond a “best-effort” 
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attempt to fix reported problems. Unfortunately, there is no good way for buyers to know whether 
and when their particular problems may be fixed; the best approach is probably to assess the track 
record of the vendor by talking to other users.

Coupled with support is user training. Although it should be possible to use a program by study-
ing the documentation, the major optical design software vendors offer regular seminars, often cov-
ering not only the mechanics of using their program, but also general instruction in optical design. 
For new users, this can be a valuable experience.

3.8 SUMMARY

As stated in the introduction, this chapter is intended as a survey for readers who are not regular 
users of optical design software. The form of an optical design program described here, consisting 
of lens entry, evaluation, and optimization sections, is used in many different programs. There has 
been little standardization in this field, so the “look and feel,” performance features and extent of 
various programs are quite different. Nonetheless, it is hoped that with a knowledge of the basic 
features described here, the reader will be in a good position to judge whether an optical design pro-
gram is of use, and to make an informed decision about whether one particular program is better 
than another.
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4.1 GLOSSARY

 ATF approximate transfer factor

 DTF diffraction transfer function

 MTF modulation transfer function

 W wavefront error in units of wavelengths

 Wrms root-mean-square wavefront error

t-number  f-number adjusted for lens transmission

 n normalized spatial frequency

4.2 INTRODUCTION

Setting the specifications for an optical instrument or system is an essential part of engineering, 
designing, or purchasing an optical system. Since the optics usually serve as a portion of a larger 
system, the specifications are frequently set by project managers who do not have specific knowledge 
in the basics of optical systems. This can at times lead to unrealistic requirements being established; 
this can profoundly affect the probability of success for the system. Properly drafted specifications 
can make the entire project successful and cost effective. Poorly written specifications can lead to 
excess cost and ultimately project failure.

One of the difficulties with setting optical specifications is that the ultimate result of a beam of 
light passing through a complex assembly of components is affected by each of those components, 
which in turn need to be specified and tolerances placed upon the fabrication and assembly of those 
components. In the case of an imaging system, the problem is compounded by the need to describe 
an optical system which passes many bundles of light across a wide field of view. Even in the case of 
single beam, optical communications components, indirect issues such as scattered light and envi-
ronmental stability may prove to be major issues.

∗Retired.

4.1

4
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In the worst case, the specifications may be set so high that the system is not capable of being 
manufactured. In most cases, the specifications interact with other devices, such as detector arrays, 
and matching the quality of the optic to the limits of the sensor is required. In this section some of 
the principles involved in setting the specifications will be discussed, and guidelines provided for 
carrying out the process of specification setting. The reader will have to extend these principles to 
the device or system that is being considered. In this chapter, the stress will be placed on imaging 
systems.

Specifications for optical systems cover a wide range of needs. Functional specifications of the 
image quality or other optical characteristics are required for the satisfactory operation of a sys-
tem. These functional specifications serve as the goal for the design and construction of the optical 
system. In addition, these specifications are a basis for tolerances placed upon the components of 
the optical system and lead to detailed component specifications used for procurement of the opti-
cal elements of the system. Assembly specifications and detailed specifications of optical parts to 
be produced by a shop can be written based upon these component specifications. The detail and 
extent of information required is different at each step. Over- or underspecification can contribute 
significantly to the cost or feasibility of design of an optical system.

Functional specifications are also used to describe the characteristics that an instrument must 
demonstrate in order to meet the needs of the user. This may include top-level requirements such 
as size, weight, image scale, image format, power levels, spectral range, and so on. Component 
specifications are developed after design of the system and describe the optical components, surface, 
and materials used in the system to the detail necessary to permit fabrication of the components. 
Assembly specifications are another derivative of the design and system specifications. These include 
the statement of tolerances upon location of the components, as well as the procedure to be used in 
assembling and testing the system.

The development and writing of these specifications is important both for initiating and for 
tracking the course of development of an optical instrument. In a business or legal sense, specifica-
tions are used to establish responsibility for a contractor or subcontractor, as well as to define the 
basis for bidding on the job. Thus the technical specifications can have business importance as well 
as engineering significance. “Meeting the customer’s specifications” is an essential part of any design 
and fabrication task. Identifying areas where the specifications could be altered with benefit to all 
parties is an important business and engineering responsibility.

Specifications are usually communicated as a written document following some logical format. 
Although there are some international standards that may cover the details of drawings of com-
ponents, there is no established uniform set of standards for stating the specifications on a system 
or component. The detailed or component specifications are usually added as explanatory notes to 
drawings of the components to be fabricated. In modern production facilities, the specifications and 
tolerances are often part of a digital database that is accessed as part of the production of the com-
ponents of the system.

The detail and the intent of each of these classes of specifications are different. Optical specifica-
tions differ from many mechanical or other sets of specifications in that numbers are applied to 
surfaces and dimensions that control the cumulative effect of errors imposed on a wavefront passing 
through the total system. Each of the specifications must be verifiable during fabrication, and the 
overall result must be testable after completion.

Mechanical versus Optical Specifications

There are two types of specifications that are applied to an optical system or assembly. One set of 
these includes mechanical tolerances on the shape or location of the components that indirectly 
affect the optical quality of the image produced by the system. Examples of this include the overall 
size or weight of the system. The other set consists of specialized descriptions that directly affect the 
image quality. Examples of this latter type of specification are modulation transfer function (MTF), 
illumination level, and location of the focal plane relative to the system.
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System versus Components Specifications

Some specifications have meaning only with respect to the behavior of the entire optical system. Others 
apply to the individual components, but may affect the ability of the entire system to function.

An example of a system specification is a set of numbers limiting the range of acceptable values 
of the MTF that are required for the system. Another system specification is the desired total light 
transmission of the system.

Examples of component specifications are tolerances upon surface irregularity, sphericity, and 
scattering. The related component specification based upon the system light transmission specifica-
tion might provide detailed statements about the nature and properties of the antireflective coatings 
to be applied to the surface of each element.

Image Specifications

The specifications that are applied to the image usually deal with image quality. Examples are mod-
ulation transfer function, fraction of scattered light, resolution, or distortion. In some cases, these 
specifications can be quite general, referring to the ability of the lens to deliver an image suitable for 
a given purpose, such as the identification of serial numbers on specific products that are to be read 
by an automated scanner. In other cases, the requirements will be given in a physically meaningful 
manner, such as “the MTF will be greater than 40 percent at 50 lines per millimeter throughout the 
field of view.”

Other criteria may be used for the image specifications. One example is the energy concentra-
tion. This approach specifies the concentration of light from a point object on the image surface. 
For example, the specification might read “75 percent of the light shall fall within a 25-μm-diameter 
circle on the image.” This quantity is obviously measurable by a photometer with appropriate-size 
apertures. The function may be computed from the design data by a method of numerical integra-
tion similar to that providing the point spread function or modulation transfer function.

Wavefront Specifications

Wavefront specifications describe the extent to which the wavefront leaving the lens or components 
conforms to the ideal or desired shape. Usually the true requirement for an optical system is the 
specification of image quality, such as MTF, but there is a relation between the image quality and 
the wavefront error introduced by the optical system. The wavefront error may be left to be derived 
from the functional image quality specification, or it may be defined by the intended user of the 
system.

For example, a wavefront leaving a lens would ideally conform to a sphere centered on the chosen 
focal location. The departure of the actual wavefront from this ideal, would be expressed either as 
a matrix or map of departure of the wavefront from the ideal sphere, as a set of functional forms 
representing the deviation, or as an average [usually root-mean-square (rms)] departure from the 
ideal surface. By convention, these departures are expressed in units of wavelength, although there is 
a growing tendency to use micrometers as the unit  of measure.

The rms wavefront error is a specific average over the wavefront phase errors in the exit pupil. The 
basic definition is found by defining the nth power average of the wavefront W(x, y) over the area A 
of the pupil and then specifically defining Wrms or, in words, the rms wavefront error is the square root 
of the mean square error minus the square of the mean wavefront error:

W
A

W x y dx dy

W W W

n n=

= −

∫
1

2 2

( , )

[ ] [ ]rms

The ability to conveniently obtain a complete specification of image quality by a single number 
describing the wavefront shape has proven to be questionable in many cases. Addition of a correlation 
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length, sometimes expressed as a phase difference between separated points, has become common. 
In other cases, the relative magnitude of the error when represented by various orders of Zernike 
polynomials is used.

There is, of course, a specific relationship between the wavefront error produced by a lens and 
the resulting image quality. In the lens, this is established by the process of diffraction image for-
mation. In establishing specifications, the image quality can be determined by computation of the 
modulation transfer function from the known wavefront aberrations. This computation is quite 
detailed and, while rapidly done using present day computer techniques, is quite complex for gen-
eral specification setting. An approximation which provides an average MTF or guide to acceptable 
values relating wavefront error and MTF is of great aid.

A perfect lens is one that produces a wavefront with no aberration, or zero rms wavefront error. 
By convention, any wavefront with less than 0.07 wave, rms, of aberration is considered to be 
essentially perfect. It is referred to as diffraction-limited, since the image produced by such a lens is 
deemed to be essentially indistinguishable from a perfect image.

The definition of image quality depends upon the intended application for the lens. In general, 
nearly perfect image quality is produced by lenses with wavefront errors of less than 0.15 wave, 
rms. Somewhat poorer image quality is found with lenses that have greater than about 0.15 wave 
of error. The vast majority of imaging systems operate with wavefront errors in the range of 0.1 to 
0.25 wave, rms.

There are several different methods that can be used to establish this relationship. The most 
useful comparison is with the MTF for a lens with varying amounts of aberration. The larger the 
wavefront error, the lower will be the contrast at specific spatial frequencies. For rms error levels of 
less than 0.25 or so, the relation is generally monotonic. For larger aberrations, the MTF becomes 
rather complex, and the relation between rms wavefront error and MTF value can be multiple val-
ued. Nevertheless, an approximate relation between MTF and rms wavefront error would be useful 
in setting reasonable specifications for a lens.

There are several possible approximate relations, but one useful one is the empirical formula 
relating root-mean-square wavefront error and MTF given by

MTF (v) = DTF (v) × ATF (v)

The functional forms for these values are
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These look quite complicated, but are relatively simple, as is shown in Fig. 1. This is an approxi-
mation, however, and it becomes progressively less accurate as the amount of the rms wavefront 
error Wrms exceeds about 0.18 wavelength. The approximation remains reasonably valid for lower 
spatial frequencies, less than about 25 percent of the diffraction limited cutoff frequency. The major-
ity of imaging systems fall into this category.

Figure 1 shows a plot of several values for the MTF of an optical system using this approximate 
method of computation. The system designer can use this information to determine the appropriate 
level of residual rms wavefront error that will be acceptable for the system of interest. It is impor-
tant to note that this is an empirical attempt to provide a link between the wavefront error and the 
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MTF as a single-value description of the state of correction of a system. Examination of the curves 
provides a method of communicating the specification to the system designer and fabricator. More 
detail on applying the rms wavefront error can be found in Chap.5, “Tolerancing Techniques.”

In addition, it must be pointed out that most imaging systems operate over a finite wavelength 
range. Thus the specification of “wavefront error” can be a bit fuzzy, but is usually meant to mean either 
the wavefront error at a specified wavelength, or a weighted average over the wavelength band. This 
should be mentioned when writing the specifications. In either case, the stated wavefront error contains 
a measure that communicates the extent of perfection required of the optical system performance.

4.3 PREPARATION OF OPTICAL SPECIFICATIONS

Gaussian Parameters

The gaussian parameters determine the basic imaging properties of the lens. They are the starting 
point for setting the specifications for a lens system. In principle these numbers can be specified pre-
cisely as desired. In reality, overly tight specifications can greatly increase the cost of the lens. Some 
of the important parameters are shown in Table 1.

Table 1 is a sample of reasonable values that may be placed upon a lens. A specific case may vary 
from these nominal values. The image location, radiometry, and scale are fixed by these numbers. A 
specific application will require some adjustment of these nominal values. In general, specifications 
that are tighter than these values will likely result in increased cost and difficulty of manufacture.

There is an interaction between these numbers. For example, the tight specification of magni-
fication and overall conjugate distance will require a very closely held specification upon the focal 
length. The interaction between these numbers should be considered by the user to avoid acciden-
tally producing an undue difficulty for the fabricator. It may be appropriate to specify a looser toler-
ance on some of these quantities for the prototype lens, and later design a manufacturing process 
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to bring the production values within a smaller tolerance. However, it is appropriate that this be 
investigated fully at the design stage. The designer should be encouraged to consider the possibility 
of leaving adjustment possibilities in the lens design, so that a final assembly adjustment can bring 
the Gaussian parameters into the required tolerance range.

4.4 IMAGE SPECIFICATIONS

Image Quality

The rms wavefront error and the MTF for a lens have been discussed earlier as useful items to spec-
ify for a lens. Frequently, the user desires to apply a detection criterion to the image. This is always 
related to the application for the lens.

The most familiar functional specification that is widely used for system image quality is the res-
olution of the system. This is usually stated as the number of line pairs per millimeter that need to 
be visually distinguished or recognized by the user of the system. Since this involves both the physics 
of image formation as well as the psychophysics of vision, this is an interesting goal, but needs to 
be specified clearly to be of use to a designer. The reading of the resolution by a human observer is 
subjective, and the values obtained may differ between observers. Therefore, it is necessary to specify 
the conditions under which the test is to be carried out.

The type of target and its contrast need to be stated. The default standard in this case is the “standard” 
U.S. Air Force three-bar target, with high contrast, and a 6:1 ratio of bar length to width. This is usually 
selected as it will give the highest numerical values, certainly politically desirable. However, studies have 
shown that there is a better correlation between the resolution produced by a low-contrast target, say 2:1 
contrast ratio, or 0.33 modulation contrast and the general acceptability of an image.

The resolution is, of course, related to the value of the MTF in the spatial frequency region of the 
resolution, as well as the threshold of detection or recognition for the observer viewing the target. If 
the thresholds are available, the above-described empirical relation between the rms wavefront error 
and the MTF can be used to estimate the allowable aberration that can be left in the system after 
design or fabrication.

TABLE 1 Gaussian Parameters

  Parameter Precision Target Importance How Verified

Focal length 1–2% Determines focal position  Lens bench
   and image size
f-number <±5% Determines irradiance at  Geometrical
   image plane  measurement
Field angle <±2% Determines extent of image Lens bench
Magnification <±2% Determines overall conjugate  Trial setup of lens
   distances
Back focus ±5% Image location Lens bench
Wavelength range As needed; set by detector  Describes spectral range Image measurement
  and source  covered by lens
Transmission Usually specified as  Total energy through lens Imaging test, 
  >0.98n for n surfaces   radiometric test 
    of lens
Vignetting Usually by requiring  Uniformity of irradiance  Imaging test, 
  transmission to drop by   in the image  radiometric test
  less than 20% or so at the    of lens
  edge of the field
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In the case of a system not intended to produce an image to be viewed by a human, a specific 
definition of the required image contrast or energy concentration is usually possible. The signal-to-
noise ratio of the data transmitted to some electronic device that is to make a decision can be calcu-
lated once a model for operation of the detector is assumed. The specification writer can then work 
backward through the required MTF to establish an acceptable level of image quality. The process is 
similar to that for the visual system above, except that the threshold is fully calculable.

In some cases, the fractional amount of energy collected by the aperture of the lens from a small 
angular source, such as a star, falling within the dimensions of a detector of a given size is desired. 
Such a requirement can be given directly to the designer.

Image Irradiance

The radiometry of the image is usually of importance. With an optical system containing the source, 
such as a viewer, projector, or printer, the usual specification is of the irradiance of the image in 
some appropriate units. Specifying the screen irradiance in watts per square centimeter or, more 
commonly, foot-lamberts, implies a number of optical properties. The radiance of the source, the 
transmission of the system, and the apertures of the lenses are derived from this requirement.

In the more usual imaging situation, the f-number and the transmission of the lens are specified. 
If the lens covers a reasonable field, the allowable reduction in image irradiance over the field of 
view must also be specified. This leads directly to the level of vignetting that can be allowed by the 
designer in carrying out the setup and design of the lens system.

There is an interaction between these irradiance specifications and the image quality that can be 
obtained. The requirement of a large numerical aperture leads to a more difficult design problem, as 
the high-order aberration content is increased in lenses of high numerical aperture.

An attempt to separate the geometrical aperture effects from the transmission of the compo-
nents of the lens is accomplished through the t-number specification. Since the relative amount of 
irradiance falling on the focal plane is inversely proportional to the square of the f-number of a lens, 
the effect of tranmission of the lens can be included by dividing the f-number by the transmission 
of the lens.

t
f

t
-number

-number=

where t is the transmission factor for the lens. The transmission factor for the lens is the product of 
the bulk transmission of the glass and the transmission factor for each of the surfaces. When this is 
specified, the designer must provide a combination of lens transmission and relative aperture that 
meets or exceeds a stated value.

Depth of Focus

The definition of the depth of focus is usually the result of a tolerance investigation. The allow-
able focal depth is obtained by determining when an unacceptable level of image quality is 
obtained. There is an obvious relation between the geometry of the lens numerical aperture and 
the aberrations that establishes the change of MTF with focal position. This effect can be com-
puted for specific cases, or estimated by recognizing that the relation between rms wavefront 
error and focus shift is

W
l

frms 2def ( -number)
= δ

λ8

which can be used in the above approximate MTF to provide an estimate of the likely MTF over a 
focal range.
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If there is a basic amount of aberration present in the lens, then the approximation is that

W W Wrms rms rmstotal def lens
= +2 2

leading to a calculation of the estimated MTF value for the given spatial frequency and focal posi-
tion. As an example, Fig. 2 provides a plot of the focal position change of the MTF. The interpreta-
tion of this curve is straightforward. Each of the curves provides the MTF versus focus for a spatial 
frequency that is the stated fraction of the cutoff spatial frequency. The defocus is given in units of 
rms wavelength error, which can be obtained from reference to the appropriate formula. Using this 
approximate data, a specification writer can determine whether the requirements for image quality, 
f-number, and focal depth are realistic.

An additional consideration regarding depth of focus is that the field of the lens must be consid-
ered. The approximate model presented here is used at an individual field point. An actual lens must 
show the expected depth of field across the entire image surface, which places some limits upon the 
allowable field curvature. In general, it is the responsibility of the specification writer to establish the 
goal. It is the responsibility of the optical designer to determine whether the goal is realizable, and 
to design a system to meet the needs. In a sensible project, there will be some discussion between 
the designer and the engineer writing the specifications in order to avoid an unrealizable set of goals 
being set.

4.5 ELEMENT DESCRIPTION

Each element of the lens to be fabricated must be described in detail, usually through a drawing. All 
of the dimensions will require tolerances, or plus and minus values that, if met, lead to a high prob-
ability that the specified image quality goals will be met.
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FIGURE 2 Approximate MTF as a function of focal position for various spatial frequencies.

04_Bass_v2ch04_p001-012.indd 4.8 8/24/09 11:40:15 AM



OPTICAL SPECIFICATIONS  4.9

Mechanical Dimensions

The mechanical dimensions are specified to ensure that the element will fit into the cell sufficiently 
closely that the lens elements are held in alignment. This will be a result of tolerance evaluation, and 
must include allowances for assembly, thermal changes, and so on.

An important item for any lens is the interface specification, which describes the method of 
mounting the lens to the optical device used with it. For some items, such as cameras and micro-
scopes, there are standard sizes and screw threads that should be used. In other cases, the specifica-
tion needs to describe a method for coupling or mounting the optics in which there is a strain-free 
transfer of load between the lens and the mounting.

Optical Parameters

The optical parameters of the lens element relate to the surfaces that are part of the image-forming 
process. The radius of curvature of the spherical refracting (or reflecting) surfaces needs to be speci-
fied, as well as a plus or minus value providing the allowable tolerances. When tested using a test 
glass or an interferometer, the important radius specification is usually expressed in terms of fringes 
of spherical departure from the nominal radius. In addition, the shape of the surface is usually 
specified in terms of the fringes of irregularity that may be permitted.

When specifying a surface that will be measured on an interferometer, adjustment of focus 
during the test can be made. In this case, the spherical component of the surface, that is, the 
fringes of radius error, can be specified independently of the irregularity fringes that are appli-
cable to the surface. When test glasses are to be used, the spherical component must be fabri-
cated to within a small level of error to permit accurate reading of the irregularity component 
of the surface.

The cosmetic characteristics of the surface also need to be stated. The specification for this is 
as yet a bit imperfect, with the use of a scratch-and-dig number. This is actually intended to be a 
comparison of surface scratches with a visual standard, but is generally accepted to be in terms of 
a ratio, such as 20:10, which means, more or less, scratches of less than 2-μm width and digs of less 
than 100-μm diameter. This specification is described in MIL-O-13830, and is referred to a set of 
standards that are used for visual comparison to the defects on the surface. There have been several 
attempts to quantify this specification in detail, but no generally accepted standard has yet been 
achieved. A broader description of these specifications is found in International Standards 10110 
and 9211, discussed later in this chapter.

Material Specifications

The usual material for a lens is optical glass, although plastics are becoming more commonly used in 
optics. The specification of a material requires identification of the type, as, for example, BK7 glass from 
Schott. Additional data upon the homogeneity class and the birefringence needs to be stated in ordering 
the glass. The homogeneity is usually specified by class, currently P1 through P4 with the higher number 
representing the highest homogeneity, or lowest variation of index of refraction throughout the glass. The 
method of specifying glass varies with the manufacturer, and with the catalog date. It is necessary to refer 
to a current catalog to ensure that the correct specification is being used.

Similar data should be provided regarding plastics. Additional data about transmission is usually 
not necessary, as the type of material is selected from a catalog which provides the physical descrip-
tion of the material. Usually, the manufacturer of the plastic will be noted to ensure that the proper 
material is obtained.

Materials for reflective components similarly have catalog data describing the class and 
properties of the material. In specifying such materials, it is usually necessary to add a descrip-
tion of the form and the final shape required for the blank from which the components will be 
made.
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Coating Specifications

The thin film coatings that are applied to the optical surfaces require some careful specification writ-
ing. In general, the spectral characteristics need to be spelled out, such as passband and maximum 
reflectivity for an antireflection coating. Requirements for the environmental stability also need to 
be described, with reference to tests for film adhesion and durability. Generally, the coating supplier 
will have a set of “in-house” specifications that will guarantee a specific result that can be used as the 
basis for the coating specification.

4.6 ENVIRONMENTAL SPECIFICATIONS

Temperature and Humidity

Specification setting should also include a description of the temperature range that will be experi-
enced in use or storage. This greatly affects the choice of materials that can be used. The humidity 
and such militarily favorite specifications as salt spray tests are very important in material selection 
and design.

Shock and Vibration

The ruggedness of an instrument is determined by the extent to which it survives bad handling. A 
requirement that the lens shall survive some specified drop test can be used. In other cases, stating 
the audio frequency power spectrum that is likely to be encountered by the lens is a method of spec-
ifying ruggedness in environments such as spacecraft and aircraft. In most cases, the delivery and 
storage environment is far more stressing than the usage environment. Any specification written in 
this respect should be careful to state the limits under which the instrument is actually supposed to 
operate, and the range over which it is merely meant to survive storage.

4.7 PRESENTATION OF SPECIFICATIONS

Published Standards

There are published standards from various sources. The most frequently referred to are those from 
the U.S. Department of Defense, but a number of standards are being proposed by the International 
Standards Organization.

Format for Specifications

The format used in conveying specifications for an optical system is sometimes constrained by 
the governmental or industrial policy of the purchaser. Most often, there is no specific format for 
expressing the specifications.

The best approach is to precede the specifications with a brief statement as to the goals for the use 
of the instrument being specified. Following this, the most important optical parameters, such as focal 
length, f-number, and field size (object and image) should be stated. In some cases, magnification and 
overall object-to-image distance along with object dimension will be the defining quantities.

Following this, the wavelength range, detector specifications, and a statement regarding the 
required image quality should be given. The transmission of the lens is also important at this stage.

Following the optical specifications, the mechanical and environmental requirements should be 
stated. The temperature and humidity relations under which the optical system needs to operate as 
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well as a statement of storage environment are needed. Descriptions of the mechanical environment, 
such as shock and vibration, are also important, even if expressed generally.

Other important pieces of information, such as a desired cost target, can then be included. Any 
special conditions, such as the need to be exposed to rapid temperature changes or a radiation envi-
ronment, should be clearly stated. Finally, some statement of the finish quality for the optical system 
should be given.

In many cases, a list of applicable governmental specifications will be listed. In each case it is 
appropriate to ensure that these referenced documents are actually available to the individual who 
has to respond to the specification.

Use of International Standards

An important tool in writing specifications is the ability to refer to an established set of standards 
that may be applicable to the system being designed. In some cases, the development of specifica-
tions is simplified by the specification writer being able to refer to a set of codified statements about 
the environment or other characteristics the system must meet. In other cases, the established stan-
dards can be used as a reference to interpret parts of the specifications being written. For example, 
there may be a set of standards regarding interpretation of items included in a drawing.

Standards are an aid, not an end to specification. If the instrument must be interchangeable with 
parts from other sources, then the standards must be adhered to carefully. In other cases, the stan-
dards can serve as an indicator of accepted good practice in design or fabrication. It is the respon-
sibility of the specification writer to ensure that the standard is applicable and meaningful in any 
particular situation.

At the present time there is growing activity in the preparation of standards for drawings, inter-
faces and dimensions, MTF, and other properties of optical and electro-optical systems. The efforts 
in this direction are coordinated by the International Standards Organization, but there are a num-
ber of individual standards published by national standards organizations in Germany, England, 
Japan, and the United States. The first major publications are ISO 10110, detailing preparation of 
drawings for optical elements and systems and ISO 9211, on optical coatings. Other standards on 
optical testing and environmental requirements are in draft form.

The ISO standards are expected to provide significant detail on various standards issues, and 
should become the principal guiding documents. At present, the standards documents that are most 
used in the United States are the various military specifications, or MIL-SPEC documents, that cover 
many different aspects of optical systems.

Information on published standards is available from the American National Standards Institute 
(ANSI), 11 West 42d Street, New York, NY 11036, or may be downloaded at www.webstore.ansi.
org. A recent (2008) review of this website showed over 350 individual documents dealing with 
these issues, the majority of which deal with issues regarding fiber optical systems. Information on 
U.S. Department of Defense standards can be searched for through the National Search Engine for 
Standards at www.nssn.org. Additional information about worldwide standards is available at www.
worldwidestandards.com.

4.8 PROBLEMS WITH SPECIFICATION WRITING

Underspecification

Failure to specify all of the conditions leaves the user vulnerable to having an instrument that will 
not operate properly in the real world. In many cases, the designer may not be aware of situations 
that may arise in operation that may affect the proper choice of design methods. Therefore, the 
design may not meet the actual needs.

The engineer developing a specification should examine all aspects of the problem to be solved, 
and carefully set the boundaries for the requirements on an optical system to meet the needs. All of 
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the pertinent information about the image quality, environment, and relation to other systems that 
may interact with the lens being specified should be considered. The specifying engineer should 
also review the physical limits on the image quality and ensure that these are translated into realistic 
values.

Overspecification

Specifying image quality and focal position requirements too tightly can lead to problems. 
Overspecification would seem to ensure that the needs will be met, but difficulties in meeting these 
requirements can lead to designs that are difficult and expensive to build. Achieving the goals can be 
costly and may fail. In such cases, the penalty for not quite meeting very tight specifications can be 
serious, both economically and technically.

Boundary-Limit Specification

In most cases, the statement of goals or boundaries within which a lens must operate is better than 
stating specific values. This leaves the designer with some room to maneuver to find an economic 
solution to the design. Obviously, some fixed values are needed, such as focal length, f-number, and 
field angle. However, too-tight specifications upon such items as weight, space, and materials can 
force the design engineer into a corner where a less desirable solution is achieved.

Negotiation of Specifications

Finally it is important to note that unless there is an existing closely defined set of established speci-
fications for an specific optical device (such as a fiber optics coupler, for example) each specification 
is the product of a single individual or group and reflects the experience and understanding of that 
individual. The procuring official should be prepared in some cases to act as a negotiator between 
the engineer and the supplier to ensure that a reasonable and successful set of verifiable specifica-
tions has been stated. 

4.9 REFERENCES

There are many useful references on optical specifications that deal with specific topics not directly 
covered by the general discussion in this chapter. The most useful suggestion is that the users hav-
ing the task of setting specifications on a specific product or system use the massive capabilities of 
Internet search engines to look for specific data applicable to that task. A general Google search on 
“Optical Specifications” provided 360,000 hits, of which probably less than 10 will be applicable to 
any specific problem.
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5.1 GLOSSARY

a relative tolerance error

 BK7, SF2 types of optical glass

 C to F spectral region 0.486 to 0.656 μm

 f-number relative aperture as in F/2.8

n refractive index

 r1, r2, r3, r4 radii of curvature of surfaces

 t2 airspace thickness in sample lens

V Abbe number or reciprocal dispersion

W wavefront or pupil function

x change factor

Δ fi nite change in a parameter

d small change in a parameter

l wavelength

5.2 INTRODUCTION

Determination of the tolerances on an optical system is one of the most important parts of carrying 
out an optical design. No component can be made perfectly; thus, stating a reasonable acceptable 
range for the dimensions or characteristics is important to ensure that an economical, functioning 
instrument results. The tolerances attached to the dimensions describing the parts of the lens system 
are an important communication by the designer to the fabrication shop of the precision required 
in making the components and assembling them into a final lens.
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The tolerances are related to but are not the same as the specifications. Setting specifications 
is discussed in Chap. 4. The tolerances are responsive to the requested system specifications and 
are intended to ensure that the final, assembled instrument meets the requested performance. 
The specifications placed on the individual lens elements or components are derived from the 
tolerances. Thus there is an interactive relation between the tolerancing activity and the setting of 
specifications. The system specifications drive the tolerances that need to be determined, and the 
tolerances are used in setting the specifications for the components of the system. The reality is that 
neither of these processes can be done fully independently.

At this point it is important to note that most optical design programs include a tolerancing util-
ity that can be used to generate and distribute tolerances automatically once a few questions about 
goals have been answered by the designer. This appears to be a seductively simple process that is 
usually quite useful, but can be very disastrous if used uncritically by anyone who does not under-
stand the basics of the process being carried out.

There are three principal issues in optical tolerancing. The first is the setting of an appropriate 
goal for the image quality or transmitted wavefront to be expected from the system. The second is 
the translation of this goal into allowable changes introduced by errors occurring on each compo-
nent of the system. The third is the distribution of these allowable errors against all of the compo-
nents of the system, in which some components of the optical system may partially or completely 
compensate for errors introduced by other components.

In this chapter, some basic approaches to distributing tolerances within an optical assembly are 
discussed. The examples will deal with tolerancing to meet a specified wave-front error and level of 
image quality. Similar principles apply to nonimaging optical systems, once the procedures necessary 
for relating errors in components or alignment to the specified operating requirements are established. 
The user will obviously have to adapt these approaches to the specific system being toleranced.

Optical versus Mechanical Tolerances

The tolerances on mechanical parts, in which a dimension may be stated as a specific value, plus or 
minus some allowable error, are familiar to any engineer. For example, the diameter of a rotating shaft 
may be expressed as 20.00 mm + 0.01/−0.02 mm. This dimension ensures that the shaft will fit into 
another component, such as the inner part of a bearing, and that fabricating the shaft to within the 
specified range will ensure that proper operational fit occurs. These tolerances may include the effect of 
environmental effects, such as operating temperature or lubrication needs, on the mechanical assembly.

Optical tolerances are more complicated, as they are generally stated as a mechanical error in a 
dimension, but the allowable error is determined by the effect upon an entire set of wavefronts pass-
ing through the lens. For example, the radius of curvature of a surface may be specified as 27.00 mm 
± 0.05 mm. The interpretation of this is that the shape of the optical surface should conform to a spe-
cific spherical form, but remain within a range of allowable curvatures. Meeting this criterion indicates 
that the surface will perform properly in producing a focused wavefront, along with other surfaces in 
the optical system. Verification that the specific component tolerance is met is usually carried out by an 
optical test, such as examining the fit to a test plate. Verification that the entire system operates properly 
is accomplished by an assembled system test in which a specified image quality criterion is measured.

Basis for Tolerances

The process involved in setting tolerances begins with setting of the minimum level of acceptable 
image quality. This is usually expressed as the desired level of contrast at a specific spatial frequency 
as expressed by the modulation transfer function. Each parameter of the system, such as a radius of 
curvature of a surface, is individually varied to determine how large an error in each component is 
allowed before the contrast is reduced to the specified level. This differential change is then used to 
set the allowable range of error in each component.

In most cases, direct computation of the change in the contrast is a lengthy procedure, so that 
a more direct function, such as the rms wavefront error, is used as the quality-defining criterion. 
In other cases, the quantity of importance will be the focal length, image position, or distortion. 
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In nonimaging systems, the beam divergence or the uniformity of illumination after passage 
through the system may be the criterion of interest.

Relating the computed individual errors in the system to the tolerances to be specified is not always 
a simple matter. If there are several components, some errors may compensate other errors. Thus, it 
would be easy to assign too tight a tolerance for each surface unless these compensating effects, as well 
as the probability of a specific distribution of errors, are used in assigning the final tolerances.

Tolerance Budgeting

The method of incorporating compensation of one error by another, as well as the likelihood of 
obtaining a certain level of error in a defined fabrication process, is called tolerance budgeting. As 
an example, in a lens system it may be found that maintaining the thickness of a component may 
be easier than keeping the surfaces of the component at the right spherical form. The designer may 
choose to allow a looser tolerance for the thickness and use some of the distributed error to tighten 
the tolerance on the radius of curvature. In other cases, the shop carrying out the fabrication may 
be known to be able to measure surfaces well, but has difficulty with the centering of the lenses. The 
designer may choose to trade a tight tolerance on the irregularity of the surfaces for a looser toler-
ance on the wedge in the lens components.

Finally, the effect of a plus error on one surface may be partially compensated by a minus error 
on another surface. If the probability of errors is considered, the designer may choose to budget a 
looser tolerance to both surfaces.

This budgeting of tolerances is one of the most difficult parts of a tolerancing process, since 
judgment, rather than hard numbers, is very much a part of the budget decisions. It is advisable for 
the engineer carrying out the tolerance budgeting to do some modeling of the system performance 
using trial sets of parameter variations based on the tolerances that have been obtained. This verification 
serves as a method if ensuring that the tolerances are indeed reasonable and justified.

Tolerance Verification

Simply stating a set of allowable errors does not complete the integrated process of design and fabrica-
tion. The errors must be measurable. Measurement of length can be gauged, but has to be within the 
capabilities of the shop fabricating the optics. Measurement of error in radius of curvature requires 
the use of an interferometer or test plates to determine the shape of the surface. Measurement of the 
nonspherical component of the surface, or the irregularity, requires either an estimate from the test 
plate, or a computation of the lack of fit to a spherical surface based on measured fringes.

Finally, the quality of a completed lens must be measurable. Use of a criterion that cannot be 
measured or controlled by the shop or by the user is not acceptable. The contrast mentioned is not 
always measurable by the optical shop. The surface errors as measured by an interferometer or by 
test plates are common. 

As shown in the Chap. 4 on specifications, the average or rms wavefront error can be related to the 
level of contrast, or modulation transfer function (MTF), that can be expected in the image. In addi-
tion, measurement of the final wavefront from an assembled optical system is most frequently obtained 
by an optical shop in a summary method by using an interferometer. For this reason, wavefront toler-
ancing methods have become the most commonly used methods of defining and verifying tolerances.

5.3 WAVEFRONT TOLERANCES

The rms wavefront error tolerancing method will now be used as an example of the approach to 
evaluating the tolerances required to fabricate a lens. An example which discusses the axial image 
tolerances for a doublet will be used to provide insight into the tolerancing of a relatively simple sys-
tem. Most optical tolerancing problems are far more complex, but this example provides an insight 
into the methods applied. The specific example selected for this chapter is an airspaced achromatic 
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doublet using BK7 and SF2 glasses, F/2.8, 100-mm focal length. The lens design is nominally of 
moderately good quality, and is optimized over the usual C to F spectral range, with balanced spher-
ical aberration, and is corrected for coma.

Figure 1 is a drawing of the sample doublet used in this chapter. The locations of the four radii of 
curvature and the airspace to be toleranced are indicated. The number of possible errors that actu-
ally can occur in such a simple lens is surprisingly large. There are four curvatures, two thicknesses, 
one airspace, and two materials that may have refractive index or dispersion errors. In addition to 
these seven quantities, there are two element wedge angles, four possible tilts, and four decenter pos-
sibilities, plus the irregularity on four surfaces and the homogeneity of two materials. So far, there 
are 21 possible tolerances that are required in order to completely define the lens. For interfacing to 
the lens mount, the element diameters, roundness after edging, and cone angle on the edges must be 
considered as well. More complex systems have far more possible sources of error. For the example 
here, only the four radii and the airspace separation will be considered.

Parameter Error Quality Definitions

The starting point for a tolerance calculation is the definition of a set of levels that may be used to 
define the initial allowable range of variation of the parameters in the lens. The magnitude of these 
classes of errors is determined by experience, and usually depends upon the type of fabrication facil-
ity being used. Table 1 presents some realistic values for different levels of shop capability.

These values are based on the type of work that can be expected from different shops, and serves 
as a guide for initiating the tolerancing process. It is obvious that the degree of difficulty in meeting 
the quality goals becomes more expensive as the required image quality increases.

Computation of Individual Tolerances

The individual tolerances to be applied to the parameters are obtained by computing the effect of 
some arbitrary but reasonable parameter changes upon the image-quality function. For the example 
doublet, if made perfectly with no errors in the individual components or assembly, the nominal 
amount of rms wavefront error at the central wavelength is 0.116 waves, rms. It is determined by the 
user from consideration of the needs for the application that the maximum amount of error that is 
acceptable is 0.15 waves, rms. Thus a distribution in allowable errors that results in no greater than 
about a 0.15 wavelength rms wavefront error would produce an acceptable system. The tolerancing 
task is to specify the tolerances on the radii of curvature and the separation between the component 
surfaces such that the goal is met.

r1

r2

r3

r4

t2

FIGURE 1 Drawing of 
the doublet lens used for 
tolerancing.
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The reason for the choice of 0.15 wave rms is indicated by Fig. 2. The designer experimented 
with several choices of focus position to obtain a set of plots of the MTF for different amounts of 
error. This is not a completely general conclusion since the source of error produces an rms error 
which may not be the same for every source of error. But the samples permit the intelligent selec-
tion of an upper bound to the required error. In a lens with more sources of error, and with larger 
amounts of aberration in the basic design, setting up an example such as this is extremely important 
to avoid an error in the goal for the final image quality.

The first computation of the effect of nominal changes in the parameters on the rms wavefront 
error leads to the results in Table 2. (Only the radii and thickness are considered for this example.) 
The two columns for rms wavefront effect are first, for the aberration if no adjustment for best focus 
is made, and second, permitting the establishment of best focus after assembly of the lens.

Table 2 shows that the effect of a change in the parameter will have an effect proportional to the 
change, but that the factor relating the change to the resulting wavefront error is different for the 
various parameters. The amount of change permitted if the parameter is not compensated by allow-
ing an adjustment for best focus is quite small. Any one of the parameters would have to be main-
tained within a range far less than the delta used in computation. The allowance of a compensating 
focal shift does greatly loosen the tolerance.

TABLE 1 Reasonable Starting Points for Tolerancing a Lens System

    Parameter Commercial Precision High Precision

Wavefront residual 0.25 wave rms 0.1 wave rms <0.07 wave rms
 2-wave peak 0.5 wave peak <0.25 wave peak
Thickness 0.1 mm 0.01 mm 0.001 mm
Radius 1.0% 0.1% 0.01%
Index 0.001 0.0001 0.00001
V-number 1.0% 0.1% 0.01%
Homogeneity 0.0001 0.00001 0.000002
Decenter 0.1 mm 0.01 mm 0.001 mm
Tilt 1 arc min 10 arc sec 1 arc sec
Sphericity 2 rings 1 ring 0.25 ring
Irregularity 1 ring 0.25 ring <0.1 ring
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FIGURE 2 Some examples of the effect of various rms errors on the MTF of the sample doublet. (The 
rms error is stated in wavelengths.)
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5.6  DESIGN

Since the acceptable goal is 0.15 waves, rms, the amount of change of an individual parameter to 
attain the acceptable level is about 50 times that of r1 and r4, but the change of 0.1 percent would be 
excessive for r2 and r3. The allowable change for t2 alone would be just about the delta of 0.025 mm.

Combination of Tolerances

No parameter in a lens lives alone. The effect upon the image will be the result of combining the effect 
of all of the errors. If the errors are uncorrelated, then the usual statistical summing of errors can be 
used. This states that the total amount of aberration produced by the errors can be found by using

W W a x
W

xi
i

i i
ii

rms
rms= =

⎛
⎝⎜

⎞
⎠⎟∑ ∑2

2
∂

∂

where the sum is taken over the i parameters of interest. The x factors are the amount of change 
used in computing the change of wavefront error and the a factors are the relative amount of toler-
ance error allotted to each parameter in units of the delta used in the computation.

There are implicit assumptions in the application of this method to distributing tolerances. The 
principal assumption is that the fabrication errors will follow normal gaussian statistics. For many 
fabrication processes, this is not true, and modification of the approach is required.

For the example of the doublet, Table 3 can be generated to evaluate the different possibilities in 
assigning tolerances. The allowable change in rms wavefront error is 0.033 waves; thus the root sum 
square of all of the contributors must not exceed that amount.

In Table 3 the first column identifies the parameter, the second states the delta used in the com-
putation, the third states the amount of wavefront error caused by a delta amount. The final two 
columns show different budgeting of the allowable error. Distribution 1 loosens the outer radii and 
the thickness at the cost of maintaining the inner radii very tightly. Distribution 2 tightens the outer 
radii and spacing tolerances, but loosens the inner radii tolerances. Depending upon the capabilities 
of the shop selected to make the optics, one of these may be preferable.

The interpretation of these statistical summations is that they are the sum of a number of differ-
ent random processes. Thus, if the interpretation of each of the values given is the width of a normal 
distribution, which implies that 67 percent of the samples lie within that value, then 67 percent of 
the resulting combinations will lie within that range. If the interpretation is a two- or three-sigma 
value, the interpretation of the result follows similarly.

TABLE 2 Finite Differentials for Computing Tolerances

Parameter Delta Rms Uncompensated Rms Compensated

r1 0.1% 0.740 0.117
r2 0.1% 1.187 0.171
r3 0.1% 1.456 0.157
r4 0.1% 0.346 0.110
t2 0.025 mm 1.155 0.152

TABLE 3 Two Possible Tolerance Distributions for the Doublet

Parameter Delta Coefficient Distbn. 1 Distbn. 2

  r1 0.1% 0.00071 10.0 0.1
  r2 0.1% 0.05440 0.25 0.4
  r3 0.1% 0.04069 0.25 0.4
  r4 0.1% 0.00069 10.0 0.1
  t2 0.025 mm 0.03589 0.75 0.5
  rms change 0.033 0.033
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Figure 3 shows the effect of the various choices of allowable error distribution on the modulation 
transfer function of the lens. Either of the distributions stated in Table 3 provides an acceptable lens. 
For comparison, the allowable tolerances were doubled to provide distribution 2a, which is clearly 
not an acceptable lens. A spot check of some sample distributions is always relevant when doing 
tolerancing just to ensure that a reasonable relation between the toleranced system and acceptable 
image quality exists.

In any manufacturing process, the individual statistics will not necessarily follow a random rule. 
The interpretation is somewhat modified, but the principle still remains. In some cases, parameters 
may not be independent. For example, in the doublet there is a linking between the values of r2 and 
r3 that would loosen the tolerances if both are in error in the same direction. This could be used to 
advantage if the manufacturing process is carefully defined.

Use of Compensators

The use of compensators to loosen the tolerances was indicated above. An example of compensation 
for aberrations can be seen from a single lens element. If the first curvature is varied, both the ele-
ment power and the spherical aberration from the element will change. However, a specific change 
of the second radius can restore the focal position and reduce the change of spherical aberration. 
Thus the tolerance allowed to the first curvature needs to take into account the possibility of a cor-
related or deliberate change in the second curvature. It is evident that the proper use of compensa-
tors can greatly loosen the tolerances applied to a surface.

A compensation that is frequently employed is the establishment of the correct focal position 
after assembly of the lens. If this procedure is followed, the individual tolerances on the surface of 
the elements can be loosened. It is obvious that the tolerancing and the development of a plan for 
fabrication and assembly must be coordinated.

5.4 OTHER TOLERANCES

Often, a particular optical parameter for the lens must be specified and maintained. Sometimes, 
for example, the focal length or back focus must be obtained within some tolerance. The com-
putation of these paraxial constants for the lens can be made in the usual manner, and tolerances 
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FIGURE 3 The resulting effect of different tolerance budgets for the sample doublet.
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5.8  DESIGN

obtained by using differentials relating each of the parameters to the quantity, such as the focal 
length, and then distributing the tolerances in a manner similar to that shown above for the doublet 
in Table 3.

Boresight

The pointing direction, or boresight, for a lens is sometimes of interest. Errors in boresight are usu-
ally due to asymmetric fabrication or mounting errors for the lens. In the simplest manner, one 
needs simply to trace an axial ray through the lens, and evaluate the direction of this ray as a result 
of introducing tilts and decenters of the surfaces, or of entire components. Tolerances on the lens 
parameters can be obtained by the procedure described for the doublet above, substituting the bore-
sight error for the wavefront error.

Distortion

Distortion is the failure of the lens to provide a constant mapping from object space to image space. 
There are alternate interpretations for this error, which can have radial components due to sym-
metric errors in the lens, as well as tangential components from tilt and decenter of the lens com-
ponents. This can be toleranced in the usual manner, but may be related to some general properties 
of the lens, such as the overall glass thickness of the components. In the simplest case, the tolerances 
upon distortion may be obtained from direct aberration computation. In complex cases, it may be 
necessary to compute the actual location of the centroid of the image as a function of image posi-
tion and in the best image location.

Assembly

Assembly tolerances are related to the tolerances on image quality. The elements must be located 
and held in position so that the resulting image-quality goals are met. There are additional ques-
tions of allowing sufficient clearance between the elements and the lens barrel so that the elements 
can be inserted into the barrel without breaking or being strained by the mountings. These must be 
considered in stating the allowable dimensional range in the diameter, wedge, and concentricity of 
the edge of the lens.

5.5 STARTING POINTS

Shop Practice

Table 3, given as part of the sample tolerancing of the doublet, provides some estimates of the accu-
racies to which an optical shop may operate. These generic levels of error convey what is likely to be 
possible. The designer carrying out a tolerance evaluation should consult with probable fabrication 
shops for modification to this table. The tolerances that are ultimately assigned relate errors in the 
system to acceptable errors in the image. However, an understanding of shop practice is of great 
assistance in intelligent budgeting of tolerances.

Measurement Practice

Contemporary practice in optical fabrication and testing is to use interferometry to define wave-
fronts and surfaces. A convention that has become common in recent years is the use of polynomials 
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fitted to the wavefront as a method of describing the wavefront. There are several representations 
used, the most frequent of which is a limited set of Zernike polynomials. These ideally serve as an 
orthonormal set describing the wavefront or surface up to a specific order or symmetry. In toleranc-
ing, the principal use for the coefficients of the Zernike set has been the easy computation of the rms 
wavefront error fitted to a given order. Thus the residual error in the system can be described after 
removal of low-order error such as focus or coma, which can sometimes be attributed to properties 
of the test setup.

5.6 MATERIAL PROPERTIES

The most important material is optical glass. Specification of the material usually includes some 
expected level of error in index of refraction or dispersion. In addition, glass is offered having sev-
eral different levels of homogeneity of index of refraction. The usual range allows for grades of glass 
having index of refraction inhomogeneity ranging from ±0.00001 to less than ±0.0000001 within a 
single glass blank. It is usually assumed that this variation will be random, but the process of glass 
manufacturing does not guarantee this.

To place a tolerance upon the required glass homogeneity variation, the concept of wavefront 
tolerancing can be used. In general, the amount of wavefront error that can be expected along a glass 
path of length t through the glass is

δ δ
λ

W
N t= ×

For example, if a lens has a glass path of 5 cm but an error of 0.01 wavelengths is assigned to 
glass homogeneity, then the allowable glass homogeneity is about 0.00000013 within the glass. Thus 
precision-quality glass is needed for this application. For less glass path or looser tolerance assignment 
to glass homogeneity error, the required glass precision can be loosened. For a prism, the light path 
may be folded within the glass, so that an effective longer glass path occurs.

5.7 TOLERANCING PROCEDURES

The example of the doublet serves to illustrate the basic principles involved in determining the 
tolerances on a lens system. Most lens design programs contain routines that carry out tolerancing 
to various degrees of sophistication. Some programs are capable of presenting a set of tolerances 
automatically with only limited input from the designer. The output is a neat table of parameters 
and allowable ranges in the parameters that can be handed to the shop. This appears to be a quite 
painless method of carrying out a complex procedure, but it must be remembered that the process is 
based on application of a set of principles defined by the program writer, and the result is limited by 
the algorithms and specific logic used. In most cases, some trials of samples of the suggested toler-
ance distribution will suggest changes that can be made to simplify production of the lens system.

Direct Calculation

The preceding discussion describes methods used in calculating the tolerance distribution for a lens 
system. Frequently, tolerance determinations for special optical systems are required that either do not 
require the formal calculation described above, or may be sufficiently unusual that the use of a lens-
design program is not possible. In that case, application of the principles is best accomplished directly.

The procedure is first to decide on a meaningful measure of the image quality required. In fact, 
the term “image quality” may require some broader interpretation. For example, the problem may be 
to optimize the amount of energy that is collected by a sensor in an optical communication system; 
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or the goal may be to scan a specific pattern with specific goals on the straightness of the projected 
spot or line during the scan.

The next step is to express the desired image quality in a numeric form. Usually, the rms wave-
front error is the useful quantity. In some cases, other values such as the focus location of a beam 
waist or the size of the beam waist may be pertinent. In radiometric cases, the amount of flux within 
a specified area on the image surface (or within a specified angular diameter when projected to the 
object space) may be the pertinent value.

Once this is accomplished, the third step is to determine the relation between small changes in 
the parameters of the optical system and changes in the desired image quality function. This is usu-
ally accomplished by making small changes in each of the parameters, and computing the value of 
each differential as

dW

dx

W

xj j

= Δ
Δ

where the right side is a finite differential. On occasion, the magnitude of this relation is nonlinear, 
and may require verification by using different magnitudes of change in the parameter.

This computation provides relations for independent, individual changes of the parameters. The 
possibility of compensation by joint changes in two or more parameters also has to be investigated. 
The best approach is to compute changes in the image-quality parameter in which specific coupling 
of parameters is included. For example, the differentials for variation of the curvatures of the two 
surfaces of a lens independently will be significantly different than the coupled changes of both sur-
faces simultaneously, either in the same or different directions.

Spreadsheet Calculation

The differentials must be combined in some manner to provide insight into the tolerance distribu-
tion. The best way to accomplish this is to develop a spreadsheet which allows simultaneous evalu-
ation of the combination of errors using the equation for rms summation stated earlier. The use of 
spreadsheets for calculation is so common today that details need not be covered in this chapter.

Lens-Design Programs

The use of lens-design programs for tolerance calculation has become very widespread because of 
the proliferation of programs for use on the PC-level computer. The status of lens-design programs 
changes rapidly, so that any specific comments regarding the use of any program is sure to be out of 
date by the time this book appears in print. Suffice it to say that all of the principal programs have 
sections devoted to establishing tolerances. Usually the approach follows the procedures illustrated 
earlier in this chapter, with finite changes, or sometimes true computed analytical derivatives, used 
to establish a change table relating parameters to changes in the state of correction of the lens. In 
this case, the tolerances would be a listing of the allowed changes in the parameter to remain within 
some specified distance from the design values in aberration space. Some programs use a more com-
plex approach where the allowable change in such quantities as the contrast value of the modulation 
transfer function at specified spatial frequencies is computed.

The distribution of tolerances is usually established according to the statistical addition rules 
given above. Some programs permit the user to specify the type of distribution of errors to be 
expected for various types of parameters.

As recommended above, it is strongly suggested that the user or designer not accept blindly the 
results of any tolerancing run but, rather, do some spot checking to verify the validity of the range of 
numbers computed. It is frequently found that alterations in the specified tolerances will occur as a 
result of such an investigation.
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5.8 PROBLEMS IN TOLERANCING

Finally, it is useful to recite some of the problems remaining in establishing tolerances for a lens sys-
tem. Even though the computational approach has reached a high level of sophistication for some 
lens-design programs, there are aspects of tolerancing that more closely approach an art than a sci-
ence. The judgment of the designer or user of a tolerance program is of importance in obtaining a 
successful conclusion to a project.

Use of Computer Techniques

The use of a computer program mandates the application of rules that have been established by the 
writer of the program. These rules, of necessity, are general and designed to cover as many cases as 
possible. As such, they are not likely to be optimum for any specific problem. User modifications of the 
weighting, aberration goals, and tolerance image-quality requirements are almost always necessary.

Overtightening

The safe thing for a designer to do is to require very tight tolerances. This overtightening may ensure 
that the fabricated system comes close to the designed system, but the cost of production will likely 
be significantly higher. In some cases, the added cost generated by the overtight tolerances can raise 
the cost of the lens to the point where the entire project is abandoned.

The designer should consult with the fabricators of the optical system to develop an approach to 
assembly and testing that will allow the use of more compensating spacings or alignments to permit 
loosening of some of the tight tolerances.

Overloosening

A similar set of comments can be made about too-generous tolerances. In many schemes for produc-
tion, these loose tolerances are justified by inclusion of an alignment step that corrects or compensates 
for cumulative system error. Too casual an approach to developing tolerances that require specific 
assembly processes, which are not fully communicated to the project, can result in a lens which is ini-
tially inexpensive to build, but becomes expensive after significant rework required to correct the errors.

Judgment factors

The preceding two sections really state that judgment is required. There is no completely “cookbook” 
approach to tolerancing any but the very simplest cases. The principles stated in this chapter need to 
be applied with a full knowledge of the relation between a change in a system parameter and the effect 
upon the image quality. In some cases, a completely novel relationship needs to be developed, which 
may include, for example, the connection between the alignment of a laser cavity and a nonlinear 
component included within the cavity. Finite difference calculations to obtain the output level can be 
developed using whatever computation techniques are appropriate. These values can be combined in a 
spreadsheet to examine the consequence of various distributions of the allowable errors.

5.9 REFERENCES

There are many useful references on optical tolerances that deal with specific topics not directly cov-
ered by the general discussion in this chapter. The most useful suggestion is that the users having the 
task of setting specifications on a specific product or system use the massive capabilities of internet 
search engines to look for specific data applicable to that task. A general Google search on “Optical 
Tolerances” provided 1,600,000 hits, of which probably less than 10 will be applicable to any specific 
problem.
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6.1 GLOSSARY

aG acceleration factor 

DG diameter  of optic

E Young’s modulus

 ID internal diameter

K constant factor

m mass

 OD outer diameter

 P total preload

 SY yield stress

 SPDT single point diamond turning

t thickness

Δ defl ection of spring or fl ange

n Poisson’s ratio

6.2 INTRODUCTION AND SUMMARY

This chapter summarizes the techniques most commonly used to mount lenses, windows, 
small mirrors, and similar optical components as well as moderate-sized mirrors, and prisms 
within their mechanical surrounds to form optical instruments. Because of space limitations, 
mountings suitable for large (i.e., >85-cm diameter) optics are not discussed here. Two basic 
approaches for mounting optical components are considered: those in which the optic is held 
firmly against mechanical reference surfaces by applied forces (hard mounting) or those supported 
by benign means that do not inherently apply force (soft mounting). Descriptions of hard mount-
ings include ones using threaded retaining rings, flanges, or springs while descriptions of soft 

6.1

6
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mountings include ones using flexures, elastomeric encapsulation, or bonding to mechanical 
pads. With either type of mounting, the required location and orientation of the optic relative 
to other portions of the instrument, that is, its alignment, is established during assembly in 
order to maximize performance. An important aspect of mounting design considered here is 
how the adverse influences of shock, vibration, temperature change, and moisture on alignment 
and system performance can be minimized. References cited here provide equations for design-
ing and analyzing a large variety of mountings. Although we speak here of optics as if they are 
always made of glass and to mechanical parts (housings, cells, spacers, retainers, etc.) as if they 
are always made of metal, it should be understood that many of these mounting considerations 
also apply to other materials such as crystals, plastics, and composites. 

6.3 MOUNTING INDIVIDUAL ROTATIONALLY 
SYMMETRIC OPTICS 

Hard Mounting Techniques 

In order to constrain an optic and preserve its alignment relative to other critical components 
of an optical instrument, hard mountings apply compressive forces to the glass at discrete loca-
tions or along line contacts. These forces, called preloads, are established during assembly and 
generally are of sufficient magnitude to hold the optic against appropriately located mechanical 
reference surfaces in the mount under all environmental conditions, including shock, vibration, 
and temperature changes. The magnitude of the preload P in N applied along any axis should 
be at least 9.81maG, where m is the mass of the optic and any related components to be held by 
a single constraining means and aG is the worst case acceleration expected to be encountered by 
the subassembly. This term aG is understood to be a multiple of ambient gravity. If the optic is 
rotationally symmetric, glass-to-metal contact can be provided at the optic’s cylindrical rim, at 
its ground bevels, or at its polished surfaces. Five degrees of freedom (three translations and two 
tilts) must be controlled. The sixth degree of freedom (rotation about the optic axis) is also adjusted 
and controlled in some cases to improve performance in the presence of residual optical wedge or if 
nonsymmetrical aspheric surfaces are involved. All six degrees of freedom must be constrained for 
noncircular optics, such as prisms. 

The forces applied at the interfaces as well as those from gravity or imposed accelerations may 
distort the optical surfaces (thereby affecting performance) and introduce stress into the glass. 
Stress is known to cause birefringence, or, in extreme cases, damage to the optic—especially at low 
temperatures where shrinkage of the metal exerts maximum force on the glass. To minimize these 
adverse effects, forces must be kept within acceptable limits. Very few closed-form equations 
are available for predicting refracting or reflecting surface deformations due to applied forces. 
Finite element analyses are most frequently used for this purpose.1,2 Explanation of how this is 
done is beyond the scope of this presentation.

Relatively simple analytical means for estimating compressive and tensile stresses introduced by 
mounting forces are detailed in the literature.3,4 Most of these techniques are based on adaptations of 
standard formulations by Roark5 and Timoshenko and Goodier.6 The magnitude of the stress gener-
ated by a force depends not only upon the magnitude of that force, but also on the shapes of the sur-
faces in contact and Young’s modulus and Poisson’s ratio values for the glass and metal involved.

Statistical analyses backed by experimentation indicate that an optical component made by 
conventional high-quality grinding and polishing methods can usually withstand tensile stress as 
large as ~6.9 MPa without failure. This value is generally accepted as a “rule-of-thumb” tolerance for 
survival of the optic under stress.7 Optics made by “controlled grinding” techniques,8 polished and 
assembled with great care, and not scratched or otherwise damaged during use, might well survive 
long-term stress about 1.7 times greater.9

Under the more benign conditions of the operating environment (wherein the instrument 
must perform to specifications), survival is not a concern, but distortions of optical surfaces 
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due to mounting forces may degrade performance. High-performance optical systems and 
those using polarized light may also be especially sensitive to stress-induced birefringence. 
A commonly applied tolerance for stress in the glass in such cases is ~3.4 MPa. Analytical meth-
ods outlined in this chapter allow mounting stresses to be estimated to predict the potential 
success of a given design. 

Burnished Mountings Figure 1 shows a very simple way to mount a lens element in a tubular 
cell. This cell has an internal shoulder against which the lens is to be held. The cell is mounted on 
a spindle, the lens is inserted and held in place gently, and the assembly is slowly rotated. The cell 
has a lip that extends beyond the rim of the lens. That lip is burnished with one or more hardened 
rod-shaped tool(s) over the edge of the lens as indicated in the right-hand view. The cell mate-
rial must be malleable so it can be bent easily. Brass or annealed aluminum are common choices. 
The magnitude of the force, if any, introduced by the mounting cannot be quantified in this case 
because the bent metal tends to spring slightly away from the glass once tool pressure is removed. 
This type mounting is most suitable for use with small elements used in some endoscopes, simple 
microscope objectives, or low-cost cameras.

Mounts Using Threaded Retaining Rings This mounting, shown schematically in Fig. 2, is the type 
most frequently used to secure a lens element in its mount. Torque Q in N-mm applied to the ring 
with a wrench creates axial preload P to hold the lens against the shoulder very approximately as 
5Q/DT , where DT is the pitch diameter of the thread in millimeters. 

The fit of the mating threads in the cell and retainer should be loose enough for the retainer to 
align itself to the centered lens surface; otherwise, lens alignment may be altered when the retainer is 
tightened. Such a fit may be specified as Class-1 or -2 per ANSI/ASME B1.1-2003.∗ During assembly, 
the lens should first be aligned in the cell and then held in place as the retainer is tightened to the 
required torque.

Mounts Using Annular Flanges Figure 3 shows a lens element preloaded against a shoulder by an 
annular flange that is deflected axially by a distance Δ from its nominal flat shape. Adapting an equa-
tion from Roark,5 the deflection Δ required to produce a given preload P in N equals (KA – KB)P/t3

where t is the flange thickness in millimeters and the constants KA and KB are determined by the 
material properties and the dimensions a and b indicated in the figure.

For a given design, the required deflection may be obtained by customizing the thickness of the 
spacer located under the flange and should be at least 10 times larger than the resolution capability 
of the device to be used to measure the flange deflection at the time of assembly. As the flange is bent, 
stress is developed within that component. To prevent damage to the flange, its thickness should 
equal KCPfS/SY where the constant KC depends upon the dimensions a and b and the flange material

Burnishing
tool (typ.)

Tool motion

Cell
Lip

Lens

Spindle
rotation (slow)

FIGURE 1 A small lens burnished 
into a cell made of malleable metal.

Retaining ring

Preload

Cell

Lens

Axis

DT/2

FIGURE 2 A lens preloaded in its cell 
with a threaded retaining ring.

∗Unified Inch Screw Threads (UN and UNR Thread Form).
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properties. The quantity SY is the yield stress of the flange material and fS is the desired safety factor. The 
stiffening ring shown next to the flange maintains uniform flange deflection between the attaching 
screws.

A significant advantage of the annular flange as compared to the threaded retaining ring is that 
the flange can be calibrated before installation by measuring the actual preload developed as a func-
tion of deflection. Then, one can be quite confident that the preload on the lens is as stated by the 
above relationship when that flange is deflected by the specific distance Δ. This level of confidence 
cannot be achieved with a threaded ring.

Soft Mounting Techniques

Elastomeric Mountings A convenient technique for mounting a lens in a cell is to inject a continu-
ous annular ring of an elastomeric material such as room temperature vulcanizing (RTV) sealing 
compound between the lens rim and the inside surface of the cell (see Fig. 4). This is sometimes 
called an “elastomeric ring mounting.” The thickness te equals KDDG, where DG is the lens diameter 
and the constant KD is determined from the material properties using a relationship attributed by 
Herbert10 to R. Vanbezooijen. The lens is then virtually free of radial stress at all temperatures. This 
is because the elastomer expands or contracts with temperature changes just enough to always fill 
the radial gap between the glass and the metal.

Some designs using the elastomeric ring approach also benefit from the fact that a continuous ring 
of this material effectively seals the lens to its mount so, if this subassembly forms part of the exterior 
skin of an optical instrument, leakage of gases and moisture through that interface is prevented.

Preload

Screw (typ.)
Cell

Deflection

Lens

Flange
Spacer

Stiffening ring

a
b

FIGURE 3 A lens preloaded in its cell with a 
deflected continuous ring flange.

Injection
hole (typ.)

Cell

Lens

te

Annular ring of
elastomer

FIGURE 4 A lens supported in its cell by a continuous annular ring 
of elastomer.
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Another type of elastomeric mounting for lenses uses discrete pads of elastomer located between 
the lens rim and the cell’s inside surface. At least three such pads are needed to fully constrain the 
optic. They should be symmetrically distributed around the lens. The radial thicknesses of these 
pads can be sized as described above for the continuous ring. 

Flexure Mountings High-performance optical systems require the optical axes of their lenses to 
be precisely centered mechanically with respect to some mechanical reference and to remain in that 
condition when the temperature changes. Because metal and glass components expand or contract 
with temperature at different rates, the optics may become decentered, tilted, or stressed when tem-
perature changes occur in the above-described hard mountings. A properly designed support con-
figuration using three or more symmetrically located identical flexures between the mount and lens 
rim will ensure that the lens stays as originally aligned and free of stress in spite of such changes.

Figure 5 shows a concept for a simple flexure mount design suggested by Ahmad and Huse.11

Three identical flexure modules are made with narrow slots cut into them (by an electric discharge 
machining method) to form cantilevered flexure blades. Each blade has, at its free end, a curved pad 
shaped to interface with the lens rim. These modules are attached to the lens cell with screws pass-
ing through slightly oversized holes. In an alignment fixture, the optical axis of the lens is centered 
with respect to the axis of the cell. The modules are then adjusted to provide specific gaps between 
the pads and the lens rim and pinned in place. Epoxy is injected into those gaps and cured. Because 
the flexures are separate from the cell, they can be made from a material (such as titanium) with a 
higher yield stress than the cell. The cell is typically made of less expensive yet dimensionally stable 
material (such as stainless steel). More complex flexure designs and ones featuring a larger number 
of radial flexures have also been described.12–16 Because of their inherent flexibility, flexure mount-
ings should be analyzed to determine their responses to externally imposed shock and vibration.

6.4 MULTICOMPONENT LENS ASSEMBLIES

Groups of lenses used in optomechanical assemblies typically are individually mounted and con-
strained in seats machined into a housing or are separated axially by spacer rings within a common 
cylindrical bore in the housing. It is important for those lenses to have a common optical axis and 
the correct axial airspaces within allowable tolerances. We here consider several ways in which such 
assemblies can be designed.

A

A´ Section
A-A´

Cell

Lens

Flexure
module

(3 pl.)

Screw
and pin

(6 pl.)

Epoxy
bond

(3 pl.)

FIGURE 5 A lens bonded to three flexure modules attached to a cell.
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6.6  DESIGN

Drop-In Assembly

If alignment requirements are not too demanding, lenses, housings, and spacers can be machined to 
reasonable tolerances and simply assembled without further machining or adjustment other than 
tightening a retainer to provide prescribed preload  . Figure 6 shows an eyepiece for a low-power 
telescope assembled in this way. Radial clearances are typically ~0.075 mm, so individual lenses can 
easily be inserted into their seats. The eyepiece is configured to thread into a cylindrical opening in 
the telescope housing and to be focused by rotating the entire eyepiece. In some cases, the lenses are 
sealed to the cell and the threaded joint with the telescope also is sealed.

Many all-plastic lens assemblies used in consumer products are designed for swift drop-in assembly. 
The example shown in Fig. 7 is the objective for a rear-projection television system. Flexible tabs 
molded into the inside walls of both halves of the plastic housing project inward to form pockets 
for insertion of the three injection-molded plastic lens elements. Grooves (not shown) molded into 
the inside walls of the housings reduce stray light that otherwise could reduce contrast of the image. 
The housings are fastened together by self-tapping screws passing through flanges along each side, 
as indicated in the end view. Optical alignment relies on accuracy of the molding processes and is 
adequate for the application.

Cell

Lenses

Spacer

Mounting
thread

Threaded
retainer Eye

Injected
sealant

FIGURE 6 A telescope eyepiece with two lenses and a 
spacer assembled by the “drop-in” method.

Injection molded
lens (3 pl.)

Cell
Centering
tab (typ.)

Flexible
tab (typ.)

Aperture
stop

Cell halves
held together
by screws
through flanges

Mold part
line

(a) (b)

FIGURE 7 An all-plastic projection lens assembled by the “drop-in” method.
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Tightly Toleranced Assemblies

When higher performance is required, the dimensional tolerances are tightened and better optical 
alignment is achieved. Figure 8 shows the objective lens assembly for a military telescope.17 The three 
lenses are edged to fit the cell inside diameter with nominal radial clearances of 0.012 mm. All metal 
parts are made of stainless steel. The first spacer is made of sheet metal stock 0.025 ± 0.005 mm thick. 
It conforms to the spherical shapes of the adjacent lens surfaces under preload. The axial thicknesses 
of the lenses are toleranced to ± 0.005 mm. Residual optical wedge tolerances for the lenses are 12 
arcsec. The beam deviation from these wedges is minimized at assembly by rotating (i.e., clocking) 
two lenses about their axes relative to the third lens to obtain maximum symmetry of the image of 
an on-axis artificial star. This image is observed with a microscope during alignment.

Lathe Assembly

A technique that is frequently used to obtain lens centration by minimizing radial clearances between 
lens ODs and cell IDs is called “lathe assembly” because it is done on a machinist’s lathe. The diameters 
and thicknesses of a selected set of lenses are measured and recorded. The required central air spaces 
and their tolerances are obtained from the optical system design. Actual lens surface radii are obtained 
from interferometric measurements made during lens manufacture. This data accompanies the lenses 
to the machine shop where a partially machined cell or housing is customized to provide conical or 
toroidal interfaces with the polished surfaces of that particular set of lenses and to provide all other 
required dimensions for the optomechanical assembly within the required tolerances. Radial clear-
ances of ~0.005 mm can be achieved by this method. This clearance is adequate for careful assembly of 
the lenses into the cell.

Figure 917 shows an air-spaced doublet lens subassembly created by this process. The individual 
lens seats are finish-machined at the time of assembly to fit those lenses. The length of the spacer 
(dimension E) and the location of the mounting flange (Datum B) relative to the front lens vertex 

0.005 – 0.002
0.063 dia. thru
8 holes equally
spaced

Fill gap with
sealing
compound
at assembly

Element 1

0.126 dia. thru
4 holes equally
spaced

Element 2
Element 3

Spacer 2

Spacer 1

Lock retainer
with thread
sealant

AxisInput
beam

0.754
0.001–

-A- 0.0002

-A-

+

FIGURE 8 A telescope objective assembly with 
alignment resulting from tightly toleranced dimensions. 
Dimensions are in inches. (From Yoder.17)
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6.8  DESIGN

are also machined to produce the proper air space and overall length. Both lenses are secured by 
the retainer. The actual values of the numbered dimensions are recorded in the boxes. If required, 
a complete pedigree of that particular assembly can be established for future reference from the 
measured data and inspection reports. This type of construction is especially suited for applications 
involving high accelerations. Bayar described an aerial camera lens assembled by this method.18

“Poker Chip” Assembly

Figure 10 is a partial section view through a lens assembly that features seven lenses: four doublets 
and three singlets. Each lens, except the largest, was centered interferometrically to the mechanical 
axis of its cell OD and held in place in that cell with annular rings of epoxy nominally 0.381 mm 
thick. After the adhesive was cured, the axial thicknesses of the cells were final machined so all axial 
air spaces would be within design tolerances. The cell subassemblies Numbers 6 through 2, which 
had been machined to the same ODs within tight tolerances, were then inserted into the stainless 
steel housing and secured by Cell No. 1 that was threaded into the housing to act as a retainer. The 
largest lens (No. 12) was held directly in the housing by its own retainer. Accuracy of internal align-
ment was built into the assembly by the fabrication process.19 This type of construction is frequently 
referred to as “poker chip” assembly because the individual lens/cell subassemblies are stacked on 
top of each other inside the housing. 

Lenses Adjusted at Assembly

Many complex lens assemblies to be used in very high-performance applications such as micro-
lithographic projection systems need positional adjustment of a few carefully selected elements at 
the final stage of assembly. This is because application of the best possible optical and mechanical 

B

8

E

A

11
D

9

7

C

10

6

Spacer OD

Cell ID

Lens no. 1
P/N
Lot no.

Pressure ring
P/N
Lot no.

Retaining ring
P/N
Lot no.

Lens cell
P/N
Lot no.

Lens no. 2
P/N
Lot no.
Spacer
P/N
Lot no.

Mechanical axis

57.150

+0.010–

F

FIGURE 9 An air-spaced doublet assembled by the “lathe assembly” 
process. (From Yoder.17)
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MOUNTING OPTICAL COMPONENTS  6.9

manufacturing processes and extremely tight dimensional tolerances cannot make the lenses and 
mechanical parts accurately enough to obtain the full level of performance required by the applica-
tion. An example is shown schematically in Fig. 11.20

This optomechanical system comprises twelve air-spaced “poker chip” subassemblies, stacked on 
top of each other with custom-made spacers placed between lapped coplanar pads on the cell faces 

Retainer

Lens 11 Lens 12

Lens 10

Lens 1
(aspheric)

Lens 2

Lens 3

Lens 4 Lens 5

Lens 6
Lens 7

Lens 8
Lens 9 Housing

Cell 6
Cell 5

Cell 4
Cell 3

Cell 2Cell 1
Thread

FIGURE 10 A projection lens comprising a stack of “poker chip” lens/
cell subassemblies inserted into the bore of the mount. (From Fischer.19)

Fixed
cell

Screw

Spacer

Flexure

Lens

Barrel

Shims between
flat pads on

cells and spacer

Detail view

Adjustable
cell

FIGURE 11 Partial section view of a “poker chip” lens assembly with two 
lenses adjusted after assembly to optimize performance. (From Yoder.4)
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6.10  DESIGN

to control axial air spaces. The lenses are mounted on flexures machined directly into the interior 
surfaces the cells. Ten of the subassemblies fit closely inside the stainless steel barrel. Two subassem-
blies are adjustable laterally in orthogonal directions from the outside. Optical performance of the 
system is measured interferometrically in near real time, while the adjustable lenses are moved very 
slightly until optimal performance is achieved. The adjustment mechanisms are then locked and the 
lens is installed into the microlithography system.

Determination of which lens elements to move in a given optical system to correct residual aber-
rations is a job for the lens designer working with mechanical engineers and metrology experts who 
help decide how to incorporate the needed mechanisms and to conduct the necessary tests. The 
sensitivities of spherical, coma, astigmatism, and distortion aberration contributions from each lens 
to lateral and axial displacements are determined by raytracing. The ideal candidates for correcting 
each aberration are lens shifts that modify that aberration significantly, but do not excessively affect 
the other aberrations. The results are reviewed to determine which lens movements are best to mini-
mize each aberration. Williamson20 outlined a procedure in which the aberration contributions of 
the optical system shown in Fig. 12a for specific axial and lateral displacements of each element are 
plotted as shown in Fig. 12b and c, respectively. Using phase-measuring ultraviolet interferometry 

FIGURE 12 (a) Optical schematic of an 18-element lithographic projection lens. 
(b) The effects on aberrations of individually displacing each element axially by 25 μm. 
(c) Similar effects of displacing each element laterally by 5 μm. The best lenses to adjust 
for optimum system performance can be determined. (From Williamson.20)

06_Bass_v2ch06_p001-026.indd 6.10 8/24/09 4:33:03 PM



MOUNTING OPTICAL COMPONENTS  6.11

as the image quality monitor, all these aberrations can be significantly reduced by iteration of lens 
movements and the final system performance of production lens assemblies greatly enhanced.

6.5 MOUNTING WINDOWS AND DOMES

Small circular windows usually are secured in a mount with a threaded retainer or by an elastomeric 
ring. Noncircular ones are best held in place with elastomer. The continuous flange-mounting method 
can be used to advantage with larger windows. The one shown in Fig. 13 has an elliptical aperture of 
20.32 × 30.5 cm.4 The electrical connections shown provide current to a conductive coating on a bur-
ied surface, which keeps the window free of fog in high-humidity situations. The flange preloads the 
window into an aluminum cell. An elastomeric sealant is injected into a groove around the window’s 
rim to seal it to the cell. The cell is sealed to the instrument housing with a gasket or an O-ring.

Figure 14 shows typical mountings for deeply curved spherical windows, called shells or domes.
That in Fig. 14a is sealed and secured with a Neoprene gasket clamped in place by a flange21 while that 
in Fig. 14b is secured and sealed with a continuous ring of elastomer.4 In some more elaborate designs, 
an elliptically shaped sapphire dome is brazed with special metallic alloys to a titanium mount.22

6.6 MOUNTING SMALL MIRRORS AND PRISMS 

General Considerations

The appropriateness of designs for mechanical mountings for small mirrors and prisms depends 
upon a variety of factors including: tolerable rigid body movement of the optic and distortion of 
its reflecting and/or refracting surface(s); the magnitudes, application locations, and directions 

Temperature
sensor

Electrical
connection
(2 pl.)

Screw
(18 pl.)

Flange

Laminated
window
glazing

Cell

FIGURE 13 Exploded view of a heated window assembly used in a 
military application. (Courtesy of Goodrich Corporation, Danbury, CT.)
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6.12  DESIGN

of forces tending to move the optic with respect to its mount; steady-state and transient thermal 
effects (including gradients); the sizes and kinematic compatibility of interfacing optomechanical 
surfaces; and the rigidity and long-term stability of the structure supporting the optic. In addition, 
the designs must be compatible with assembly, maintenance, package size, weight, and configuration 
constraints, as well as being cost effective. The representative mounting designs described in the 
following sections illustrate proven mounting techniques.

Mechanically Clamped Mountings

Figure 15 shows a simple means for attaching a first surface flat mirror to a mechanical bracket.23

Three cantilevered springs press the reflecting surface against three pads that have been lapped 
coplanar. The contacts between the springs and the mirror’s back face are directly opposite the pads 
to minimize bending moments. This design constrains one translation and two tilts. Translations 
in the plane of the reflecting surface can most easily be constrained by dimensioning the spacers 
supporting the springs so as to just clear the rim of the mirror at minimum temperature. Rotation 
in that plane usually does not need to be constrained. Given the number of springs N, the spring 
material’s Young’s modulus EM, its yield stress SY, and its Poisson’s ratio νM, the spring lengths L and 
widths b, and an appropriate safety factor fS, the spring thickness t that will provide a total preload 
P to the mirror is determined as [KS1PLfS/(bSYN)]1/2. The length of the spacer located under each 
spring is chosen to cause that spring to be deflected from its flat condition by Δ equal to (KS2L

3)
(1 − νM

2)/(EMbt3N). In these relationships, KS1 is 4 and KS2 is 0.75.

Elastomeric Mountings for Mirrors

Small mirrors can often be mounted in the manner illustrated by Fig. 4 for a lens. In applications 
where the optic does not need to be sealed in place with a continuous ring of elastomer, three or 
more discrete pads located between the lens rim and the cell ID can support it. Vanbezooijen’s equa-
tion is again used to determine the pad thicknesses.10 The lateral dimensions of the pads have, in 
some designs, been determined by finite element analysis that predicts the dynamic response of the 
subassembly to vibration inputs from the environment.24

(a) (b)

Shell

Mount

Delrin flange

Neoprene seal Elastomer seal

Mount

Hole for screw
(typ)

Groove for
O-ring

Dome
(hyperhemisphere)

Nylon screw
(typ.)

FIGURE 14 Typical mountings for (a) a thin shell and (b) a 
hyperhemispherical dome. [(a) From Vukobratovich.21 (b) from Yoder.4]
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Spring-Loaded Mountings for Prisms

A spring-loaded mounting for a prism is illustrated in Fig. 16.25 Here, a penta prism is preloaded 
against three coplanar pads on the baseplate by three cantilevered springs supported by posts with 
spacers machined to produce the necessary spring deflection and resultant preload, as described 
earlier for a mirror mounting. Constraint in the plane parallel to the pad surfaces is provided by a 
single spring (called a straddling spring) that is supported at each end and presses against the end 
of the prism. The dimensions and deflection of this spring are chosen to preload the prism against 
three locating pins that are pressed or threaded into strategically located holes in the baseplate. The 
relationships for t and Δ given in Sec. “Mechanically Clamped Mountings” apply also to the strad-
dling spring, but KS1 equals 0.75, N = 1, and KS2 = 0.0625. How the direction of the force exerted 
by the straddling spring can be optimized to nearly equalize the stresses created in the prism at the 
interfaces with the pins has been explained in the literature.26

Bonded Mountings for Small Mirrors and Prisms

A widely used and successful technique for mounting small mirrors and prisms is to bond them directly 
to a plate or bracket with an adhesive such as epoxy. Any alignment adjustments that are needed 
should be built into the mount rather than into the glass-to-metal joint. Figure 17 shows a typical 
mirror mount of this type.23 It has proven satisfactory for cases where the diameter-to-thickness ratio 
for the mirror substrate is at least 6:1. The mirror should then be stiff enough not to be excessively 

FIGURE 15 A simple mounting for a flat mirror pre-
loaded with deflected cantilevered springs. (From Yoder.23)
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6.14  DESIGN

distorted by shrinkage of the adhesive as it cures. Most prisms are thick enough that they are not 
distorted by this shrinkage.

All adhesive bonds need to have sufficient area for the joint to be strong enough to support the 
optic under all anticipated levels of acceleration. The minimum bond area QMIN is 9.81maG fS/J,
where J is the strength of the cured adhesive joint and all other terms are as previously defined.27

Bonding should be done on a fine ground surface of the optic for maximum joint strength. A typi-
cal value for J for a two-part epoxy such as 3M 2216B/A with bond thickness of 0.100 ± 0.025 mm is 
~17.2 MPa. For conservative design, the factor fS should be ~4. Successful bonding requires careful 
cleaning of the surfaces to be bonded and adequate curing time. The adhesive manufacturer’s rec-
ommendations should be followed unless tests indicate otherwise for a specific application.

The 29-mm aperture roof penta prism in Fig. 18 is bonded in cantilevered fashion to a bracket 
nominally oriented vertically. The circular bond area is adequate to withstand a severe military shock and 
vibration environment. Some designs work better if the prism is supported from both sides. Figure 19 
shows one way to do this. It was adapted from Beckmann.28 The mount is designed with two arms, one 
of which has a hole bored through it. The prism is supported by a fixture in the proper location and ori-
entation relative to the mount and epoxy bonded to the flat pad on the left arm. A plug made of the same 

Spacer (2 pl.)

Cylindrical pad(a)

(b)

Straddling spring

Spring support
(2 pl.)

Baseplate
Penta prism

Cantilevered
Spring (3 pl.)

Mounting hole (3 pl.)

Locating pin (3 pl.) Light path

Post (3 pl.)

Spacer (3 pl.)Washer (3 pl.)

Screw (3 pl.)

Baseplate

Locating pin (3 pl.)

Penta prism

Flat pad (3 pl.)
(directly under springs)

Cantilevered spring (3 pl.)

Cylindrical pad (3 pl.)

y

y

x

z

FIGURE 16 A penta prism preloaded against lapped pads on a baseplate with 
cantilevered and straddling springs. (From Yoder.25)
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metal as the mount is then centered in the hole in the right arm and bonded to the right surface of the 
prism. When those bonds have cured, the plug is bonded into the right arm. 

Flexure Mountings for Small Mirrors and Prisms

Circular mirrors as large as ~15-cm diameter have been successfully mounted on flexures in the gen-
eral manner shown in Fig. 5 for a lens. Usually, these are image-forming mirrors, perhaps aspheric, 
that need to have constant centration relative to a system axis. 

Mounting hole
(3 pl.)

Mirror, BK7 glass

Mount, type 416
stainless steel

Adhesive
bond

FIGURE 17 A flat mirror bonded on its back to a pad on 
its mount. (From Yoder.23)

Roof penta
prism

Bond area

Mounting
flange

FIGURE 18 A roof penta prism bonded to a pad on a mounting flange.

06_Bass_v2ch06_p001-026.indd 6.15 8/24/09 2:06:42 PM



6.16  DESIGN

Prisms intended for use in relatively benign environments can be mounted on flexures. One 
way to do this is by attaching the prism to instrument structure through three posts with integral 
flexures at each end. Figure 20 shows a large multiple component Zerodur prism mounted in this 
manner. It has two wing prisms optically contacted to a third (base) prism, to which the flexures 
are bonded. The wing prism surfaces are perpendicular to each other and form a 15.2-cm-wide 
roof mirror that is inclined at 45° to the vertical. The reflected image is inverted horizontally 
as the optic turns the incident beam axis 90°. The orientations of three of the flexure joints are 

Plug

Right arm
of mount

Left arm
of mount

First
bonds

Prism
(aligned and

held in fixture
during cure)

Second bond
(all around)

(a) (b)

FIGURE 19 Concept for supporting a prism from both sides. (a) Prism bonded 
to left arm of mount and plug bonded to prism. (b) Plug bonded into right arm of 
mount. (Adapted from Beckmann.28)

Wing prism
90°

90° Section
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base prism
surface

FIGURE 20 Optomechanical configuration of a large prism assembly with three 
flexure mounting posts to isolate the optic from dimensional changes under temperature 
changes. (Courtesy of ASML Lithography, Wilton, CT.)
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as indicated in the section view A-A′. If attached to a structure that expands or contracts more 
than the prism as the temperature changes, the flexures simply bend very slightly and prevent the 
introduction of mounting forces that could distort the reflecting surfaces and interfere with per-
formance of the optical system. 

6.7 MOUNTING MODERATE-SIZED MIRRORS

General Considerations

The simple mirror mountings described earlier are not satisfactory for mirrors larger than about 
15-cm diameter because they are too flexible to be treated as rigid bodies. The important criteria 
for selecting a suitable mounting are orientation with respect to gravity, performance level required, 
substrate material stiffness, and weight limitations. The mounting for a mirror to be used in a fixed 
horizontal- or vertical-axis orientation can be figured during polishing to compensate for gravity 
effects. Variable orientation applications require mounts that change their force distribution with 
inclination to keep surface deflections within tolerance. Both axial and radial supports are required. 
Mirrors to be used in space have the added requirement of release of gravitational force after being 
fabricated, tested, and installed into the instrument in a normal gravity environment. Choice of 
mounting depends strongly on the substrate configuration. Weight constraints generally lead to 
solid substrates with shaped back surfaces or ones built-up from multiple parts that are attached 
together. We here describe a few typical ways to support mirrors of various shapes as large as ~85 cm. 
Designs appropriate to both nonmetallic and metallic mirrors are considered.

Substrate Configurations

Figures 21b through e shows half-section views of four first-surface mirror solid substrates of the 
same diameter and material with concave surfaces of the same radius. Their back surface shapes 
differ and reduce the mirror weight as compared to a flat-back baseline design (Fig. 21a). All these 
mirrors, except one, can be supported within the telescope housing on a hub passing through the 
mirror’s central perforation. For example, see Fig. 22. Here, the hub has a toroidal-shaped raised 
land that supports the 41-cm-diameter meniscus-shaped mirror radially and a shoulder that locates 
it axially. The radial support lies in the mirror’s neutral plane where fore and aft bending moments 
are balanced. A threaded retaining ring provides axial preload. To focus, the locating ring is moved 
on the hub and secured with the clamping ring. The substrate configuration from Fig. 21 that can-
not be hub mounted is the double arch configuration (Fig. 21e). It is best supported on flexures at 
three or more points spaced equally around the zone of greatest thickness. 

(a) (b) (c) (d) (e) (f)

FIGURE 21 Sectional views of baseline concave-plane (a) and lightweighted mirror substrates 
(b) through (e) with contoured backs. Figure ( f ) shows a built-up substrate configuration. 
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Lighter-weight mirror constructions typically employ built-up substrates such as that shown in 
Fig. 21f. A very successful type is the monolithic meniscus construction illustrated by Fig. 23. Such 
mirrors are usually made of Corning ULE. Strips of the material form the webs of a core to which 
front and back facesheets are fused. All joints in the core also are fused together. The spacing of the 
webs is large except at locations where axial and radial supports attach to the substrate. There, the 
spacing is considerably smaller to increase strength.

Mirror

Neutral
plane

Shoulder

Axis Hub

Housing

Retaining
ring

Clamping
ring

Locating
ring

Toroidal land

FIGURE 22 Hub mounting for a meniscus-shaped telescope mirror. Focus adjustment 
means is illustrated.

Internal
core

Radial
support
attachment
block (3 pl.)

Front
facesheet

Back
facesheet

DG

FIGURE 23 A completely fused (monolithic) built-up lightweight mirror substrate.
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Lever Mechanism Mountings

Because of the flexibility of lightweighted mirrors, axial support is frequently provided at many 
points on the back of the substrate. Hindle mounts29 using multiple lever mechanisms (called 
“whiffletrees”) are commonly used. Figure 24 shows such a mount with 18 supports for the mirror. 
The number of supports needed is the minimum number that keeps the gravitational sag of the 
reflecting surface between support points smaller than the deflection tolerance when the mirror axis 
is vertical.4 To avoid friction effects, flexures (sometimes called “Flex-Pivots”) are typically used 
as single-axis bearings in these mounts. Dual-axis bearings are usually necked-down posts that serve 
as flexures.

A mirror on a Hindle mount also needs radial support if it is to be used in any orientation other 
than axis vertical. This might be in the form of three or more mechanical links with universal-joint 
flexures at each end that are oriented tangent to the rim of the mirror and connect the mirror rim to 
the surrounding structure. Provision for such a support is shown in the mirror of Fig. 23. Multiple-
point whiffletree radial supports have also been used for this purpose.21

Mountings for Metallic Mirrors

Metallic mirrors are generally easier to support than nonmetallic ones because attachments can be 
made directly to the substrate through, for example, threaded holes for screws. The metallic sub-
strate may also be stiffer than the glass counterpart. An example is the aluminum mirror shown 

RE

RI

RS

RO

Mirror
Whiffletree mechanism
(3 pl.)

Flexure link
to mirror (18 pl.)

Plate (6 pl.)

1-Axis flex pivot 
on post attached
to structure (3 pl.)

2-Axis flexure
connects bar
to plate (6 pl.)

Bar (3 pl.)

FIGURE 24 An 18-support Hindle-type mirror mount supporting the optic at multiple 
points on rings of radii RO and RI from three posts attached to structure at radius RE. The whif-
fletree plates are centered on the ring of radius RS.
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by section and back views in Fig. 25a.30 Here, a single-point diamond-turning (SPDT) method is 
employed to machine the optical surface and the axial and radial mounting interface surfaces on 
the mirror’s back. In this method, many extremely fine cuts are made with a precision diamond 
tool as the substrate rotates about a common mechanical and optical axis. The tool moves on a 
prescribed path under interferometric control. This results in very accurate surface shapes and 
surface interrelationships, as well as smooth surfaces and very low residual stresses in the parts. 
The mating surfaces on the mount are also created by diamond turning. The mirror is shown 
installed in its mount in Fig. 25b. Optical surface distortions due to mounting forces are minimal 
because the contacting surfaces on the optic and its mount are parallel when drawn together.31

When the mirror and its mount are made of the same material, the effects of temperature changes 
are minimized.

Mirror

Back plate

Housing

Baffle (typ.)

(b)

(a)

Axial interface
(3 pl., SPDT)

Optical surface
(AlumiPlate
plated and SPDT)

Pilot diameter
(SPDT)

Back surface
(unplanted)

FIGURE 25 Optomechanical configuration (b) of an alumi-
num mirror (a) with optical and mounting surfaces machined by 
SPDT methods. The radial and axial interfaces are shown. (From 
Vukobratovich et al.30)
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6.8 CONTACT STRESSES IN OPTICS

The shape of the mechanical surface touching a lens, mirror, or prism surface is typically spherical, 
cylindrical, conical, or flat. Point contacts occur at spherical pads attached to the ends of springs 
while short line contacts occur if cylindrical pads are used on springs or if pins are used to locate the 
optic. Lenses, windows, and mirrors preloaded against mechanical constraints by a retaining ring or 
flange typically have circular line contacts with the metal around the edges of their apertures. The 
metal surface typically is conical for a convex glass surface and toroidal for a concave glass surface. 
The preloads applied through all of these interfaces cause elastic deformations of the glass and metal 
parts. Associated with these deformations are compressive and tensile stresses in those materials. 
Up-to-date analytical methods for estimation of these stresses have been presented in detail else-
where.4 Space constraints preclude discussion of those methods here. Once the tensile stress to be 
expected in a given optomechanical design has been quantified, it can be compared to the aforemen-
tioned rule-of-thumb tolerance to predict success or failure of the optomechanical design. Should 
the stress appear to be too large, certain design changes that can be made to reduce it are suggested 
in the referenced publication. 

6.9 TEMPERATURE EFFECTS ON 
MOUNTED OPTICS

General Considerations

Because the temperature environment of any optical instrument is seldom constant, we should 
anticipate changes in dimensions of all parts, in refractive indices, and in material parameters [such 
as coefficient of thermal expansion (CTE) and Young’s modulus] to occur throughout the lifetime 
of the device. These changes may defocus the system, change aberration balance, or degrade align-
ment. Athermalized designs are created in a manner to reduce the magnitudes of these effects to 
tolerable levels. 

Prevention of Axial Gaps 

Differential expansions and contractions of all types of materials with temperature changes may 
change the axial and/or radial relationships, that is, alignment between optics and their mechanical 
reference surfaces. Optomechanical assemblies that are adequately preloaded at assembly will tend 
to maintain optic-to-mount contact, but this preload will change as the temperature changes. It may 
disappear completely at elevated temperatures. Then the optics may be free to move if externally 
disturbed, as by vibration or shock. These component shifts may become permanent if the optic is 
decentered or tilted when the temperature drops and the mount reapplies forces to the optics.

To reduce this effect, each optical assembly might be designed to compensate for axial dimen-
sional changes so axial preload changes are reduced to insignificance.32 For example, the air-spaced 
triplet assembly of Fig. 26a is constructed of three optical glasses, an aluminum cell, and two alumi-
num spacers. The scale of the figure is as indicated. At maximum temperature, the physical separa-
tion of the interfacing points A and B in this particular assembly changes by 0.015 mm if computed 
for a path through the lenses and spacers, but changes by 0.030 mm if computed for a path through 
the cell. One or more axial air gaps totaling 0.015 mm would then exist somewhere within the 
assembly and the lenses might move or tilt within that space. If the design were to be modified by 
changing the metals in the cell and in one spacer, lengthening that spacer, and providing space for 
the larger spacer by adding a step bevel to the second lens—as indicated in Fig. 26b—the chosen 
materials and component dimensions would make the A-to-B separation remain equal for both 
paths for all temperature changes. Preload would then remain unchanged and misalignment would 
not occur.
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Focus Athermalization Techniques

Single Material Designs Figure 27 shows a reflecting telescope made of a single material, in this 
case, aluminum.33 All dimensions change, but the assembly remains in alignment and the optical 
performance is unchanged (other than a small change in image scale) as the temperature changes. 
This telescope is an example of the use of single-point diamond-machining methods as all optical 
and mounting surfaces are precisely made in the proper geometric relationships so alignment accu-
racy is built-in.

Passive Athermalization Figure 28a illustrates the use of materials with dissimilar CTEs and care-
fully chosen axial dimensions so the axial distance between optical components (in this case, the 
two mirrors) remains constant when the temperature changes.34 This keeps the optical performance 
within required limits. Control of the mirror separation of this telescope is modeled schematically 
in Fig. 28b. Positive signs associated with lengths of low and high CTE materials indicate how the 

A
B

Lens 3
(SK16)

Lens 2
(BK7)

Lens 1
(LaF2)

Retainer

12.7 mm

Cell
(CRES 416)

Spacer 1
(AI 6061)

Spacer 2
(CRES 303)

(a)

(b)

A
B

Lens 3
(SK16)

Lens 2
(BK7)

Lens 1
(LaF2)

Retainer

12.7 mm

Cell
(AI 6061)

Spacer 1
(AI 6061)

Spacer 2
(AI 6061)

FIGURE 26 An air-spaced triplet lens assembly (a) in 
which an axial gap between glass and metal parts exists at high 
temperature, possibly allowing the lens to become misaligned. 
Modified design (b) is athermalized to maintain registry of the 
optics in the mount. (Adapted from Yoder and Hatheway.32)
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FIGURE 27 Schematic of an all-aluminum (athermalized) telescope objective with 
optical and mechanical interface surfaces finished by SPDT for ease of assembly without 
alignment. (From Erickson et al.33)
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FIGURE 28 A passively athermalized telescope structure using Invar 
metering tubes to connect the primary and secondary mirror mounts. 
(a) Exploded view of the telescope. (b) Model of the compensation system. 
(From Zurmehly and Hookman34)
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mirror separation changes as the temperature rises. Proper choices of materials for their coefficients 
of thermal expansion and dimensions make the mirror separation remain constant as the tempera-
ture changes.

Active Athermalization When a source of power is available, components in an optical system 
can be physically moved to compensate for the effects of temperature changes. For example, 
Fig. 29a shows a concept for a zoom lens system in which locations of the moveable lenses are 
varied by motors as commanded by an internal microprocessor that monitors the temperature of 
the system.35 As indicated in Fig. 29b, desired magnification inputs from the operator are auto-
matically converted into the lens shifts required to focus properly on the object at the measured 
temperature.

FIGURE 29 An actively athermalized zoom lens sys-
tem that drives two lens groups to maintain focus at select-
able magnification settings in spite of temperature changes. 
(From Fischer and Kampe.35)
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7.1 GLOSSARY

 A area

 BRDF bidirectional refl ectance distribution function

 GCF geometric confi guration factor

 L radiance

 R distance

 q, f angles

 Φ power

 Ω solid angle

7.2 INTRODUCTION

The analysis of stray light suppression is the study of all unwanted sources that reduce contrast or 
image quality. The control of stray light encompasses several very specialized fields of both experi-
mental and theoretical research. Its basic input must consider (1) the optical design of the system; 
(2) the mechanical design, size, and shape of the objects in the system; (3) the thermal emittance 
characteristics for some systems; and (4) the scattering and reflectance characteristics of each surface 
for all input and output angles. It may also include spectral characteristics, spatial distribution, and 
polarization. Each of these areas may be concentrated on individually, but ultimately the analysis 
culminates in the merging of the various inputs.

Developments in detector technology, optical design software, diffraction-limited optical designs, 
fabrication techniques, and metrology testing have created a demand for sensors with lower levels of 
stray radiation. Ways to control stray light to meet these demands must be considered during the 
“preliminary” conceptual design. Decisions made at this time are, more often than not, irrevocable. This 
is because parallel studies based upon the initially accepted starting design are often very expen-
sive. The task of minimizing the stray radiation that reaches the detector after the system has been 
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designed by “adding on” a suppression system is very difficult. Therefore, every effort should be 
made to start off with a sound stray light design. To ensure a sound design, some stray light analysis 
should be incorporated in the earliest stages of a preliminary design study.

This chapter presents some basic concepts, tools, and methods that you, the optical or mechani-
cal designer, can consider when creating a sensor system. You do not need to be very experienced 
in stray light suppression to design basic features into the system, or to consider alternative designs 
that may significantly enhance the sensor’s performance. The concepts are applicable to all sizes of 
optical instrumentation and to virtually all wavelengths. In some cases, you can use the concepts to 
rescue a design when experimental test results indicate a major design flaw.

7.3 CONCEPTS

This section outlines some concepts that you can use to reduce stray radiation in any optical system. 
The section also contains some experimental and computer-calculated data as examples that should 
give you some idea of the magnitude of the enhancement that is possible.

The power on a collector depends on the following:

1. The power from the stray light source.

2. The surface scatter characteristics of the source; these characteristics are defined by the bidirec-
tional scatter distribution function (BSDF).

3. The geometrical relationship between the source and collector. This relationship is called the 
geometrical configuration factor (discussed later in this section).

To reduce the power on the detector, we can try to reduce the contributions from these elements:

 Φ Φcollector power source power sourceBRDF G= × × CCFsource collector × π  (1)

Ways to reduce each of these factors are discussed below. The creative use of aperture stops, 
Lyot stops, and field stops is an important part of any attempt to reduce the GCF term of the power 
transfer equation.

For the discussion that follows, examples from a two-mirror Cassegrain design, with the aperture 
stop at the primary, will be used to stimulate thoughts about stray light reduction possibilities for 
other sensors.1 The system is shown in Fig. 1.

Critical Objects

The most fundamental concept is to start the stray light analysis from the detector plane of the 
proposed designs. The most critical surfaces in a system are those that can be seen from the detector 
position or focal surface. These structures are the only ones that contribute power to the detector. 
For this reason, direct your initial attention toward minimizing their power contributions by remov-
ing them from the field of view of the detector.

The basic idea is to visualize what would be seen if you were to look out of the system from the 
image plane. Unlike most users of optical instruments, the stray light designer’s primary concern is sel-
dom the object field, but rather all the interior surfaces that scatter light. It is necessary to look beyond 
the radii of the imaging apertures to find the sources of unwanted energy. Removing these sources from 
the field of the detector is a real possibility, and will result in a significant improvement in the system.

Real-Space Critical Objects

I will start out by identifying a particular critical real-space object that can be seen by the detector in 
our example; it is the inside of the secondary baffle. The direct view discussed here is different than 
the image of the same baffle reflected by the secondary which is discussed in the next section.
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Many Cassegrain secondary baffles have been designed to be cone-shaped (Fig. 2), usually 
approximating the converging cone of light from the primary. From the detector, portions of this 
secondary cone are seen directly as a critical surface. Since most of the unwanted energy is incident 
on this baffle from nearly the same direction as this surface is seen from the detector, the addition of 
vane structures would be of little help, assuming an optimum coating is used on the simple baffle. 
If the cone is made more cylindrical, the amount of critical cone area is reduced, and the angle at 
which the surface is seen gives a smaller projected area (Fig. 3).

Avoid making the baffle cylindrical because the outside of it would be seen. Since the detector 
is of a finite size there is a fan of rays off the primary representing the field of view of the telescope. 

  1 Main baffle
  2 Inner secondary baffle
  3 Inner conical baffle (inside surface)
  4 Back of secondary baffle
  5 Outside surface of secondary baffle
  6 Inner conical baffle (outside surface)
  7 Primary mirror
  8 Secondary mirror
10 Sunshield
11 Entrance port diffracting edge
12 Edge of first vane of main baffle
13 Edge of aperture stop

10

11

12 13

7
6

32

5

1

84

FIGURE 1 Typical Cassegrain design with the aperture stop at the primary. (Ref. 2, p. 52.)

FIGURE 2 Direct and reflected scatter from the cone-shaped secondary baffle. 
(Ref. 1, p. 4.)
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Although collimated for any point on the detector, any point not on axis would have its ray bundle 
at some angle to the optical axis, hence a cylindrical secondary baffle would be seen from off-axis 
positions on the detector.

Imaged Critical Objects

Imaged objects are often critical objects. They too can be seen from the detector. Determining which 
of the imaged objects are critical requires a bit of imagination and usually some calculations; stray 
light software can help you make the calculations. The Y-Y bar diagram can help you to conceptual-
ize and determine the relative image distances and sizes with a minimum number of calculations.3 
The same could be done with other first-order imaging techniques (see Chap. 1 in this volume).
Using the Cassegrain example again (Fig. 2), you can see that reflected off the secondary mirror 
are the images of the detector and the inside of the inner conical baffle (object 3 in Fig. 1). In some 
designs the outside of the conical baffle will be seen in reflection. These are imaged critical objects. If 
you wish, you can eliminate some of these images with a central obscuration on the secondary, or 
for the conical baffle, with a spherical mirror concentric about the image plane. The direct view to 
the inner conical baffle will remain, but the path from the image of it is removed.

The cone-shaped secondary baffle is also seen in reflection (Fig. 2). For the incident angles of 
radiation on this surface, the near specular (forward-scattering) characteristics will often be one 
of the most important stray light paths because the image of the detector is in that direction. This 
is an extension of starting from the detector. There is an image of the detector at the prime focus of 
the primary mirror. Often, as in this case, one location may be easier than another for you to deter-
mine what could be seen. By making the baffle more cylindrical, part of the image of the baffle is 
removed from the detector’s view; as a result, the power that can scatter to the detector is reduced. 
Furthermore, it is sometimes possible to baffle most of this power from the field of view with one or 
two vanes (Fig. 4).

Continue the process of removing critical surfaces until all the critical surfaces have been consid-
ered for all points in the image plane. The power contributions from these surfaces will either go to 
zero, or at least be lessened after you reduce the area of the sections seen.

There is still more that can be done, since only the GCF term in the power transfer equation to 
the detector has been reduced. It is also possible to minimize the power onto the critical sections, 
which will become the source of power, Φ, at the next level of scatter. This approach can be very 
similar to the approach used for minimizing the power scattered to the image plane. The viewing 
is now forward from the critical surfaces instead of the image plane. By minimizing the BRDF and 
GCF factors of the surface scattering to the critical sections, the power incident on the critical sur-
faces will be reduced. Hence, the power to the detector is also reduced.

Cylindrical baffle

Outgoing edge ray

FIGURE 3 Reduced scatter from an almost cylindrical-shaped secondary baffle.
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Illuminated Objects

Minimizing the GCFs and BRDFs for the specific input and output angle is sometimes easier if you 
look into the system from the position of the stray light source in object space. By doing this, you 
can identify the surfaces that directly receive the unwanted energy. I will call these the illuminated
objects. If any of these illuminated surfaces contain sections that the detector can see, then you 
should direct your initial efforts toward eliminating these paths. These paths will usually dominate 
all other stray light paths because there is only a single scatter before the stray light reaches the 
detector. An example of such a path that is often encountered is from the source onto the inner 
conical baffle of multimirror systems (Fig. 1). Some of the ways that the direct radiation can be 
eliminated is by extending the main baffle tube, increasing the obscuration ratio by increasing the 
diameter of the secondary baffle (Fig. 5), or by narrowing the field of view, which will allow you to 
extend the secondary baffle and the inner conical baffle toward each other.

The effect of eliminating this path is shown in a composite Point Source Transmittance (PST) 
plot in Fig. 6.4 The PST plot is defined as the reference plane (detector plane in most cases) irradi-
ance divided by the input irradiance along the line of sight. (See the section called “Point Source 
Transmittance Definitions” for a more detailed definition of PST.) For the case shown, the unwanted 
irradiance on the detector is reduced by over an order of magnitude.

Aperture Placement

I will now focus on the optical design aspects of a stray light suppression system, and give a qualita-
tive discussion of some general aspects that you might consider. All optical systems will have at least 

Optical axis

Section of the baffle
that could be seen directly
by the detector before the redesign

Vanes block specular pathMust be conical to clear field of view

Secondary
mirror

Prime focus

Locus of former baffle
Direct view from detector

View of
imaged

object

FIGURE 4 A cylindrical secondary baffle can be seen from off-axis positions on the detector.

FIGURE 5 Increased obscuration ratio blocks direct 
path to inner conical baffle. (Ref. 1, p. 6.)
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one aperture, called an aperture stop, that limits the size of the bundle of the incoming signal rays. 
Some systems will have field stops and/or Lyot stops. Each type of stop has a clearly defined role in 
stray radiation suppression, which is discussed in the following sections.

In many cases stop placement will have a much more noticeable effect on system performance 
than any vane structure, coating, or baffle redesign. Probably the only factor with more effect on the 
PST curve is the off-axis position of the source. Therefore, the benefits of any of the stops cannot be 
overemphasized.

Aperture Stops The aperture stop is the aperture that limits the size of the cone of radiation that 
will reach a point on the image plane. Sometimes shifting this stop allows the optical designer to 
better balance the aberrations. In a stray radiation suppression design, it plays a similar important 
role. All objects in the spaces preceding the stop in the optical path will not be seen unless they are 
imaging elements, central obscurations, or objects that vignette the field of view. Only a limited 
number of critical objects is possible before the aperture stop. In the intervening spaces from the 
stop to the image plane it is likely that many of the baffle surfaces will be seen. Figure 7 represents 
a two-mirror design, and Fig. 8 represents a three-element refracting system; both have the stop at 
the first element. In both cases the second element is oversized to accommodate the field of view 
from a point in the field stop; the amount depends on the full field of view of the design. Because 
the elements are oversized, the main baffle following the first element will be seen. This baffle will 
be a critical object, a direct path of unwanted energy. The “overviewing” is characteristic of all of the 
optical elements past the aperture stop.

If you move the stop along the optical path toward the detector plane, its performance as a stray 
radiation baffle will improve. If you shift the stop to the second element, the intermediate baffle will 
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FIGURE 6 Point source transmittance with obscurations of (1) 0.333 and (2) 0.4. The 0.4 
obscuration removed the direct path from the source to the inner conical baffle. (Ref. 1, p. 6.)
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not be seen. It is removed from the field of view of the detector, since the stop now eliminates direct 
paths from baffles in all spaces that precede it. Figure 9 shows the improvement in the PST curve for 
a two-mirror system. By moving the stop you have reduced the PST by a factor of 10. This is a desir-
able feature to consider for stray radiation reduction.

Direct paths from central obscurations can be blocked by a central disk located at some location 
deeper into the system; however, because of the parallax involved between the central obscuration 
disk and this central disk, the central disk obscuration will usually be a larger obstruction to imag-
ing rays. In a reimaging design it is often possible to locate a central disk conjugate to the actual 
central obscuration.

Field Stops An aperture can be placed at intermediate images in a system to limit the field of view. 
Such an aperture will usually prevent any stray light from outside of the field of view from being 
directly imaged into the system beyond this field stop aperture. In a sense, its operation is just oppo-
site that of an aperture stop. Baffle surfaces following a field stop cannot be seen from outside the 
field of view in the object plane, unless they are central obscurations. Note that with just a field stop, 
succeeding optical elements may allow out-of-field critical sections to be seen through the field stop, 
from within the field in the image plane (Fig. 11). Aperture stops are necessary to block such paths. 
Figures 10 and 11 show two such cases. Although for some designs the field stop is not 100 percent 
effective because of optical aberrations, its small size limits most of the unwanted stray light. Field 
stops therefore do not remove critical sections, but rather limit the propagation of power to illumi-
nated objects. In reflecting systems, take care that the object side of the field stops does not become 
a critical area, which can be seen directly or in reflection from the image plane because unwanted 
energy is being focused onto them.5

Main baffle

Stop

FIGURE 7 The oversized secondary allows the main baffle 
to be seen in reflection. (Ref. 1, p. 8.)

Stop

Main baffle

FIGURE 8 The main baffle is seen through the oversized 
secondary and tertiary. (Ref. 1, p. 8.)
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7.8  DESIGN

Lyot Stops A limiting aperture placed at the location of the image of an aperture stop, sometimes 
called a glare stop or Lyot stop, has the same property as described for aperture stops. It should 
be slightly smaller than the image of the aperture stop. It limits the critical sections which are out 
of the field of view to those objects in succeeding spaces only. Since Lyot stops are by definition 
further along the optical path to the detector, the number of critical surfaces seen by the detector 
will be reduced. Usually, these stops are incorporated into the design to block the diffracted energy 
from an aperture stop and field stop pair, so that only secondary or tertiary diffracted energy 
reaches the image. Nevertheless, both diffracted and scattered energy are removed from the direct 
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FIGURE 9 PST improvement with stop shift for the two-mirror system. 
(Ref. 1, p. 8.)

Field stop

Aperture stop

Detector

Lyot stop

FIGURE 10 The addition of a Lyot stop prevents preceding baffles 
from being seen from the image.
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view of the image, re imaging the largest optical element as the stop takes full advantage of both 
the light-gathering power of the optics and the stray radiation suppression features provided by 
the stop. Figure 10 shows a system with a Lyot stop.

On space-based telescopes the image plane is often shared by one or more instruments. Each 
instrument reimages the telescope’s image through some optical train, and eventually onto the 
detector. In that optical train there could be a logical place to use a Lyot stop to improve the stray 
light performance of the viewing instrument well beyond that of the telescope.

It is the combination of these different stops or apertures that helps minimize the propagation 
of unwanted energy by limiting the number of critical objects seen by the detector, and the objects 
illuminated by the stray light source.

When all direct paths have been eliminated, the next step is to determine the relationship 
between the sections that received power (illuminated objects) and the critical surfaces. This rela-
tionship takes the form of scattering paths; that is, stray light can scatter from the illuminated 
objects to the critical objects. To start reducing the stray light contributions from these paths, you 
can start at the critical surfaces as described above. But now you have more knowledge about where 
the direct incident power is being distributed throughout the system, since you can also look into 
the system from the source side to find the surfaces receiving direct power. With this information 
you can identify the possible paths between the illuminated and critical surfaces.

Design considerations for extended baffle shields (Figs. 12 and 13) provide a good example of 
starting from the source side to identify possible paths. In the examples, object 2 (an optical sur-
face) is the largest contributor of scattered radiation and is the best superpolished mirror available 

Field stop

Scattered energy will reach the image plane

Aperture stop

FIGURE 11 Out-of-field energy in object plane will not be 
imaged beyond field stop. Out-of-field energy elsewhere may be 
seen. (Ref. 1, p. 9.)

FIGURE 12 There is a direct path from the baffle to 
the primary mirror. (Ref. 1, p. 7.)

Primary

Object 2

Direct path from the extended
shield to the primary
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Direct path from the extended shield
to the refracted element

Object 2

FIGURE 13 There is a direct path from the baffle to the 
refracting element. (Ref. 1, p. 7.)

(Fig. 12), or if it is a lens as in Fig. 13, it has the lowest possible scattering characteristics. It cannot 
be removed from the view of the image plane. If the initial power incident on object 2 is only from 
the extended shield, then by tilting the shield (Fig. 14), the power on the shield must first scatter to 
the main tube and then to the optical element. The combination is then referred to as a two-stage 
baffle. If vanes are added to the main baffle, the scattered radiation incident on the optical element 
will be reduced by many orders of magnitude when all the scattering solid angles and the number of 
absorbing surfaces are considered. Note that without the tilt to the shield, vanes on the main baffle 
are worthless because there is a direct path to the objective.

Figure 15 is an abstract representation of the process of reducing stray light in a sensor system. 
Start at the detector, then work from its conjugate image locations. Starting from the detector 
simplifies the analysis and directs your attention to the most productive solutions, because you 
can identify all the possible sources of stray light to the detector. You can then work at decreas-
ing their number by slightly redesigning the baffles and stops. Next, identify which objects are 
illuminated. Discover how energy may propagate between them and you have identified the paths 
of stray light propagation. From then on the process of moving objects or blocking paths is quite 
simple, although the quantitative calculations might get difficult and may require some analysis 
software.

Baffles and Vanes

A few definitions are required to define baffles and vanes. Other authors have used their own dif-
ferent definitions. In this section the term baffle is used to describe conical structures (including 
cylindrical) that can also be described as tubelike structures. Their function is to shade, or occult, 
stray light from the source to one or more system components. The main baffle shields the primary 

Object 2

No direct path
to object 2

Tilted shield eliminates the direct path

FIGURE 14 Direct paths are removed by properly tilting 
the shield. (Ref. 1, p. 7.)
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mirror from direct radiation at the larger off-axis angles. Vanes are structures put on baffles to affect 
the scatter characteristics of the surface. Other authors have used the term “baffles,” or “glare stops,” 
to describe these vanes.

Baffles In a well-designed system vanes play an important role only at large off-axis angles. For 
example, when one-tenth of the stray light falls on the primary of the Cassegrain design, then the 
main baffle receives the remaining 90 percent of the stray light. When the main baffle has properly 
designed vanes on it, light that falls on the baffles is attenuated by five orders of magnitude before 
it reaches the primary mirror. The resultant power on the primary mirror is then about 9.0 × 10−5 
compared to the direct 10 percent that fell on the mirror. This results in less than 0.1 percent of the 
total on the primary. In addition, most of the subsequent scatter off the primary will be at much 
higher scatter angles. This will cause the scattered energy to have much lower BRDFs off the pri-
mary mirror when scattered in the direction of the detector, further reducing the scatter contribu-
tion from the baffle.

Only when no power illuminates the objective will the baffles play a significant role in the propa-
gation paths of the stray light. Usually the system’s performance merit function is then very good. 
Only if the stray light source has a tremendous amount of energy, like the sun, does the stray light 
become measurable.

Vanes The depth, separation, angle, and bevel of vanes are variables that need to be evaluated for 
every design. In the following paragraphs stray light analysis results are presented for both a cen-
trally obscured system (Cassegrain) and an unobscured eccentric pupil design (Z-system).6 Profiles 
of these systems are given in Figs. 2 and 16. Of the two designs, only the eccentric pupil design has 
a reimager that would allow for the placement of an intermediate field stop and an accessible Lyot 
stop, as discussed above.

The APART stray light analysis program was used to analyze the two designs. The APART program 
was a substantial software package that performed deterministic calculations of stray light propaga-
tion in optical systems.2,7,8

As an example of vane design considerations, the design of vanes on a main baffle tube will be 
explained. With minor differences, the design steps are the same for the Cassegrain and the eccen-
tric pupil designs. In a reimaging system, vane structure deep in the system is usually not neces-
sary, but there are exceptions. Figure 17 shows a collecting optical element that has some small 
field of view (FOV). The optical element could represent a primary mirror or a refractive element. 

Intervening
objects

Illuminated
objects

Radiation source

Critical
objects

Detector

Start here:
Identify critical
objects

1

Block or move
sources of stray
light that can be
seen by the detector

2Identify illuminated
objects

3 Identify paths between
illuminated and critical
objects

4

Block it or move it!5

FIGURE 15 The first step in a stray light analysis begins from the detector plane, not from the source.
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7.12  DESIGN

FIGURE 16 Confocal mirror system, eccentric pupil, no obscuration, low-
scatter system. (Ref. 6, p. 91.)
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FIGURE 17 Vane placement design, lowercase letters are radii (measured from 
the optical axis), uppercase are z locations. (Ref. 6, p. 94.)

The placement of a straight, diffusely coated cylindrical tube would block the direct radiation 
from an external source, such as the sun, from reaching the optical element for a certain range 
of off-axis angles. If it were at a large off-axis angle, the forward scatter off the inside of the tube 
would be so high that it would normally not be acceptable. The solution is to add vanes to block 
this path.

Figures 18 and 19 depict the two cases that could represent the scatter from a baffle. In one case 
there are no vanes; in the other case there are vanes. This example shows how a propagation path is 
blocked by vanes. Vanes are useful, but a better approach is to make the solid angle (Ωc) from the 
baffle (not the vanes) to the collectors of the scattered light go to zero, so that there is no path from 
the baffle and vane structure to the collecting object. By moving the baffle out of the field of view of 
the collector, the baffle’s contribution goes to zero. There is no edge scatter, and no edge diffraction 
effects. That topic is in the realm of baffle design, which has already been touched on, and is well 
covered in the literature.9,10
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Designing the Vane Spacing and Depth11

A first vane is most often placed at the entrance of the baffle and an external ray is brought in from 
object space at a maximum off-axis position. If there is no forebaffle the angle is 90° off axis. The 
depth of the vane cavity is normally dictated by space and weight requirements. Too little depth 
will dictate the requirement for many vanes. Then vane edge scatter eventually becomes the major 
source of scatter instead of multiple vane scatter.

The initial ray will strike the side wall at the base of the first vane (point A in Fig. 17). From this 
point, a design line is drawn/calculated (AC) from the wall to the edge of the optical element on 
the opposite side. This line (AC) intersects the edge ray (EF), at z position D. At this point a vane 
could be placed. Mathematically, this assures that any point below C, including those on the optical 
element, would not see any directly illuminated side wall. However, practicality dictates that some 
offset of point D to a point D′ (not shown) is required to allow for tolerance errors in fabrication of 
the vane, thermal effects, assembly errors, and for stray light edge scatter and diffraction effects. The 
tolerance allowance is company-, material-, and design-dependent. Acceptable numbers are often 
about 0.125 mm for fabrication and assembly tolerances. For the rest of this analysis, assume that 
this is accounted for.

Continue the design process by constructing another line from the edge of the entrance aperture 
to the tip of the second vane to the wall (line GH). Draw a new HC line to the area near the objec-
tive and determine the placement of the third vane (at I); once tolerances are considered, iterate the 
process to reach a final design. In some cases you may have to consider more than just the scatter 
path to the objective. In the Cassegrain design you may also have to consider the inner conical baffle 
opening. It is beyond the present scope to go into further detail.12

Bevel Placement on Vanes In this short discussion on baffle-vane design and placement, I did not 
mention the placement of a slanted surface, or bevel, sometimes placed on a vane edge as shown in 
Fig. 20. Which side should the bevel go on? The answer is usually dictated by first-order scatter prin-
ciples.13,14 Near the front of the tube, direct radiation from a source at large off-axis angles will strike 
this bevel. If it is placed on the right side (Fig. 21), then the illuminated bevel will scatter its radia-
tion all the way down into the tube to some optical surface. If placed on the left side, as depicted in 
Fig. 20, then it will go only 16° deeper into the system to the opposing vanes, a much better solu-
tion. For vanes deeper into the system, the bevel is placed on the right side. The point at which this 
is done is determined by the angle of the bevel and the diameter of the baffle tube. At some point, 
external radiation will not be able to directly strike the beveled edge if it is on the right-hand side of 
the vane. Only the nonbeveled, straight side will be illuminated. Therefore, the vane can rescatter 
only in the left side of the hemisphere, which is in the direction of going out of the system. If the 
bevel is placed on the left side, it can scatter 16° (in the example) deeper into the sensor; this is usu-
ally a needless design shortcoming that could be a significant error.

Vane Angle Considerations Another variation on the design feature of vanes that has sometimes 
been incorporated onto baffles in an optical system is angled vane structure. These vanes are non-
planar objects. This makes them quite tedious to cut out of sheet metal, fabricate, and install. 

Ωc

FIGURE 19 Forward scatter path highly 
attenuated by the vane structure. (Ref. 6, p. 92.)

FIGURE 18 High forward scatter path. 
(Ref. 6, p. 92.)

Ωc
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The next few paragraphs will present computer analysis results from two designs to show the effect of 
vanes on the propagated stray light. The vane angles used were 90, 70, and 45°, as depicted in Fig. 22.

The comparative stray light results for the Cassegrain system (Fig. 1) with a Martin Black coat-
ing on the vanes are shown in Fig. 23; in this system the vanes are on the main baffle, but not on the 
sunshade. There is no difference in the performance as the vane angle is varied from 45° to 90° (all 
three curves lie one on top of the other).

b
16°

FIGURE 21 Placement of the 
bevel on the right side of the vane 
structure. (Ref. 6, p. 96.)

90° 70° 45°

FIGURE 22 Vane structure angled at 90, 70, and 45°, respectively. (Ref. 6, p. 97.)

106°

B = 16°
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FIGURE 20 Placement of the 
bevel on the left side of the vane 
structure. (Ref. 6, p. 96.)
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FIGURE 23 Cassegrain with Martin Black. Vane angles 1 = 90°, 2 = 
70°, 3 = 45°. Log PST = detector irradiance divided by input irradiance. 
(Ref. 6, p. 97.)
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FIGURE 24 Z-system with Martin Black. Vane angles 1 = 45°, 2 = 70°, 
3 = 90°. Vanes are on the sunshield. (Ref. 6, p. 114.)

f1

f0

FIGURE 25 Angle-staggered vanes for fixed input angle. 
(Ref. 6, p. 104.)

The comparative results for the Z-system (Fig. 16) with vanes on the sunshield are shown in 
Fig. 24. The results differ from the Cassegrain results for source located at angles greater than 45° 
off-axis. This is because the primary side of the baffle is illuminated and scatters light directly to the 
primary mirror. The 70° baffles would fail for sources beyond 70° off-axis. The Cassegrain system has 
vanes on the main baffle (not the sunshade) and the sunshade occulted the direct illumination of the 
primary side of the 45° vanes. This accounts for the subtle but important difference in the results.

Usually the first-order scattering properties of the vane structures are more important than 
whether the vanes are angled or not. The results presented above confirm this statement. There are 
occasions where angled vanes would be beneficial, but to fully understand those cases a much longer 
explanation of diffuse vane baffle scatter is necessary. These results are detailed elsewhere.15,16

There are special situations where angled vanes will have a significant advantage over annular 
vanes. One example is a bright source at a fixed offset angle. I have seen such a feature on a space-
borne telescope on a platform where there was nearby a brightly sunlit rocket-thruster casing at a 
fixed angle outside the field of view. Figure 25 shows the design where the vanes were aimed at the 
thruster at an angle where the primary mirror side (right side in Fig. 25) could not be directly illu-
minated by the sunlight scattered off the thruster. Under those circumstances most of the stray light 
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7.16  DESIGN

had to make three scatters before exiting the vane cavity. In general, as soon as the position of the 
bright object is moved over a range of angles, the advantage of the angled vanes is lost. Nevertheless, 
there are many occasions within a sensor where the relative positions of a scattering source and a 
collecting object are fixed along a major stray light path. The front parts of the main-barrel baffle 
and the opening of the inner conical baffle in the Cassegrain design is an example. Many more 
examples could be cited. But the point is that you, as a designer, should first consider the first-order, 
single scatter paths off the baffle wall, each side of the vanes, and the bevel, for the full range of input 
values. Based on that information you can make the decision to user planar or angular vanes.

Vane Depth Considerations By varying the vane depth in the example analysis we can evaluate 
how the vane spacing-to-depth ratio affects system performance. Figure 26 gives the results of 
an analysis of the Cassegrain system with varying vane depths on the main baffle of 0.2, 0.4, and 
0.8 inches. Figure 27 gives similar output from the Z-system analysis results. The performance of the 
system gets better as the vane depth increases from 0.2 to 0.4 inches, but there is little performance 
difference between the 0.4- and 0.8-inch baffle depths. The latter is the normal case. The 0.2-inch 
vane depth allows for a single path from the walls of the baffle tube, which increases the stray light 
propagation. Once that path is blocked by a greater vane depth, no further improvement should be 
expected due to further increases in vane depth.

The intent of presenting the two different optical designs was not to trade off one optical design 
against another. It needs to be made clear that the two optical sensors being used as examples are 
intentionally not equivalent from stray light design considerations. This is why the changes in 
performance are design-dependent. The nominal design of the eccentric pupil has a reimager, and 
the Cassegrain does not. The Cassegrain could have a reimager, in which case the stray light perfor-
mance of both could be made essentially equal. It would depend on the optical design character-
istics, F/#, field of view, obscuration ratio, etc. The Cassegrain design has a specular sunshield and 
the Z-system has a vaned diffuse baffle structure. Which would perform better could only be deter-
mined after all of these features are considered.

To summarize, the general points being made in this section are

1. Usually, angled vane structure has little, if any, additional benefit over straight, annular vanes, 
and the annular vanes are much easier to fabricate and assemble.

2. Once the depth of a diffuse black vane structure is deep enough to block the single scatter path, 
further increases will not improve performance.
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FIGURE 26 Cassegrain 90° baffles, coated with Martin Black, at 
varying depths; 1 = 0.2-inch, 2 = 0.4-inch, 3 = 0.8-inch depth. (Scatter is 
dominated by baffles.) (Ref. 6, p. 98.)
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Specular Vanes Another aspect about vane structure that has been explored, but only in a limited 
way, is the specular vane cavity. Previous studies indicated that specular vanes have a problem with 
the aberrated rays and near specular angle scatter; this problem is severe enough to degrade the 
performance significantly.17,18 In another study by Freniere this was not always true.19 The ASAP20 
stray light software was used to evaluate the Z-system (Fig. 28) with (1) no vane structure, but with 
the main barrel baffle coated with Martin Black; (2) with Martin-Black-coated vanes; and (3) with 
a specular vane structure. The results show a dramatic degradation in the stray light performance 
without the coating on the main baffle tube. A subsequent specular baffle design developed by Nick 
Stavroudis has been shown to be a major improvement over previous concepts.21
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FIGURE 27 Z-system with varying vane depths. 1 = 0.2-inch, 2 = 
0.4-inch, and 3 = 0.8-inch depth. (Ref. 6, p. 114.)
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FIGURE 28 PST for unobscured pupil design without vane 
structure, with diffuse vane structure, and with specular vanes. 
1 (solid) = no vanes, diffuse black coating; 2 (dotted) = diffuse vanes on 
main tube; 3 (dashed) = specular vanes on main tube. (Ref. 6, p. 115.)
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Contamination Levels

Light scattered from a particulate-contaminated surface can have a pronounced effect on the stray 
light performance of a system.22

I will now relate the performance of both designs (the centrally obscured Cassegrain, and the 
unobscured eccentric pupil) as a function of the level of scatter, per MIL-STD 1246A.23 This analy-
sis evaluates the sensor for different amounts of contamination on the optics only. The levels of 
contamination as defined in IEST-STD-CC1246D are for a distribution of particles with a specified 
range in particle sizes.

Ray Young used Mie scattering theory to predict the BRDF of a mirror covered with such MIL-
STD distributions.24 Table 1 was generated from Young’s work for the 10 μm radiation. This table 
shows the base BRDF value and the BRDF slope that would be used in a typical stray light analysis 
program for input. The base value is the BRDF value at (b − b0) = 0.01 and the second term is the 
slope of the BRDF in a (log-log) plot of BRDF versus (b − b0). b0 is the sine of the angle of incidence 
and b is the sine of the observation angle.25 The terms work equally well for out-of-plane values, but 
the above definitions, for simplicity, assume in-plane scattering data. See also the works of Spyak.22

Spyak and Wolfe26 did a series of experiments and calculations that relate BRDF to particulate 
contamination. They counted and sized particles on a mirror surface, and then measured the con-
tribution of these particles to the mirror’s BRDF at both visible (633 nm) and infrared (10.6 μm) 
wavelengths. They also performed Mie theory calculations and compared their calculations with 
the measured BRDFs. At both visible and infrared wavelengths, Mie theory calculations were a 
reasonable estimate for contribution of particulates to a mirror’s BRDF. In most cases agreement 
between Mie calculations and their measurements were within a factor of two. Spyak and Wolfe 
also published Mie calculations of the BRDF expected from the MIL-STD-1246B (now IEST-STD-
CC1246D) standard at 633 nm and 10.6 mm.∗

Michael Dittman27 has published a series of Mie calculations at five wavelengths. His calculations 
were done for the IEST 1246D distributions, but he considered an additional distribution in which 
the “particle slope” on the distribution was reduced from 0.926 to 0.383. The latter slope results in 
more large particles, and is commonly thought to be a more realistic distribution on surfaces that 
are exposed in a cleanroom environment.∗

There is a problem with specifying the optics with this standard because it is difficult to reliably 
relate a level of contamination by particles to a BRDF performance. Two equal sizes and distribu-
tions of particulates may not give the same BRDF, because the index of refraction, the reflectivity, 
and the roughness of the particulates enter the calculations. In general, few people go to the trouble 
to determine these other factors. These factors will vary from one distribution to another. BRDF is 
the most usable value when performing a stray light analysis, so it should be the stray light specification. 
For manufacturing specifications, other parameters may be more appropriate, but they are not as 
good as BRDF for a stray light specification.

The level of scatter is also given in Table 1 along with the BRDF. The BRDF data from particulate 
scatter for the 5-, 10-, and 20-μm wavelengths for the 100, 300, and 500 contamination level have 

∗Personal communication on partical contimination paragraphs, contributed by Dr. Gary Peterson, Breault Research 
Organization, Inc.

TABLE 1 Mirror Scatter Relationships [Wavelength = 
10 μm, BRDF Slope in Log (b − bo)]

 BRDF at  
 (b − bo) = 0.01 BRDF Slope Cleanliness Level

 0.02 –1.17 500
 0.01 –1.17 454
 0.001 –1.17 300
 0.0001 –1.17 204
 0.00001 –1.17 100
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been plotted in Fig. 29. Consensus, not factually documented, indicates that the current state of 
the art of contamination control is at the cleanliness level of 300 to 500 for the 10-μm-wavelength 
region. Measured BRDFs below level 200 are achievable in the lab for short periods of time. A stray 
light analyst is strongly advised not to predict a system’s performance with values below 1.0E-3 sr-1 
in the 10-μm region. Based on historical performance, mirrors in the IR (10-μm region) consistently 
degrade to this value, usually because of particulate scatter. Research work performed under Rome 
Air Development Center contract for the detection, prevention, and removal of contamination from 
the ground and in space could greatly reduce the degradation currently experienced by IR sensors.28

Hal Bennett presents the significance of particulate scatter, as shown in Fig. 30.29 This figure 
shows an agreement between measured data and theoretical data, and illustrates why IR sensors 
are usually more sensitive to particulate scatter than RMS scatter; the opposite is true in the visible. 
Figure 30 also indicates why the wavelength scaling law does not usually relate visible BRDF mea-
surements to BRDF measurements in the IR. The physical process is different.

Figures 31 and 32 are the representative point source transmittances (defined as the irradiance 
on the detector divided by the incident irradiance) for the cleanliness levels of 100 through 500 for 
each design. The Cassegrain is much less affected by changes in contamination level, because the 
scatter from the black-coated surfaces dominates all other scatters. If the system had a reimager its 
performance would be better because these black surfaces would be blocked from the field of view 
of the detector, and the stray light performance would be due to the cleanliness level of the optics. 
The eccentric pupil design is sensitive to changes in the mirror coatings because it does have a reim-
ager, and the major source of scatter is from the mirror surfaces.

In summary, the impact of particle contamination on the performance of a system will depend 
on how well the system is designed to suppress stray light. The goal is to be limited by a single opti-
cal element, such as the collecting lens or mirror, which is the objective of the system. The eccentric 
pupil design (Z-system) has this design feature. The better the optical design from a stray light point 
of view, the more the system’s performance will be degraded by particle contamination. The more 
the system performance is determined by the black coatings, the more it will be sensitive to degrada-
tions in the coatings on the baffles.

FIGURE 29 Predicted BRDFs on particles deposited on low–scatter mirror for cleanliness levels of 100, 300, and 500 at radia-
tion wavelengths of 5.0, 10.0, and 20.0 μm.24 (Ref. 6, p. 105.)
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Strut Design

In a centrally obscured system the central obscuration must be supported. In some designs 
(Schmidt-Cassegrains) the obscuration can be supported by a refractive element, but in most designs 
some form of struts are used. The most common error in strut design is to specify manufacture 

FIGURE 30 Scattering from polished dense flint glass. The diagonal line 
gives the contribution predicted for microirregularity scattering by a 29.5 Å rough 
surface. Circles indicate the minimum scattering observed, and the bars and 
squares the difference between the average and minimum scattering observed at 
several points on the surface. This difference may be related to particulate scat-
tering. (Ref. 29, p. 32.)
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FIGURE 31 Cassegrain system with mirrors at all five contamination levels. 
1 = 100, 2 = 204, 3 = 300, 4 = 454, 5 = 500. (Ref. 5, p. 113.)
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from a slab or plate of coated metal. Because all detectors have some finite field of view, the scat-
ter from the sides of the struts can be seen from the image plane. Usually the struts are out “front” 
and exposed to more stray light sources than the objects deeper into the system. The near off-axis 
angles of incidence of scattered light off of the strut sides make for very high scattering toward the 
detector.

The proper strut design will preclude this path by making the object end of the strut narrower 
than the side nearest the objective (primary). This shape, shown in profile in Fig. 33, does not allow 
the detector to see the sides of the struts. The angle of the taper depends upon the object space field 
of view of the detector. It requires only a small change in design to remove this stray light path.

Basic Equation of Radiation Transfer

This section briefly discusses the most fundamental equation needed to perform the quantitative 
calculations of a stray light analysis. It reinforces the concept of first identifying what the detector 
can see and working on the geometry of the system to limit the stray light propagation, and not the 
BRDF term.
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FIGURE 32 Z-system with mirrors at all five contamination levels. 1 = 100, 
2 = 204, 3 = 300, 4 = 454, 5 = 500. (Ref. 6, p. 113.)
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FIGURE 33 Angled strut design does not allow the detector to see the sides of the strut.
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The fundamental equation relating to power transfer from one section to another is:

 d L dA
dA

Rc s C C s
s c c

sc

Φ = ( , )
cos( ) cos( )

θ φ
φ φ

2
 (2)

where dΦc is the differential power transferred, Ls(qC , fC) is the radiance of the source section, dAs
and dAc are the elemental areas of the source and collector, and fs and fc are the angles that the line 
of sight from the source to the collector makes with their respective normals. This equation can be 
rewritten as three factors that help clarify the reduction of scattered radiation.
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 d d dc i i C C s i i scΦ Φ Ω= BRDF( , ; , ) ( , ) cos(θ φ θ φ θ φ φφs )
 (4)

 d dc i i c c s i i scΦ Φ= BRDF GCF( , ; , ) ( , )θ φ θ φ θ φ π  (5)

E(qi , fi) is the incident irradiance on the source section dAs. GCFSC is the projected solid angle from 
the source to the collector divided by p.

The GCF is independent of the first two terms and solely determined by the geometry of the 
system, including obscurations. The first term, BRDF (qi , fi ; qc , fc), is the bidirectional reflectance 
distribution function. It is usually considered independent of the second term, the incident power, 
and is therefore a function of the surface characteristics only. When reducing stray radiation propa-
gation, one or more of these terms must be reduced. If any one of these terms is reduced to zero, no 
power will be transferred between the source and collector.

Stray Radiation Paths

Since the third term (GCF) in Eq. (4) is the only term that can be reduced to zero, it should receive 
attention first. This is a crucial point in a stray light analysis. Therefore, the logical starting place 
for stray light reduction is with the critical objects, since it is the GCF terms for these transfers 
which can be reduced to zero. Most novice analysts make the mistake of working on the BRDF 
term first.

 GCF =
cos( ) cos( )φ φ

π
s c c

sc

dA

R2
 

The apparent possibilities for decreasing the GCF are to increase Rsc , fs, fc or to reduce the area dAc.
Not readily apparent is that the GCF is limited by apertures and obstructions. These features will, 
in some cases, block out the entire view of the source section from the collector so that there is no 
direct path. This is the mathematical basis for the logical approach, discussed at the beginning of the 
chapter. First block off as many direct paths of unwanted energy to the detector as possible, and then 
minimize the GCF for the remaining paths.

Point Source Transmittance Definitions

There are five common ways to define the merit function of the stray light in an optical sensor. 
The most common and preferred method is to define it as the output irradiance divided by the 
input irradiance, in terms of the normalized detector irradiance (NDI),30 or in terms of the point
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source normalized irradiance transmittance (PSNIT).31 This merit function is appropriate because it 
describes an irradiance transmittance, and it is relatively independent of the detector size.

A term often used in the past was the off-axis rejection (OAR), defined as the detector power 
divided by the input power from the same source on-axis. The term rejection is a misnomer because 
by definition the term describes a power transmittance, which can have little correlation with the 
rejected stray light. The second objection is that as a merit function it varies significantly with the 
detector size. If you double the area of the detector, the OAR will increase by about the same factor 
even though the system hasn’t performed significantly worse in any way.

Another term commonly used is the system’s stray light point source power transmittance (PSPT), 
or its reciprocal, the attenuation of the system. The PSPT is the detector power divided by the input 
power into the sensor from the specified off-axis angle. Again, this term varies with the detector size. 
Sometimes there is no well-defined entrance port so the denominator is impossible to define. Note 
that the magnitude of attenuation would normally be expressed in terms of a positive exponential. 
Beware that attenuations are often incorrectly called out with negative exponents.

A final PST definition that is sometimes specified is the point source irradiance transmittance 
(PSIT), defined as the output irradiance divided by the entrance port input irradiance. This defini-
tion becomes inappropriate when there is no clearly defined entrance port.

Surface Scattering Characteristics

Of the three potentially important factors in scattered radiation analysis cited above (the radiance of 
the undesirable source or sources, the geometry of the scattered radiation paths (GCF), and the sur-
face scattering characteristics, (BRDF)), usually the first possibility considered is to improve the sur-
face coatings or the addition of vane structure. In concept it appears to be the right place to start and 
that it is straightforward. Neither is the case; the BRDF never goes to zero as does the GCF, and the 
BRDF varies with input and output angles. However, with accurate bidirectional reflectance distribu-
tion function (BRDF) data and knowledge about the variations with applications, time, wavelength, 
and other factors, BRDF problems can be dealt with. The scattering characteristics of surfaces are 
discussed by Church, and the scattering characteristics of black coatings by Pompea and Breault 
elsewhere in this Handbook. The addition of vane sections on baffles can usually be considered as a 
specialized “coating” with its own specialized BRDF.

BRDF Characteristics

Usually, BRDF data that are presented represent only one profile of the BRDF, and many such pro-
files for various angles of incidence are necessary for understanding the scattering characteristics. 
However, studies have shown that a single profile of a mirror’s surface scattering characteristics 
can be used, with some approximations, to define the BRDF for all angles of incidence.32 This is a 
significant achievement. It reduces the amount of data that must be taken, and it makes it easier to 
calculate, or estimate, the BRDF value for any set of input and output angles. The BRDF can also 
be reconstructed for cases where only a single profile of the function has been presented, which has 
been the usual practice.

The approximation has its limitations, as clearly detailed by Stover.33 The approximation is quite 
good for nominal angles of incidence (see Fig. 34).34 However, it breaks down for very high qi and 
high observation angles q0.

It is important to understand qualitatively the scattering characteristics of diffuse black coatings. 
Figure 35 shows the BRDF profile of Martin Black at 10.6 μm for several angles of incidence.35 
At near-normal angles of incidence the BRDF values are bowl-shaped; the values increase at 
large observation angles from the normal. At high angles of incidence the BRDF values in the 
near specular direction have increased by 2.5 orders of magnitude. There is a good discussion of 
the qualitative characteristics of diffuse black surfaces by Pompea and Breault elsewhere in this 
Handbook.
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7.4 OPTICAL SOFTWARE FOR STRAY 
LIGHT ANALYSIS

There is a small bevy of commercial optical software programs on the market that perform stray 
light analyses or some aspects of the stray light problems that are typically encountered. One must be 
knowledgeable of what each package can accomplish so the best thing to do is to ask for a demonstra-
tion of what each optical software manufacturer has to offer that is relevant to your design challenge. 
Here’s a summary of a few commercially available optical software codes for stray light analysis. 
Note also that the programs’ capabilities are always in a state of flux.
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FIGURE 34 (a) The BRDF is asymmetrical when plotted against qs – qi , (b) The 
data in (a) exhibits near symmetry when plotted against |b – bo|. The slight deviation from 
symmetry is due to the factor (cos qsQ), where Q is a polarization factor. (Ref. 34, p. 69, 
reprinted with permission.)
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ASAP, by Breault Research Organization, Inc.

ASAP Optical Software was developed to meet design and analysis criteria of imaging and illumi-
nation systems and the unique challenges of stray light analysis with CAD interoperability. ASAP 
is powered by the ASAP nonsequential ray-tracing engine—known throughout the optics indus-
try for its accuracy and efficiency. Rays can encounter surfaces in any order and any number of 
times, with automatic ray splitting. Optimized for speed, ASAP will trace millions of rays in min-
utes. The standard edition of ASAP includes a license of the SolidWorks Parts Only 3D Modeling 
Engine—an intuitive 3D-design environment optimized for use with ASAP. The user can write 
ASAP geometry files from within SolidWorks, import XML files, or use BRO’s proprietary smart-
IGES system to import system models from any CAD package while maintaining fast, efficient ray 
trace speed.

Use ASAP to model complex imaging systems, illumination systems, and light-concentrating 
devices. Create highly accurate source models using source images, point sources, ray grids, and 
fans. Model incandescent bulbs, LEDs, CCFLs, and HID arc lamps, or import from the BRO Light 
Source Library. Perform the analyses necessary to validate your designs without experimental 
prototyping.

ASAP includes a distributed-processing capability allowing the user to complete big design and 
analysis jobs effectively in short-time span—spawn up to 5 additional ASAP sessions on other local 
area network (LAN), without leaving your desk. Web site: www.breault.com

FRED, by Photon Engineering

FRED is an optical engineering software package that uses a statistical ray sampling approach to 
analyzing incoherent stray light mechanisms in optical systems. The user can assign one or more 
of many different BSDF scatter functions to a surface. When a ray is incident on the surface, a 
specified number of scatter rays are generated in random directions into the hemisphere accord-
ing to a uniformly random angular distribution, although a Monte-Carlo technique can be used 
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FIGURE 35 BRDF profile of Martin Black at 10 μm. (F. O. Bartell et al., “A 
Study Leading to Improvements in Radiation Focusing and Control in Infrared Sensors,” 
Final Report, Army Materials and Mechanics Research Center, December 1976.)
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to generate scatter rays with directional ray density proportional to the BSDF function. The power 
assigned to any particular scatter ray is proportional to the incident ray power and value of the 
BSDF function evaluated in the direction of the scatter ray. Uniform sampling of angle space has the 
advantage that lower power scatter paths will be realized with higher probability. Ray-density direc-
tion sampling has the advantage that more rays are directed in the higher power directions which 
decreases the statistical noise in those directions.

When analyzing scatter from a surface, the user is often interested in only a subset of the entire 
hemispherical angular range. In these cases a technique called importance sampling can often be 
used to great advantage. The user can specify that the same number of scatter rays be generated 
into the importance sample direction as was originally directed into the hemisphere to decrease 
the statistical noise. An alternative is to decrease the number of rays but still achieve the same 
noise level. The desired angular range can be specified in a variety of ways and FRED will then 
direct scatter rays randomly into the specified range. The power assigned to each scatter ray is 
adjusted to account for the fact that it can be directed only into a subset of the entire hemisphere. 
Web site: www.photonengr.com

LightTools and CodeV, by Optical Research Associates

LightTools is a complete illumination design and analysis software product. It combines full opti-
cal accuracy, powerful optical and illumination analysis, and an intuitive graphical user interface 
in a 3D solid modeling environment where models interact with rays to produce virtual prototypes 
of manufacturable systems. A fully integrated illumination optimization capability automatically 
improves model performance. LightTools’ Monte Carlo ray tracing facilitates accurate spectral mod-
eling of the illuminance, luminance, intensity distributions, and CIE colorimetric data anywhere in 
the optomechanical model.

In addition to illumination system design, LightTools supports many other applications, from 
packaging studies to stray light analysis. For example, its ray path visualization collects and displays 
information about ray-surface interactions to identify system elements that are contributing to light 
loss, scatter, unintentional reflections, or ghost images. A unique point-and-shoot ray tracing capa-
bility allows rapid, interactive evaluation of optical behavior.

CODE V is used for the optimization, analysis, and tolerancing of image-forming optical systems 
and free-space photonic devices. Its many capabilities include powerful local and global optimiza-
tion for optics, fast wavefront differential tolerancing that allows as-built considerations to be evalu-
ated throughout the design process, and highly accurate diffraction beam propagation analysis. For 
stray light applications, CODE V can be used to analyze ghosts in imaging systems due to Fresnel 
reflections. Web site: www.opticalres.com

ZEMAX, by ZEMAX Development Corporation

The ZEMAX program, from ZEMAX Development Corporation, has two modes of use. Its primary 
use is as a sequential optical design (optimization) program. In this mode it has tools to help iden-
tify location of ghost pupils and images resulting from Fresnel reflections. A separate nonsequen-
tial mode has many capabilities necessary for stray light analysis, including scatter modeling with 
importance sampling.

ZEMAX’s Nonsequential ray-tracing capabilities can further be extended to finding rays which 
have specific characteristics or properties. For example, imagine you are studying the stray light in a 
telescope:

How significant are rays which “ghost” reflected off of various surfaces (both mechanical and 
optical)?

Rays which are experience multiple reflections may be important, but how significant are those 
which experience more than four reflections?
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How effective is a strategically placed baffle in terms of limiting the amount of stray light on the 
detector?

Website: www.zemax.com

TracePRO, by Lambda Research Corporation

TracePro, from Lambda Research Corporation, is a 3D Computer Aided Design (CAD) program for 
simulating the performance of illumination and optical systems. TracePro can model the propagation of 
light in imaging and nonimaging optomechanical systems. Models are created by combining imported 
lens designs, imported CAD geometry (IGES, STEP, SolidWorks, Pro/E, CATIA, or Inventor files), and 
geometrical objects created using TracePro’s user interface. Optical properties are then assigned to each 
solid and surface using the TracePro interface or through the TracePro Bridge for SolidWorks. Source 
models are added by specifying grids, surface emitters, ray file data or by using the surface source utility. 
Rays are ray traced through the model, while keeping track of absorption, specular reflection and trans-
mission, fluorescence and scatter at each intersected surface or volume scatter site.

From TracePro models, the user may ray trace and analyze:

• Light distributions in illumination and imaging systems

• Stray light, scattered light, and aperture diffraction

• Throughput, loss, or system transmittance

• Flux or power absorbed by surfaces and bulk media

• Light scattering in biological tissue

• Polarization effects

• Fluorescence effects

• Birefringence effects

• Lit Appearance

Website: www.lambdares.com

SPEOS, by Optis

OPTIS’ simulation software family, SPEOS and OptisWorks. It manages and optimizes many of the 
optical aspects of a broad range of sensors: reflection, refraction, scatter from surfaces, diffraction, 
absorption, polarization, and Gaussian beam propagation. It calculates stray light, illumination, and 
realistic optical simulations. Any product that needs to manage interactions of light and surfaces is 
calculated. It deals with the various types of light sources also. The simulations limit the need for 
costly prototyping of systems.

OPTIS simulation software allows the designer to “see” and realistically render products to depict 
what the final performance of the illuminator will look like in its applied application with stunning 
similarity. Its software produces a unique and accurate physiological human vision model of the 
final lit product for comfort, safety, and performance.

7.5 METHODS

There are two distinct methods that have been used to evaluate a system for stray radiation. You can 
either build the system and test it, or you can model the system and try to predict its performance. 
Both methods have advantages and disadvantages. Taken together the two methods provide the 
means to ensure that the system will perform as desired.
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Build-and-Test Approach

A common approach is to make the system and either use it or test it for stray radiation rejection. 
Certainly if the system consistently performs satisfactorily in its operational environment, it has 
passed the ultimate test. But what if it does not meet the desired or expected level of performance? 
Making more systems to test becomes expensive rapidly. In fact, for very large systems, usually only 
modifications (“fixes”) can be contemplated because of the high cost. This is not the only argument 
against the build-and-test approach. The tests are rarely designed to determine how the scattered 
radiation is propagating through the system and which surfaces contribute most of the undesired 
radiation.

It is this information, and a thorough knowledge of the surface scattering characteristics, that is 
necessary to make measurable improvements to the system. Such a test, when determining the prop-
agation paths, should yield information about how the system is reacting to its test environment, 
including the test equipment. Unless the tests are being conducted in the environment for which the 
system was designed, it is imperative to determine that the test environment is not giving erroneous 
results (either better or worse). Without analyzing the test configuration, you should expect that the 
environment will affect the system stray light measurements. It is also incorrect to assume that the 
test environment can only add to the stray light background. It is sometimes assumed that if the sys-
tem passes the stray light tests in the lab it will only perform better in space or wherever its intended 
environment is. This is not necessarily true.

Now that several points have been made about the difficulty of making valid experimental tests, 
it must be stated that valid tests can and should be made. The measurement costs need not be pro-
hibitive. Even relatively large optical systems have been fabricated and then modestly redesigned. 
Changes to the system can be made until the desired information and stray radiation rejection is 
attained. In some cases it will be less expensive to test an existing system and modify it if necessary 
than to analyze the system with computer software.

The system-level test need not be extensive; it is not necessary to have an all-encompassing mea-
surement from on-axis to 90° off-axis. Indeed, few facilities are capable of making such tests when 
the attenuation gets even modestly high. An important point to recognize is that the most important 
paths to check are those at the nearer off-axis angles where the attenuation is not so high. These can 
usually be measured reliably.

At small off-axis angles the stray light noise is more often much higher than the detector back-
ground noise, while at the higher off-axis angles the stray light noise is well below the electronic/
detector noise. From a performance point of view, at the higher off-axis angles there is usually 
only one additional scattering object (scatter from the main baffle) before these same near off-axis 
angle paths are encountered or are reinvolved. The validation of the analysis will only be suscep-
tible to the scatter from this one object that can’t be fully tested at the system level, but most of the 
scatter paths, and usually all the most important ones, will have been validated by the near off-axis 
measurements.

This one additional surface scatter most often (especially on space-based sensors) involves the 
vanes on the main baffle that shields the primary objective. It will normally reduce the optical noise 
incident upon it by four to five orders of magnitude. That’s why the optical noise goes dramatically 
below the electronic noise. Its most important role is to occult the direct illumination of the objec-
tive which is usually part of the most significant direct scatter path. The performance of this baffle 
and its vane structure could be analyzed separately and then measured independently to confirm 
that it too will perform as predicted.

NOTE: Contrary to some published papers you cannot, in general, multiply the stray light 
transmittance of two parts of a sensor and determine the system’s overall performance. Although 
the main baffle system can be analyzed (or measured) independently from the rest of the system, 
it is not correct to take its performance and multiply it times the stray light performance of the 
rest of the system. The stray light propagation paths are far more important than the magnitudes 
of the two parts. In the above analysis where it was proposed that the main baffle could be mea-
sured independently it was to confirm its performance alone. A full-system stray light analysis was 
assumed.
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Computer Analysis

As with the experimental tests, computerized analyses are also subject to errors. The three most sig-
nificant ones are software limitations, scatter data of samples (not the real system), and user error. 
No software is capable of putting in every detail of a complex design, yet the computer model must 
faithfully represent the actual performance of the system. On the other hand, the software can put 
in “parts” with far greater mathematical precision than these parts can actually be assembled. Unless 
special studies are made the analyst does not usually account for assembly errors that might affect the 
actual system. The scatter characteristics of the surfaces, usually defined in terms of the bi-directional 
reflectance distribution function (BRDF), are usually measured on sample substrates, and controls 
must be exercised to ensure that the samples tested represent the sensor’s actual coatings, and that 
they do not change with time. The stray light analysis programs are also subject to errors in deter-
mining the significant paths. The experimental test is for the actual design, with real coatings, and 
will include any extraneous unintentional paths due to misalignment or other causes.

On the positive side, a software program can point out many flaws in the system that contribute 
stray radiation by considering the input BRDF characteristics of the coatings. A program can also do 
trade-off studies, parametric analysis, and in many other ways aid in the study of alternate designs. 
The analysis of the paths of scatter will suggest meaningful modifications and help to discard 
impossible designs. These analyses allow designers to test designs and make modifications before the 
design goes into production. This is very useful, since rejecting a sensor design is much easier when 
it is on paper than after it has already been built. It is usually much more cost-efficient than cutting 
new hardware, redesigning the system, or making fixes on the built system.

If you are in a field related to the optical design of a sensor, be it at the design level or the system 
level, you know that it would be preposterous to perform the optical design analysis and then put 
the system together without testing it for its image quality. Yet that is how far the pendulum has 
swung in favor of performing a stray light analysis over making a system-level stray light test. It 
reflects a major change in attitude since the early 1970s. It has been stated by stray light analysts that 
the reliability of a stray light analysis is now much higher than experimental test results, so some 
people avoid the latter. While there is a degree of truth in this statement, it is wrong to omit the stray 
light test at the system level.

The advantages and disadvantages of the two methods are summarized in Fig. 36. The disadvan-
tages of the build-and-test approach are the strengths of the analysis method, whereas the strengths of 
the build-and-test approach cover the weaknesses of an analysis. Taken together these two methods 
give the greatest amount of reliable information which you can use to create the optimal system and 
have confidence in its performance. Jointly, they indicate the reliability of the analysis and test results.

FIGURE 36 Build-and-test and analysis methods complement each other.
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7.6 CONCLUSION

In summary, the issues involved in designing a system with stray light suppression in mind are

 I. System design concepts
  A. Critical objects seen by the detector
  B. Illuminated objects
  C. Lyot stops
  D. Field stops
  E. Optical designs

 II. Baffle and vane design
  A. Diffuse and specular vane cavities
  B. Vane edge scatter

 III. Diffraction

 IV. Strut design

 V. Scattering theory

 VI. BRDF data
  A. Log BRDF versus q
  B. Log BRDF versus log (b – bo)
  C. Polar plots
  D. Isometric projections (3-D characteristics)

 VII. Coatings
  A. Paints and anodized surfaces
  B. AR coatings and other thin films
  C. Mirror coatings

 VIII. Thermal emission

 IX. Ghost images

 X. Software

 XI. Detection, prevention, and removal of contamination

A step by step procedure that can help you to improve your system is:

 I.  Start from the detector and identify what objects, called “critical objects,” can be seen 
from various positions on the detector. Be sure to include a point near the edge of the 
detector.

 II.  Work to remove the number of critical objects that the detector can see.

 III.  Determine what objects the source of unwanted radiation can see, called the “illuminated 
objects.”

 IV. If possible, reduce the number of illuminated objects seen.

 V.  If there are illuminated objects that are also critical objects, work very hard on these 
paths. Orders of magnitude in improvement will be your reward.

 VI.  If task V is not possible, then the computations are quite easy.
  A. Calculate the power incident on the illuminated/critical objects.
  B.  Use Eq. (1) to calculate the transfer of power from the critical objects to the detector. 

Remember to properly account for the input and output angles when calculating the 
BRDF. Do not use a straight lambertian scatter distribution; there is no such distribution 
in reality.

 VII. Find all the paths connecting the illuminated objects to the critical objects.

 VIII.  Evaluate the corresponding input and output angles at the illuminated and critical objects.
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 IX.  Determine if vane structure will help, or if some other redesign will effectively block 
these paths.

 X. For the calculated input and output angles, evaluate which coating would be lowest.

 XI.  Perform the stray light calculation using Eq. (1) in an iterative fashion. This should 
determine the most significant stray light path and quantify the amount of stray light on 
the detector

 XII. Perform the above tasks for a series of off-axis positions of the point source.
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THERMAL COMPENSATION 
TECHNIQUES

Philip J. Rogers and Michael Roberts
Pilkington Optronics
Wales, United Kingdom

8.1 GLOSSARY

 c surface curvature of an optical element

 D diameter

 FN F-number or focal ratio

 f paraxial focal length

 G thermo-optical constant (normalized thermal change of OPD)

 h (subscript) signifi es “pertaining to the optic housing”

 i (subscript) number of a specifi c optical element

 j signifi es a number of optical elements

 K Kelvin

 k thermal conductivity

 n refractive index

 OPD optical path difference

 T temperature

 t thickness

 V Abbe number of a refracting optical material

 v spatial frequency

 a linear coeffi cient of thermal expansion

 g thermal glass constant (normalized thermal change of optical power)

 Δ small, fi nite change

 l wavelength

 d infi nitely small change of a parameter

 f optical power (reciprocal of focal length)

8.1

8
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8.2  DESIGN

8.2 INTRODUCTION

In the following, the thermal effects for which compensation is required are taken to be those 
that affect the focus and image scale of an optical system. Methods for quantifying and offsetting 
these effects were described some time ago,1 similar information being provided by several other 
authorities.2,3,4 The thermal compensation techniques described in this chapter, with the exception 
of intrinsic athermalization, involve either mechanical movement of one or more parts of the opti-
cal system, or compensation achieved solely by choice of optical materials. Except in Sec. 8.5 titled 
“Effect of Thermal Gradients,” a homogeneous temperature change of all parts of the optical system 
is assumed.

Most optical materials undergo a change of refractive index n with temperature T, conveniently 
quoted as a rate of change d n/d T. The usual values of n and d n/d T given for a material (and 
assumed in this chapter unless stated otherwise) are those relative to the surrounding air rather 
than the absolute values with respect to vacuum. Air has a d n/d T of −1 × 10−6 at T = 288 K and 
1 atmosphere air pressure for wavelengths between 0.25 and 20 μm:5 allowance for this must be 
made when a lens operates in vacuum or in an enclosed space where the number of air molecules 
per unit volume does not change with temperature. The absolute d n/d T of an optical material can 
be found from
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where the value of nair is approximately 1.0.

8.3 HOMOGENEOUS THERMAL EFFECTS

Thermal Focus Shift of a Simple Lens

The rate of change of the power f (reciprocal of the focal length f) of an optical element with tem-
perature T can be obtained by differentiating the thin lens power equation f = c(n − 1), where c is 
the total surface curvature of the element. For a linear thermal expansion coefficient a of the mate-
rial from which the element is formed this gives
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The material-dependent factor inside the parenthesis in Eqs. (2) and (3) is known as the thermal 
“glass” constant (g ) and represents the thermal power change due to an optical material normal-
ized to unit f and unit change of T. Tables 1 to 3 give g values for a selected number of visual and 
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infrared materials along with the relevant V value (Abbe number) and other data. The much 
higher level of g for infrared as opposed to glass optical materials indicates that thermal defocus 
(focus shift) is generally a much more serious problem in the infrared wavebands. The actual value 
of g varies with both wavelength and temperature due to variations in the value of dn/dT and a. In 
general, this is unlikely to cause major problems unless a wide wavelength or temperature range is 

TABLE 1 Optical and Thermal Data for a Number of Visual Waveband Materials

Schott Optical Refractive Abbe Thermal Glass Thermo-Optical Thermal
Glass Plastic  Index, Number, Constant, Constant, Conductivity,
  Type  ne

∗ Ve
† g (×106)‡ G(×106)‡ k(W · m−1 · K−1)

 FK52 1.487 81.4 −27 +1 0.9
 FK5 1.489 70.2 −11 +4 0.9
 BK7 1.519 64.0 −1 +7 1.1
 PSK53A 1.622 63.2 −13 +4 —
 SK5 1.591 61.0 +1 +7 1.0
 BaLKN3 1.521 60.0 −3 +7 1.0
 BaK2 1.542 59.4 −5 +6 —
 SK4 1.615 58.4 −2 +7 0.9
 LaK9 1.694 54.5 −1 +8 0.9
 KzFSN4 1.617 44.1 +4 +8 0.8
 LF5 1.585 40.6 −6 +7 0.9
 BaSF51 1.728 37.9 +8 +14 0.7
 LaFN7 1.755 34.7 +6 +12 0.8
 SF5  1.678 32.0 0 +11 —
 SFN64 1.711 30.1 −4 +9 —
 SF6  1.813 25.2 +6 +18 0.7
Acrylic§ 1.497 57 −279 −71 0.2
Polycarbonate§ 1.590 30 −247 −68 0.2

∗At l = 546 nm.
†Defined as (n546 −1)/(n480 − n644).
‡At l = 546 nm and T = 20C.
§Values (except conductivity) from Waxier et al. Appl. Opt. 18:102 (1979).

TABLE 2 Optical and Thermal Data for Selected 3- to 5-μm Waveband Infrared Materials

     Thermal
 Optical  Refractive  Abbe Number,  Thermal “Glass”  Thermo-Optical  Conductivity,
 Material Index, n4m V3–5m Constant, g Constant, G k(W · m−1 · K−1)

Silicon 3.43 2.4 × 102 +6.3 × 10−5 +1.7 × 10−4 1.5 × 102

KRS5∗ 2.38 2.3 × 102 −2.3 × 10−4 −1.5 × 10−4 5.0 × 10−1

AMTIR1† 2.51 1.9 × 102 +3.9 × 10−5 +9.5 × 10−5 3.0 × 10−1

Zinc selenide 2.43 1.8 × 102 +3.6 × 10−5 +7.3 × 10−5 1.8 × 101

Arsenic trisulfide 2.41 1.6 × 102 −1.9 × 10−5 +3.4 × 10−5 1.7 × 10−1

Zinc sulfide 2.25 1.1 × 102 +2.6 × 10−5 +5.2 × 10−5 1.7 × 101

Germanium 4.02 1.0 × 102 +1.3 × 10− 4 +4.2 × 10−4 5.9 × 101

Calcium fluoride 1.41 2.2 × 101 −5.1 × 10−5 −1 × 10−6 9
Magnesium oxide 1.67 1.2 × 101 +1.9 × 10−5 +2.6 × 10−5 4.4 × 101

∗Thallium bromo-iodide.
†Ge/As/Se chalcogenide from Amorphous Materials Inc.
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being considered.6 Thermal defocus results not only from a change of optical power but also from 
the thermal expansion coefficient ah of the housing. Equation (3) can be modified to allow for the 
effect of the latter:

Single thin lens: Δ Δf f Th= − +( )γ α  (4)

j thin lenses in contact: Δ = − +
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
Δ

−
∑f f f Ti i h
i

j

( )γ φ α
1

 (5)

Thermal Defocus of a Compound Optical Construction

Consider a homogeneous temperature change in an optical system that comprises two thin-lens 
groups separated from each other, the normalized thermal power change being the same in each 
lens group. Taking the thermal defocus calculated from Eq. (4) as unity, then that due to a com-
pound optic comprising two separated components and of the same overall power can be estimated 
from Fig. 1.7 The latter shows scaling of thermal defocus with respect to a simple thin lens, relative 
to front lens/image plane distance (overall length) for three different positions of the second lens 
group. The graph is divided into three basic lens constructions distinguished from each other by 
overall optical length and/or the sign of the power of the front lens group.

Figure 1 assumes germanium optics in an aluminum housing but change of either material, 
while altering values slightly, has no effect on the following two conclusions:

1. Telephoto/inverted telephoto constructions always give more (and Petzval lenses always give less) 
thermal defocus than an equivalent simple lens.

2. Thermal defocus reduces as the second lens group is moved toward the image plane, irrespective 
of lens construction: the efficacy of this procedure is limited, however, by the increased imbal-
ance of optical powers between the groups.

The thermal defocus scaling technique could be extended to cover an optic comprising more 
than two lens groups. This extension has been carried out for the Cooke triplet construction8 and 
for a series of separated thin lenses,6 although only for the case of a zero-expansion housing.

TABLE 3 Optical and Thermal Data for Selected 8- to 12-μm Waveband Infrared Materials

  Abbe   Thermal
Optical  Refractive  Number, Thermal “Glass” Thermo-Optical Conductivity,
Material Index, n10m V8−12m Constant, g Constant, G k(W · m−1 · K−1)

Germanium 4.00 8.6 × 102 +1.2 × 10−4 +4.1 × 10−4 5.9 × 101

Cesium iodide 1.74 2.3 × 102 −1.7 × 10−4 −5.3 × 10−5 1
Cadmium telluride 2.68 1.7 × 102 +5.3 × 10−5 +1.1 × 10−4 6
KRS5 2.37 1.7 × 102 −2.3 × 10−4 −1.6 × 10−4 5.0 × 10−1

AMTIR1 2.50 1.1 × 102 +3.6 × 10−5 +9.0 × 10−5 3.0 × 10−1

Gallium arsenide 3.28 1.1 × 102 +7.6 × 10−5 +2.0 × 10−4 4.8 × 101

Zinc selenide 2.41 5.8 × 101 +3.6 × 10−5 +7.2 × 10−5 1.8 × 101

Zinc sulfide 2.20 2.3 × 101 +2.6 × 10−5 +5.0 × 10−5 1.7 × 101

Sodium chloride 1.49 1.9 × 101 −9.5 × 10−5 −3 × 10−6 6
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8.4 TOLERABLE HOMOGENEOUS TEMPERATURE 
CHANGE (NO COMPENSATION)

Diffraction-Limited Optic

Equation (5) can be used to establish the temperature change ΔT that will result in a quarter-wave 
of longitudinal thermal defocus, a reasonable limit for a simple optic that is nominally diffraction-
limited. Given an optic of diameter D and focal ratio FN imaging at a mean wavelength of l:

Diffraction-based depth of focus: Δ = ±f 2 2λ( )FN  (6)

Combining Eqs. (5) and (6): Δ = ±
+∑

⎡
⎣⎢

⎤
⎦⎥=

T

D f i i h
i

j

2

1

λ

γ φ α

( )

( )

FN
 (7)

Figure 2 gives ΔT against D results for a simple 8- to 12-μm bandwidth germanium optic in an 
aluminum housing:9 the curves illustrate the small temperature change that can be tolerated in ger-
manium optics before focus compensation is required. Partial avoidance of this particular problem 
may be achieved by the replacement of germanium by other infrared optical materials having lower 
values of g : this may also be desirable to reduce high-temperature absorption but generally leads to 
much greater optical complexity.
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FIGURE 1 Effect of compound lens construction on thermal defocus. (From Rogers.7)
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Nondiffraction-Limited Optic

The depth of focus of an optic having a nominal performance far from the diffraction limit is a 
function of the residual aberration level and balance in the optic as well as its first-order parameters. 
An estimate related to a cutoff spatial frequency v that gives a reasonable approximation in many 
cases can be obtained10 from

Approximate depth of focus: Δ = ±f
v

( )FN  (8)

Combining Eqs. (5) and (8): Δ = ± +
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

⎧
⎨
⎪
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⎫
⎬
⎪
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−

=
∑T Dv f i i h
i

j

( )γ φ α
1

1

 

(9)

Notice that, given the approximation of this method, the value of v can be determined by extend-
ing a straight line MTF from 1.0 response at zero spatial frequency, through the MTF point of inter-
est, to the intersection of the line with the spatial frequency axis.

8.5 EFFECT OF THERMAL GRADIENTS

The previous sections assume a homogeneous temperature change in all parts of the optical system: 
in situations where steady-state or transient temperature gradients exist, further consideration is 
required.1

Allowance for the effect of steady-state longitudinal gradients can be made by applying a 
different value of T to each lens group and an average local temperature to each portion of the 
housing that separates two adjacent lens groups. Transient longitudinal gradients are a more 
difficult problem and, if severe, may require individual athermalization of each lens group in its 
own housing domain.

Steady-state or transient radial thermal gradients cause at least a shift of focus position, with the 
possible addition of a change of aberration correction. A localized radial temperature difference of 
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FIGURE 2 Tolerable temperature change for a simple 
germanium infrared lens. (From Rogers.9)
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ΔT through the thickness t of a plane-parallel plate will cause a deviation of a ray of light11 that can 
be quantified as an optical path difference (OPD):

 OPD /= − + Δt n n T T[ ( ) ]α δ δ1  (10)

The expression in the square bracket is often referred to as the thermo-optical constant G and is 
an approximate measure of the sensitivity of an optical material to radial gradients. More thorough 
analysis of the effects produced by radial thermal gradients includes computation of thermally 
induced stress and consequent anisotropic change of refractive index: in some cases, this may be a 
significant factor in image degradation.12–14

Tables 1 to 3 give values of G for the selected optical materials. Also tabulated is the thermal con-
ductivity k, as in many cases G/k is a more appropriate measure of sensitivity given the greater abil-
ity of high-conductivity materials to achieve thermal equilibrium.

8.6 INTRINSIC ATHERMALIZATION

The need for athermalization can be avoided or minimized for some applications by employing 
optical power and mounting techniques that are inherently insensitive to temperature change. A 
concave spherical mirror fabricated from the same material that separates the mirror from its focal 
plane (e.g., an aluminum mirror in an aluminum housing) is in effect “self-athermalized” for a 
homogeneous distribution of temperature. The optical performance of a single spherical mirror 
is limited, but the above principle applies for more complex all-reflective optical constructions 
employing conic or other aspheric surface forms. A glass spherical mirror, although not thermally 
matched to an aluminum mounting, may be used as part of a self-athermalized catadioptric afocal 
in the infrared, a germanium Mangin being used in this case as a secondary mirror lens.15 The high 
thermal power change of the negatively powered lens in the germanium Mangin, used in double-
pass, compensates for the thermal defocus due to the glass primary, the housing, and the remaining 
germanium optics in the afocal—Fig. 3.16

Germanium Mangin
secondary mirror

Glass primary mirror

Exit
pupil

FIGURE 3 High magnification self-athermalized catadioptric afocal. (From 
Norrie.16)
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8.8  DESIGN

An alternative approach to the above is to use glass-ceramic mirrors within a nickel-iron alloy 
housing, since they can have thermal expansion coefficients approaching zero. A major advantage of 
this approach is its insensitivity to thermal gradients.

8.7 MECHANICAL ATHERMALIZATION

General

Mechanical athermalization essentially involves some agency moving one or more lens elements by 
an amount that compensates for thermal defocus—a simple manual option being to use an existing 
focus mechanism. Automatic methods are, however, preferable in many cases and can be divided 
into passive or active. Passive athermalization employs an agency, often involving materials (includ-
ing liquids) with abnormal thermal expansion coefficients, to maintain focus without any powered 
drive mechanism being required. Automatic active athermalization involves the computation of 
focus compensation algorithms that are stored (usually electronically) and implemented by a pow-
ered device such as an electric motor. The following sections refer to a number of passive and active 
athermalization methods, although the list is by no means exhaustive.

Passive Mechanical Athermalization

The principal advantages of passive thermal compensation methods are their relative simplicity and 
potential reliability. Disadvantages are their inadequate response to transient temperature gradients 
and, generally, lack of adjustment to allow for errors or unforeseen circumstances. Passive methods 
are ideal in glass optics17 where thermal effects are low, although here it is not too difficult to achieve 
optical athermalization (see later under “Optical Athermalization”) except where very low secondary 
spectrum is required. In the infrared wavebands, where thermal effects are much greater due to the 
nature of the optical materials, it is difficult to achieve simple passive mechanical athermalization 
due to the large refocusing movement required, typically 1.5 × 10−4 per unit focal length per Kelvin 
for an aluminum-housed germanium optic. An exception to the above is the combination of silicon 
and germanium in 3- to 5-μm optics, where thermal defocus results largely from the expansion of 
the housing. In this case, use of more than one nonmetallic housing material can result in an ather-
malized optic, even one having two fields of view18—Fig. 4.

For infrared cases other than the above, the options are either to provide a mechanism that mod-
ifies mechanical expansion effects or to reduce the required refocusing movement by optical means. 

Composite

Plastic

Plastic

Plastic

FIGURE 4 Part composite/part plastic mounting structure used for athermalization of a 3- to 
5-μm IR optic. (From Garcia-Nuñez and Michika.18)
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THERMAL COMPENSATION TECHNIQUES  8.9

Examples of the former include19 a series of linked rods of alternatively high and low expansion 
coefficient—Fig. 5—and a hydraulic method where the fluid contained in a large-volume reservoir 
expands into a small-bore cylinder—Fig. 6.

An interesting alternative employs shape-memory metal20 to provide a large movement over a 
relatively small temperature range.19 Another alternative is to employ a geodetic arrangement: in this 
method19 an athermalizing adjustment of, for example, the separation between primary and second-
ary mirrors in a catadioptric, is produced by differing expansion coefficients of the primary mirror 

A

Athermalizing element
carriage attached directly

to differential rod at A

Two outer rods
attached to main
support structure

at this point

FIGURE 5 Passive mechanical thermal compensation 
using differential expansion rods. (From Povey.19)

Optical axis

Extra ports
as required

One or more
“thermal sensors”

High
expansion

fluid

Max conduction
via mounting

surface

Finned for fast response
via convection

FIGURE 6 Passive mechanical thermal compensation using high-expansion-fluid 
thermal sensors. (From Povey.19)
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8.10  DESIGN

mount and the secondary mirror struts—Fig. 7. Where none of the above methods are desirable, the 
option to reduce the necessary movement may be the only alternative. This may be achieved by an 
optical layout9 configured such that the required athermalizing movement is reduced typically by a 
factor of four, but at the expense of somewhat greater optical complexity—Fig. 8.

Δ

Δ  =  Movement of
         athermalizing
         lens group

Then Δ   =

Let ST = S at temp T
      HT  =  H at temp T etc.

Optical axis

One of three pairs
of struts equispaced

at 120°

aS

aH

S

A

H

S2
T – H 2

T – A

+

FIGURE 7 Geodetic support structure for positive or negative thermal compensation move-
ment. (From Povey.19)

23 μm/°C
–ΔT

Mechanical

Simple/OK materials
Large movement
(10 μm/°C whole lens)
Δf = 2.3 × 10–4 ΔTf

Improved mechanical

Small movement
OK materials
Δf = 0.4 × 10–4 ΔTf
Boresight?

2.4 μm/°C
–ΔT

FIGURE 8 Alternative optical configurations for mechanically athermalized forward 
looking infrared (FLIR) systems. (From Rogers.9)

08_Bass_v2ch08_p001-016.indd 8.10 8/24/09 11:33:39 AM



THERMAL COMPENSATION TECHNIQUES  8.11

Active Mechanical Athermalization

Active mechanical athermalization in its simplest form can be manual adjustment of a lens ele-
ment or group for refocusing. For more complex optics, such as multi-field-of-view, a procedure 
can be specified for manual (or motorized) adjustment of several lens elements to maintain focus 
over a range of magnifications and temperatures.21,22 Where automatic athermalization is required, 
a method can be employed that uses a combination of electronics and mechanics—Fig. 9. One or 
more temperature sensors located along the body of the optic feed their signals into an algorithm 
that calculates the required movement of a compensating lens and then initiates the motion. For 
simplicity, the compensating lens may be that which already provides close-distance focusing, thus 
requiring only an increase in the range of movement for athermalization. The location of sensors is 
especially important for infrared optics and should be dependent on the thermal sensitivity varia-
tions within the optical system.

Active electromechanical thermal compensation is particularly suitable where transient longitudinal 
temperature gradients are expected and for multi-field-of-view optics where thermal defocus is depen-
dent on field-of-view setting. The algorithm required for elimination of the effects of a combination of 
both of the above is complex, but compensation may be accomplished by a single mechanical motion.23

A single motion does not, however, guarantee athermalization of image scale, in which case 
more than one compensatory movement may be required. Two motion athermalization in a zoom 
or dual-field-of-view infrared telescope can take advantage of the existing mechanisms required for 
field-of-view change. Also, by utilizing internal lens elements, problems associated with hermetically 
sealing an external focusing lens element can be avoided.24–28 In order to maintain stability of aber-
ration correction in infrared zoom telescopes, particularly those having a large zoom range, three-
motion athermalization has been proposed.29,30

Active/Passive Athermalization

An improvement over simple manual active athermalization is to include partial passive athermaliza-
tion. This is best suited to systems that already contain axially moving lens components, for example, a 
dual-field-of-view infrared telescope31—Fig. 10.32 Here the majority of the athermalization is provided 

Thermal actuator

Temperature sensors

Corrective
refocusing
lens

Reducer

Motor

FIGURE 9 Active electromechanical athermalization— 
schematic.
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8.12  DESIGN

by a mechanically passive device that adjusts the position of the rear lens group in the objective. The 
residual focus error is then corrected by small manual adjustments to the magnification change ele-
ment. This technique can minimize the change of image scale and aberrations with temperature. A 
potential problem, however, is the subjective nature of best-focus determination.

Athermalization by Image Processing

Athermalization by image processing is suitable for some applications. A range of automatic focusing 
techniques exists but, while this approach has the advantage of not requiring temperature sensors, it 
does suffer the potential disadvantage of misinterpretation of image information.

8.8 OPTICAL ATHERMALIZATION

General

Athermalization of the focus position of an optical system by choice of refractive materials has been 
described extensively in the literature.33–42 The requirements of overall optical power, achromatism, 
and athermalism demand that three conditions be satisfied for j thin lens elements in contact:

Power: φ φi
i

j

=
=
∑

1

 (11a)

Zoom movement

(Passive—lens group adjustment)

(Active—end stop adjustment)

High
mag

Low
mag

FIGURE 10 Part active, part passive mechanical athermalization. 
(From Roberts.32)
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Achromatism: 
φi

ii

j

V
=

=
∑ 0

1

 (11b)

Athermalism: ( )γ φ φαi i
i

j

h
=
∑ + =

1

0  (11c)

The presence of three conditions implies the need for three different materials in order to obtain 
an exact solution. It is possible, however, to find achromatic combinations of two materials that are 
also athermal, provided that a simple condition is satisfied:41

 
V Vh h1 1 2 2( ) ( )γ α γ α+ = +  (12)

Suitable combinations for thin-lens athermal achromats can be found by plotting a range of 
materials on a graph of g V against V, the slope of the line joining a chosen pair representing the 
required thermal expansion coefficient of the housing.6

A number of approximately athermal optical glass achromats exist of which those listed in 
Table 443—with the exception of the last entry—represent examples with low to moderate second-
ary spectrum over the visible to near infrared waveband. The data given for these achromats are 
lens element total curvatures for unity focal length; secondary spectrum (second-order color); 
thin-lens Petzval sum; and an approximate indication of mass, normalized to the lowest value. The 
pairing of radiation-stabilized versions of SK5 and SF5, both of which have a low value of g makes 
a good choice for athermalized space optics in a temperature-invariant mount.6

In the infrared wavebands the options are far more limited: at least one 3- to 5-μm waveband 
two-material athermal combination exists, namely, arsenic trisulfide and magnesium oxide, but 
there is currently no realistic pairing of materials in the 8- to 12-μm band.

Athermal Laser Beam Expanders

Many more two-material athermal combinations exist if the requirement for achromatism [Eq. (11b] 
is removed. This is the situation that occurs with a (preferably) galilean laser beam expander, although 
here the two lens materials are separated.44 From Eq. (4), making the thermal defocus Δf values equal 

TABLE 4 Unity Focal Length Athermal Two-Material Achromatic Combinations

 Material  Material Total  Secondary  Petzval  Normalized
 Type Combination Curvatures Spectrumt† Sum Mass

Optical glasses BaLKN3 + KzFSN4 +7.24/−4.49 3.6 × 10−4 0.77 2.1
 BaK2 + LaFN7 +4.43/−1.86 4.8 × 10−4 0.76 1.4
 FK5 + LF5 +4.85/−2.34 4.8 × 10−4 0.73 1.3
 PSK53A + SFN64 +3.06/−1.28 5.0 × 10−4 0.65 1.0
 BaLKN3 + BaSF51 +5.21/−2.35 5.2 × 10−4 0.79 1.5
Stabilized optical SK4 + KzFSN4 +7.30/−5.64 1.8 × 10−4 0.62 2.0‡

 glasses SK5 + SF5∗ +3.97/−1.99 10.6 × 10−4 0.67 1.0‡

3- to 5-μm Materials As2S3 + MgO +0.77/−0.12 8.6 × 10−4 0.40 0.8§

∗Thermally invariant housing, all others aluminum.
†Over wavebands of 480 to 644 nm, 546 to 852 nm, and 3 to 5 μm respectively.
‡Relative to SK5/SF5 solution.
§Relative to lowest value in Table 5.
Source: Rogers.43

08_Bass_v2ch08_p001-016.indd 8.13 8/24/09 11:33:40 AM



8.14  DESIGN

and opposite for the two lenses leads to a value for magnification at which two given materials in a 
specific housing material will provide an athermal beam expander (for a homogeneous temperature 
distribution):

 Magnification =
+
+

γ α
γ α

1

2

h

h

 (13)

Three-Material Athermal Solutions

Graphical methods have been described that allow investigation of preferred three-material ather-
malized achromatic solutions.41 An alternative method is the systematic evaluation of all possible 
combinations of three materials selected from a short list, each combination being allocated a risk 
factor dependent on material characteristics and solution sensitivity.9 The optical powers of the three 
in-contact thin-lens elements are determined by solving Eq. (11a to c) which give for a unity focal 
length:

 
a

V V V V

V V V V

b b

a
h=

−
−
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1 2 2 3
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1 21
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b

V

V V
b a=

−
= −2

2 1
2 3, φ φ  (14b)

 φ φ φ1 2 31= − +( )  (14c)

Tables 5 and 6 give a selection of lower-risk three-material solutions, in approximate order of 
increasing risk, for 3- to 5- and 8 to 12-μm infrared combinations, respectively. The data given are 
similar to those in Table 4, but the housing is assumed to be aluminum in all cases. Note that these 
tables are intended as a guide only and are based on currently available material data.

Athermalization of Separated Components

In many ways, thermal defocus and thermal change of focal length are analogous to longitudinal 
and lateral chromatic aberration, having the same first-order dependencies. For this reason it has 
been suggested that a thermal Abbe number, defined as g −1,3 be used to replace the chromatic 

TABLE 5 Unity Focal Length Athermal Three-Material Achromatic Combinations for the 
3- to 5-μm Waveband

Material Combination Total Curvatures Petzval Sum Normalized Mass

Si + Ge + ZnS +0.72/−0.36/+0.27 0.39 1.3
ZnSe + Ge + MgO +1.16/−0.21/−0.06 0.51 1.8
Si + Ge + KRS5 +0.69/−0.26/+0.08 0.34 1.0
[ZnS + MgO + Ge] +1.28/−0.17/−0.16 0.52 1.5
AMTIR1 + Ge + Si +0.56/−0.32/+0.46 0.42 1.4
Si + MgO + KRS5 +0.31/−0.08/+0.22 0.31 1.1
ZnSe + ZnS + Ge +1.80/−0.69/−0.23 0.50 2.8
Si + CaF2 + KRS5 +0.32/−0.25/+0.24 0.29 1.1

[ ] Low residual high-order chromatic aberration.

08_Bass_v2ch08_p001-016.indd 8.14 8/24/09 11:33:40 AM



THERMAL COMPENSATION TECHNIQUES  8.15

Abbe number (V value) in the usual chromatic aberration equations. Thermal expansion of the 
housing—obviously not present in chromatic calculations—does, however, complicate the situation 
a little.

In equations thus far, Δf has meant both thermal defocus and focal length change, as numerically 
these are the same for a thin lens. For separated components, rules similar to those for chromatic 
aberration apply, for example, two separated thin-lens groups—such as those described by Fig. 1—
must be individually athermalized if both types of thermal “aberration” are to be corrected simul-
taneously. More complex optics (for example, multistage) may have transfer of thermal aberration 
between constituent lens groups but may still be corrected simultaneously for thermal focus shift 
and focal length change as a whole. This procedure can, however, lead to one lens group requiring 
excessive optical powers in order to achieve full overall correction—transient longitudinal thermal 
gradients may also cause problems.

Use of Diffractive Optics in Optical Athermalization

The term “hybrid optic” is generally used to signify a combination of refractive and diffractive 
means in an optical element. The diffractive part of the hybrid is usually a transmission hologram 
which for high efficiency would be of surface relief form, the surface structure being machined or 
etched onto the refractive surface.45 The diffractive surface acts as a powered diffraction grating, 
producing large amounts of chromatic aberration which could be employed in an optic where a 
lightweight optically athermalized combination of two materials could be chosen without regard to 
achromatism: residual chromatic aberration could then be corrected by the hologram.46
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9.3

9

9.1 INTRODUCTION

The novel creations of optical designers have been limited by the fabricator’s ability to manufacture 
and measure the elements of the optical prescription. A solution to a design criteria often existed 
only on paper as the required elements were not physically realizable. Optics manufacturing tech-
nology innovations continually expand the possibilities for optical components. Increasingly, manu-
facturing is tethered to metrology. Creation of optics metrology instruments with accuracy equal 
to that of optics manufacturing equipment and vice versa has driven process development. It is this 
developmental symbiosis that has brought determinism to the art of precision optics manufactur-
ing. Metrology and machine innovations offer optics of higher quality and complexity in predict-
able timeframes. The requirement for skilled technicians is still vital in the manufacturing process; 
however, the skill set is increasingly one of craft in combination with science. Artisan opticians of 
yesteryear still provide value; however, the future of optics manufacturing is in the hands of the 21st 
century optics technicians. 

The methods described below are the most common for typical optical components used in 
industrial, aerospace, and defense applications. For the spherical lens section, a brief overview of the 
traditional process is described first and then the latest methods. The remaining sections will pro-
vide general overviews. The focus will be exclusively on brittle materials. For our purposes, brittle 
materials are defined as those where the removal process is achieved by applying mechanical forces 
that fracture the surface, releasing fragmented particles in a controlled manner. Much has been doc-
umented on fine finishing of brittle materials such as optical glasses, ceramics, and crystals. Works 
by Preston1, Silvernail2, Izumitani3, Buijs4, Bach5, Kaller6, Lambropoulos7, Golini8, Cook9, Jacobs10

and DeGroote11 have contributed greatly to the understanding of optics finishing processes.

9.2 MATERIAL FORMS OF SUPPLY

Optical glass is available in boule, slab, and gob forms. Boules are formed in special disposable 
pots that yield a batch or glass melt of a specific glass type, such as the borosilicate glass BK7, but 
whose detailed characteristics are unique to that batch. Slab is yielded from a continuous flow process. 
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Materials are homogeneously mixed and heated, and a continuous ribbon of glass is produced. These 
ribbons are cut into slabs that are generally 250 mm wide, 25 mm thick, and 350 mm long, although 
sizes vary significantly based on supplier and material. Gobs are also yielded from a continuous flow 
process; however, the molten glass flows through an orifice and is sliced like cookie dough at a pre-
determined frequency that ensures the desired volume for the application. Gobs are almost always 
made to customer specifications for glass type and volume. They are used as the preblank to produce 
near net shape molded blanks for high-volume lens systems. Many glass suppliers also provide pol-
ished preforms, usually balls. These are used for glass molding finished optics components.

Manufacturers will order the form that best suits their purpose. The closer to final form the 
material, the less waste and time consumed in bulk removal operations. When rough shaping mate-
rial blanks from boule or slab forms, most manufactures use diamond impregnated saw blades and 
core drills to yield a part appropriate to yield the finished optic, generally called disks. Typically 
blanks or disks are several millimeters oversized from the final part’s critical dimensions.

9.3 BASIC STEPS IN SPHERICAL 
OPTICS FABRICATION

Generating

This is a bulk material removal operation that starts with a near net shape molded blank or a disk.

Generating—Traditional The removal is accomplished through the application of diamonds 
embedded in a matrix on the cutting surface of a cup-shaped ring tool. The material is ground away 
as the diamonds create cracks in the surface, sweeping away glass particles where the fractures intersect.12

The machine accuracy is generally akin to manually set, mechanically based control production 
equipment used in the machine tool industry. The operator continually monitors results and modi-
fies machine settings as the cupped ring tools wear. Machine precision is adequate to control thick-
nesses to +/– 0.025 mm and radius to +/– 0.010-mm sagittal height, but the machine is only capable 
of coarse removal. Subsequent lapping operations are required in order to reduce subsurface dam-
age13 to a level where polishing is possible. 

Generating—Modern The advent of deterministic microgrinding processes spearheaded by the 
work at the University of Rochester’s Center for Optics Manufacturing14 in the 1990s shifted the 
paradigm for finishing expectations from the generating operation. As a result, machines used in 
the generating operation have evolved to precision machine tool status. Generators manufactured 
by mainstream optics manufacturing equipment providers such as OptiPro,15 Satisloh,16 Schneider17

and others, have created grinding solutions that enable the generating operation to predictably 
yield surfaces that are ready for polishing operations. This modern equipment makes use of CNC 
(computer numeric control) systems, robust motion and motion control systems such as precision 
linear ball slides, advanced machine base materials, structure design, and improved positioning 
feedback through optical encoders and other submicron feedback systems. Additionally, most of 
the machine builders provide in situ metrology options that enable operator assisted or completely 
automated parameter adjustment optimization. This is an important feature as the tool consumes 
itself during the process. 

Complimenting the advent of advanced generating machine tools for optics generating has been 
the increased understanding of fixed abrasive grinding mechanisms. Deterministic microgrinding 
is typically preferred to loose abrasive lapping when fabricators have a choice. The residual damage 
from microgrinding can be estimated based on glass properties.18 This aids in determining prepol-
ish finish requirements so the overall process time for the optics can be optimized. Even with recent 
advancements in understanding the microgrinding process, the industry is far from offering a direc-
tory of ring tools optimized for the array of optical materials. Therefore the industry continues to 
rely heavily on empirical results to determine optimal setups. 
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Lapping

This process reduces subsurface damage left from generating to a manageable level in preparation 
for polishing.

Lapping—Traditional Lapping is the application of loose abrasive particles applied as slurry 
and pressed into the work surface by nominally constant applied pressure.19 The process typically 
consists of applying the abrasive slurry between a cast-iron-rotating lapping tool and the optic. 
Both surfaces abrade away as they remain in random dynamic contact. The fabricator controls the 
material removal so the operation yields the desired surface radius and smoothness. The abrasive 
material, often aluminum oxide, is typically between 30- and 5-μm particle size. The operator steps 
through particle sizes, using progressively smaller abrasives. Removal amounts account for the sub-
surface damage from the prior generating or lapping operation, ideally completely removing it.

Lapping—Modern The use of diamond particles embedded in a resin or metal matrix have been 
popular for some time. Initially, these matrices were fabricated in pellets, fastened as desired on 
metal backing plates, and used as laps. Abrasive work is done by the diamonds and coolant serves as 
lubricant and carries the glass particulate away. Unlike loose abrasive lapping, the slurry is not the 
abrasive. Diamond tool manufactures also make diamond-sheet material for ready application to 
tools, and more recent products such as resin-bonded sheet materials from abrasive manufacturers 
such as 3M20 can be used the same way.

Polishing

Polishing converts the finely fractured surface from the lapping or deterministic grinding opera-
tion [typical roughness of about 1-μm rms (root mean square)] into a specular surface of a surface 
roughness typically 1 to 3 nm rms. Polishing is a chemical-mechanical process. Water attacks the 
surface creating a chemically softened layer, and then the mechanical action of the abrasive in the 
polishing slurry, usually ceria based for optical glasses, removes the chemically softened outer layer 
of glass.3

Polishing—Traditional The polishing process is expected to remove the damage left from preced-
ing operations, typically 5 to 20 μm of material. The intimate contact between the polishing tool 
and the optic, working with the slurry, slowly enhances the surface finish. The process is feedback 
based, and the fabricator works the part for a while and checks the outcome. Reacting to the results, 
the experienced fabricator controls various parameters to yield the desired form and finish of the 
polished surface. 

The most basic polishing tool is a pitch polisher. Optical polishing pitch is a viscoelastic material. 
To form a pitch polisher, a metal tool of proper radius is coated with a 4 to 5-mm layer of polishing 
pitch. The pitch is warmed and formed to the optic. Once cool the brittle pitch will be cut to allow 
irrigation grooves for slurry access. When performed by artisans, pitch polishing can yield form 
errors equal to fractional wavelength of visible light routinely. Less capable fabricators may be lim-
ited to commercial quality, multiple wavelength form error outcomes. 

By the 1980s, high-speed polishing had become very popular. One of the key innovations was 
the use of polyurethane polishing pads as a replacement for pitch. Polyurethane pads are a visco-
elastic thermoplastic material with a higher viscosity than pitch. Polyurethane remains a polishing 
material staple and is the polishing material of choice for the fast removal seen in high-volume 
optics manufacturing. 

Polishing—Modern Advances in deterministic polishing are dramatically changing the demands 
placed on optics manufacturers. Deterministic polishing is a feed-forward process, where the 
outcome is reasonably certain. Industry leaders in deterministic polishing development are QED/
Schneider consisting of Magnetorheological Finishing (MRF)21 and Zeeko/SATISLOH22 who promote 
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a precessions polishing and air bladder solution. Each has created opportunities for manufacturers 
to produce optics at more predictable cost. Their application of CNC machining systems to the pol-
ishing process is revolutionizing the precision optics industry.23

All these new solutions rely on subaperture small “pad” polishing with a known removal rate, 
where the “pad” may be in the form of variable stiffness polishing fluid or compliant tool made from 
a variety of materials and consistencies. Originally used to finish large astronomical telescope optics, 
small pad methods have advanced in recent years to scale cost and size down so these technologies 
are available to the broader population of precision optics manufactures.

Deterministic subaperture polishing solutions combine a tool’s known removal rate with an 
error map of the optic to produce a removal schedule. This feed-forward process relies completely 
on the accuracy of actual surface form information. In most cases this information is acquired from 
a variety of instruments such as coordinate measurement machines (CMM) or surface profilometers 
like the Taylor-Hobson Form TalySurf.24 These instruments themselves or the software of the pol-
ishing tool convert points of data into an error map for a continuous surface. The removal profile 
dictates the dwell time for the small aperture polishing pad, and in general form error decreases by 
a factor of five per iteration. For example, if the form error is 1 wave, it is reasonable to expect that 
after a deterministic polishing iteration the form error will be ~1/5 wave, and after another iteration 
would be ~1/25 wave.

Newer technology that is also under development at a number of equipment manufacturers 
including QED and ZEEKO25 incorporates fluid jet technology. Surfaces are corrected by direct-
ing a jet of abrasive/fluid mixture at a surface, the flow generates sufficient surface shear stress that 
chemical-mechanical polishing occurs.26,27 The jet-polishing technology is especially promising for 
difficult to reach areas seen in asphere and conformal optical surfacing. 

Edging

Most applications of lenses require mounting into a lens housing. Lens system performance is maxi-
mized when the centers of curvature reside on the cylindrical axis of the housing. The edging opera-
tion simultaneously creates a precise (+/− 0.025 mm or less) diameter for mounting and aligns the 
centers of curvature on the mechanical centerline of the lens.

Edging—Traditional 28 Earlier pitch-based methods consisted of using a precision spindle where 
a brass cup was trued using a cutting tool. This was basically a lathe-type operation and required a 
skilled combination of heat, pitch, spindle velocity, timing, and consistent axial force applied by a 
skilled artisan in order to set the lens in a “trued” position. Once the lens was blocked, a diamond 
wheel ground the diameter to final dimension. Lenses are typically brought to final polished state 
with the diameter of the lens 1- to 3-mm oversized.

This pitch method was almost entirely replaced with mechanical bell-clamping edging machines. 
Bell clamping employs two opposed coaxial synchronized precision spindles and is a pitch-free pro-
cess. Each spindle is affixed with a precision cup of the appropriate size to capture the lens and allow 
auto alignment by virtue of the mechanical forces on the variably sloped surfaces. Once the lens is 
“clamped” into true position, an operator mechanically defines and initiates an automated grinding 
sequence. 

Edging—Modern In recent years, the use of CNC edging equipment is enabling a single setup for 
multiple grinding operations. For example, it is fairly routine to process the diameter, sagitta with 
a step, bevel and a fiduciary flat, all in one operation. The CNC controller interface shows a series 
of cross-sections, and the operator fills in inputs for what is the starting point and what features 
are needed in the end. Simultaneous creation enssures the features will all run true relative to one 
another. In addition to facilitating grinding of more complex features, optional features such as 
micropositioning air blasts for automated alignment optimization and measurement enable preci-
sion placement of the optic. Lenses are still mechanically bell clamped.

09_Bass_v2ch09_p001-010.indd 9.6 8/20/09 2:24:27 PM



OPTICAL FABRICATION  9.7

9.4 PLANO OPTICS FABRICATION

A plano surface has a radius equal to infinity. Typically plano form specification does not differ-
entiate between spherical power and irregularity, specifying lump sum reflected errors as flatness. 
Therefore, maintaining perfect flatness is critical during plano surface finishing. The process steps 
for plano surfaces are exactly the same as for spheres. Planos have the advantage of fixed radius, so 
often, companies, departments within companies, personnel and equipment will be plano specific. 
This specificity allows economies of scale and development of plano-specific solutions. An example 
of this are continuous polishers (CPs), in which a large (40–60 inches in diameter) annular lap is 
“conditioned” to maintain lap flatness independent of the workpiece size. The lap is forced by a large 
glass (or similar material) “conditioner” to stay flat. This persuasion by the conditioner imprints 
onto the work piece and maintains flatness as a result. 

Double-sided CPs polish both sides of a window simultaneously. Much of the recent technology 
used in the precision plano window manufacturing has been taken from semiconductor industry’s 
work-optimizing silicon wafer processes.

9.5 ASPHERE OPTICS FABRICATION

Aspheric lenses contain at least one optically active surface of nonconstant curvature. This is the 
primary differentiator from a spherical lens. Rotationally symmetric aspheric lenses are solids of 
revolution, where a general equation describes the cross section to be revolved (Fig. 1). Lenses of 
this style are capable of higher aberration order correction than spherical lenses. While the forms 
and their promise have been known to optical designers for centuries, for most of that time only the 
mildest forms have been physically realizable. The methods, machinery, and metrology are specific 
to asphere manufacturing.14

FIGURE 1 Sample general asphere form. (Brandon Light, Optimax Systems, Inc.)

Sweeping the
aspheric trace
around the
aspheric axis

Aspheric profile

Spherical backside

Vertex

Once rotated around the axis of
revolution, the aspheric solid is formed.
This rotation transforms a two-dimensional
aspheric trace into a three-dimensional
aspheric lens. The 2D trace is generated via
the general aspheric equation.
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where, in a cartesian sense,
z = height of aspheric surface relative to vertex
r = radial distance from aspheric axis

1
vertex radius

c =

k = conic constant
ai = aspheric coefficient of ith order
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Traditional full-aperture fabrication methods are not capable of manufacturing aspheric 
surfaces due to their nonconstant curvature. By changing the amount of contact from full to a 
region where change in local curvature approaches zero, some portions of traditional spherical 
lens-manufacturing techniques can be applied. Brittle removal by high-speed diamond grinding 
followed by ductile removal using a polishing slurry (ceria, alumina, etc.) can be used to prepare 
aspheric surfaces. Instead of full contact, curvature-insensitive local contact is used in grinding 
and polishing. 

In aspheric grinding, a peripheral diamond wheel on a CNC platform traces the surface to 
generate the aspheric profile. In grinding, machine accuracy determines profile accuracy. A more 
accurate ground profile makes a more accurate polished profile more likely, since there’s less cor-
rection needed. Particular attention must be paid to wheel wear, wheel balance, positional accuracy, 
and overall stiffness of the grinding platform. Imperfection in any of these grinding parameters will 
leave signatures in the ground surface. 

The surface is then polished by working only a small area at a time. All of this must be done 
while maintaining location of the aspheric axis, the axis around which the solid of revolution was 
formed. Each iteration has an error inducement associated with it, so making as few correction runs 
as possible is a primary focus. Typically, asphere polishing is a feed-forward, deterministic process. 
While the local curvature may be constant, globally it is not. Polishing requires an adaptive tool 
and knowledge of what’s ahead. The polishing tool needs to change to suit local curvature at a suit-
able rate of change. This requires knowledge of how the tool will evolve and how much removal is 
needed in which region. Deterministic processes provided by Zeeko/Satisloh and QED machinery, 
discussed earlier, are examples of such tools. These processes characterize the removal rate as a func-
tion of curvature for a given tool and combine that with an error map of the surface to be worked. 
The resulting removal schedule accommodates for volumes to be removed and tool performance at 
that local curvature.

Conventional interferometric techniques do not translate to aspheric manufacturing either. 
Since local curvature is nonconstant, interferometric techniques for aspheres are lock and key. 
The setup and equipment can be unique for a given aspheric form, so time and money demands 
are large. For example, form-specific computer-generated holograms (CGHs) may be required 
to provide feedback to the closed-loop deterministic polishing process. For a more cost-effective 
solution profilometry is the main two-dimensional compromise, and it is the current industry 
standard. Although more generalized interferometric solutions are beginning to be offered by 
QED, Zygo, and others. 

Errors in centration are unrecoverable. In centering a spherical lens, errors can be removed. With 
sufficient diameter overage both centers of curvature could be positioned on the same axis and that 
axis could be made concurrent and coincidental with the mechanical axis. Since an aspheric surface 
is centered about an axis and not a point such realignment is not possible. Therefore, centration 
must be conserved throughout processing.

9.6 CRYSTALLINE OPTICS

As more optical work occurs outside the visible spectrum, use of optics made from nonglass brittle 
materials will grow. Single crystalline and polycrystalline materials are transparent far outside the 
usual spectral transmission range of glass. In many cases, the surfaces of these materials have dif-
fering hardness values depending on the orientation of the crystal boundaries. Soft laps tend to 
accentuate the grain boundaries of these materials, and that can lead to wavefront errors, mottled 
surfaces, and scattering. The traditional optical fabrication process can be adapted to crystal materi-
als if some substitutions are made. The lapping process may substitute finely graded diamond for 
alumina and tin or zinc laps in place of the typical cast iron. Similarly, diamond suspensions are 
often used in polishing in place of ceria. Polishing laps may consist of synthetic materials like poly-
urethane or beeswax instead of optical pitches.29,30

09_Bass_v2ch09_p001-010.indd 9.8 8/20/09 2:24:27 PM



OPTICAL FABRICATION  9.9

9.7 PURCHASING OPTICS

There are a number of companies who offer lines of standard optical components. These suppliers 
can provide off-the-shelf optics in a variety of sizes, shapes, and quality levels. Most optics providers 
have areas of specialization, and the informed optics buyer will select vendors that match their spe-
cific optics requirements. When custom optics are required, it is best to understand the capabilities 
of prospective suppliers. Most optics companies promote a broad range of capabilities, but many 
tend to specialize in some manner. Professionals who are engaged in optics purchasing on a regular 
basis learn where to go for specific optics requirements. Often this education is paid for by award-
ing of numerous contracts across a broad array of parts and suppliers and experiencing the conse-
quences of the decisions. Much is learned in the contract’s postmortem review. 

Optics purchasing is further complicated with the predominance of the internet as a research tool. 
Web sites and promotional materials often do not reflect a supplier’s true capability and know-how. 

Whether buying off-the-shelf or custom optics, it is always best to engage potential suppliers in 
dialog, preferably addressing tolerances and other manufacturing cost drivers. The buyer should be 
satisfied the supplier has the ability to meet and measure all critical criteria. For optics that approach 
a manufacturer’s limits, it is especially important to understand the test and acceptance process, as 
there can be quite a divergence of metrology equipment and methods available for testing various 
parameters.31 This is especially true for aspheres, where full format phase measuring interferometry 
or transmitted wavefront testing is not always within a supplier’s capability. 

9.8 CONCLUSION

Optics fabrication requires serial application of relatively simple steps. In the past, these steps were 
carefully carried out by artisans using traditional techniques. Modern approaches incorporate scien-
tific research into the manufacturing process. Artisan skills integrate with the scientific know-how 
yielding a new breed of technology workers of the twenty-first century. Nevertheless, the basic pro-
cess steps of grinding followed by polishing have remained. Introduction of new optical materials, 
more complex shapes and more narrow tolerance budgets will enable designers to develop improved 
solutions to old problems over an expanded spectrum, and modern manufacturing methods can 
make the optics physically realizable. Finally, the tendency for specialization among optics supplier 
requires open dialog between supplier and designer as a means to optimize successful relationships. 
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10.1 GLOSSARY

 f  feed rate 

 h  peak-to-valley height

 R  tip radius of diamond tool

10.2 INTRODUCTION 

The use of special machine tools with single-crystal diamond-cutting tools to produce optical sur-
faces on some metals and a limited range of other materials is called diamond turning. Over the last 
50 years or so, diamond turning has matured to become the method of choice for producing some 
optical surfaces; in other applications, diamond turning provides a critical process step with radi-
cally different characteristics from most other optical fabrication methods.

In terms of geometry and motions required, the diamond-turning process is much like the step 
of ‘‘generating the optical surface’’ in traditional optical fabrication. However, the diamond-turning 
machine is a more sophisticated piece of equipment that produces the final surface, which frequently 
does not need the traditional polishing operation. The surface quality produced by the ‘‘best’’ diamond 
turning does not yet match the best produced by conventional polishing practice. The limits of diamond 
turning for both figure and surface-finish accuracy have not yet been reached—and diamond turning can be 
combined with postpolishing to improve surface finish and reduce scatter.1 Also subaperture processing 
with small polishing tools or magnetorheological finishing (MRF) can be used to improve figure. 

There are several important advantages of using diamond turning, including the ability to produce 
good optical surfaces to the edge of the element, to fabricate soft ductile materials that are difficult to 
polish, to eliminate alignment adjustments in some systems, and to fabricate shapes difficult to produce 
by other methods. The latest generation of diamond-turning machines incorporates up to five axes 

10
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of computer-controlled motion, allowing for production of anamorphic optics. Use of form tools on 
multiaxis machines enables production of “structured” optical surfaces2 ranging from subwavelength 
structures through diffractive/refractive infrared (IR) elements to optical component molds.

If the advantages of diamond turning suggest this fabrication method, then it is important to 
determine early in the design phase of a project whether the material specified is appropriate for 
diamond turning and whether slideway travels and linear and rotary axis controls are available on 
the diamond-turning machine to support fabrication of complex structures. 

 Sections in this chapter highlight the following:

• The diamond-turning process

• The advantages of diamond turning

• Diamond-turnable materials 

• Comparison of diamond turning and traditional optical fabrication

• Machine tools for diamond turning

• Basic steps in diamond turning

• Surface finish of diamond-turned optics

• Metrology of diamond-turned optics

• Conclusions

10.3 THE DIAMOND-TURNING PROCESS

The diamond-turning process produces finished surfaces by very accurately cutting away a thin chip or 
layer of the surface. Thus, it is generally applicable to ductile materials that machine well rather than 
to hard brittle materials traditionally used for optical elements. However, by using a grinding head on 
a diamond-turning machine in place of the tool, hard brittle materials can be finished. At very small 
effective depths of cut, brittle materials behave in an apparently ductile manner. This attribute allows 
fracture-free grinding of glasses and ceramics as well as diamond turning of optical surfaces on materi-
als such as germanium, zinc selenide, and potassium dihydrogen phosphate (KDP). 

In diamond turning, both the figure and surface finish are largely determined by the machine 
tool and the cutting process. Note, however, that material characteristics such as grain size and inclu-
sion size limit the ultimate surface finish achievable. The tool has to be very accurately moved with 
respect to the optical element to generate a good optical surface, and the edge of the diamond tool 
has to be extremely sharp and free of defects.

10.4 THE ADVANTAGES OF DIAMOND TURNING

Diamond turning fits within a broad spectrum of optics fabrication processes. When compared with 
traditional optical fabrication methods of lapping and polishing (see, for example, Chap. 9, “Optical 
Fabrication,” by Michael P. Mandina) diamond turning has several advantages.

• It can produce good optical surfaces clear to the edge of the optical element. This is important, 
for example, in making scanners, polygons, special shaped flats, and when producing parts with 
interrupted cuts.

• It can produce optical surfaces on soft ductile materials that are extremely difficult to polish.

• It can easily produce off-axis parabolas and other difficult-to-lap aspherical shapes.

• It can produce optical elements with a significant cost advantage over conventional lapping and 
polishing where the relationship of the mounting surface—or other feature—to the optical surface 
is very critical. Expressed differently, this feature of diamond turning offers the opportunity to 
eliminate alignment adjustments in some systems.
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• It can fabricate optical shapes such as axicons, facetted optics, and grazing incidence X-ray optics 
that would be extremely difficult to fabricate by methods other than diamond turning (see Fig. 1). 

Conflicts between optical requirements and diamond turnability on the one hand, and mechani-
cal considerations on the other, often lead to the use of platings. Plating deficiencies, however, can 
cause as much trouble as poor bulk materials. For example, small changes in the composition of 
plated electroless nickel may cause dramatic changes in tool wear.3 

Residual stress in the mirror blank, whether plated or not, can lead to changes in mirror shape 
with time. It is essential to pay careful attention to stress-relief prior to final diamond turning. 

A decision to diamond turn an optical element, rather than fabricate it by the conventional polish-
ing techniques, might be based on several different considerations such as type of element, size, and 
material. A general guide to different considerations in selecting diamond turning as a fabrication 
technique is presented in Table 1.

FIGURE 1 An axicon optical element being diamond turned. (Courtesy of Rank 
Taylor Hobson, Keene, New Hampshire.)

TABLE 1 General Guide to Optical Fabrication Methods

    Size, m Shape Material Preferred Method

Less than 0.5 Flat or sphere Glass/ceramic Polish
  Ductile metal Diamond turn
 Asphere Glass/ceramic Grind/polish∗

  Ductile metal Diamond turn

0.5 to 2.0 Any axisymmetric Ductile metal Diamond turn†

Greater than 2.0 Any Any Large polishing machine

∗Can generate shape or figure on a diamond-turning machine with a grinding head replacing the diamond tool. Subaperture 
polishing techniques, including techniques such as MRF, may be applied to advantage.

†Diamond-turning machines up to 2-m diameter have been built.
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As indicated above, diamond turning has some unique characteristics. In some IR (and even
visible) imaging systems, considerable improvements in optical performance have been obtained by 
combining a refractive aspheric surface and a diffractive surface in a single element. For IR applications, 
it is hard to produce such a component by any other fabrication process; for visible applications, such 
optics can be produced in volume from diamond-turned molds.

Another unique capability of diamond turning is to provide datums or alignment features 
machined in the same setup as the optical surface. “Snap-together” optical systems requiring no 
alignment adjustments after assembly are very attractive in some applications.

Over the last decade, there have been considerable advances in the ability to produce aspheric 
optics using computer-controlled generators and pad polishers. These technologies, combined with 
ion polishing, magnetorheological finishing, and computer-controlled polishing have enabled a new 
generation of aspheric optics. Ultimately the choice of manufacturing process requires a careful 
analysis of the options and the system requirements.

10.5 DIAMOND-TURNABLE MATERIALS 

Selection of appropriate materials is, necessarily, a trade-off between application-specific require-
ments and optimization of the manufacturing process. This trade-off may drive the selection of a 
plated surface, for example, or the choice of fabrication steps.

Historically materials have been described as either ‘‘diamond turnable,’’ or not, as if this were an 
inherent material property. This shorthand covers two different situations. One is that, in practice, 
some materials cause very rapid wear of the diamond; for example, it is widely known that ferrous 
materials cause rapid tool wear. The other is that, particularly for certain plastics, tool-workpiece 
interactions produce unacceptable optical surfaces.

A number of listings of diamond-turnable materials, such as the one included in Table 2, have 
been published. Such listings should be treated with caution. Typically, they are incomplete and 
do not provide sufficient information on the materials that are listed. For example, good optical 
surfaces are not generally produced on all aluminum alloys: Aluminum Alloy 6061 (Aluminum 
Association, Inc. designation) is the most commonly used alloy, although certain 5000 series and 
7000 series alloys have their proponents, and 2024 aluminum has been used but, in general, does not 
produce the best surfaces. 

TABLE 2 Diamond-Turnable Materials

      Metals Nonmetals Plastics

Aluminum Calcium fluoride Polymethymethacrylate
Brass Magnesium fluoride Polycarbonates
Copper Cadmium telluride Polyimide 
Beryllium copper Zinc selenide 
Bronze Zinc sulphide 
Gold Gallium arsenide 
Silver Sodium chloride 
Lead Calcium chloride 
Platinum Germanium 
Tin Strontium fluoride 
Zinc Sodium fluoride 
Electroless nickel KDP 
 KTP 
 Silicon 
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Similarly, gold is considered diamond-turnable, but problems have been reported machining large 
gold-plated optics. Conventional electroplated nickels (and bulk nickel) give rapid tool wear, but 
electroless nickel with phosphorous contents above about 10 percent, if appropriately heat treated, can 
be machined effectively.4 Higher phosphorous contents (up to 15 percent) are obtainable in electroplated 
nickel5,6 which also machines extremely well. Both materials are metastable and will transform—with 
exposure to the necessary time/temperature conditions—to a mixture of crystalline nickel with hard 
phosphides. This transformation is accompanied by a volume change, a degradation of optical charac-
teristics of the surface, and a dramatic increase in tool wear.

Platings may also be optimized to give low ductility and hence minimum burr formation when 
machining Fresnels or the molds for micro-optics arrays such as arrays of retroreflectors. Platings 
over a diamond-turned sacrificial mandrel allow production of otherwise unobtainable forms. 
Plated surfaces, however, have characteristics which can adversely affect both fabrication and appli-
cation; at some level the resulting structure is a temperature-sensitive bimetal strip. Pits and inclu-
sions can cause significant fabrication issues.7

Silicon, although included in the listing given here, should be considered marginal as tool wear 
can be high. Reasonably large areas of amorphous silicon cladding are reported to have been suc-
cessfully machined. 

Over the last decade or so there have been significant advances in understanding of diamond tool 
wear. Mechanisms associated with abrasion and chipping typically provide one limit to diamond 
tool life. For example, when machining bulk aluminums the interactions between hard inclusions 
and the diamond tool clearly lead to wear. Such mechanisms, however, do not explain the very rapid 
wear observed when machining soft, high-purity iron.

Paul et al.8 showed that machining metallic elements containing unpaired d-shell electrons 
results in catalyzed reactions between diamond and the work material. The same mechanism 
explains the role of phosphorous in electroless nickel and led to a recent breakthrough by 
Brinksmeier et al.9 They showed that, like phosphorous, nitrogen in a nitride surface layer on steel 
combines with the unpaired d-shell electrons from the iron. The result is a dramatic reduction in 
tool wear, suggesting that diamond-turned steel molds (e.g., for plastic optics) may become practi-
cal in the near future. Previous approaches—such as diamond turning at cryogenic temperatures10 
or in methane or acetylene environments11—provided evidence of the mechanisms at work but 
were not widely adopted (and in the case of cryogenic machining was not intended by the original 
researchers to be practical).

For a number of years, Moriwaki12 has been developing ultrasonic-assisted machining, including 
cutting when the tool is vibrated with an elliptical motion. Significant reductions in tool wear have 
been demonstrated, although the mechanism remains controversial. The amplitude and frequency 
of oscillation in the cutting direction are generally selected such that separation between the rake 
face of the tool and the chip is expected. In this case, one might postulate poisoning of the catalytic 
process by, for example, hydrocarbon-based cutting fluids. Elliptical motion would also move the 
clearance face out of contact. Other measurements show significant reductions in cutting forces,13 
suggesting a reduction of tool temperatures.

In case of some plastics, recent work by Gubbels et al.14 shows that the chemical explanations of 
Paul et al.8 do not apply, but that triboelectric effects dominate. In general, there are some sugges-
tions that parameters, such as surface speed, are more important for successful diamond machin-
ing of plastics than for metal and crystalline substrates. Some plastics are diamond turned in vol-
ume production.

Other material characteristics, in addition to the material composition, are important. For 
example, large grain size results in a more pronounced “orange peel” as tools become dull and 
the variation in modulus of the different grain orientations leads to different deflections due to 
cutting forces. Residual stresses can relax over time and cause changes in figure. Because of these 
types of problems it is important to involve experienced personnel early in the design phase15 to 
ensure that the material specified is appropriate. In some projects, the part is so valuable and/or 
so difficult to produce by other techniques, it is worth consuming tools more rapidly than would 
normally be acceptable. However, such a decision should be taken consciously, not by default late 
in a project. 

10_Bass_v2ch10_p001-016.indd 10.5 8/18/09 11:54:53 AM



10.6  FABRICATION

10.6 COMPARISON OF DIAMOND TURNING 
AND TRADITIONAL OPTICAL FABRICATION 

In diamond turning, the final shape and surface of the optic produced depend on the machine 
tool accuracy, whereas, in traditional optical fabrication, the final shape and surface of the opti-
cal element depend on the process variables involved with using an abrasive-loaded lap. The 
differences between diamond turning and traditional optical fabrication can be summarized 
by describing diamond turning as a displacement-controlled process versus a force-controlled 
process for traditional optical fabrication.16 The goal in diamond turning is to have a machine 
tool that produces an extremely accurate path with the diamond tool, hence a displacement-
controlled process. A traditional polishing machine used for optical fabrication depends on the 
force being constant over the area where the abrasive-loaded lap—or tool—touches the surface 
being worked. Selective removal of material can be produced by increasing the lap pressure in 
selected areas or by use of a zone lap. The stiffness of a diamond-turning machine is important 
because, to control the displacement, it is important that cutting forces and other influences do 
not cause unwanted displacements. Feeds, speeds, and depth of cut are typically much lower 
in diamond turning than conventional machining, thus giving lower forces. However, the dis-
placements of concern are also much lower. Thus the stiffness required is as much, or more, of 
a concern than conventional machining even though the total force capability may be lower for 
diamond turning. 

10.7 MACHINE TOOLS FOR DIAMOND TURNING

In general, the machine tools used for diamond turning are very expensive compared to the equip-
ment needed for traditional optical fabrication. The positioning accuracy required for diamond 
turning is beyond the capability of conventional machine tools, thus some of the first widely 
adopted diamond-turning machines for fabricating optics were modified Moore measuring 
machines.17

Although there are some records of machine tools being used to generate optical surfaces as early 
as the seventeenth century, most of the effort is modern, accelerated in the 1960s and 1970s with the 
advent of computer-based machine tool controls and laser interferometer systems used as positional 
feedback devices. Evans18 has documented much of the history of diamond turning and provides 
an extensive reference list. Ikawa19 summarizes some of the research in metal cutting related to dia-
mond turning and associated machine tools.

The early diamond-turning machines were two-axis lathes that could produce axisymmetric 
optical elements. With recent advances in computer-based control systems, and improved motion 
control and feedback sensors, multiaxis diamond-turning machines have become readily available. 
Two commercial diamond-turning machines are shown in Fig. 2. Both machines can be configured 
with five-axis motion control combining both linear and rotary axes. Measuring scales have replaced 
the laser interferometers in many diamond-turning machines and give a very reliable positioning 
feedback system at lower cost.

Programming of these multiaxis machines draws on the technology developed in precision 
machine shops for large five-axis machine tools used to make complicated parts. By adapting the 
multiaxis control to diamond-turning machines, a great variety of shapes can now be diamond 
turned which opens up the process to many new optical applications. Before judging an optical 
element shape to be unsuitable for diamond turning, a manufacturer of modern diamond-turning 
machines should be consulted.

Producing nonaxisymmetric parts—such as an off-axis parabola machined while centered on the 
rotating axis—has become possible with fast tool servos. These systems can rapidly move a cutting 
tool a short distance coordinated with the rotation of the spindle.20 There are also cases where the 
machine’s slideways or rotary motions can be used to produce nonaxisymmetric parts.
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FIGURE 2 (a) Diamond-turning machine configurable for five-axis machining. (Courtesy of Precitech, 
Inc., Keene, New Hampshire.) (b) Diamond-turning machine configurable for five-axis machining. (Courtesy 
of Moore Nanotechnology Systems, LLC., Keene, New Hampshire.)

(a)

(b)
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Many diamond-turning machines are used in the traditional turning lathe mode where the 
workpiece turns and the tool is held stationary in the tool post. Most diamond-turning machines 
can also be configured such that the tool rotates about the spindle axis—commonly called fly 
cutting—to produce components such as long flat mirror surfaces or other milled surfaces.

10.8 BASIC STEPS IN DIAMOND TURNING 

Much like the traditional optical-fabrication process, the diamond-turning process can be described 
as a series of steps used to make an optical element. The steps used in diamond turning are

1. Preparing the blank with all the required features of the element with an extra thickness of mate-
rial (generally 0.1-mm extra material or plating is adequate) on the surface to be diamond turned

2. Mounting the blank in an appropriate fixture or chuck on the diamond-turning machine

3. Selecting the diamond tool appropriate for the material and shape of the optical component

4. Mounting and adjusting the diamond tool on the machine

5. Machining the optical surface to final shape and surface quality

6. Cleaning the optical surface to remove cutting oils or solvents 

Mounting the optical element blank on a diamond-turning machine is extremely important. 
If a blank is slightly distorted in the holding fixture, and then machined to a perfect shape on the 
machine, it will be a distorted mirror when released from the fixture. Therefore, fixtures and chucks 
to hold mirrors during diamond turning need to be carefully designed to prevent distortion. Often 
the best way to hold a mirror during machining is to use the same mounting method that will be 
used to hold the mirror in service. 

It is advantageous in many applications to machine a substrate of aluminum or copper and then 
add a plating to be diamond turned. The design and application of platings is part science and part 
art. Many aspects of the platings as related to diamond turning were covered at the ASPE Spring 
1991 Topical Meeting.7

Tool setting—the mounting and adjusting of the diamond-tipped cutting tool—is often accom-
plished by cutting a test surface, either on the actual mirror blank to be later machined over, or by plac-
ing a test piece on the machine just for tool setting. If the cutting tool is too high or too low, a defect at 
the center of a mirror is produced. It is possible, using reasonable care and patience, to set the tool height 
within about 0.1 μm of the exact center. Setting the tool in the feed direction after the height is correct 
is somewhat more difficult. For example, an error in setting will produce an ogive shape rather than a 
sphere which is not obvious until the figure is measured. Gerchman21 describes these types of defects.

The selection of the tool for diamond turning is important. Large cutting tip radii (2 mm or 
greater) are often used when producing flats, convex, or concave mirrors with large radius of curvature. 
However, small-radii diamond tools are available (in the range of 0.1 mm) for making small deep mir-
rors or molds. Tools with special geometries, including so-called “dead sharp” tools, can be obtained for 
such applications as Fresnel lenses or retroreflector arrays. In general, approximately 0° rake tools, with 
about 5° or 6° front clearance, are used for diamond-turning ductile metals. Negative rake tools are 
often good for crystalline materials and positive rakes may be beneficial when machining some plastics. 
The cutting edge has to be chip free to produce a good diamond-turned surface. A normal specification 
for edge quality is “chip free when examined at 1000×.” The edge sharpness is a concern for very small 
depths of cut—especially where the depth of cut is close to the cutting edge sharpness—because the 
cutting forces increase and more of a plowing than a cutting process occurs. The effect of cutting edge 
sharpness has been investigated by researchers, for example Lucca, et al,22 however, there is currently no 
convenient way to specify and inspect tools for edge sharpness.

The orientation of the diamond itself on the shank is of concern because the single-crystal dia-
mond is anisotropic. The orientation of diamond tools has been studied, for example, by Wilks,23 
Decker,24 and Hurt.25 It is necessary for the tool manufacturer to mount the diamond so that it can 
be shaped to the required radius and produce a good cutting edge. The usual orientation for diamond 
tools is with the cleavage plane parallel to the rake face. 
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The actual diamond turning, or machining to final size and surface finish, is often the fastest part 
of the process. The machine-tool controller has to be programmed to move the tool along the cor-
rect path, the chip-removal system has to be positioned, and the cutting-fluid applicator needs to be 
adjusted to provide consistent clean cutting. 

For machining of flats and spherical surfaces, the part programs that define the machine motion 
are straightforward. But when cutting aspherical surfaces, caution has to be exercised so that the 
radius of the tool is properly handled in calculating the tool path. Modern computer-aided design 
(CAD) systems perform the necessary calculations, but tests should be performed prior to cutting a 
difficult or expensive component.

In general, the cutting speeds for diamond turning are similar to those used for conventional 
machining: less than 1 m/min to more than 100 m/min. However, the slower cutting speeds produced 
by facing to the center of a workpiece do not affect the surface finish in diamond turning as is often the 
case with nondiamond tools. Thus, varying the spindle speed to keep the cutting speed constant is not 
necessary in diamond turning. The upper speed for diamond turning is often limited by the distortion 
of the optical element due to inertial forces, especially for larger elements. The upper spindle speed can 
also be limited due to any unbalance of the workpiece and fixture. The feed rate in diamond turning is 
usually adjusted to give a good theoretical surface finish. (See the following section.) 

Cleaning of diamond-turned optics has a lot in common with cleaning conventionally polished 
optics. But because many of the diamond-turned elements are of soft metals, caution has to be exercised 
to prevent scratching. In general, a degreaser is used (soap or solvent), followed by a rinse in pure ethyl 
alcohol. The drag-wiping technique traditionally used on some glass optics can be used on some 
diamond-turned elements. Care must be taken to ensure that the lens tissue is very clean and remains 
wet. Some work has been done to study the best solvents to use for cleaning diamond-turned optics 
from an environmental-impact standpoint.26

10.9 SURFACE FINISH OF DIAMOND-TURNED OPTICS

The surface structure is different for diamond-turned surfaces as compared with conventionally 
polished surfaces. A diamond-turned surface is produced by moving a cutting tool across the surface of 
the turning component, such as the facing operation illustrated in Fig. 3. Therefore, diamond-turned 
elements always have some periodic surface roughness, which can produce a diffraction-grating effect, 
whereas polished optical surfaces have a random roughness pattern. The traditional ‘‘scratch and dig’’ 
approach to describing surfaces is not meaningful for diamond-turned surfaces. 

Spindle rotation
(RPM = revolutions per minute)

Tool slide motion

Feed rate

Cutting speed = 2p r • RPM
(usually converted to feet/minute or meters/minute)

Diamond-turned
surface r

FIGURE 3 Diamond turning an optical element.

10_Bass_v2ch10_p001-016.indd 10.9 8/21/09 3:31:10 PM



10.10  FABRICATION

The machining process produces a periodic surface structure directly related to the tool tip 
radius and feed rate. The theoretical diamond-turned surface is illustrated in Fig. 4. The formula 
displayed in the figure for calculating the height of the cusps is

 h
f

R
=

⋅

2

8
 (1)

where h = peak-to-valley height of the periodic surface defect
 f = feed per revolution 
 R = tool tip radius

For example, if a surface is diamond turned using a spindle speed of 31.4 rad/s (300 rpm), a feed 
of 7.5 mm/min, and a 5.0-mm tool tip radius:

 h =
×

= × −( . / )
.

7 5 300

8 5
1 56 10

2
5 mm  

 h = 15.6 nm (2)

In addition to the ‘‘theoretical finish’’ based on cusp structure, the measured surface finish on 
diamond-turned parts is influenced by other factors.

• Waviness within the long-wavelength cut-off for surface measurement may be correlated, for 
example, with slide straightness errors.

• Asynchronous error motions of the spindle can cause surface defects. If, for a given angular spin-
dle position, there is nonrepeatability in axial, radial, or tilt directions, these errors will transfer 
into surface structure. Details of spindle errors are important in diamond turning. Further infor-
mation can be found in the “Axis of Rotation Standard.”27

• External and self-induced vibration, not at the spindle frequency or at one of its harmonics, can 
have the same effect on finish—measured across the lay—as asynchronous spindle motions.

• Materials effects such as the differential elastic recovery of adjacent grains can cause steps in the 
machined surface that have an appearance commonly referred to as ‘‘orange peel.’’ Impurities in 
the material can also degrade surface finish.

• Within each cusp, there can be a repeated surface structure related to chips in the edge of the tool. 

FIGURE 4 ‘‘Cusp’’ surface of diamond-turned optical 
element. 
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The Nomarski microscope is an excellent means of qualitatively evaluating diamond-turned sur-
faces. The Nomarski photo in Fig. 5a illustrates the periodic structure of a diamond-turned surface. 
The feed rate used in producing the surface causes the wavelength of the periodic structure to be about 
8 μm. Figure 5b illustrates other defects in the diamond-turned surface when the Nomarski micro-
scope is adjusted such that the periodic cusps are not seen.28 

(a)

FIGURE 5 Nomarski micrograph of a diamond-turned aluminum alloy (a) aligned so that 
the grooves can be seen and (b) aligned so that the grooves are canceled. (From Bennett, p. 84.28) 

(b)
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10.10 METROLOGY OF DIAMOND-TURNED OPTICS

In general, measurement of diamond-turned optics is similar to the measurement of any other 
optic; figure, midspatial frequency errors, transmitted wavefront, and surface roughness may all 
need characterization, depending on the specification. As with other optics, the choice of figure 
metrology is driven by the optical surface itself. Classical null tests—especially autocollimation tests 
for parabolae and the related tests for other conics—are widely used. Over the last decade or so, use 
of in-cavity holograms in Fizeau tests has increased. What remains elusive is a general test. Over a 
limited range of surfaces, subaperture stitching29 may be viable or, for circularly symmetric aspheres, 
zonal stitching.30 Kuechel31 described a zonal technique that uses only the zone of null data and, 
hence, is free of retrace errors and applicable to a range of aspheres without the need for null optics. 
An instrument based on this technique is shown in Fig. 6.

One area in which diamond turning differs from conventional optics production is that the 
machine itself can be used as a measuring machine. The diamond tool can be replaced with an 
appropriate sensor (such as a capacitance sensor, air bearing linear variable differential transformer 
(LVDT), optical triangulation sensor, etc.) or the sensor can be built into an auxiliary mount. With 
sufficient care,32 the geometric errors of the machine can be mapped so that the limits in the metrol-
ogy are the uncertainties associated with probing and with the environment. This approach is par-
ticularly advantageous when making (and measuring) radical aspheres or discontinuous, structured 
surfaces2 such as molds for facetted automotive lighting. On multiaxis machines, it is sometimes 
more useful to use a different combination of axes for metrology than for machining to better 
decouple machine geometry errors from measurement uncertainty. For example, on a diamond-
turning machine with a B axis (rotary table), near hemispheres and some aspheres can conveniently 
be machined using only the x and y axes, with measurement of the departure from a best-fit sphere 
performed using a separate probe mounted on the rotary table. 

FIGURE 6 Aspheric measuring system. (Courtesy Zygo 
Corporation, Middlefield, CT.)
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There is little practical difference between measuring optical surfaces produced using traditional 
methods and by diamond turning. It is worth bearing in mind, however, that during diamond turn-
ing there is usually a monotonic progression in cutting from outside diameter to inside diameter 
or vice versa; hence, diamond tool wear or small edge nicks will cause a degradation in finish that 
depends on position on the part. The surface finish measurement sampling strategy should be 
adjusted accordingly. Surfaces produced using traditional 2-axis or 3-axis diamond-turning have 
significantly different characteristics along and transverse to the lay; scattering is isotropic, a char-
acteristic that should be considered in both the specification and metrology of diamond-turned 
optics. Four-axis and 5-axis machining using methods akin to milling produce cusp structures usu-
ally at different spatial wavelengths in both directions.

Microinterferometers (Fig. 7) have become the tool of choice for characterizing optical sur-
faces at spatial wavelengths down to the limits posed by the instrument transfer function.33 
Microinterferometers—particularly those using scanning coherence techniques frequently referred 
to as scanning white light interferometry (SWLI)—can be useful, provided the surface slopes and 
lateral extent are compatible with the available numerical aperture of the objective and the field of 
view. Replication—for example, using dental replica materials, silicone-based caulks, two-part epox-
ies, and the like—allows sampling of large surfaces, although there is inevitably some increase in 
“noise” due to the replication process.

Higher spatial frequency structured surfaces, such as retroreflectors or other micro-optic arrays,34 
often pose metrology challenges for which there is no general solution.

10.11 CONCLUSIONS 

Diamond turning has been used for many years to commercially produce infrared optics. Some vis-
ible and ultraviolet applications are now possible. Moreover, the limits of diamond turning for both 
figure and surface finish accuracy have not yet been reached. Taniguchi35 and others have shown that 
precision in both conventional machining and ultraprecision machining, such as diamond turning, 
has steadily improved for many decades, with roughly a factor of three improvements possible 
every 10 years. If this trend continues, we could expect diamond-turning machines with accuracies 
below 10 nm and even approaching 1 nm by the year 2020. Yet, it is important to remember that it 
becomes increasingly difficult to push the capabilities in this regime—nor is it clear that it is cost 
effective to do so. Other manufacturing techniques may be more appropriate for production of the 
highest quality optics. 

FIGURE 7 Microinterferometer. (Courtesy of Zygo Corporation).
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The technology developed for diamond-turning optics in some industries is now beginning to 
impact the precision machining of nonoptical components. In the future, the improvement of all 
machine tools will likely be driven by both optical and nonoptical applications, with diamond-
turning machines possibly reaching the accuracy level that will allow visible and ultraviolet optics to 
be fabricated by machining or grinding without postpolishing.
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ABSTRACT

Zernike circle polynomials are in widespread use for wavefront analysis because they are orthogo-
nal over a unit circle and represent balanced classical aberrations for imaging systems with circular 
pupils. However, they are not suitable for systems with noncircular pupils. Examples of such pupils 
are annular as in astronomical telescopes, elliptical as in the off-axis pupil of an otherwise rotation-
ally symmetric system with a circular on-axis pupil, hexagonal as in the hexagonal segments of a 
large telescope, for example, Keck, and rectangular and square as in high-power laser beams. In 
this chapter, we list the orthonormal circle, annular, elliptical, hexagonal, rectangular, and square 
polynomials. The polynomials for a noncircular pupil can be obtained by orthogonalizing the circle 
polynomials over the pupil using the recursive Gram-Schmidt process or a nonrecursive matrix 
approach. These polynomials are unique in that they are not only orthogonal across such pupils, 
but also represent balanced classical aberrations for such pupils, just as the Zernike circle polyno-
mials are unique in these respects for circular pupils. The polynomials are given in terms of the 
circle polynomials as well as in polar and Cartesian coordinates. The orthonormal polynomials for a 
one-dimensional slit pupil are given as a limiting case of a rectangular pupil. The polynomials cor-
responding to Seidel aberrations are illustrated isometrically, interferometrically, and with the cor-
responding point-spread functions (PSFs).

11.1 GLOSSARY

 a half width of a unit rectangular pupil

 aj jth expansion coeffi cient

 A area of pupil

 b aspect ratio of a unit elliptical pupil
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 Ej(x, y) orthonormal elliptical polynomial in Cartesian coordinates (x, y)

 F focal ratio of the image-forming light cone

 Fj(x, y) jth orthonormal polynomial

 Hj(x, y) orthonormal hexagonal polynomial

 j polynomial number

 Nn number of polynomials through an order n

 Pj(x) orthonormal slit polynomial along the x axis

 Pn(⋅) Legendre polynomial of order n

 Rj(x, y) orthonormal rectangular polynomial

 Rn
m( )ρ  Zernike circle radial polynomial

 Rn
m( ; )ρ �  Zernike annular radial polynomial

 Sj(x, y) orthonormal square polynomial

 W(x, y) wave aberration at a point (x, y)

 Zj(r, q) orthonormal Zernike circle polynomial in polar coordinates (r, q)

Z j ( )ρ θ, ; � orthonormal Zernike annular polynomial

 s standard deviation

 s 2 variance

 � obscuration ratio of an annular pupil

11.2 INTRODUCTION

Optical systems generally have a circular pupil. The imaging elements of such systems have a cir-
cular boundary. Hence they also represent circular pupils in fabrication and testing. As a result, the 
Zernike circle polynomials have been in widespread use since Zernike introduced them in his phase 
contrast method for testing circular mirrors.1 They are used in optical design and testing to under-
stand the aberration content of a wavefront. They have also been used for analyzing the wavefront 
aberration introduced by atmospheric turbulence on a wave propagating through it.2 Their utility 
stems from the fact that they are orthogonal over a unit circle and they represent balanced classi-
cal aberrations yielding minimum variance over a circular pupil.3–6 They are unique in this respect 
since no other polynomials have these properties. Because of their orthogonality, when a wavefront 
is expanded in terms of them, the value of an expansion coefficient is independent of the number 
of polynomials used in the expansion. Hence, one or more polynomial terms can be added or sub-
tracted without affecting the other coefficients. The piston coefficient represents the mean value of 
the aberration function and the variance of the function is given simply by the sum of the squares of 
the other expansion coefficients.7

For systems with noncircular pupils, the Zernike circle polynomials are neither orthogonal 
over such pupils nor do they represent balanced aberrations. Hence their special utility is lost. 
However, since they form a complete set, an aberration function over a noncircular wavefront can 
be expanded in terms of them. The expansion coefficients are no longer independent of each other 
and their values change as the number of polynomials used in the expansion changes. The piston 
coefficient does not represent the mean value of the aberration function, and the sum of the squares 
of the other coefficients does not yield the aberration variance.

The reflecting telescopes, such as the Hubble, have annular pupils and require polynomials that 
are orthogonal across an annulus to describe their aberrations.8–11 The primary mirrors of large 
telescopes, such as the Keck, consist of hexagonal segments.12 The wavefront analysis of such seg-
ments requires polynomials that are orthogonal over a hexagon. The pupil for off-axis imaging by 
a system with an axial circular pupil is vignetted, but can be approximated by an ellipse.13 When a 
flat mirror is tested by shining a circular beam on it at some angle (other than normal incidence), 
the illuminated spot is elliptical. Similarly, the overlap region of two circular wavefronts that are 
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displaced from each other, as in lateral shearing interferometry14 or in the calculation of the optical 
transfer function of a system,15 can also be approximated by an ellipse. In such cases we need poly-
nomials that are orthogonal over an ellipse. In Refs. 14 and 15, the polynomials that are orthogonal 
over an elliptical region were obtained simply by scaling the Cartesian coordinates by its aspect 
ratio. However, such orthogonal polynomials cannot represent classical aberrations. For example, 
defocus, which varies as r 2, has the same scale for both the x and y coordinates. Similarly, they can-
not represent balanced classical aberrations, for example, coma balanced with tilt. High-power laser 
beams have rectangular or square cross sections16 and require polynomials that are orthogonal over 
a rectangle or a square, respectively.

The polynomials orthonormal over a unit annulus, hexagon, ellipse, rectangle, and a square 
inscribed inside a unit circle may be obtained from the circle polynomials by the recursive Gram-
Schmidt orthogonalization process17,18 or a nonrecursive matrix approach.19 The orthonormal 
polynomials representing balanced aberrations for a slit pupil can be obtained as a limiting case of 
the rectangular polynomials, where one dimension of the rectangle approaches zero. They are the 
Legendre polynomials.20 We use the circle polynomials as the basis functions for the orthogonaliza-
tion process, so that the relationship of a noncircle polynomial to the circle polynomials is evident, 
since the former is a linear combination of the latter. We give the orthonormal form of the polyno-
mials so that when an aberration function is expanded in terms of them, each expansion coefficient 
(with the exception of piston) represents the standard deviation of the corresponding expansion 
term. The noncircle polynomials are given not only in terms of the circle polynomials, but in polar 
and Cartesian coordinates as well. The circle, annular, hexagonal, and square polynomials are given 
up to the eighth order, and the elliptical and rectangular polynomials are given up to the fourth 
order. Just as the Zernike circle polynomials uniquely represent the orthogonal and balanced aberra-
tions across circular pupils, similarly, the orthonormal polynomials for the noncircular pupils given 
in this chapter also uniquely represent the orthogonal and balanced aberrations across such pupils.

Orthogonal square polynomials were obtained by Bray by orthogonalizing the circle polynomi-
als, but he chose a circle inscribed inside a square instead of the other way around.21 Thus his square 
with a full width of unity has regions that fall outside the unit circle. Defining a unit square in this 
manner has the disadvantage that the coefficient of a term in a certain polynomial does not repre-
sent its peak value. Products of x and y Legendre polynomials,17 which are orthogonal over a square 
pupil, have been suggested for analysis of square wavefronts.22 But they do not represent classical 
or balanced aberrations. For example, defocus is represented by a term in x2 + y2. While it can be 
expanded in terms of a complete set of Legendre polynomials, it cannot be represented by a single 
two-dimensional Legendre polynomial (i.e., as a product of x and y Legendre polynomial). The 
same difficulty holds for spherical aberration and coma, and the like.

Although in many imaging applications, the amplitude across the pupil is uniform, such is not 
always the case, for example, a system with an apodized pupil. An example of such a pupil is the 
Gaussian pupil, where the amplitude has the form of a Gaussian due either to an amplitude filter 
placed at the pupil or to the wave incident on the pupil being Gaussian, as in the case of a Gaussian 
laser beam. Again, the balanced aberrations for a Gaussian pupil have a form that is different from 
the corresponding balanced aberrations for a uniform pupil due to the amplitude weighting of the 
pupil.23–25 The amount of defocus to optimally balance spherical aberration, or the amount of wave-
front tilt to optimally balance coma, for example, is different for a Gaussian pupil than its correspond-
ing value for a uniform pupil.

11.3 ORTHONORMAL POLYNOMIALS

In Cartesian coordinates (x, y), the aberration function W(x, y) for a certain pupil may be expanded 
in terms of J polynomials Fj(x, y) that are orthonormal over the pupil:26

 W x y a F x yj j
j

J

( , ) ( , )=
=

∑
1

 (1)
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where aj is an expansion or the aberration coefficient of the polynomial Fj(x, y). The orthonormality 
of the polynomials is represented by

 
1

A
F x y F x y dxdyj j jj

pupil
∫ ′ ′=( , ) ( , ) δ  (2)

where A is the area of the pupil inscribed inside a unit circle, the integration is carried out over the 
area of the pupil, and djj ′ is a Kronecker delta. If F1 = 1, then the mean value of each polynomial, 

except for j = 1, is zero, that is,

 
1

0
A

F x y dx dy jj
pupil

for 1∫ = ≠( , )  (3)

as may be seen by letting j ′ = 1 in Eq. (2). The aberration coefficients are given by

 a
A

W x y F x y dx dyj j= ∫
1

pupil

( , ) ( , )  (4)

as may be seen by substituting Eq. (1) into Eq. (4) and using the orthonormality Eq. (2).
The mean and the mean square values of the aberration function are given by

 〈 〉 =W x y a( , ) 1 (5)

and

 〈 〉 =
=

∑W x y aj
j

J
2 2

1

( , ) (6)

Accordingly, the variance s 2 of the aberration function is given by

 σ 2 2 2 2

2

= 〈 〉− 〈 〉 =
=
∑W x y W x y aj
j

J

( , ) ( , )  (7)

where s is the standard deviation of the aberration function. The number of polynomials J used in 
the expansion is a sufficiently large that the variance obtained from Eq. (6) equals the actual value 
obtained from the function W(x, y) within some prescribed tolerance.

11.4 ZERNIKE CIRCLE POLYNOMIALS

An aberration function W(r, q), across a unit circle can be expanded in terms of the orthonormal 
Zernike circle polynomials Zj(r, q) in the form2,5

 W a Zj j
j

( , ) ( , )ρ θ ρ θ= ∑  (8)

where (r, q) are the polar coordinates of a point on the circle, 0 ≤ r ≤ 1, 0 ≤ q < 2p, and aj are the 
expansion coefficients. The polynomials may be written in the form

 Z n R m mj n
m

even ( , ) ( ) ( )cos ,ρ θ ρ θ= + ≠2 1 0  (9a)

   Z n R m mj n
m

odd ( , ) ( ) ( )sin ,ρ θ ρ θ= + ≠2 1 0  (9b)

 Z n R mj n( , ) ( ),ρ θ ρ= + =1 00  (9c)
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where n and m are positive integers (including zero) and n – m ≥ 0 and even. It is evident from Eqs. (9) 
that the circle polynomials are separable in the polar coordinates r and q. A radial polynomial Rn

m( )ρ  
is given by

 R
n s

s
n m

s
n m

s
n
m

s

( )
( ) ( )!

! !

ρ = − −
+ −

⎛
⎝⎜

⎞
⎠⎟

− −
⎛
⎝⎜

⎞
1

2 2 ⎠⎠⎟
=

−
−∑

!

( )

s

n m
n s

0

2
2

/

ρ  (10)

with a degree n in r containing terms in  rn, rn−2, …, and rm. It is even or odd in r depending on 
whether n (or m) is even or odd. Also, R Rn

n n
n
m( ) , ( ) ,ρ ρ= =1 1  and Rn

m
m( )0 0=δ  for even n/2 and –dm0 

for odd n/2. The polynomials Rn
m( )ρ  obey the orthogonality relation

 R R d
nn

m
n
m

nn( ) ( )
( )

ρ ρ ρ ρ δ′ ′∫ =
+

0

1
1

2 1
(11)

The orthogonality of the angular functions yields

 d

m m j j

θ

θ θ
π

0

2

∫
′ ′cos cos ,

cos
and are both even

mm m j j
m m

θ θ
θ

sin ,
sin cos

′ ′
′

is even and is odd
θθ

θ θ
,

sin sin ,
j j

m m j
is odd and is even
and

′
′ are both odd′

⎧

⎨
⎪⎪

⎩
⎪
⎪ j

 

 =

+ ′′

′

π δ δ

πδ

( ) ,1 0m mm

mm

j jand are both even

,,

,

j jand are both odd

otherwise

′

⎧

⎨
⎪⎪

⎩0
⎪⎪
⎪

 (12)

Therefore, the Zernike polynomials are orthonormal according to

 ( , ) ( , )
0

1

0

2

0

1

∫ ∫ ∫′ ′=Z Z d d d dj j jρ θ ρ θ ρ ρ θ ρ ρ θ δ
π

jj
0

2π

∫ (13)

The expansion coefficients are given by

 a W Z d dj j= ∫ ∫
1

0

1

0

2

π
ρ θ ρ θ ρ ρ θ

π

( , ) ( , )  (14)

as may be seen by substituting Eq. (8) into Eq. (14) and using the orthonormality Eq. (13).
While the index n represents the radial degree or the order of a polynomial, since it represents 

the highest power of r in the polynomial, m is referred to as its azimuthal frequency. The index j is a 
polynomial-ordering number and is a function of both n and m. The polynomials are ordered such 
that an even j corresponds to a symmetric polynomial varying as cosmq, while an odd j corresponds 
to an antisymmetric polynomial varying as sinmq. A polynomial with a lower value of n is ordered 
first, and for a given value of n, a polynomial with a lower value of m is ordered first.

The Zernike circle polynomials are unique in that they are the only polynomials in two variables 
r and q, which (a) are orthogonal over a circle, (b) are invariant in form with respect to rotation of 
the coordinate axes about the origin, and (c) include a polynomial for each permissible pair of n and 
m values.4,27

The orthonormal Zernike circle polynomials and the names associated with some of them when 
identified with classical aberrations are listed in Table 1a for n ≤ 8. The polynomials independent of 
q are the spherical aberrations, those varying as cosq are the coma aberrations, and those varying as 
cos2q are the astigmatism aberrations. The variation of several radial polynomials Rn

m( )ρ with r is 
illustrated in Fig. 1.
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TABLE 1a Orthonormal Zernike Circle Polynomials Zj(r, q) Ordered Such That an Even j 
Corresponds to a Symmetric Polynomial Varying as cosmq , While an Odd j Corresponds to an 
Antisymmetric Polynomial Varying as sinmq

 j n m Zj(r, q) Aberration Name∗

 1 0 0  1 Piston
 2 1 1 2ρ θcos  x tilt
 3 1 1 2ρ θsin  y tilt

 4 2 0 3 2 12( )ρ −  Defocus

 5 2 2 6 22ρ θsin  Primary astigmatism at 45°

 6 2 2 6 22ρ θcos  Primary astigmatism at 0°

 7 3 1 8 3 23( )sinρ ρ θ−  Primary y coma

 8 3 1 8 3 23( )cosρ ρ θ−  Primary x coma

 9 3 3 8 33ρ θsin  

10 3 3 8 33ρ θcos  

11 4 0 5 6 6 14 2( )ρ ρ− +  Primary spherical aberration

12 4 2 10 4 3 24 2( )cosρ ρ θ−  Secondary astigmatism at 0°

13 4 2 10 4 3 24 2( )sinρ ρ θ−  Secondary astigmatism at 45°

14 4 4 10 44ρ θcos  

15 4 4 10 44ρ θsin  

16 5 1 12 10 12 35 3( )cosρ ρ ρ θ− +  Secondary x coma

17 5 1 12 10 12 35 3( )sinρ ρ ρ θ− +  Secondary y coma

18 5 3 12 5 4 35 3( )cosρ ρ θ−  

19 5 3 12 5 4 35 3( )sinρ ρ θ−  

20 5 5 12 55ρ θcos  

21 5 5 12 55ρ θsin  

22 6 0 7 20 30 12 16 4 2( )ρ ρ ρ− + −  Secondary spherical aberration

23 6 2 14 15 20 6 26 4 2( )sinρ ρ ρ θ− +  Tertiary astigmatism at 45°

24 6 2 14 15 20 6 26 4 2( )cosρ ρ ρ θ− +  Tertiary astigmatism at 0°

25 6 4 14 6 5 46 4( )sinρ ρ θ−  

26 6 4 14 6 5 46 4( )cosρ ρ θ−  

27 6 6 14 6 66ρ θsin

28 6 6 14 66ρ θcos  
29 7 1 4 35 60 30 47 5 3( )sinρ ρ ρ ρ θ− + −  Tertiary y coma
30 7 1 4 35 60 30 47 5 3( )cosρ ρ ρ ρ θ− + −  Tertiary x coma
31 7 3 4 21 30 10 37 5 3( )sinρ ρ ρ θ− +  
32 7 3 4 21 30 10 37 5 3( )cosρ ρ ρ θ− +  
33 7 5 4 7 6 57 5( )sinρ ρ θ−  
34 7 5 4 7 6 57 5( )cosρ ρ θ−  
35 7 7 4 77ρ θsin  
36 7 7 4 77ρ θcos  

37 8 0 3 70 140 90 20 18 6 4 2( )ρ ρ ρ ρ− + − +  Tertiary spherical aberration

38 8 2 18 56 105 60 10 28 6 4 2( )cosρ ρ ρ ρ θ− + −  Quaternary astigmatism at 0°

39 8 2 18 56 105 60 10 28 6 4 2( )sinρ ρ ρ ρ θ− + −  Quaternary astigmatism at 45°

40 8 4 18 28 42 15 48 6 4( )cosρ ρ ρ θ− +  

 (Continued)
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41 8 4 18 28 42 15 48 6 4( )sinρ ρ ρ θ− +  

42 8 6 18 8 7 68 6( )cosρ ρ θ−  

43 8 6 18 8 7 68 6( )sinρ ρ θ−  

44 8 8 18 88ρ θcos  

45 8 8 18 88ρ θsin  

∗The words orthonormal Zernike circle are to be associated with these names, e.g., orthonormal Zernike circle 
primary astigmatism at 0°.

TABLE 1a Orthonormal Zernike Circle Polynomials Zj(r, q) Ordered Such That an Even j 
Corresponds to a Symmetric Polynomial Varying as cosmq , While an Odd j Corresponds to an 
Antisymmetric Polynomial Varying as sinmq (Continued)

 j n m Zj(r, q) Aberration Name∗

FIGURE 1 Variation of a Zernike circle radial polynomial Rn
m( )ρ  with r : 

(a) defocus and spherical aberrations; (b) tilt and coma; and (c) astigmatism.
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The number of polynomials of a given order n is n + 1. Their number through a certain order n
is given by

 N n nn = + +( )( )1 2 2/  (15)

For a rotationally symmetric imaging system, each of the sinmq terms is zero.4,28–32 Accordingly the 
number of polynomials of an even order is (n/2) + 1 and (n + 1)/2 for an odd order. Their number 
through an order n is given by

 N
n

nn = +
⎛
⎝⎜

⎞
⎠⎟2

1
2

for even  (16a)

 = + +( )( )n n n1 3 4/ for odd  (16b)

Relationships among the Indices n, m, and j

The number of polynomials Nn through a certain order n represents the largest value of j. Since 
the number of terms with the same value of n but different values of m is equal to n + 1, the small-
est value of j for a given value of n is Nn – n. For a given value of n and m, there are two j values, 
Nn – n + m – 1 and Nn – n + m. The even value of j represents the cosmq term and the odd value of 
j represents the sinmq term. The value of j with m = 0 is Nn – n. For example, for n = 5, Nn = 21,
and j = 21 represents the sin5q term. The number of the corresponding cos5q term is j = 20. The 
two terms with m = 3, for example, have j values of 18 and 19 representing the cos3q and the sin3q 
terms, respectively.

For a given value of j, n is given by

 n j= − + −[( ) . ]/2 1 0 5 11 2
integer

 (17)

FIGURE 1 (Continued)
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where the subscript integer implies the integer value of the number in brackets. Once n is known, 
the value of m is given by

 m

j n n n

=
+ − +{ }2 2 1 1 4

2 2

[ ]

[

( ) when is even
integer

(( ) ]j n n n+ − +{ } −

⎧
⎨
⎪

⎩
1 1 4( ) 1 when is odd

integer
⎪⎪

 (18a)

  (18b)

For example, suppose we want to know the values of n and m for the term j = 10. From Eq. (17), n = 3 
and from Eq. (18b), m = 3. Hence, it is a cos3q term.

The polar coordinates (r, q) and the Cartesian coordinates (x, y) of a pupil point Q, as illustrated 
in Fig. 2, are related to each other according to

 ( , ) (cos , sin )x y = ρ θ θ  (19)

The circle polynomials in the Cartesian coordinates (x, y) of a pupil point are listed in Table 1b. It is 
quite common in the optics literature to consider a point object lying along the y axis when imaged 
by a rotationally symmetric optical system, thus making the yz plane the tangential plane.4,28–32 To 
maintain symmetry of the aberration function about this plane, the polar angle q of a pupil point 
is accordingly defined as the angle made by its position vector OQ

� ���
with the y axis, contrary to the 

standard convention as the angle with the x axis. We choose a point object along the x axis so that, 
for example, the coma aberration is expressed as x(x2 + y2) and not as y(x2 + y2). A positive value of 
our coma aberration yields a diffraction point spread function that is symmetric about the x axis 
(or symmetric in y) with its peak and centroid shifted to a positive value of x with respect to the 
Gaussian image point.

O x

r

y

y

q
x

Q(x, y)
Q(r, q)

FIGURE 2 Cartesian and polar coordinates (x, y) and 
(r, q), respectively, of a point Q in the plane of a unit circle 
representing the circular exit pupil of an imaging system.
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TABLE 1b Orthonormal Zernike Circle Polynomials Zj(x , y) in Cartesian 

Coordinates (x , y), Where x = r cos q, y = r sin q, and 0 12 2≤ = + ≤ρ x y

Polynomial Zj(x, y)

Z1 1
Z2 2x
Z3 2y

Z4 3 2 12( )ρ −
Z5 2 6 xy

Z6 6 2 2( )x y−
Z7 8 3 22y( )ρ −
Z8 8 3 22x( )ρ −
Z9 8 3 2 2y x y( )−
Z10 8 32 2x x y( )−
Z11 5 6 6 14 2( )ρ ρ− +
Z12 10 4 32 2 2( )( )x y− −ρ
Z13 2 10 4 32xy( )ρ −
Z14 10 84 2 2( )ρ − x y

Z15 4 10 2 2xy x y( )−
Zl6 12 10 12 34 2x( )ρ ρ− +
Z17 12 10 12 34 2y( )ρ ρ− + ⎤⎦
Z18 12 3 5 42 2 2x x y( )( )− −ρ
Z19 12 3 5 42 2 2y x y( )( )− −ρ
Z20 12 16 20 54 2 2 4x x x( )− +ρ ρ
Z21 12 16 20 54 2 2 4y y y( )− +ρ ρ
Z22 7 20 30 12 16 4 2( )ρ ρ ρ− + −
Z23 2 14 15 20 62 2xy( )ρ ρ− +
Z24 14 15 20 62 2 4 2( )( )x y− − +ρ ρ
Z25 4 14 6 52 2 2xy x y( )( )− −ρ
Z26 14 8 8 6 5( )( )x x4 2 2 4 2− + −ρ ρ ρ
Z27 14 32 32 64 2 2 4xy x x( )− +ρ ρ
Z28 14 32 48 186 4 2 2 4 6( )x x x− + −ρ ρ ρ
Z29 4 35 60 30 46 4 2y( )ρ ρ ρ− + −
Z30 4 35 60 30 46 4 2x( )ρ ρ ρ− + −
Z31 4 3 21 30 102 2 4 2y x y( )( )− − +ρ ρ
Z32 4 3 21 30 102 2 4 2x x y( )( )− − +ρ ρ
Z33 4 7 6 4 82 2 2 2 4 2 2( )[ ( ) ( )]ρ ρ− − + −x y x y y x y
Z34 4 7 6 8 42 4 2 2 2 2 2( )[ ( ) ( )]ρ ρ− − − −x x y xy x y
Z35 8 3 16 4 162 4 2 2 2 2 4 2 2x y x y y x y x y( ) ( )( )ρ ρ− + − −
Z36 4 16 8 3 162 2 4 2 2 2 4 2 2x x y x y xy x y( )( ) ( )− − − −ρ ρ
Z37 3 70 140 90 20 18 6 4 2( )ρ ρ ρ ρ− + − +
Z38 18 56 105 60 106 4 2 2 2( )( )ρ ρ ρ− + − −x y

Z39 2 18 56 105 60 106 4 2xy( )ρ ρ ρ− + −
Z40 18 28 42 15 84 2 4 2 2( )( )ρ ρ ρ− + − x y

Z41 4 18 28 42 154 2 2 2xy x y( )( )ρ ρ− + −
Z42 18 16 8 72 2 4 2 2 2( )( )( )x y x y− − −ρ ρ
Z43 2 18 3 164 2 2xy x y( )ρ −
Z44 2 18 84 2 2 2 8( )ρ ρ− −x y

Z45 8 18 82 2 4 2 2xy x y x y( )( )− −ρ
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.13

11.5 ZERNIKE ANNULAR POLYNOMIALS

The aberration function W(r, q ; �) across a unit annulus with an obscuration ratio �, representing the 
ratio of its inner and outer radii, as illustrated in Fig. 3a, can be expanded in terms of a complete set of 
Zernike annular polynomials Zj (r, q ; �) that are orthonormal over the unit annulus in the form8–11

 W a Zj j
j

( , ; ) ( , ; )ρ θ ρ θ� �= ∑  (20)

where aj is an expansion coefficient of the polynomial, �  ≤ r ≤ l and 0 ≤ q < 2p. The annular polyno-
mials are written in a manner similar to the circle polynomials. Thus

 Z n R m mj n
m

even ( , ; ) ( ) ( ; )cos ,ρ θ ρ θ� �= + ≠2 1 0  (21a)

 Z n R m mj n
m

odd ( , ; ) ( ) ( ; )sin ,ρ θ ρ θ� �= + ≠2 1 0  (21b)

 Z n R mj n( , ; ) ( ; ),ρ θ ρ� �= + =1 00  (21c)

where n and m are positive integers (including zero) and n – m ≥ 0 and even. The radial annular 
polynomials Rn

m( ; )ρ � obey the orthogonality relation

 R R d
nn

m
n
m

nn( ; ) ( ; )
( )

ρ ρ ρ ρ δ� �
�

�
′ ′=

−
+∫

1

2 1

21

(22)

Accordingly, the annular polynomials obey the orthonormality condition

 Z Z d d d dj j j( , ; ) ( , ; )ρ θ ρ θ ρ ρ θ ρ ρ θ δ
π

� �
�

′∫∫ =
0

21

′′∫∫ j
0

21 π

�

 (23)

The Zernike expansion coefficients are given by

 a W Z d dj j=
− ∫
1

1 2
0

21

π
ρ θ ρ θ ρ ρ θ

π

( )
( , ; ) ( , ; )

�
� �

�
∫∫  (24)

as may be seen by substituting Eq. (20) into Eq. (24) and using Eq. (23) for the orthonormality of 
the polynomials.

The annular polynomials are similar to the circle polynomials, except that they are orthogonal 
over an annular pupil. They can be obtained from the circle polynomials by the Gram-Schmidt 
orthogonalization process.17 The radial polynomials are accordingly given by

 R N R n i R Rn
m

n
m

n
m

n
m

n i
m( ; ) ( ) ( ) ( ) ( ;ρ ρ ρ ρ� = − − + < −2 1 2 ) ( ; )

( )/

� �>
⎡

⎣
⎢

⎤

⎦
⎥−

≥

−

∑ Rn i
m

i

n m

2
1

2

ρ  (25)

where

 < > =
−′ ′R R R R dn

m
n
m

n
m

n
m( ) ( ; ) ( ) ( ; )ρ ρ ρ ρ ρ�

�
�

2

1 2
ρρ

�

1

∫ (26)

and Nn
m is a normalization constant such that the radial polynomials satisfy the orthogonality Eq. (22). 

Thus, Rn
m( ; )ρ �  is a radial polynomial of degree n in r containing terms in rn, rn−2,…, and rm with 

coefficients that depend on � . The radial polynomials are even or odd in r depending on whether n
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11.14

FIGURE 3 Unit pupils inscribed inside a unit circle: (a) annulus of obscuration ratio � ; (b) hexagon; (c) ellipse of aspect ratio b;

(d) rectangle of half width a; (e) square of half width 1 2/ ; and ( f ) slit.
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.15

(or m) is even or odd. For m = 0, the radial polynomials are equal to the Legendre polynomials Pn(⋅)
according to

 R Pn n2
0

2 2

2

2

1
1( )

( )ρ ρ
; �

�

�
=

−
−

−
⎡

⎣
⎢

⎤

⎦
⎥  (27)

Thus, they can be obtained from the circle radial polynomials R n2
0 ( )ρ  by replacing r by 

[ ] /( ) ( )ρ2 2 2 1 21− −� �/ , that is,

 R Rn n2
0

2
0

2 2
1 2

1
( )ρ ρ

;

/

�
�

�
=

−
−

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

 (28)

It can be seen from Eqs. (22) and (25) that

 Rn
n n i

i

n

( )ρ ρ;

/

� �=
⎛

⎝
⎜

⎞

⎠
⎟

=
∑ 2

0

1 2

 (29)

  = − − +ρn n{ ]}( ) /( ) [1 12 2 1 1 2� �  (30)

Moreover,

 R
n nn

n n n

2
2

2 2 11 1 1−
−

=
− − − −

( )
( )[( ) ( )]ρ ρ ρ

;
( )

�
� �/ nn

n nn n

−

+− − − − −

2

2 2 2 1 21 1 1 1{ [ ( )( ) ( ) ( )( )−1 2� � �2 /(( )1 2 1 1 2− −� ( ) /]}n
 (31)

It is evident that the radial polynomial Rn
n( )ρ; �  differs from the corresponding circle polynomial 

Rn
n( )ρ  only in its normalization. We also note that

 
R m

m

n
m( ; ) ,

,

1 1 0

1 0

� = =

≠ ≠  (32)

The variation of several Zernike annular radial polynomials with r is shown in Fig. 4 for � = 0.5.
It is evident from Eqs. (21) that the annular polynomials, like the circle polynomials, are sepa-

rable in the polar coordinates r and q. This is a consequence of the radial symmetry of the annular 
pupil. As may be evident from the Gram-Schmidt orthogonalization process, each annular poly-
nomial is a linear combination of the circle polynomials.33 Accordingly, each radial polynomial 
Rn

m( )ρ; �  can be written as a linear combination of the polynomials Rn
m( ),ρ  Rn

m
−2( ),ρ  . . ., and Rm

m( ).ρ  
For example,

 R R3
1

2 2 4 6 1 2
2

3

1

1 1 5 5
1( ; )

( )( )
[( )

/
ρ �

� � � �
�=

− + + +
+ 11 4

1
12( ) ( )]ρ ρ− � R  (33a)

and

 R R R4
0

2 2 4
0 2

2
0 2 21

1
3 1( ; )

( )
[ ( ) ( ) (ρ ρ ρ�

�
� � �=

−
− + + )) ( )]R0

0 ρ  (33b)

The Zernike annular radial polynomials for n ≤ 8 are listed in Table 2a. The number polynomi-
als of a certain order or through a certain order n is given by the same expressions as in the case of 
Zernike circle polynomials. Table 2b lists the full annular polynomials illustrating their ordering. In 
Table 2c, they are given in the Cartesian coordinates.
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11.16

FIGURE 4 Variation of a Zernike annular radial polynomial 
Rn

m( ; )ρ �  with r for �  = 0.5: (a) defocus and spherical aberrations; (b) tilt 
and coma; and (c) astigmatism.
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.17

TABLE 2a Zernike Annular Radial Polynomials Rn
m( ; )ρ � , Where �  Is the Obscuration Ratio of 

Annular Pupil and � ≤ r  ≤ 1

n m Rn
m( ; )ρ �

0 0 1

1 1 ρ/( ) /1 2 1 2+�

2 0 ( ) ( )2 1 12 2 2ρ − − −� �/

2 2 ρ2 2 2 1 21/( ) /+ +� �

3 1 
3 1 2 1

1 1 1 4

2 3 2 4

2 2 2 4

( ) ( )

( )[( )(

+ − + +
− + + +

� � �

� � � �

ρ ρ
))] /1 2

3 3 ρ3 2 4 6 1 21/( ) /+ + +� � �

4 0 [ ( ) ]/( )6 6 1 1 4 14 2 2 2 4 2 2ρ ρ− + + + + −� � � �

4 2 
4 3 1 1

1 16 1 1

4 8 6 2

2 1 10

ρ ρ− − −
− − −−

[( ) ( )]

{( ) [ ( )

� �

� �

/

55 1 18 2 6 1 2( ) ( )] }/− −� �/

4 4 ρ4 2 4 6 8 1 21/( ) /+ + + +� � � �

5 1 
10 1 4 12 1 4 4 3 1 4 12 4 5 2 4 6 3 2( ) ( ) (+ + − + + + + + +� � � � � �ρ ρ 00 4

1 1 4 1 9 9

4 6 8

2 2 2 4 2 4

� � �

� � � � � �

+ +
− + + + + +

)

( ) [( )(

ρ
66 1 2)] /

5 3 
5 4 1 1

1 25 1

5 10 8 3

2 1 12

ρ ρ− − −
− − −−

[( )/( )]

{( ) [ ( )

� �

� � 224 1 110 2 1 2( ) ( )]} /− −� �/ 8

5 5 ρ5 2 4 6 8 10 1 21/( ) /+ + + + +� � � � �

6 0 [ ( ) ( ) (20 30 1 12 1 3 1 9 96 2 4 2 4 2 2 4ρ ρ ρ− + + + + − + + +� � � � � �� �

� � � �

6 2 3

2 4 6 8 6

1

15 1 4 10 4 20 1 4

)] ( )

( ) (

/ −
+ + + + − +ρ �� � � � �2 4 6 8 10 410 10 4+ + + + )ρ

6 2 + + + + + + +
+

6 1 4 10 20 10 4

1

2 4 6 8 10 12 2

2 2

( )

( ) [

� � � � � �

�

ρ
(( )(1 4 10 4 1 9 45 65 45 92 4 6 8 2 4 6 8+ + + + + + + + +� � � � � � � � �� �10 12 1 2+ )] /

6 4 
6 5 1 1

1 36 1

6 12 10 4

2 1 14

ρ ρ− − −
− −−

[( )/( )]

{( ) [ ( )

� �

� � −− − −35 1 112 2 10 1 2( ) /( )]} /� �

6 6 ρ6 2 4 6 8 10 12 1 21/( ) /+ + + + + +� � � � � �

7 1 a b c d7
1 7

7
1 5

7
1 3

7
1ρ ρ ρ ρ+ + +

7 3 a b c7
3 7

7
3 5

7
3 3ρ ρ ρ+ +

7 5 
7 6 1 1

1 49 1

7 14 12 5

2 1 16

ρ ρ− − −
− −−

[( ) ( )]

{( ) [ ( )

� �

� �

/

−− − −48 1 114 2 12 1 2( ) ( )]} /� �/

7 7 ρ7 2 4 6 8 10 12 14 1 21/( ) /+ + + + + + +� � � � � � �

8 0 
70 140 1 30 3 8 3 20 1 6 68 2 6 2 4 4 2ρ ρ ρ− + + + + − + +( ) ( ) (� � � � �� � �

�

4 6 2
8
0

2 41

+ +
−

)

( )

ρ

8 2 a b c d8
2 8

8
2 6

8
2 4

8
2 2ρ ρ ρ ρ+ + +

8 4 a b c8
4 8

8
4 6

8
4 4ρ ρ ρ+ +

8 6 a b8
6 8

8
6 6ρ ρ+

8 8 ρ8 2 4 6 8 10 12 14 16/( ) /1 1 2+ + + + + + + +� � � � � � � �

(Continued)

11_Bass_v2ch11_p001-042.indd 11.17 8/21/09 3:34:21 PM



11.18  TESTING

a A7
1 2 4 6

7
135 1 9 9= + + +( )� � � /

b A7
1 2 4 6 8

7
160 1 9 15 9= − + + + +( )� � � � /

c A7
1 2 4 6 8 10

7
130 1 9 25 25 9= + + + + +( )� � � � � /

d A7
1 2 4 6 8 10 12

7
14 1 9 45 65 45 9= − + + + + + +( )� � � � � � /

A7
1 2 3 2 4 6 1 2 2 41 1 9 9 1 16 36 16= − + + + + + +( ) ( ) (/� � � � � � �� �6 8 1 2+ ) /

a A7
3 2 4 6 8 10 12

7
321 1 4 10 20 10 4= + + + + + +( )� � � � � � /

b7
3 2 4 6 8 10 12 1430 1 4 10 20 20 10 4= − + + + + + + +( � � � � � � � ))/A7

3

c7
3 2 4 6 8 10 12 110 1 4 10 20 35 20 10 4= + + + + + + +( � � � � � � � 44 16

7
3+� )/A

A7
3 2 2 2 4 6 8 10 12 11 1 4 10 20 10 4= − + + + + + +( ) ( )� � � � � � � //

(

2

2 4 6 8 10 121 9 45 165 270 270 165 4× + + + + + + +� � � � � � 55 914 16 18 1 2� � �+ + ) /

e8
0 2 4 6 81 16 36 16= + + + +� � � �

a A8
2 2 4 6 8 10 12

8
256 1 9 45 65 45 9= + + + + + +( )� � � � � � /

b8
2 2 4 6 8 10 12 1105 1 9 45 85 85 45 9= − + + + + + + +( � � � � � � � 44

8
2)/A

c8
2 2 4 6 8 10 1260 1 9 45 115 150 115 45= + + + + + + +( � � � � � � 99 14 16

8
2� �+ )/A

d8
2 2 4 6 8 10 110 1 9 45 165 270 270 165= − + + + + + +( � � � � � � 22 14 16 18

8
245 9+ + +� � � )/A

A8
2 2 3 2 4 6 8 10 12 11 1 9 45 65 45 9= − + + + + + +( ) ( )� � � � � � � //

(

2

2 4 6 8 10 121 16 136 416 626 416 136× + + + + + +� � � � � � ++ +16 14 16 1 2� � ) /

a8
4 2 4 6 8 10 12 128 1 4 10 20 35 20 10 4= + + + + + + +( � � � � � � � 44 16

8
4+� )/A

b8
4 2 4 6 8 10 1242 1 4 10 20 35 35 20 10= − + + + + + + +( � � � � � � �� � �14 16 18

8
44+ + )/A

c8
4 2 4 6 8 10 1215 1 4 10 20 35 56 35 20= + + + + + + +( � � � � � � �114 16 18 20

8
410 4+ + +� � � )/A

A8
4 2 2 2 4 6 8 10 11 1 4 10 20 35 20 10= − + + + + + +( ) (� � � � � � � 22 14 16 1 2

2 4 6 8

4

1 9 45 165 495 846

+ +

× + + + + +

� �

� � � �

)

(

/

�� � � � � � �10 12 14 16 18 20 22994 846 495 165 45 9+ + + + + + ++�24 1 2) /

a A8
6 2 4 6 8 10 12

8
68 1= + + + + + +( )� � � � � � /

b A8
6 2 4 6 8 10 12 14

8
67 1= − + + + + + + +( )� � � � � � � /

A8
6 2 2 4 6 8 10 12 1 2

2

1 1

1 4

= − + + + + + +

× +

( )( )

(

/� � � � � � �

� ++ + + + + + + +10 20 35 56 84 56 35 204 6 8 10 12 14 16� � � � � � � �� � � �18 20 22 24 1 210 4+ + + ) /

TABLE 2a Zernike Annular Radial Polynomials Rn
m( ; )ρ � , Where �  Is the Obscuration Ratio of 

Annular Pupil and � ≤ r ≤ 1(Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.19

TABLE 2b Orthonormal Zernike Annular Polynomials Zj(r, q ; �), Ordered in the 
Same Manner as the Zernike Circle Polynomials in Table 1a

 j n m Zj(r, q ; �)∗ Aberration Name∗

 1 0 0 R0
0 1( ; )ρ � =  Piston

 2 1 1 2 1
1R ( ; )cosρ θ�  x tilt

 3 1 1 2 1
1R ( ; )sinρ θ�  y tilt

 4 2 0 3 2
0R ( ; )ρ �  Defocus

 5 2 2 6 22
2R ( ; )sinρ θ�  Primary astigmatism at 45°

 6 2 2 6 22
2R ( ; )cosρ θ�  Primary astigmatism at 0°

 7 3 1 8 3
1R ( ; )sinρ θ�  Primary y coma

 8 3 1 8 3
1R ( ; )cosρ θ�  Primary x coma

 9 3 3 8 33
3R ( ; )sinρ θ�  

10 3 3 8 33
3R ( ; )cosρ θ�  

11 4 0 5 4
0R ( ; )ρ �  Primary spherical aberration

12 4 2 10 24
2R ( ; )cosρ θ�  Secondary astigmatism at 0°

13 4 2 10 24
2R ( ; )sinρ θ�  Secondary astigmatism at 45°

14 4 4 10 44
4R ( ; )cosρ θ�  

15 4 4 10 44
4R ( ; )sinρ θ�  

16 5 1 12 5
1R ( ; )cosρ θ�  Secondary x coma

17 5 1 12 5
1R ( ; )sinρ θ�  Secondary y coma

18 5 3 12 35
3R ( ; )cosρ θ�  

19 5 3 12 35
3R ( ; )sinρ θ�  

20 5 5 12 55
5R ( ; )cosρ θ�  

21 5 5 12 55
5R ( ; )sinρ θ�  

22 6 0 7 6
0R ( ; )ρ �  Secondary spherical aberration

23 6 2 14 26
2R ( ; )sinρ θ�  Tertiary astigmatism at 45°

24 6 2 14 26
2R ( ; )cosρ θ�  Tertiary astigmatism at 0°

25 6 4 14 46
4R ( ; )cosρ θ�  

26 6 4 14 46
6R ( ; )sinρ θ�  

27 6 6 14 66
6R ( ; )sinρ θ�  

28 6 6 14 66
6R ( ; )cosρ θ�  

29 7 1 4 7
1R ( ; )sinρ θ�  

30 7 1 4 7
1R ( ; )cosρ θ�  

31 7 3 4 37
3R ( ; )sinρ θ�  

32 7 3 4 37
3R ( ; )cosρ θ�  

33 7 5 4 57
5R ( ; )sinρ θ�  

34 7 5 4 57
5R ( ; )cosρ θ�  

35 7 7 4 77
7R ( ; )sinρ θ�  

36 7 7 4 77
7R ( ; )cosρ θ�  

37 8 0 3 8
0R ( ; )ρ �  Tertiary spherical aberration

38 8 2 18 28
2R ( ; )cosρ θ�  Quaternary astigmatism at 0°

39 8 2 18 28
2R ( ; )sinρ θ�  Quaternary astigmatism at 45°

40 8 4 18 48
4R ( ; )cosρ θ�  

41 8 4 18 48
4R ( ; )sinρ θ�  

42 8 6 18 68
6R ( ; )cosρ θ�  

43 8 6 18 68
6R ( ; )sinρ θ�  

44 8 8 18 88
8R ( ; )cosρ θ�  

45 8 8 18 88
8R ( ; )sinρ θ�  

∗The words “orthonormal Zernike annular” should be added to the name, e.g., orthonormal 
Zernike annular primary spherical aberration.
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11.20  TESTING

TABLE 2c Orthonormal Zernike Annular Polynomials Zj (x, y; �) in Cartesian Coordinates 

(x, y), Where x = rcosq, y = rsinq, and � ≤ = + ≤ρ x y2 2 1

Polynomial Zj (x, y; �)

Z1 1

Z2 2 1 2 1 2x/( ) /+�

Z3 2 1 2 1 2y/( ) /+�

Z4 3 2 1 12 2 2( ) ( )ρ − − −� �/

Z5 2 6 1 2 4 1 2xy/( ) /+ +� �

Z6 6 12 2 2 4 1 2( ) ( ) /x y− + +/ � �

Z7 

8 3 1 2 1

1 1 1 4

2 2 2 4

2 2 2

y[ ( ) ( )]

( )[ )(

+ − + +
− + + +

� � �

� � �

ρ
��4 1 2)] /

Z8 

8 3 1 2 1

1 1 1 4

2 2 2 4

2 2 2

x[ ( ) ( )]

( )[ )(

+ − + +
− + + +

� � �

� � �

ρ
��4 1 2)] /

Z9 8 3 12 2 2 4 6 1 2y x y( ) ( ) /− + + +/ � � �

Z10 8 3 12 2 2 4 1 2x x y( ) ( ) /− + + +/ 6� � �

Z11 5 6 6 1 1 4 14 2 2 2 4 2 2[ ( ) ( )] ( )ρ ρ− + + + + −� � � �/

Z12 

10 4 3 1 1

1 16 1

2 2 2 8 6

2 1

( )[ ( )/( )]

{( ) [ (

x y− − − −
− −

ρ � �

� −− − − −� � �10 8 2 12 1 215 1 1) ( ) /( )]} /

Z13 

2 10 4 3 1 1

1 16 1

2 8 6

2 1 10

xy[ ( )/( )]

{( ) [ (

ρ − − −
− −−

� �

� � )) ( ) /( )]} /− − −15 1 18 2 6 1 2� �

Z14 10 8 14 2 2 2 4 6 8 1 2( ) ( ) /ρ − + + + +x y / � � � �

Z15 4 10 12 2 2 4 6 8 1 2xy x y( ) ( ) /− + + + +/ � � � �

Z16 

12 10 1 4 12 1 4 4 3 1 42 4 4 2 4 6 2x[ ( ) ( ) (+ + − + + + + +� � � � �ρ ρ �� � � �

� � � �

2 4 6 8

2 2 2 4 2

10 4

1 1 4 1 9 9

+ + +
− + + + +

)]

( ) [( )( �� �4 6 1 2+ )] /

Z17 

12 10 1 4 12 1 4 4 3 1 42 4 4 2 4 6 2y[ ( ) ( ) (+ + − + + + + +� � � � �ρ ρ �� � � �

� � � �

2 4 6 8

2 2 2 4 2

10 4

1 1 4 1 9 9

+ + +
− + + + +

)]

( ) [( )( �� �4 6 1 2+ )] /

Z18 

12 3 5 4 1 1

1 2

2 2 2 10 8

2 1

x x y( )[ ( ) ( )]

{( ) [

− − − −
− −

ρ � �

�

/

55 1 24 1 112 10 8 1 2( ) ( ) ( )]} /− − − −� � �2 /

Z19 

12 3 5 4 1 1

1 2

2 2 2 10 8

2 1

y x y( )[ ( ) ( )]

{( ) [

− − − −
− −

ρ � �

�

/

55 1 24 1 112 10 2 8 1 2( ) ( ) /( )]} /− − − −� � �

Z20 12 16 20 5 14 2 2 4 2 4 6 8 10 1 2x x x( ) ( ) /− + + + + + +ρ ρ / � � � � �

Z21 12 16 20 5 14 2 2 4 2 4 6 8 10 1 2y y y( ) ( ) /− + + + + + +ρ ρ / � � � � �

Z22 7 20 30 1 12 1 3 1 9 96 2 4 2 4 2 2 4[ ( ) ( ) (ρ ρ ρ− + + + + − + +� � � � � ++ −� �6 2 31)] ( )/

Z23 

2 14 15 1 4 10 4 20 1 4 102 4 6 8 4 2 4xy[ ( ) (+ + + + − + +� � � � � �ρ ++ + +
+ + + + + +

10 4
6 1 4 10 20 10 4

6 8 10 2

2 4 6 8

� � �

� � � � �

)
(

ρ
110 12

2 2 2 4 6 8 21 1 4 10 4 1 9

+
− + + + + + +

�

� � � � � �

)]

( ) [( )( 445 65 45 94 6 8 10 12 1 2� � � � �+ + + + )] /

Z24 

14 15 1 4 10 4 20 1 42 2 2 4 6 8 4 2( )[ ( ) (x y− + + + + − + +� � � � �ρ 110 10 4
6 1 4 10 20 10

4 6 8 10 2

2 4 6

� � � �

� � � �

+ + +
+ + + + +

)
(

ρ
88 10 12

2 2 2 4 6 8

4

1 1 4 10 4 1 9

+ +
− + + + + +

� �

� � � � �

)]

( ) ( )( �� � � � � �2 4 6 8 10 12 1 245 65 45 9+ + + + + ) /

(Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.21

11.6 HEXAGONAL POLYNOMIALS

Figure 3b shows a unit hexagon inscribed inside a unit circle. Each side of the hexagon has a length 
of unity. The area of the hexagon is A = 3 3 2/ . The orthonormality of the hexagonal polynomials 
Hj(x, y) implies that26

 
2

3 3
H x y H x y dxdyj j jj( , ) ( , )′ ′=∫ δ

hexagon

 (34)

The orthonormal hexagonal polynomials are given in Tables 3 up to the eighth order in three dif-
ferent but equivalent forms. In Table 3a, each hexagonal polynomial is written in terms of the circle 
polynomials, thus illustrating the relationship between the two. In particular, it helps determine 
the potential error made when a hexagonal aberration function is expanded in terms of the circle 
polynomials.34 The polynomials up to H19 are given in their analytical form, but those with j > 19 
are written in a numerical form because of the increasing complexity of the coefficients of the circle 
polynomials. In Table 3b, the hexagonal polynomials are given in polar coordinates, showing one-
to-one correspondence with the circle polynomials, but illustrating the difference from them. This 
form is convenient for analytical calculations because of the integration of trigonometric functions 
over symmetric limits. Finally, in Table 3c, they are given in Cartesian coordinates, as they would be 
used for any quantitative numerical analysis of, say, an interferogram.

From Table 3a, we note that each hexagonal polynomial consists of cosine or sine terms, but not 
both. Unlike the circle,3–6 annular,8–11 or Gauss23,24 polynomials, the hexagonal polynomials are gen-
erally not separable in r and q due to the lack of radial symmetry of the hexagonal pupil. The first 
13 polynomials, that is, up to H13, are separable, but H14 and H15 are not; H16 through H19 are sepa-
rable, but H20 and H21 are not. Accordingly, the notion of two indices n and m with dependence on 
m in the form of cosmq or sinmq, as in the case of circle polynomials, loses significance. For exam-
ple, the Zernike polynomial Z14 for n = 4 and m = 4 varies as cos4q, but H14 has a term in cos2q also. 
Hence, the hexagonal polynomials can be ordered by a single index only. While the polynomials H11
and H22 representing the balanced primary and secondary spherical aberrations are radially sym-
metric, the polynomial H37 representing the balanced tertiary spherical aberration is not, since it 
consists of an angle-dependent term in Z28 or cos6q also. If this term is not included in the polyno-
mial H37, the standard deviation of the aberration increases from a value of unity to 1.3339.

11.7 ELLIPTICAL POLYNOMIALS

Figure 3c shows a unit ellipse of an aspect ratio b inscribed inside a unit circle. The semimajor and 
semiminor axes of the ellipse have lengths of unity and b, respectively. Of course, a unit ellipse is not 
unique, since b can have any value between 0 and 1. It is represented by an equation

 x y b2 2 2 1+ =/  (35a)

Z25 

4 14 6 5 1 1

1

2 2 2 12 10

2 1

xy x y( )[ ( ) ( )]

{( )

− − − −
− −

ρ � �

�

/

[[ ( ) ( ) ( )]} /36 1 35 1 114 12 2 10 1 2− − − −� � �/

Z26 

14 8 8 6 5 1 1

1

4 2 2 4 2 12 10( )[ ( ) ( )]

{(

x x− + − − −
−

ρ ρ ρ � �

�

/
22 1 14 12 2 10 1 236 1 35 1 1) [ ( ) ( ) ( )]} /− − − − −� � �/

Z27 14 32 32 6 14 2 2 4 2 4 6 8 10 1xy x x( ) (− + + + + + + +ρ ρ / � � � � � � 22 1 2) /

Z28 14 32 48 18 16 4 2 2 4 6 2 4 6 8 1( ) (x x x− + − + + + + +ρ ρ ρ / � � � � � 00 12 1 2+� ) /

TABLE 2c Orthonormal Zernike Annular Polynomials Zj (x, y; �) in Cartesian Coordinates 

(x, y), Where x = rcosq, y = rsinq, and � ≤ = + ≤ρ x y2 2 1 (Continued)

Polynomial Zj (x, y; �)
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11.22  TESTING

TABLE 3a Orthonormal Hexagonal Polynomials Hj in Terms of Zernike Circle Polynomials Zj

H1 = Z1

H2 =
√

6/5Z2

H3 =
√

6/5Z3

H4 =
√

5/43Z1 + (2
√

15/43)Z4

H5 =
√

10/7Z5

H6 =
√

10/7Z6

H7 = 16
√

14/11055Z3 + 10
√

35/2211Z7

H8 = 16
√

14/11055Z2 + 10
√

35/2211Z8

H9 = (2
√

5/3)Z9

H10 = 2
√

35/103Z10

H11 = (521/
√

1072205)Z1 + 88
√

15/214441Z4 + 14
√

43/4987Z11

H12 = 225
√

6/492583Z6 + 42
√

70/70369Z12

H13 = 225
√

6/492583Z5 + 42
√

70/70369Z13

H14 = −2525
√

14/297774543Z6 − (1495
√

70/99258181/3)Z12 + (
√

378910/18337/3)Z14

H15 = 2525
√

14/297774543Z5 + (1495
√

70/99258181/3)Z13 + (
√

378910/18337/3)Z15

H16 = 30857
√

2/3268147641Z2 + (49168/
√

3268147641)Z8 + 42
√

1474/1478131Z16

H17 = 30857
√

2/3268147641Z3 + (49168/
√

3268147641)Z7 + 42
√

1474/1478131Z17

H18 = 386
√

770/295894589Z10 + 6
√

118965/2872763Z18

H19 = 6
√

10/97Z9 + 14
√

5/291Z19

H20 = −0.71499593Z2 − 0.72488884Z8 − 0.46636441Z16 + 1.72029850Z20

H21 = 0.71499594Z3 + 0.72488884Z7 + 0.46636441Z17 + 1.72029850Z21

H22 = 0.58113135Z1 + 0.89024136Z4 + 0.89044507Z11 + 1.32320623Z22

H23 = 1.15667686Z5 + 1.10775599Z13 + 0.43375081Z15 + 1.39889072Z23

H24 = 1.15667686Z6 + 1.10775599Z12 − 0.43375081Z14 + 1.39889072Z24

H25 = 1.31832566Z5 + 1.14465174Z13 + 1.94724032Z15 + 0.67629133Z23 + 1.75496998Z25

H26 = −1.31832566Z6 − 1.14465174Z12 + 1.94724032Z14 − 0.67629133Z24 + 1.75496998Z26

H27 = 2
√

77/93Z27

H28 = −1.07362889Z1 − 1.52546162Z4 − 1.28216588Z11 − 0.70446308Z22 + 2.09532473Z28

H29 = 0.97998834Z3 + 1.16162002Z7 + 1.04573775Z17 + 0.40808953Z21 + 1.36410394Z29

H30 = 0.97998834Z2 + 1.16162002Z8 + 1.04573775Z16 − 0.40808953Z20 + 1.36410394Z30

H31 = 3.63513758Z9 + 2.92084414Z19 + 2.11189625Z31

H32 = 0.69734874Z10 + 0.67589740Z18 + 1.22484055Z32

H33 = 1.56189763Z3 + 1.69985309Z7 + 1.29338869Z17 + 2.57680871Z21 + 0.67653220Z29

+1.95719339Z33

H34 = −1.56189763Z2 − 1.69985309Z8 − 1.29338869Z16 + 2.57680871Z20 − 0.67653220Z30

+1.95719339Z34

H35 = −1.63832594Z3 − 1.74759886Z7 − 1.27572528Z17 − 0.77446421Z21 − 0.60947360Z29

−0.36228537Z33 + 2.24453237Z35

H36 = −1.63832594Z2 − 1.74759886Z8 − 1.27572528Z16 + 0.77446421Z20 − 0.60947360Z30

+0.36228537Z34 + 2.24453237Z36

H37 = 0.82154671Z1 + 1.27988084Z4 + 1.32912377Z11 + 1.11636637Z22 − 0.54097038Z28

+1.37406534Z37

H38 = 1.54526522Z6 + 1.57785242Z12 − 0.89280081Z14 + 1.28876176Z24 − 0.60514082Z26

+1.43097780Z38

H39 = 1.54526522Z5 + 1.57785242Z13 + 0.89280081Z15 + 1.28876176Z23 + 0.60514082Z25

+1.43097780Z39

H40 = −2.51783502Z6 − 2.38279377Z12 + 3.42458933Z14 − 1.69296616Z24 + 2.56612920Z26

−0.85703819Z38 + 1.89468756Z40

H41 = 2.51783502Z5 + 2.38279377Z13 + 3.42458933Z15 + 1.69296616Z23 + 2.56612920Z25

+0.85703819Z39 + 1.89468756Z41

 (Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.23

TABLE 3b Orthonormal Hexagonal Polynomials Hj(r, q) in Polar Coordinates

H1 = 1

H2 = 2
√

6/5ρ cos θ

H3 = 2
√

6/5ρ sin θ

H4 =
√

5/43(−5 + 12ρ2)

H5 = 2
√

15/7ρ2 sin 2θ

H6 = 2
√

15/7ρ2 cos 2θ

H7 = 4
√

42/3685(−14ρ + 25ρ3) sin θ

H8 = 4
√

42/3685(−14ρ + 25ρ3) cos θ

H9 = (4
√

10/3)ρ3 sin 3θ

H10 = 4
√

70/103ρ3 cos 3θ

H11 = (3/
√

1072205)(737 − 5140ρ2 + 6020ρ4)

H12 = (30/
√

492583)(−249ρ2 + 392ρ4) cos 2θ

H13 = (30/
√

492583)(−249ρ2 + 392ρ4) sin 2θ

H14 = (10/3)
√

7/99258181[10(297 − 598ρ2)ρ2 cos 2θ + 5413ρ4 cos 4θ]

H15 = (10/3)
√

7/99258181[−10(297 − 598ρ2)ρ2 sin 2θ + 5413ρ4 sin 4θ]

H16 = 2
√

6/1089382547(70369ρ − 322280ρ3 + 309540ρ5) cos θ

H17 = 2
√

6/1089382547(70369ρ − 322280ρ3 + 309540ρ5) sin θ

H18 = 4
√

385/295894589(−3322ρ3 + 4635ρ5) cos 3θ

H19 = 4
√

5/97(−22ρ3 + 35ρ5) sin 3θ

H20 = (−2.17600248ρ + 13.23551876ρ3 − 16.15533716ρ5) cos θ + 5.95928883ρ5 cos 5θ

H21 = (2.17600248ρ − 13.23551876ρ3 + 16.15533716ρ5) sin θ + 5.95928883ρ5 sin 5θ

H22 = −2.47059083 + 33.14780774ρ2 − 93.07966445ρ4 + 70.01749250ρ6

H23 = (23.72919095ρ2 − 90.67126833ρ4 + 78.51254738ρ6) sin 2θ + 1.37164051ρ4 sin 4θ

H24 = (23.72919095ρ2 − 90.67126833ρ4 + 78.51254738ρ6) cos 2θ − 1.37164051ρ4 cos 4θ

H25 = (7.55280798ρ2 − 36.13018255ρ4 + 37.95675688ρ6) sin 2θ + (−26.67476754ρ4

+39.39897852ρ6) sin 4θ

H26 = (−7.55280798ρ2 + 36.13018255ρ4 − 37.95675688ρ6) cos 2θ + (−26.67476754ρ4

+39.39897852ρ6) cos 4θ

H27 = 14
√

22/93ρ6 sin 6θ

H28 = 0.56537219 − 10.44830313ρ2 + 38.71296332ρ4 − 37.27668254ρ6 + 7.83998727ρ6 cos 6θ

H29 = (−15.56917599 + 130.07864353ρ2 − 288.33220017ρ4 + 190.97455178ρ6)ρ sin θ

+2.82732724ρ5 sin 3θ + 1.41366362ρ5 sin 5θ

H30 = (−15.56917599 + 130.07864353ρ2 − 288.33220017ρ4 + 190.97455178ρ6)ρ cos θ

+2.82732724ρ5 cos 3θ + 1.41366362ρ5 cos 5θ

H31 = (54.28516840 − 202.83704634ρ2 + 177.39928561ρ4)ρ3 sin 3θ

H32 = (41.60051295 − 135.27397959ρ2 + 102.88660624ρ4)ρ3 cos 3θ

H33 = (−3.87525156 + 41.84243767ρ2 − 193.65605837ρ4 + 204.31733848ρ6)ρ sin θ + (76.09262860

−109.60283027ρ2)ρ5 sin 3θ + (38.04631430 − 54.80141514ρ2)ρ5 sin 5θ

H34 = (3.87525156 − 41.84243767ρ2 + 117.56342977ρ4 − 94.71450820ρ6)ρ cos θ + (−76.09262860

+109.60283027ρ2)ρ5 cos 3θ + (38.04631430 − 54.80141514ρ2)ρ5 cos 5θ

(Continued)

H42 = −2.72919646Z1 − 4.02313214Z4 − 3.69899239Z11 − 2.49229315Z22 + 4.36717121Z28

−1.13485132Z37 + 2.52330106Z42

H43 = 1362
√

77/20334667Z27 + (260/3)
√

341/655957Z43

H44 = −2.76678413Z6 − 2.50005278Z12 + 1.48041348Z14 − 1.62947374Z24 + 0.95864121Z26

−0.69034812Z38 + 0.40743941Z40 + 2.56965299Z44

H45 = −2.76678413Z5 − 2.50005278Z13 − 1.48041348Z15 − 1.62947374Z23 − 0.95864121Z25

−0.69034812Z39 − 0.40743941Z41 + 2.56965299Z45

 

TABLE 3a Orthonormal Hexagonal Polynomials Hj in Terms of Zernike Circle Polynomials Zj 
(Continued)

11_Bass_v2ch11_p001-042.indd 11.23 8/21/09 3:34:27 PM



11.24  TESTING

TABLE 3c Orthonormal Hexagonal Polynomials Hj(x, y) in Cartesian Coordinates, Where r 2 = x 2 + y 2 

H1 = 1

H2 = 2
√

6/5x

H3 = 2
√

6/5y

H4 =
√

5/43(−5 + 12ρ2)

H5 = 4
√

15/7xy

H6 = 2
√

15/7(x2 − y2)

H7 = 4
√

42/3685(−14 + 25ρ2)y

H8 = 4
√

42/3685(−14 + 25ρ2)x

H9 = (4/3)
√

10(3x2y − y3)

H10 = 4
√

70/103(x3 − 3xy2)

H11 = (3/
√

1072205)(737 − 5140ρ2 + 6020ρ4)

H12 = (30/
√

492583)(392ρ2 − 249)(x2 − y2)

H13 = (60/
√

492583)(392ρ2 − 249)xy

H14 = −(10/3)
√

7/99258181[567x4 + 32478x2y2 − 11393y4 − 2970(x2 − y2)]

H15 = (40/3)
√

7/99258181(−1485 + 8403x2 − 2423y2)xy

H16 = 2
√

2/3268147641(211107 − 966840ρ2 + 928620ρ4)x

H17 = 2
√

2/3268147641(211107 − 966840ρ2 + 928620ρ4)y

H18 = 4
√

385/295894589(−3322 + 4635ρ2)(x3 − 3xy2)

H19 = 4
√

5/97(−22 + 35ρ2)(3x2y − y3)

H20 = (−2.17600247 + 13.23551876ρ2 − 10.19604832x4 − 91.90356268x2y2 + 13.64110702y4)x

H21 = (2.17600247 − 13.23551876ρ2 + 45.95178134x4 − 27.28221405x2y2 + 22.11462599y4)y

H22 = −2.47059083 + 33.14780774ρ2 − 93.07966445ρ4 + 70.01749250ρ6

H23 = (47.45838189 − 175.85597460x2 − 186.82909872y2 + 157.02509476x4

+314.05018953x2y2 + 157.02509476y4)xy

H24 = (23.72919094 − 92.04290884x2 + 78.51254738x4)x2 + (−23.72919094 + 8.22984309x2

+89.29962781y2 + 78.51254738x4 − 78.51254738x2y2 − 78.51254738y4)y2

  

H35 = (3.10311187 − 34.93479698ρ2 + 114.10529848ρ4 − 87.65802721ρ6)ρ sin θ + (12.02405243

−2.33172188ρ2)ρ5 sin 3θ + (12.02405243 + 3.68030434ρ2)ρ5 sin 5θ + 6.01202622ρ7 sin 7θ

H36 = (3.10311187 − 34.93479698ρ2 + 114.10529848ρ4 − 87.65802721ρ6)ρ cos θ + (12.02405243

−2.33172188ρ2)ρ5 cos 3θ + (12.02405243 + 3.68030434ρ2)ρ5 sin 5θ + 6.01202622ρ7 cos 7θ

H37 = 2.74530738 − 60.39881618ρ2 + 300.22087475ρ4 − 518.03488742ρ6 + 288.55372176ρ8

−2.02412582ρ6 cos 6θ

H38 = (−42.96232789 + 287.78381063ρ2 − 565.13651608ρ4 + 339.98298180ρ4)ρ2 cos 2θ

+(8.49786414 − 13.58537785ρ2)ρ4 cos 4θ

H39 = (−42.96232789 + 287.78381063ρ2 − 565.13651608ρ4 + 339.98298180ρ4)ρ2 sin 2θ

+(8.49786414 − 13.58537785ρ2)ρ4 sin 4θ

H40 = (14.79181046 − 121.61654135ρ2 + 286.77354559ρ4 − 203.62188574ρ6)ρ2 cos 2θ

+(83.39879886 − 280.00664075ρ2 + 225.07739907ρ4)ρ4 cos 4θ

H41 = (−14.79181046 + 121.61654135ρ2 − 286.77354559ρ4 + 203.62188574ρ6)ρ2 sin 2θ

+(83.39879886 − 280.00664075ρ2 + 225.07739907ρ4)ρ4 sin 4θ

H42 = −0.84269170 + 24.65387703ρ2 − 158.21741244ρ4 + 344.75780000ρ6 − 238.31877895ρ8

+(−58.59775991 + 85.64367812ρ2)ρ6 cos 6θ

H43 = 2
√

22/20334667(−23443 + 32240ρ2)ρ6 sin 6θ

H44 = (9.64776957 − 85.41873843ρ2 + 216.08041438ρ4 − 164.01834750ρ6)ρ2 cos 2θ

+(12.67622930 − 51.08055822ρ2 + 48.40133344ρ4)ρ4 cos 4θ + 10.90211434ρ8 cos 8θ

H45 = (9.64776957 − 85.41873843ρ2 + 216.08041438ρ4 − 164.01834750ρ6)ρ2 sin 2θ

−(12.67622930 − 51.08055822ρ2 + 48.40133344ρ4)ρ4 sin 4θ + 10.90211434ρ8 sin 8θ

TABLE 3b Orthonormal Hexagonal Polynomials Hj(r, q ) in Polar Coordinates (Continued)
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.25

or

 y b x= ± −1 2 (35b)

Its area is equal to p b. The orthonormality of the elliptical polynomials Ej(x, y) is represented by26

 1

1

1

1

1

2
π

δ
b

dx E x y E x y dyj j jj

b x

b x

−
′ ′

− −

−

∫ =( , ) ( , )

22

∫  (36)

The orthonormal elliptical polynomials up to the fourth order are given in Tables 4 in three dif-
ferent but equivalent forms, as in the case of hexagonal polynomials. As in the case of a hexagonal 

H25 = (15.10561596 − 178.95943525x2 + 34.43870505y2 + 233.50942786x4

+151.82702751x2y2 − 81.68240034y4)xy

H26 = (−7.55280798 + 9.45541501x2 + 1.44222164x4)x2 + (7.55280798 + 160.04860523x2

−62.80495008y2 − 234.95164950x4 − 159.03813574x2y2 + 77.35573540y4)y2

H27 = (40.85537039x4 − 136.18456799x2y2 + 40.85537039y4)xy

H28 = 0.56537219 − 10.44830312ρ2 + 38.71296332x4 + 77.42592664x2y2 + 38.71296332y4

−29.43669525x6 − 229.42985678x4y2 + 5.76976155x2y4 − 45.11666981y6

H29 = (−15.56917599 + 7.06831810x4 − 14.13663621x2y2 + 1.41366362y4 + 130.07864353ρ2

−291.15952741ρ4 + 190.97455178ρ6)y

H30 = (−15.56917599 − 1.41366362x4 + 14.13663621x2y2 − 7.06831810y4 + 130.07864353ρ2

−291.15952741ρ4 + 190.97455178ρ6)x

H31 = 162.85550520x2 − 54.28516840y2 − 608.51113904x2ρ2 + 202.83704634y2ρ2

+532.19785685x2ρ4 − 177.39928561y2ρ4)y

H32 = [(41.60051295 − 135.27397959x2 + 102.88660624x4)x2 + (−124.80153887 + 270.54795919x2

+405.82193879y2 − 102.88660624x4 − 514.43303123x2y2 − 308.65981874y4)y2]x

H33 = [−3.87525156 + (41.84243767 − 307.79500129x2 + 368.72158389x4)x2 + (41.84243767

+145.33628349x2 − 155.60974407y2 + 10.13644892x4 − 209.06921162x2y2 + 149.51592334y4)y2]y

H34 = [3.87525156 + (−41.84243767 + 79.51711547x2 − 39.91309306x4)x2 + (−41.84243767

+615.59000259x2 − 72.66814174y2 − 777.35626084x4 − 558.15060029x2y2 + 179.29256748y4)y2]x

H35 = [3.10311187 + (−34.93479698 + 132.14137712x2 − 73.19935100x4)x2 + (−34.93479698

+144.04222993x2 + 108.09327226y2 − 519.49349681x4 + 23.85771799x2y2 − 104.44842531y4)y2]y

H36 = [3.10311187 + (−34.93479698 + 96.06921983x2 − 66.20418535x4)x2 + (−34.93479698

+264.28275425x2 + 72.02111496y2 − 535.81555000x4 + 7.53566481x2y2 − 97.45325965y4)y2]x

H37 = 2.74530738 − 60.39881618ρ2 + 300.22087475ρ4 + 288.55372176ρ8 − 520.05901324x6

−1523.74277487x4y2 − 1584.46654966x2y4 − 516.01076159y6

H38 = (−42.96232789 + 296.28167478x2 − 578.72189394x4 + 339.98298180x6)x2 + (42.96232789

−50.98718488x2 − 279.28594648y2 − 497.20962679x4 + 633.06340537x2y2 + 551.55113822y4

+679.96596360x6 − 679.96596360x2y4 − 339.98298180y6)y2

H39 = [−85.92465579 + (541.57616468 − 1075.93152073x2 + 679.96596360x4)x2 + (609.55907786

−2260.54606433x2 − 1184.61454360y2 + 2039.89789081x4 + 2039.89789081x2y2 + 679.96596360y4)y2]xy

H40 = (14.79181046 − 38.21774249x2 + 6.76690483x4 + 21.45551332x6)x2 + (−14.79181046

−500.39279319x2 + 205.01534022y2 + 1686.80674937x4 + 1113.25965819x2y2 − 566.78018634y4

−1307.55336779x6 − 2250.77399075x4y2 − 493.06582480x2y4 + 428.69928482y6)y2

H41 = [−29.58362093 + (576.82827818 − 1693.57365421x2 + 1307.55336779x4)x2 + (−90.36211274

−1147.09418236x2 + 546.47947184y2 + 2122.04091078x4 + 321.42171817x2y2 − 493.06582480y4)y2]xy

H42 = −0.84269170 + (24.65387703 − 158.21741244x2 + 286.16004008x4 − 152.67510082x6)x2

+(24.65387703 − 316.43482489x2 − 158.21741244y2 + 1913.23979875x4 + 155.30700127x2y2

+403.35555992y4 − 2152.28660953x6 − 1429.91267370x4y2 + 245.73637792x2y4 − 323.96245707y6)y2

H43 = 2
√

22/20334667(6x5y − 20x3y3 + 6xy5)(−23443 + 32240ρ2)

H44 = (9.64776957 − 72.74250912x2 + 164.99985615x4 − 104.71489971x6)x2 + (−9.64776957

−76.05737585x2 + 98.09496774y2 + 471.48320551x4 + 39.32237674x2y2 − 267.16097261y4

−826.90123032x6 + 279.13466933x4y2 − 170.82784030x2y4 + 223.32179529y6)y2

H45 = [19.29553915 + (−221.54239411 + 636.48306167x2 − 434.42511407x4)x2 + (−120.13255963

+864.32165754x2 + 227.83859586y2 − 1788.23382186x4 − 179.98634818x2y2 − 221.64827593y4)y2]xy

 

TABLE 3c Orthonormal Hexagonal Polynomials Hj(x, y) in Cartesian Coordinates, Where r 2 = x 2 + y 2 (Continued)
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11.26  TESTING

E1 = Z1

E2 = Z2

E3 = Z3/b

E4 = (1/
√

3 − 2b2 + 3b4)[
√

3(1 − b2)Z1 + 2Z4]

E5 = Z5/b

E6 = [1/(2
√

2b2
√

3 − 2b2 + 3b4)][−√
3(3 − 4b2 + b4)Z1 − 3(1 − b4)Z4 +

√
2(3 − 2b2 + 3b4)Z6]

E7 = [1/(b
√

5 − 6b2 + 9b4)][6(1 − b2)Z3 + 2
√

2Z7]

E8 = (2/
√

9 − 6b2 + 5b4)[(1 − b2)Z2 +
√

2Z8]

E9 = [1/(2
√

2b3
√

5 − 6b2 + 9b4)][−2
√

2(5 − 8b2 + 3b4)Z3 − (5 − 2b2 − 3b4)Z7 + (5 − 6b2 + 9b4)Z9]

E10 = [1/(2
√

2b3
√

9 − 6b2 + 5b4)][−2
√

2(3 − 4b2 + b4)Z2 − (3 + 2b2 − 5b4)Z8 + (9 − 6b2 + 5b4)Z10]

E11 = (1/α)[
√

5(7 − 10b2 + 3b4)Z1 + 4
√

15(1 − b2)Z4 − 2
√

30(1 − b2)Z6 + 8Z11]

E12 = −
√

5/8b−2(195 − 475b2 + 558b4 − 422b6 + 159b8 − 15b10)β−1Z1

−
√

15/8b−2(105 − 205b2 + 194b4 − 114b6 + 5b8 + 15b10)β−1Z4

+
√

15/4(75 − 155b2 + 174b4 − 134b6 + 55b8 − 15b10)β−1Z6

−10
√

2b−2(3 − 2b2 + 2b6 − 3b8)β−1Z11 + b−2αγ−1Z12

E13 = [1/(b
√

5 − 6b2 + 5b4)][
√

15(1 − b2)Z5 + 2Z13]

E14 = (
√

5/2/4)(1 − b2)2b−4(35 − 10b2 − b4)γ−1Z1 + +(5
√

15/2/8)(1 − b2)2b−4(7 + 2b2 − b4)γ−1Z4

−(
√

15/8)(35 − 70b2 + 56b4 − 26b6 + 5b8)γ−1Z6 + [5/(8
√

2)](1 − b2)2b−4(7 + 10b2 + 7b4)γ−1Z11

−(5/8)b−4(7 − 6b2 + 6b6 − 7b8)γ−1Z12 + [γ/(8b4)]Z14

E15 = −(
√

15/4)b−3(5 − 8b2 + 3b4)δ−1Z5 − (5/4)(1 − b4)b−3β−1Z13 + [δ/(2b3)]Z15

α = (45 − 60b2 + 94b4 − 60b6 + 45b8)1/2

β = (1575 − 4800b2 + 12020b4 − 17280b6 + 21066b8 − 17280b10 + 12020b12 − 4800b14 + 1575b16)1/2

γ = (35 − 60b2 + 114b4 − 60b6 + 35b8)1/2

δ = (5 − 6b2 + 5b4)1/2

TABLE 4a Orthonormal Elliptical Polynomials Ej in terms of Zernike Circle Polynomials Zj , Which 
Reduce to the Corresponding Circle Polynomials as the Aspect Ratio b → 1 

 

E1 = 1

E2 = 2ρ cos θ

E3 = (2ρ sin θ)/b

E4 =
√

3/(3 − 2b2 + 3b4)(−1 − b2 + 4ρ2)

E5 = (
√

6/b)ρ2 sin 2θ

E6 = [1/(2b2)]
√

6/(3 − 2b2 + 3b4)[2b2(1 − b2) − 3(1 − b4)ρ2 + (3 − 2b2 + 3b4)ρ2 cos 2θ]

E7 = [4/(b
√

5 − 6b2 + 9b4)][−(1 + 3b2)ρ + 6ρ3] sin θ

E8 = (4/
√

9 − 6b2 + 5b4)[−(3 + b2)ρ + 6ρ3] cos θ

E9 = [1/(b3
√

5 − 6b2 + 9b4)]{3[4b2(1 − b2)ρ − (5 − 2b2 − 3b4)ρ3] sin θ + (5 − 6b2 + 9b4)ρ3 sin 3θ]}
E10 = [1/(b2

√
9 − 6b2 + 5b4)]{3[4b2(1 − b2)ρ − (3 + 2b2 − 5b4)ρ3] cos θ + (9 − 6b2 + 5b4)ρ3 cos 3θ]}

E11 =
√

5[3 + 2b2 + 3b4 − 24(1 + b2)ρ2 + 48ρ4 − 12(1 − b2)ρ2 cos 2θ]α

E12 = [
√

10α/(γb2)](−3ρ2 + 4ρ4) cos 2θ + [
√

5/2/(2b2β)][−12b2(5 − 2b2 + 2b6 − 5b8)

+6(15 + 125b2 − 194b4 + 194b6 − 125b8 − 15b10)ρ2 + 240(−3 + 2b2 − 2b6 + 3b8)ρ4

+6(75 − 155b2 + 174b4 − 134b6 + 55b8 − 15b10)ρ2 cos 2θ]

E13 = (
√

10/b)δ−1[−3(1 + b2)ρ2 + 8ρ4] sin 2θ

E14 = [
√

10/(8b4γ)]{3(1 − b2)2[8b4 − 40b2(1 + b2)ρ2 + 5(7 + 10b2 + 7b4)ρ4]

+4[6b2(5 − 7b2 + 7b4 − 5b6) − 5(7 − 6b2 + 6b6 − 7b8)ρ2]ρ2 cos 2θ + (35 − 60b2 + 114b4

−60b6 + 35b8)ρ4 cos 4θ}
E15 = (

√
10/b3)δ−1{[6b2(1 − b2) − 5(1 − b4)ρ2]ρ2 sin 2θ + [(5 − 6b2 + 5b4)/2]ρ4 sin 4θ}

TABLE 4b Orthonormal Elliptical Polynomials Ej (r, q) in Polar Coordinates
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.27

pupil, each elliptical polynomial consists of either cosine or sine terms, but not both. For example, E6
is a linear combination of Z6, Z4, and Z1. It also shows that the balancing defocus for (zero-degree) 
Seidel astigmatism is different for an elliptical pupil compared to that for a circular,3–6 annular,8–11

or a Gaussian pupil.23–25 Moreover, E11 is a linear combination of Z11, Z6, Z4, and Z1. Thus, spherical 
aberration r 4 is balanced with not only defocus r2 but astigmatism r2 cos2q as well. The ellipti-
cal polynomials are generally more complex in that they are made up of a larger number of circle 
polynomials. These results are a consequence of the fact that the x and y dimensions of the elliptical 
pupil are not equal. As expected, the elliptical polynomials reduce to the circle polynomials as b → 1, 
that is, as the unit ellipse approaches a unit circle.

11.8 RECTANGULAR POLYNOMIALS

Figure 3d shows a unit rectangle inscribed inside a unit circle. While the distance of a corner point of 

the rectangle, such as A, from its center O is unity, the half widths of the rectangle along the x and y 

axes are a and 1 2−a ,  respectively. Accordingly, the aspect ratio of the rectangle is 1 2−a a/ , and 

its area is 4 1 2a a− . As in the case of a unit ellipse, a unit rectangle is also not unique, since a can 
have any value between 0 and 1. The orthonormality of the rectangular polynomials Rj(x, y) is rep-
resented by26

 
1

4 1 2
1

1

2

2

a a
dy R x y R x y dx

a

a

j j jj−
=

− −

−

′ ′∫ ( , ) ( , ) δ
−−
∫
a

a

 (37)

E1 = 1

E2 = 2x

E3 = 2y/b

E4 = (
√

3/
√

3 − 2b2 + 3b4)(−1 − b2 + 4ρ2)

E5 = (2
√

6/b)xy

E6 = [
√

3/(b2
√

6 − 4b2 + 6b4)][b2(1 − b2) + b2(3b2 − 1)x2 − (3 − b2)y2]

E7 = [4/(b
√

5 − 6b2 + 9b4)][−(1 + 3b2) + 6ρ2]y

E8 = (4/
√

9 − 6b2 + 5b4)[−(3 + b2) + 6ρ2]x

E9 = [4/(b3
√

5 − 6b2 + 9b4)][3b2(3b2 − 1)x2 − (5 − 3b2)y2 + 3b2(1 − b2)]y

E10 = [4/(b2
√

9 − 6b2 + 5b4)][b2(5b2 − 3)x2 − 3(3 − b2)y2 + 3b2(1 − b2)]x

E11 = (
√

5/α)[48ρ4 − 12(3 + b2)x2 − 12(1 + 3b2)y2 + 3 + 2b2 + 3b4]

E12 = [
√

10α/(b2γ)][(x2 − y2)(4ρ2 − 3) + [
√

5/(2
√

2b2β)][240(−3 + 2b2 − 2b6 + 3b8)ρ4

−60(−9 + 3b2 + 2b4 − 6b6 + 7b8 + 3b10)x2 − 24(15 − 70b2 + 92b4 − 82b6 + 45b8)y2

+12b2(−5 + 2b2 − 2b6 + 5b8)]

E13 = [2
√

10/(bδ)](8ρ2 − 3 − 3b2)xy

E14 = [
√

10/(b4γ)][b4(3 − 30b2 + 35b4)x4 + 6b2(5 − 18b2 + 5b4)x2y2 + (35 − 30b2 + 3b4)y4

−6b4(1 − 6b2 + 5b4)x2 − 6b2(5 − 6b2 + b4)y2 + 3b4(1 − b2)2]

E15 = [4
√

10/(b3δ)][b2(5b2 − 3)x2 − (5 − 3b2)y2 + 3b2(1 − b2)]xy

TABLE 4c Orthonormal Elliptical Polynomials Ej (x, y) in Cartesian Coordinates, Where r2 = x2 + y2, − 1 ≤ x 

≤ 1, and − − ≤ ≤ −1 12 2 2 2b x y b x
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11.28  TESTING

The rectangular polynomials thus obtained up to the fourth order are given in Tables 5 in 
the same manner as the hexagonal and elliptical polynomials. As in the case of hexagonal and 
elliptical polynomials, each rectangular polynomial also consists of either cosine or sine terms, 
but not both. Like the elliptical polynomials, the rectangular polynomials also consist of a larger 
number of circle polynomials. The rectangular polynomial R11, like the elliptical polynomials 
E11, representing a balanced primary spherical aberration is not radially symmetric, since it 
consists of a term in astigmatism Z6 or cos2q. As discussed below, the rectangular polynomials 
reduce to the square polynomials as a →1 2/ , and the slit polynomials for a slit pupil parallel 
to the x axis as a → 1.

R1 = Z1

R2 = [
√

3/(2a)]Z2

R3 = [
√

3/(2
√

1 − a2)]Z3

R4 = [
√

5/(4
√

1 − 2a2 + 2a4)](Z1 +
√

3Z4)

R5 = [
√

3/2/(2a
√

1 − a2)]Z5

R6 = {√5/[8a2(1 − a2)
√

1 − 2a2 + 2a4]}[(3 − 10a2 + 12a4 − 8a6)Z1 +
√

3(1 − 2a2)Z4

+
√

6(1 − 2a2 + 2a4)Z6]

R7 = [
√

21/(4
√

2
√

27 − 81a2 + 116a4 − 62a6)][
√

2(1 + 4a2)Z3 + 5Z7]

R8 = [
√

21/(4
√

2a
√

35 − 70a2 + 62a4)][
√

2(5 − 4a2)Z2 + 5Z8]

R9 = {
√

5/2
√

(27 − 54a2 + 62a4)/(1 − a2)/[16a2(27 − 81a2 + 116a4 − 62a6)]}[2√2(9 − 36a2

+52a4 − 60a6)Z3 + (9 − 18a2 − 26a4)Z7 + (27 − 54a2 + 62a4)Z9]

R10 = {
√

5/2/[16a3(1 − a2)
√

35 − 70a2 + 62a4]}[2√2(35 − 112a2 + 128a4 − 60a6)Z2

+(35 − 70a2 + 26a4)Z8 + (35 − 70a2 + 62a4)Z10]

R11 = [1/(16μ)][8(3 + 4a2 − 4a4)Z1 + 25
√

3Z4 + 10
√

6(1 − 2a2)Z6 + 21
√

5Z11]

R12 = {3μ/[16a2νη]}{(105 − 550a2 + 1559a4 − 2836a6 + 2695a8 − 1078a10)Z1

+5
√

3(14 − 74a2 + 205a4 − 360a6 + 335a8 − 134a10)Z4 + (5
√

3/2)(35 − 156a2

+421a4 − 530a6 + 265a8)Z6 + 21
√

5(1 − 4a2 + 6a4 − 4a6)Z11 + [(7/2)
√

5/2η/(1 − a2)]Z12}
R13 = [

√
21/(16

√
2a

√
1 − 3a2 + 4a4 − 2a6)](

√
3Z5 +

√
5Z13)

R14 = τ [6(245 − 1400a2 + 3378a4 − 4452a6 + 3466a8 − 1488a10 + 496a12)Z1

+15
√

3(49 − 252a2 + 522a4 − 540a6 + 270a8)Z4 + 15
√

6(49 − 252a2 + 534a4 − 596a6

+360a8 − 144a10)Z6 + 3
√

5(49 − 196a2 + 282a4 − 172a6 + 86a8)Z11

+147
√

10(1 − 4a2 + 6a4 − 4a6)Z12 + 3
√

10ν2Z14]

R15 = {1/[32a3(1 − a2)(1 − 3a2 + 4a4 − 2a6)1/2]}[3
√

7/2(5 − 18a2 + 24a4 − 16a6)Z5

+
√

105/2(1 − 2a2)Z13 +
√

210(1 − 2a2 + 2a4)Z15]

μ = (9 − 36a2 + 103a4 − 134a6 + 67a8)1/2

ν = (49 − 196a2 + 330a4 − 268a6 + 134a8)1/2

τ = 1/[128νa4(1 − a2)2]

η = 9 − 45a2 + 139a4 − 237a6 + 210a8 − 67a10

TABLE 5a Orthonormal Rectangular Polynomials Rj in Terms of Zernike Circle Polynomials Zj  Which 

Reduce to the Corresponding Square Polynomials as a →1 2/
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ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.29

R1 = 1

R2 = (
√

3/a)ρ cos θ

R3 =
√

3/(1 − a2)ρ sin θ

R4 = [
√

5/(2
√

1 − 2a2 + 2a4)](3ρ2 − 1)

R5 = [3/(2a
√

1 − a2)]ρ2 sin 2θ

R6 = {√5/[4a2(1 − a2)
√

1 − 2a2 + 2a4]}[3(1 − 2a2 + 2a4)ρ2 cos 2θ + 3(1 − 2a2)ρ2

−2a2(1 − a2)(1 − 2a2)]

R7 = [
√

21/(2
√

27 − 81a2 + 116a4 − 62a6)](15ρ2 − 9 + 4a2)ρ sin θ

R8 = [
√

21/(2a
√

35 − 70a2 + 62a4)](15ρ2 − 5 − 4a2)ρ cos θ

R9 = {√5
√

(27 − 54a2 + 62a4)/(1 − a2)/[8a2(27 − 81a2 + 116a4 − 62a6)]}{(27 − 54a2 + 62a4)

×ρ3 sin 3θ − 3[4a2(3 − 13a2 + 10a4) − (9 − 18a2 − 26a4)ρ2]ρ sin θ}
R10 = {√5/[8a3(1 − a2)

√
35 − 70a2 + 62a4]}{(35 − 70a2 + 62a4)ρ3 cos 3θ

−3[4a2(7 − 17a2 + 10a4) − (35 − 70a2 + 26a4)ρ2]ρ cos θ}
R11 = [1/(8μ)][315ρ4 + 30(1 − 2a2)ρ2 cos 2θ − 240ρ2 + 27 + 16a2 − 16a4]

R12 = [3μ/(8a2νη)][315(1 − 2a2)(1 − 2a2 + 2a4)ρ4 + 5(7μ2ρ2 − 21 + 72a2 − 225a4 + 306a6

−153a8)ρ2 cos 2θ − 15(1 − 2a2)(7 + 4a2 − 71a4 + 134a6 − 67a8)ρ2

+a2(1 − a2)(1 − 2a2)(70 − 233a2 + 233a4)]

R13 = [
√

21/(4a
√

1 − 3a2 + 4a4 − 2a6)](5ρ2 − 3)ρ2 sin 2θ

R14 = 6τ{5ν2ρ4 cos 4θ − 20(1 − 2a2)[6a2(7 − 16a2 + 18a4 − 9a6) − 49(1 − 2a2 + 2a4)ρ2]ρ2 cos 2θ

+8a4(1 − a2)2(21 − 62a2 + 62a4) − 120a2(7 − 30a2 + 46a4 − 23a6)ρ2

+15(49 − 196a2 + 282a4 − 172a6 + 86a8)ρ4}
R15 = {√21/[8a3(1 − a2)3/2(1 − 2a2 + 2a4)1/2]}[−(1 − 2a2)(6a2 − 6a4 − 5ρ2)ρ2 sin 2θ

+(5/2)(1 − 2a2 + 2a4)ρ4 sin 4θ]

TABLE 5b Orthonormal Rectangular Polynomials Rj(r, q) in Polar Coordinates

 

TABLE 5c Orthonormal Rectangular Polynomials Rj(x, y) in Cartesian Coordinates, Where 

r2 = x2 + y2, −a ≤ x ≤ a,  and − − ≤ ≤ −1 12 2a y a

R1 = 1

R2 = (
√

3/a)x

R3 =
√

3/(1 − a2)y

R4 = [
√

5/(2
√

1 − 2a2 + 2a4)](3ρ2 − 1)

R5 = [3/(a
√

1 − a2)]xy

R6 = {√5/[2a2(1 − a2)
√

1 − 2a2 + 2a4]}[3(1 − a2)2x2 − 3a4y2 − a2(1 − 3a2 + 2a4)]

R7 = [
√

21/(2
√

27 − 81a2 + 116a4 − 62a6)](15ρ2 − 9 + 4a2)y

R8 = [
√

21/(2a
√

35 − 70a2 + 62a4)](15ρ2 − 5 − 4a2)x

R9 = {√5
√

(27 − 54a2 + 62a4)/(1 − a2)/[2a2(27 − 81a2 + 116a4 − 62a6)]}[27(1 − a2)2x2

−35a4y2 − a2(9 − 39a2 + 30a4)]y

R10 = {√5/[2a3(1 − a2)
√

35 − 70a2 + 62a4]}[35(1 − a2)2x2 − 27a4y2 − a2(21 − 51a2 + 30a4)]x

R11 = [1/(8μ)][315ρ4 − 30(7 + 2a2)x2 − 30(9 − 2a2)y2 + 27 + 16a2 − 16a4]

R12 = [3μ/(8a2νη)][35(1 − a2)2(18 − 36a2 + 67a4)x4 + 630(1 − 2a2)(1 − 2a2 + 2a4)x2y2

−35a4(49 − 98a2 + 67a4)y4 − 30(1 − a2)(7 − 10a2 − 12a4 + 75a6 − 67a8)x2

−30a2(7 − 77a2 + 189a4 − 193a6 + 67a8)y2 + a2(1 − a2)(1 − 2a2)(70 − 233a2 + 233a4)]

R13 = [
√

21/(2a
√

1 − 3a2 + 4a4 − 2a6)](5ρ2 − 3)xy

R14 = 16τ [735(1 − a2)4x4 − 540a4(1 − a2)2x2y2 + 735a8y4 − 90a2(1 − a2)3(7 − 9a2)x2

+90a6(1 − a2)(2 − 9a2)y2 + 3a4(1 − a2)2(21 − 62a2 + 62a4)]

R15 = {√21/[2a3(1 − a2)
√

1 − 3a2 + 4a4 − 2a6]}[5(1 − a2)2x2 − 5a4y2 − a2(3 − 9a2 + 6a4)]xy
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11.30  TESTING

11.9 SQUARE POLYNOMIALS

Figure 3e shows a unit square inscribed inside a unit circle, as in the case of a rectangle. The distance 
of a corner point of the square, such as A, from its center O is unity, but each of its sides has a length 
of 2  and its area is 2. The orthonormality of the square polynomials Sj(x, y) is represented by26

 
1

2
1 2

1 2

1 2

1 2

dy S x y S x y dxj j jj

−
′ ′

−
∫ =
/

/

/

/

( , ) ( , ) δ∫∫  (38)

The square polynomials through the eighth order are given in terms of the Zernike polynomials in 
Table 6a. The first 15 polynomials are given in their analytical form, but those with j > 15 are written in 
a numerical form because of the increasing complexity of the coefficients of the circle polynomials. The 
corresponding polynomials in polar and Cartesian coordinates are given in Tables 6b and 6c, respec-
tively. Of course, up to the fourth order, they can be obtained simply from the rectangular polynomials 
Rj(x, y) given in Tables 5 by letting a =1 2/ . The square polynomial S11 representing the balanced 
primary spherical aberration is radially symmetric, but the polynomial S22 representing the balanced 
secondary spherical aberration is not, since it consists of a term in Z14 or cos 4q also. Similarly, the poly-
nomial S37 representing the balanced tertiary spherical aberration is also not radially symmetric, since 
it consists of terms in Z14 and Z26 both varying as cos 4q.

11.10 SLIT POLYNOMIALS

By letting a → 1 in the rectangular pupil, we obtain a unit slit pupil that is parallel to the x axis, as 
illustrated in Figure 3f. The corresponding orthonormal polynomials representing balanced aberra-
tions for such pupils can be obtained from the rectangular polynomials Rj(x, y) given in Table 5c by 
letting y → 0 and a → 1. Half of the rectangular polynomials thus reduce to zero. Some of the other 
polynomials are redundant. For example, the one-dimensional defocus and astigmatism can not be 
distinguished from each other. The slit polynomials are orthonormal according to26

 
1

2
1

1

P x P x dxj j ij( ) ( )′
−

=∫ δ  (39)

The relevant orthonormal slit polynomials are listed in Table 7. They are the Legendre polynomials,17

which represent balanced aberrations uniquely.20,26 Since the pupil is one dimensional along the x 
axis, the aberrations vary with x only.

11.11 ABERRATION BALANCING AND 
TOLERANCING, AND DIFFRACTION FOCUS

For small aberrations, the Strehl ratio of the image of a point object is approximately given by 1 – s2

or exp(–s 2) when the standard deviation s of the aberration is in units of radians.4,5,35 The Zernike 
circle and annular polynomials are separable in r and q. The balanced spherical aberrations for these 
radially symmetric pupils are radially symmetric, and the balanced primary astigmatism for them 
has the same form. This is also true of a Gaussian circular or annular pupil, again because of the 
radial symmetry of the pupil and the amplitude across it.23–25 From the orthonormal form H4 of 

defocus for a hexagonal pupil, the sigma of the defocus aberration r2 is given by ( ) / .1 12 43 5/  The 

hexagonal polynomials H5 and H6 show that the balanced astigmatism has the same form as the cir-
cle polynomials Z5 and Z6, respectively. Thus the relative amount of defocus r2 that balances classi-
cal or Seidel astigmatism r2cos2q is the same for a hexagonal pupil as for a circular pupil. Hence, for 
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S1 = Z1

S2 =
√

3/2Z2

S3 =
√

3/2Z3

S4 = (
√

5/2/2)Z1 + (
√

15/2/2)Z4

S5 =
√

3/2Z5

S6 = (
√

15/2)Z6

S7 = (3
√

21/31/2)Z3 + (5
√

21/62/2)Z7

S8 = (3
√

21/31/2)Z2 + (5
√

21/62/2)Z8

S9 = −(7
√

5/31/2)Z3 − (13
√

5/62/4)Z7 + (
√

155/2/4)Z9

S10 = (7
√

5/31/2)Z2 + (13
√

5/62/4)Z8 + (
√

155/2/4)Z10

S11 = (8/
√

67)Z1 + (25
√

3/67/4)Z4 + (21
√

5/67/4)Z11

S12 = (45
√

3/16)Z6 + (21
√

5/16)Z12

S13 = (3
√

7/8)Z5 + (
√

105/8)Z13

S14 = 261/(8
√

134)Z1 + (345
√

3/134/16)Z4 + (129
√

5/134/16)Z11 + (3
√

335/16)Z14

S15 = (
√

105/4)Z15

S16 = 1.71440511Z2 + 1.71491497Z8 + 0.65048499Z10 + 1.52093102Z16

S17 = 1.71440511Z3 + 1.71491497Z7 − 0.65048449Z9 + 1.52093102Z17

S18 = 4.10471345Z2 + 3.45884077Z8 + 5.34411808Z10 + 1.51830574Z16 + 2.80808005Z18

S19 = −4.10471345Z3 − 3.45884078Z7 + 5.34411808Z9 − 1.51830575Z17 + 2.80808005Z19

S20 = 5.57146696Z2 + 4.44429264Z8 + 3.00807599Z10 + 1.70525179Z16 + 1.16777987Z18

+4.19716701Z20

S21 = 5.57146696Z3 + 4.44429264Z7 − 3.00807599Z9 + 1.70525179Z17 − 1.16777988Z19

+4.19716701Z21

S22 = 1.33159935Z1 + 1.94695912Z4 + 1.74012467Z11 + 0.65624211Z14 + 1.50989174Z22

S23 = 0.95479991Z5 + 1.01511643Z13 + 1.28689496Z23

S24 = 9.87992565Z6 + 7.28853095Z12 + 3.38796312Z24

S25 = 5.61978925Z15 + 2.84975327Z25

S26 = 11.00650275Z1 + 14.00366597Z4 + 9.22698484Z11 + 13.55765720Z14 + 3.18799971Z22

+5.11045000Z26

S27 = 4.24396143Z5 + 2.70990074Z13 + 0.84615108Z23 + 5.17855026Z27

S28 = 17.58672314Z6 + 11.15913268Z12 + 3.57668869Z24 + 6.44185987Z28

S29 = 2.42764289Z3 + 2.69721906Z7 − 1.56598064Z9 + 2.12208902Z17 − 0.93135653Z19

+0.25252773Z21 + 1.59017528Z29

S30 = 2.42764289Z2 + 2.69721906Z8 + 1.56598064Z10 + 2.12208902Z16 + 0.93135653Z18

+0.25252773Z20 + 1.59017528Z30

S31 = −9.10300982Z3 − 8.79978208Z7 + 10.69381427Z9 − 5.37383385Z17 + 7.01044701Z19

−1.26347272Z21 − 1.90131756Z29 + 3.07960207Z31

S32 = 9.10300982Z2 + 8.79978208Z8 + 10.69381427Z10 + 5.37383385Z16 + 7.01044701Z18

+1.26347272Z20 + 1.90131756Z30 + 3.07960207Z32

S33 = 21.39630883Z3 + 19.76696884Z7 − 12.70550260Z9 + 11.05819453Z17 − 7.02178756Z19

+15.80286172Z21 + 3.29259996Z29 − 2.07602718Z31 + 5.40902889Z33

S34 = 21.39630883Z2 + 19.76696884Z8 + 12.70550260Z10 + 11.05819453Z16 + 7.02178756Z18

+15.80286172Z20 + 3.29259996Z30 + 2.07602718Z32 + 5.40902889Z34

S35 = −16.54454462Z3 − 14.89205549Z7 + 22.18054997Z9 − 7.94524849Z17 + 11.85458952Z19

−6.18963457Z21 − 2.19431441Z29 + 3.24324400Z31 − 1.72001172Z33 + 8.16384008Z35

S36 = 16.54454462Z2 + 14.89205549Z8 + 22.18054997Z10 + 7.94524849Z16 + 11.85458952Z18

+6.18963457Z20 + 2.19431441Z30 + 3.24324400Z32 + 1.72001172Z34 + 8.16384008Z36

TABLE 6a Orthonormal Square Polynomials Sj in Terms of Zernike Circle Polynomials Zj

(Continued)
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TABLE 6b Orthonormal Square Polynomials Sj(r, q) in Polar Coordinates

S1 = 1

S2 =
√

6ρ cos θ

S3 =
√

6ρ sin θ

S4 =
√

5/2(3ρ2 − 1)

S5 = 3ρ2 sin 2θ

S6 = 3
√

5/2ρ2 cos 2θ

S7 =
√

21/31(15ρ2 − 7)ρ sin θ

S8 =
√

21/31(15ρ2 − 7)ρ cos θ

S9 = (
√

5/31/2)[31ρ3 sin 3θ − 3(13ρ2 − 4)ρ sin θ]

S10 = (
√

5/31/2)[31ρ3 cos 3θ + 3(13ρ2 − 4)ρ cos θ]

S11 = [1/(2
√

67)](315ρ4 − 240ρ2 + 31)

S12 = [15/(2
√

2)](7ρ2 − 3)ρ2 cos 2θ

S13 =
√

21/2(5ρ2 − 3)ρ2 sin 2θ

S14 = [3/(8
√

134)](335ρ4 cos 4θ + 645ρ4 − 300ρ2 + 22)

S15 = (5/2)
√

21/2ρ4 sin 4θ

S16 =
√

55/1966[11ρ3 cos 3θ + 3(19 − 97ρ2 + 105ρ4)ρ cos θ]

S17 =
√

55/1966[−11ρ3 sin 3θ + 3(19 − 97ρ2 + 105ρ4)ρ sin θ]

S18 = (1/4)
√

3/844397[5(−10099 + 20643ρ2)ρ3 cos 3θ + 3(3128 − 23885ρ2 + 37205ρ4)ρ cos θ]

S19 = (1/4)
√

3/844397[5(−10099 + 20643ρ2)ρ3 sin 3θ − 3(3128 − 23885ρ2 + 37205ρ4)ρ sin θ]

S20 = (1/16)
√

7/859[2577ρ5 cos 5θ − 5(272 − 717ρ2)ρ3 cos 3θ + 30(22 − 196ρ2 + 349ρ4)ρ cos θ]

S21 = (1/16)
√

7/859[2577ρ5 sin 5θ + 5(272 − 717ρ2)ρ3 sin 3θ + 30(22 − 196ρ2 + 349ρ4)ρ sin θ]

S22 = (1/4)
√

65/849(1155ρ6 + 30ρ4 cos 4θ − 1395ρ4 + 453ρ2 − 31)

S23 = (1/2)
√

33/3923(471 − 1820ρ2 + 1575ρ4)ρ2 sin 2θ

S24 = (21/4)
√

65/1349(27 − 140ρ2 + 165ρ4)ρ2 cos 2θ

S25 = (7/4)
√

33/2(9ρ2 − 5)ρ4 sin 4θ

S26 = [1/(16
√

849)][5(−98 + 2418ρ2 − 12051ρ4 + 15729ρ6) + 3(−8195 + 17829ρ2)ρ4 cos 4θ]

S27 = [1/(16
√

7846)][27461ρ6 sin 6θ + 15(348 − 2744ρ2 + 4487ρ4)ρ2 sin 2θ]

S28 = [21/(32
√

1349)][1349ρ6 cos 6θ + 5(196 − 1416ρ2 + 2247ρ4)ρ2 cos 2θ]

  (Continued)

S37 = 1.75238960Z1 + 2.72870567Z4 + 2.76530671Z11 + 1.43647360Z14 + 2.12459170Z22

+0.92450043Z26 + 1.58545010Z37

S38 = 19.24848143Z6 + 16.41468913Z12 + 9.76776798Z24 + 1.47438007Z28 + 3.83118509Z38

S39 = 0.46604820Z5 + 0.84124290Z13 + 1.00986774Z23 − 0.42520747Z27 + 1.30579570Z39

S40 = 28.18104531Z1 + 38.52219208Z4 + 30.18363661Z11 + 36.44278147Z14 + 15.52577202Z22

+19.21524879Z26 + 4.44731721Z37 + 6.00189814Z40

S41 = (369/4)
√

35/3574Z15 + [11781/(32
√

3574)]Z25 + (2145/32)
√

7/3574Z41

S42 = 85.33469748Z6 + 64.01249391Z12 + 30.59874671Z24 + 34.09158819Z28 + 7.75796322Z38

+9.37150432Z42

S43 = 14.30642479Z5 + 11.17404702Z13 + 5.68231935Z23 + 18.15306055Z27 + 1.54919583Z39

+5.90178984Z43

S44 = 36.12567424Z1 + 47.95305224Z4 + 35.30691679Z11 + 56.72014548Z14 + 16.36470429Z22

+26.32636277Z26 + 3.95466397Z37 + 6.33853092Z40 + 12.38056785Z44

S45 = 21.45429746Z15 + 9.94633083Z25 + 2.34632890Z41 + 10.39130049Z45

TABLE 6a Orthonormal Square Polynomials Sj (r, q) in Terms of Zernike Circle Polynomials 
(Continued)
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TABLE 6c Orthonormal Square Polynomials Sj (x, y) in Cartesian Coordinates, Where r 2 = x2 + y 2, −1/ 2  ≤ x ≤ 

1/ 2 , and , −1/ 2  ≤ y ≤ 1/ 2  

S1 = 1

S2 =
√

6x

S3 =
√

6y

S4 =
√

5/2(3ρ2 − 1)

S5 = 6xy

S6 = 3
√

5/2(x2 − y2)

S7 =
√

21/31(15ρ2 − 7)y

S8 =
√

21/31(15ρ2 − 7)x

S9 =
√

5/31(27x2 − 35y2 + 6)y

S10 =
√

5/31(35x2 − 27y2 − 6)x

S11 = [1/(2
√

67)](315ρ4 − 240ρ2 + 31)

S12 = [15/(2
√

2)](x2 − y2)(7ρ2 − 3)

S13 =
√

42(5ρ2 − 3)xy

(Continued)

S29 = (−13.79189793ρ + 125.49411319ρ3 − 308.13074909ρ5 + 222.62454035ρ7) sin θ

+(8.47599260ρ3 − 16.13156842ρ5) sin 3θ + 0.87478174ρ5 sin 5θ

S30 = (−13.79189793ρ + 125.49411319ρ3 − 308.13074909ρ5 + 222.62454035ρ7) cos θ

+(−8.47599260ρ3 + 16.13156842ρ5) cos 3θ + 0.87478174ρ5 cos 5θ

S31 = (6.14762642ρ − 79.44065626ρ3 + 270.16115026ρ5 − 266.18445920ρ7) sin θ

+(56.29115383ρ3 − 248.12774426ρ5 + 258.68657393ρ7) sin 3θ − 4.37679791ρ5 sin 5θ

S32 = (−6.14762642ρ + 79.44065626ρ3 − 270.16115026ρ5 + 266.18445920ρ7) cos θ

+(56.29115383ρ3 − 248.12774426ρ5 + 258.68657393ρ7) cos 3θ + 4.37679791ρ5 cos 5θ

S33 = (−6.78771487ρ + 103.15977419ρ3 − 407.15689696ρ5 + 460.96399558ρ7) sin θ

+(−21.68093294ρ3 + 127.50233381ρ5 − 174.38628345ρ7) sin 3θ

+(−75.07397471ρ5 + 151.45280913ρ7) sin 5θ

S34 = (−6.78771487ρ + 103.15977419ρ3 − 407.15689696ρ5 + 460.96399558ρ7) cos θ

+(21.68093294ρ3 − 127.50233381ρ5 + 174.38628345ρ7) cos 3θ

+ρ5(−75.07397471 + 151.45280913ρ2) cos 5θ

S35 = (3.69268433ρ − 59.40323317ρ3 + 251.40397826ρ5 − 307.20401818ρ7) sin θ

+(28.20381860ρ3 − 183.86176738ρ5 + 272.43249673ρ7) sin 3θ

+(19.83875817ρ5 − 48.16032819ρ7) sin 5θ + 32.65536033ρ7 sin 7θ

S36 = (−3.69268433ρ + 59.40323317ρ3 − 251.40397826ρ5 + 307.20401818ρ7) cos θ

+(28.20381860ρ3 − 183.86176738ρ5 + 272.43249673ρ7) cos 3θ

+(−19.83875817ρ5 + 48.16032819ρ7) cos 5θ + 32.65536033ρ7 cos 7θ

S37 = 2.34475558 − 55.32128002ρ2 + 296.53777290ρ4 − 553.46621887ρ6 + 332.94452229ρ8

+(−12.75329096ρ4 + 20.75498320ρ6) cos 4θ

S38 = (−51.83202694ρ2 + 451.93890159ρ4 − 1158.49126888ρ6 + 910.24313983ρ8) cos 2θ

+5.51662508ρ6 cos 6θ

S39 = (−39.56789598ρ2 + 267.47071204ρ4 − 525.02362247ρ6 + 310.24123146ρ8) sin 2θ

−1.59098067ρ6 sin 6θ

S40 = 1.21593465 − 45.42224477ρ2 + 373.41167834ρ4 − 1046.32659847ρ6 + 933.93661610ρ8

+(137.71626496ρ4 − 638.10242034ρ6 + 712.98912399ρ8) cos 4θ

S41 = (9/8)
√

7/1787(1455 − 5544ρ2 + 5005ρ4)ρ4 sin 4θ

S42 = (−40.45171657ρ2 + 494.75561036ρ4 − 1738.64589491ρ6 + 1843.19802390ρ8) cos 2θ

+(−150.76043598ρ6 + 318.07940431ρ8) cos 6θ

S43 = (−9.12193686ρ2 + 110.47679089ρ4 − 371.21215287ρ6 + 368.07015240ρ8) sin 2θ

+(−107.35168289ρ6 + 200.31338972ρ8) sin 6θ

S44 = 0.58427150 − 25.29433513ρ2 + 242.54313549ρ4 − 795.02011474ρ6 + 830.47943579ρ8

+(90.22533813ρ4 − 538.44320774ρ6 + 752.97905752ρ8) cos 4θ + 52.52630092ρ8 cos 8θ

S45 = (31.08509142ρ4 − 194.79990628ρ6 + 278.72965314ρ8) sin 4θ + 44.08655427ρ8 sin 8θ 

TABLE 6b Orthonormal Square Polynomials Sj(r, q) in Polar Coordinates (Continued)
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TABLE 6c Orthonormal Square Polynomials Sj (x, y), in Cartesian Coordinates, Where r 2 = x2 + y 2, −1/ 2  ≤ x ≤ 
1/ 2 , and , −1/ 2  ≤ y ≤ 1/ 2  (Continued)

S14 = [3/(4
√

134)][10(49x4 − 36x2y2 + 49y4) − 150ρ2 + 11]

S15 = 5
√

42(x2 − y2)xy

S16 =
√

55/1966(315ρ4 − 280x2 − 324y2 + 57)x

S17 =
√

55/1966(315ρ4 − 324x2 − 280y2 + 57)y

S18 = (1/2)
√

3/844397[105(1023x4 + 80x2y2 − 943y4) − 61075x2 + 39915y2 + 4692]x

S19 = (1/2)
√

3/844397[105(943x4 − 80x2y2 − 1023y4) − 39915x2 + 61075y2 − 4692]y

S20 = (1/4)
√

7/859[6(693x4 − 500x2y2 + 525y4) − 1810x2 − 450y2 + 165]x

S21 = (1/4)
√

7/859[6(525x4 − 500x2y2 + 693y4) − 450x2 − 1810y2 + 165]y

S22 = (1/4)
√

65/849[1155ρ6 − 15(91x4 + 198x2y2 + 91y4) + 453ρ2 − 31]

S23 =
√

33/3923(1575ρ4 − 1820ρ2 + 471)xy

S24 = (21/4)
√

65/1349(165ρ4 − 140ρ2 + 27)(x2 − y2)

S25 = 7
√

33/2(9ρ2 − 5)xy(x2 − y2)

S26 = [1/(8
√

849)][42(1573x6 − 375x4y2 − 375x2y4 + 1573y6) − 60(707x4 − 225x2y2 + 707y4)

+6045ρ2 − 245]

S27 = [1/(2
√

7846)][14(2673x4 − 2500x2y2 + 2673y4) − 10290ρ2 + 1305]xy

S28 = [21/(8
√

1349)][3146x6 − 2250x4y2 + 2250x2y4 − 3146y6 − 1770(x4 − y4) + 245(x2 − y2)]

S29 = (−13.79189793 + 150.92209099x2 + 117.01812058y2 − 352.15154565x4 − 657.27245247x2y2

−291.12439892y4 + 222.62454035x6 + 667.87362106x4y2 + 667.87362106x2y4 + 222.62454035y6)y

S30 = (−13.79189793 + 117.01812058x2 + 150.92209099y2 − 291.12439892x4 − 657.27245247x2y2

−352.15154565y4 + 222.62454035x6 + 667.87362106x4y2 + 667.87362106x2y4 + 222.62454035y6)x

S31 = (6.14762642 + 89.43280522x2 − 135.73181009y2 − 496.10607212x4 + 87.83479115x2y2

+513.91209661y4 + 509.87526260x6 + 494.87949207x4y2 − 539.86680367x2y4 − 524.87103314y6)y

S32 = (−6.14762642 + 135.73181009x2 − 89.43280522y2 − 513.91209661x4 − 87.83479115x2y2

+496.10607212y4 + 524.87103314x6 + 539.86680367x4y2 − 494.87949207x2y4 − 509.87526260y6)x

S33 = (−6.78771487 + 38.11697536x2 + 124.84070714y2 − 400.01976911x4 + 191.43062089x2y2

−609.73320550y4 + 695.06919087x6 − 246.30347616x4y2 − 154.56957886x2y4 + 786.80308817y6)y

S34 = (−6.78771487 + 124.84070714x2 + 38.11697536y2 − 609.73320550x4 + 191.43062089x2y2

−400.01976911y4 + 786.80308817x6 − 154.56957886x4y2 − 246.30347616x2y4 + 695.06919087y6)x

S35 = (3.69268433 + 25.20822264x2 − 87.60705178y2 − 200.98753298x4 − 63.30315999x2y2

+455.10450382y4 + 497.87935336x6 − 461.58554163x4y2 + 470.02596297x2y4 − 660.45220344y6)y

S36 = (−3.69268433 + 87.60705178x2 − 25.20822264y2 − 455.10450382x4 + 63.30315999x2y2

+200.98753298y4 + 660.45220344x6 − 470.02596297x4y2 + 461.58554163x2y4 − 497.87935336y6)x

S37 = 9.37902233 − 221.28512011ρ2 + 1186.15109160ρ4 − 2213.86487550ρ6 + 1331.77808917ρ8

+0.0190064(x4 − 6x2y2 + y4)(−671 + 1092ρ2)

S38 = (−51.83202694 + 451.93890159x2 − 1152.97464379x4 + 910.24313983x6)x2 + (51.83202694

−451.93890159y2 − 1241.24064523x4 + 1241.24064523x2y2 + 1152.97464379y4 + 1820.48627967x6

−1820.48627967x2y4 − 910.24313983y6)y2

S39 = (−79.13579197 + 534.94142408x2 + 534.94142408y2 − 1059.59312899x4 − 2068.27487642x2y2

−1059.59312899y4 + 620.48246292x6 + 1861.44738877x4y2 + 1861.44738877x2y4

+620.48246292y6)xy

S40 = 1.21593465 + (−45.42224477 + 511.12794331x2 − 1684.42901882x4 + 1646.92574009x6)x2

+(−45.42224477 − 79.47423312x2 + 511.12794331y2 + 51.53230630x4 + 51.53230630x2y2

−1684.42901882y4 + 883.78996844x6 − 1526.27154329x4y2 + 883.78996844x2y4

+1646.92574009y6)y2

S41 = (409.79084415x2 − 409.79084415y2 − 1561.42985567x4 + 1561.42985567y4 + 1409.62417525x6

+1409.62417525x4y2 − 1409.62417525x2y4 − 1409.62417525y6)xy

S42 = (−40.45171657 + 494.75561036x2 − 1889.40633090x4 + 2161.27742821x6)x2 + (40.45171657

−494.75561036y2 + 522.76064491x4 − 522.76064491x2y2 + 1889.40633090y4 − 766.71561254x6

+766.71561254x2y4 − 2161.27742821y6)y2

S43 = (−18.24387372 + 220.95358178x2 + 220.95358178y2 − 1386.53440310x4 + 662.18504631x2y2

−1386.53440310y4 + 1938.02064313x6 − 595.96654168x4y2 − 595.96654168x2y4

+1938.02064313y6)xy

S44 = 0.58427150 + (−25.29433513 + 332.76847363x2 − 1333.46332249x4 + 1635.98479424x6)x2

+(−25.29433513 − 56.26575785x2 + 332.76847363y2 + 307.15569451x4 + 307.15569451x2y2

−1333.46332249y4 − 1160.73491284x6 + 1129.92710444x4y2 − 1160.73491284x2y4

+1635.98479424y6)y2

S45 = (124.34036571x2 − 124.34036571y2 − 779.19962514x4 + 779.19962514y4 + 1467.61104674x6

−1353.92842666x4y2 + 1353.92842666x2y4 − 1467.61104674y6)xy 
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a small amount of astigmatism, the diffraction focus for an inscribed hexagonal pupil is the same as 
for a circular pupil.4,5 For an image with a focal ratio of F, it lies along the z axis at a distance of −8F2 
times the amount of the balancing defocus from the Gaussian image point. However, the hexagonal 
polynomials H7 and H8 show that the relative amount of tilt rcosq that optimally balances classi-
cal or Seidel coma r3cosq is −14/25 ≈ –0.56 compared to –2/3 for a circular pupil. The diffraction 
focus in this case lies along the x axis at a distance of –2F times the amount of tilt from the Gaussian 
image point. Similarly, the hexagonal polynomial H11 shows that the relative amount of defocus that 
optimally balances classical primary or Seidel spherical aberration r4 is –257/301 ≈ –0.85 compared 
to a value of –1 for a circular pupil. It has the consequence that the diffraction focus lies closer to 
the Gaussian image point in the case of coma, and closer to the Gaussian image plane in the case of 
spherical aberration, compared to their corresponding locations for a circular pupil. While the bal-
anced primary and secondary spherical aberrations H11 and H22 are radially symmetric, the balanced 
tertiary spherical aberration H37 is not. The tertiary spherical aberration r8 is balanced not only by 
defocus r2 and primary and secondary spherical aberrations r4 and r6, but by a term in Z28 or r6 
cos 6q as well.

In the case of an elliptical pupil, the sigma of Seidel astigmatism r2cosq is given by s a = 1/4, 
independent of its aspect ratio b, and thus equal to that for a circular pupil. Since Seidel astigmatism 
x2 varies only along the x axis for which the unit ellipse has the same length as a unit circle, the sigma 
is independent of b. The amount of balancing defocus r2 for astigmatism is different in the case of 
an elliptical or a rectangular pupil from the value of –1/2 for a circular pupil. Moreover, for these 
pupils, spherical aberration r4 is balanced not only by defocus r2 but astigmatism r2cos2q as well. 
This is a consequence of the fact that the x and y dimensions of the these pupils are not equal.

A square pupil is a special case of a rectangular pupil for which a =1 2/ . It is evident from the 
square polynomials S5 and S6 that they have the same form as the corresponding circle polynomials. 
Thus there is no additional defocus for balancing astigmatism, as may be seen by the absence of a 
Z4 term in the expression for S6. Hence, the diffraction focus of a system does not change when its 
circular pupil is replaced by an inscribed square pupil. Unlike an elliptical or a rectangular pupil, 
the primary spherical aberration in a square pupil is balanced by defocus only, as is evident from 
the radially symmetric expression for S11. However, the balanced secondary and tertiary spherical 
aberrations are not radially symmetric, since they contain angle-dependent terms varying as cos4q. 
From the polynomials S7, S8, and S11, the diffraction foci in the case of coma and spherical aberra-
tion are closer to the Gaussian image point and the Gaussian image plane, respectively, compared to 
their corresponding locations for a circular pupil.

The sigma of Seidel aberrations with and without balancing are listed in Table 8 for elliptical and 
rectangular pupils. The corresponding values for a circular, hexagonal, square, and a slit pupil are 
listed in Table 9.26 As expected, the results for an elliptical pupil reduce to those for a circular pupil 

as b→1, and the results for a rectangular pupil reduce to those for a square pupil as a →1 2/ . As 
the area of a unit pupil decreases in going from a circular to a hexagonal to a square pupil (from p
to 3 3 2 2 6/ ≈ .  to 2), the sigma of an aberration decreases and its tolerance for a certain Strehl ratio 

1 Piston 1
2 Tilt

√
3x

3 Defocus (
√

5/2)(3x2 − 1)
4 Coma (

√
7/2)(5x3 − 3x)

5 Spherical aberration (3/8)(35x4 − 30x2 + 3)
6 Secondary coma (

√
11/8)(63x5 − 70x3 + 15x)

7 Secondary spherical aberration (
√

13/16)(231x6 − 315x4 + 105x2 − 5)

TABLE 7 Orthonormal Polynomials for a Unit Slit Pupil

 j Aberration Orthonormal Polynomials
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increases. The slit pupil is more sensitive compared to a circular pupil, except for spherical aber-
ration for which it is slightly less sensitive. To obtain the Seidel coefficients from the orthonormal 
coefficients of a noncircular wavefront, all significant coefficients that contain a Seidel term must be 
taken into account, just as in the case of Zernike coefficients.36

11.12 ISOMETRIC, INTERFEROMETRIC, AND PSF 
PLOTS FOR ORTHONORMAL ABERRATIONS

The aberration-free point-spread functions (PSFs) for unit pupils considered in this chapter are 
shown in Fig. 5, illustrating their symmetry, for example, 6-fold symmetry for a hexagonal pupil. 
Their linear scale is such that the first zero of the PSF, for example, for a square pupil occurs at unity 
in units of lF (corresponding to 1.22 for a circular pupil). Here l is the wavelength of the object 
radiation and F is the focal ratio of the image-forming light cone. These PSFs are the ultimate goal 
of fabrication and testing. The obscuration ratio of the annular pupil in Fig. 5b is � = 0.5; the aspect 
ratio of the elliptical pupil in Fig. 5d is b = 0.85; and the half width of the rectangular pupil in Fig. 5e 

Sigma Elliptical Rectangular

σd (1/4)[(3 − 2b2 + 3b4)/3]1/2 (2/3)[(1 − 2a2 + 2a4)/5]1/2

σa 1/4 2a2/(3
√

5)

σba b2/[6(3 − 2b2 + 3b4)]1/2 2a2(1 − a2)/{3[5(1 − 2a2 + 2a4)]1/2}
σc (5 + 2b2 + b4)1/2/8 a[(7 + 8a4)/105]1/2

σbc (9 − 6b2 + 5b4)1/2/24 2a(35 − 70a2 + 62a4)1/2/(15
√

21)

σs (225 + 60b2 − 58b4 + 60b6 + 225b8)1/2/(24
√

10) 4(63 − 162a2 + 206a4 − 88a6 + 44a8)1/2/(45
√

7)

σbc (45 − 60b2 + 94b4 − 60b6 + 45b8)1/2/(48
√

5) (8/315)(9 − 36a2 + 103a4 − 134a6 + 67a8)1/2

TABLE 8 Standard Deviation or Sigma of a Primary and a Balanced Primary Aberration for Elliptical and 
Rectangular Pupils

 

Sigma Circle Hexagon Square Slit

σd 1/(2
√

3) (1/12)
√

43/5 (1/3)
√

2/5 2/(3
√

5)

= 1/3.464 = 1/4.092 = 1/4.743 = 1/3.354

σa 1/4 (1/24)
√

127/5 1/(3
√

5) -

= 1/4.762 = 1/6.708 -

σba 1/(2
√

6) (1/4)
√

7/15 1/(3
√

10) -

= 1/4.899 = 1/5.855 = 1/9.487 -

σc 1/(2
√

2) (1/4)
√

83/70
√

3/70 1
√

7

= 1/2.828 = 1/3.673 = 1/4.831 = 1/2.646

σbc 1/(6
√

2) (1/20)
√

737/210 (1/15)
√

31/21 2/(5
√

7)

= 1/8.485 = 1/10.676 = 1/12.346 = 1/6.614

σs 2/(3
√

5) (1/6)
√

59/35 (2/45)
√

101/7 4/15

= 1/3.354 = 1/4.621 = 1/5.923 = 1/3.750

σbs 1/(6
√

5) (1/84)
√

4987/215 (2/315)
√

67 8/105

= 1/13.416 = 1/17.441 = 1/19.242 = 1/13.125

TABLE 9 Standard Deviation or Sigma of a Primary and a Balanced 
Primary Aberration for Circular, Hexagonal, Square, and Slit Pupils
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is a = 0.8. The orthonormal polynomials corresponding to a Seidel aberration for a hexagonal, 
elliptical, rectangular, and square pupils are illustrated in three different but equivalent ways in Fig. 6.7 
In Fig. 6d, as in Fig. 5a the aspect ratio of the elliptical pupil is b = 0.85. In Fig. 6e, as in Fig. 5e, the half 
width of the rectangular pupil is a = 0.8. For each polynomial, the isometric plot at the top illustrates 
its shape as produced, for example, in a deformable mirror. The standard deviation of each polyno-
mial aberration in the figure is one wave. An interferogram, as in optical testing, is shown on the left. 
The number of fringes, which is equal to the number of times the aberration changes by one wave as 
we move from the center to the edge of a pupil, is different for the different polynomials. Each fringe 
represents a contour of constant phase or aberration. The fringe is dark when the phase is an odd 
multiple of p or the aberration is an odd multiple of l/2. On the right for each polynomial are shown 
the PSFs, which represent the images of a point object in the presence of a polynomial aberration.

11.13 USE OF CIRCLE POLYNOMIALS 
FOR NONCIRCULAR PUPILS

Since the Zernike circle polynomials form a complete set, any wavefront, regardless of the shape 
of the pupil (which defines the perimeter of the wavefront) can be expanded in terms of them.34 
However, unless the pupil is circular, advantages of orthogonality and aberration balancing are 
lost. For example, the mean value of a Zernike circle polynomial across a noncircular pupil is not 
zero, the Zernike piston coefficient does not represent the mean value of the aberration, the other 
Zernike coefficients do not represent the standard deviation of the corresponding aberration terms, 
and the variance of the aberration is not equal to the sum of the squares of these other coefficients. 
Moreover, the value of a Zernike coefficient changes as the number of polynomials used in the 

(a) (b) (c)

(d) (e) (f)

FIGURE 5 Aberration-free PSFs for different unit pupils: (a) Circular; (b) annular with obscu-
ration ratio � = 0.5; (c) hexagonal; (d) elliptical with aspect ratio b = 0.85; (e) rectangular with half 
width a = 0.8; and ( f ) square.
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(a) Z4 Z6 Z8 Z11

(b) A4 A6 A8 A11

(c) H4 H6 H8 H11

(d) E4 E6 E8 E11

(e) R4 R6 R8 R11

(f) S4 S6 S8 S11

FIGURE 6 Isometric plots, interferograms, and PSFs for defocus ( j = 4), astigmatism ( j = 6), 
coma ( j = 8), and spherical aberration ( j = 11) in unit pupils. (a) Circular; (b) annular with � = 0.5; 
(c) hexagonal; (d) elliptical with aspect ratio b = 0.85; (e) rectangular with half width a = 0.8; and 
( f ) square.

11_Bass_v2ch11_p001-042.indd 11.38 8/21/09 3:34:42 PM



ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.39

expansion of an aberration function changes. Hence, the circle polynomials are not appropriate 
for analysis of noncircular wavefronts. The polynomials given in this chapter for various pupils 
uniquely represent balanced classical aberrations that are also orthogonal across those pupils, just 
like the Zernike circle polynomials are for a circular pupil. Since each orthonormal polynomial is a 
linear combination of the Zernike circle polynomials, the wavefront fitting is as complete with the 
latter as it is with the former. However, since the circle polynomials do not represent the balanced 
classical aberrations for a noncircular pupil, the Zernike coefficients do not have the physical signifi-
cance of their orthonormal counterparts. But the tip/tilt and defocus values in an interferometrically 
obtained aberration function, representing the lateral and longitudinal errors of an interferometer 
setting, obtained from the corresponding Zernike circle coefficients when the function is approxi-
mated with only the first four circle polynomials in a least square sense are identically the same as 
those obtained from the corresponding orthonormal coefficients. Accordingly, the aberration func-
tion obtained by subtracting the tip/tilt and defocus values from the measured aberration function 
is independent of the nature of the polynomials used in the expansion, regardless of the domain of 
the function or the shape of the pupil, so long as the nonorthogonal expansion is in terms of only 
the first four circle polynomials. The difference function is what is provided to the optician to zero 
out from the surface under fabrication by polishing.

11.14 DISCUSSION AND CONCLUSIONS

The Zernike circle polynomials are in widespread use for wavefront analysis in optical design and 
testing, because they are orthogonal over a unit circle and represent balanced aberrations of systems 
with circular pupils. When an aberration function of a circular wavefront is expanded in terms of 
them, the value of an expansion coefficient is independent of the number of polynomials used in 
the expansion. Accordingly, one or more terms can be added or subtracted without affecting the 
other coefficients. The piston coefficient represents the mean value of the aberration function and 
the other coefficients represent the standard deviation of the corresponding terms. The variance of 
the aberration is given simply by the sum of the squares of those other aberration coefficients.

We have also listed the orthonormal polynomials for analyzing the wavefronts across noncircular 
pupils, such as annular, hexagonal, elliptical, rectangular, and square. These polynomials are for unit 
pupils inscribed inside a unit circle. Such a choice keeps the maximum value of the distance of a 
point on the pupil from its center to be unity, thus easily identifying the peak of value of a classical 
aberration across it. Each orthonormal polynomial for the pupils considered consists of either the 
cosine or the sine terms, but not both due to the biaxial symmetry of the pupils. Whereas the circle 
and annular polynomials are separable in their dependence on the polar coordinates r and q of a 
pupil point due to the radial symmetry of the pupils, only some of the polynomials for other pupils 
are separable. Hence polynomial numbering with two indices n and m, as for circular and annular 
polynomials, loses significance, and must be numbered with a single index j. The hexagonal polyno-
mials H11 and H22 representing the balanced primary and secondary spherical aberrations are radi-
ally symmetric, but the polynomial H37 representing the balanced tertiary spherical aberration is not, 
since it contains an angle-dependent term in Z28 or cos6q also. A hexagonal pupil has two distinct 
configurations where the hexagon in one is rotated by 30° with respect to that in the other. Only 
some of the polynomials are the same for the two configurations.26 While the balancing defocus to 
optimally balance Seidel astigmatism for a hexagonal or a square pupil is the same as that for circular 
and annular pupils, it is different for the elliptical and rectangular pupils. For the elliptical and rect-
angular pupils, the Seidel or primary aberration r4 is balanced not only by defocus but astigmatism 
as well. The square polynomial S11 representing the balanced primary spherical aberration is radially 
symmetric, but the square polynomial S22 representing the balanced secondary spherical aberration 
is not, since it contains a term in Z14 or cos4q also. Similarly, the polynomial S37 representing the 
balanced tertiary spherical aberration is also not radially symmetric, since it consists of terms in Z14 
and Z26 both varying as cos4q. We have illustrated orthonormal polynomials in three different but 
equivalent ways: isometrically, interferometrically, and by the corresponding aberrated PSFs.
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The sigma of a Seidel aberration with and without balancing decreases as the area of a unit pupil 
decreases in going from a circular to a hexagonal to a square pupil. The sigma for Seidel astigmatism 
r2cosq for an elliptical pupil is independent of its aspect ratio and, therefore, is the same as for a 
circular pupil. This is due to the fact that the aberration is one dimensional along the dimension 
for which the unit ellipse has the same length as the unit circle. Since a slit pupil is one dimensional, 
there is no distinction between defocus and astigmatism. It is more sensitive to a Seidel aberration 
with or without balancing compared to a circular pupil, except for spherical aberration for which it 
is slightly less sensitive.

When the aberration function is known only at a discrete set of points, as in a digitized interfero-
gram, the integral for determining the aberration coefficients reduces to a sum and the orthonormal 
coefficients thus obtained may be in error, since the polynomials are not orthonormal over the dis-
crete points of the aberration data set. The magnitude of the error decreases as the number of points 
increases. This is not a serious problem when the wavefront errors are determined by, say, phase-
shifting interferometry,37 since the number of points can be very large. However, when the number 
of data points is small, or the pupil is irregular in shape due to vignetting, then ray tracing or testing 
of the system yields wavefront error data at an array of points across a region for which closed-form 
orthonormal polynomials are not available. In such cases, we can determine the coefficients of an 
expansion in terms of numerical polynomials that are orthogonal over the data set, obtained by 
the Gram-Schmidt orthogonalization process.7,38 However, if we just want to determine the values 
of tip/tilt and defocus terms, yielding the errors in interferometer settings, they can be obtained by 
least squares fitting the aberration function data with only these terms.

11.15 REFERENCES

 1. F. Zernike, “Diffraction Theory of Knife-Edge Test and Its Improved Form, the Phase Contrast Method,” 
Mon. Not. R. Astron. Soc. 94: 377–384 (1934).

 2. R. J. Noll, “Zernike Polynomials and Atmospheric Turbulence,” J. Opt. Soc. Am. 66: 207–211 (1976).

 3. B. R. A. Nijboer, “The Diffraction Theory of Optical Aberrations. Part II: Diffraction Pattern in the Presence 
of Small Aberrations,” Physica. 13: 605–620 (1947).

 4. M. Born and E. Wolf, Principles of Optics, 7th ed., Oxford, New York (1999).

 5. V. N. Mahajan, Optical Imaging and Aberrations, Part II: Wave Diffraction Optics, SPIE Press, Bellingham, 
Washington (Second Printing 2004).

 6. V. N. Mahajan, “Zernike Polynomials and Aberration Balancing,” SPIE Proc. 5173: 1–17 (2003).

 7. V. N. Mahajan, “Zernike Polynomials and Wavefront Fitting,” in Optical Shop Testing, 3rd ed., D. Malacara, ed., 
Wiley, New York, pp. 498–546 (2007).

 8. V. N. Mahajan, “Zernike Annular Polynomials for Imaging Systems with Annular Pupils,” J. Opt. Soc. Am. 71: 
75–85(1981).

 9. V. N. Mahajan, “Zernike Annular Polynomials for Imaging Systems with Annular Pupils,” J. Opt. Soc. Am. 71: 
1408 (1981).

 10. V. N. Mahajan, “Zernike Annular Polynomials for Imaging Systems with Annular Pupils,” J. Opt. Soc. Am. A 
1: 685 (1984).

 11. V. N. Mahajan, “Zernike Annular Polynomials and Optical Aberrations of Systems with Annular Pupils,” 
Appl. Opt. 33: 8125–8127 (1994).

 12. http://scikits.com/KFacts.html

 13. W. B. King, “The Approximation of Vignetted Pupil Shape by an Ellipse,” Appl. Opt. 7: 197–201 (1968).

 14. G. Harbers, P. J. Kunst, and G. W. R. Leibbrandt, “Analysis of Lateral Shearing Interferograms by Use of 
Zernike Polynomials,” Appl. Opt. 35: 6162–6172 (1996).

 15. H. Sumita, “Orthogonal Expansion of the Aberration Difference Function and Its Application to Image 
Evaluation,” Jpn. J. Appl. Phys. 8: 1027–1036 (1969).

11_Bass_v2ch11_p001-042.indd 11.40 8/21/09 3:34:43 PM



ORTHONORMAL POLYNOMIALS IN WAVEFRONT ANALYSIS  11.41

 16. K. N. LaFortune, R. L. Hurd, S. N. Fochs, M. D. Rotter, P. H. Pax, R. L. Combs, S. S. Olivier, J. M. Brase, and R. 
M. Yamamoto, “Technical Challenges for the Future of High Energy Lasers,” SPIE Proc. 6454: 1–11(2007).

 17. G. A. Korn and T. M. Korn, Mathematical Handbook for Scientists and Engineers, McGraw–Hill, New York, 
(1968).

 18. V. N. Mahajan and G.-m. Dai, “Orthonormal Polynomials for Hexagonal Pupils,” Opt. Lett. 31: 2462–2465 
(2006).

 19. G.-m. Dai and V. N. Mahajan, “Nonrecursive Orthonormal Polynomials with Matrix Formulation,” Opt. Lett. 
32: 74–76 (2007).

 20. R. Barakat and L. Riseberg, “Diffraction Theory of the Aberrations of a Slit Aperture,” J. Opt. Soc. Am. 55: 
878–881 (1965). There is an error in their polynomial S2, which should read as x2 –1/3.

 21. M. Bray, “Orthogonal Polynomials: A Set for Square Areas,” SPIE Proc. 5252: 314–320 (2004).

 22. J. L. Rayces, “Least-Squares Fitting of Orthogonal Polynomials to the Wave-Aberration Function,” Appl. Opt. 
31: 2223–2228 (1992).

 23. V. N. Mahajan, “Uniform Versus Gaussian Beams: a Comparison of the Effects of Diffraction, Obscuration, 
and Aberrations,” J. Opt. Soc. Am. A3: 470–485 (1986).

 24. V. N. Mahajan, “Zernike-Gauss Polynomials and Optical Aberrations of Systems with Gaussian Pupils,” Appl. 
Opt. 34: 8057–8059 (1995).

 25. S. Szapiel, “Aberration Balancing Techniques for Radially Symmetric Amplitude Distributions; a 
Generalization of the Maréchal Approach,” J. Opt. Soc. Am. 72: 947–956 (1982).

 26. V. N. Mahajan and G.-m Dai, “Orthonormal Polynomials in Wavefront Analysis: Analytical Solution,” J Opt. 
Soc. Am. A24: 2994–3016 (2007).

 27. A. B. Bhatia and E. Wolf, “On the Circle Polynomials of Zernike and Related Orthogonal Sets,” in Proc. Camb. 
Phil. Soc. 50: 40–48 (1954).

 28. V. N. Mahajan, Optical Imaging and Aberrations, Part I: Ray Geometrical Optics, SPIE Press, Bellingham, 
Washington (Second Printing 2001).

 29. W. T. Welford, Aberrations of the Symmetrical Optical System, Academic Press, New York (1974).

 30. R. R. Shannon, The Art and Science of Optical Design, Cambridge University Press, New York (1997).

 31. P. Mouroulis and J. Macdonald, Geometrical Optics and Optical Design, Oxford, New York (1997).

 32. D. Malacara and Z. Malacara, Handbook of Lens Design, Dekkar, New York (1994).

 33. G.-m Dai and V. N. Mahajan, “Zernike Annular Polynomials and Atmospheric Turbulence,” J Opt. Soc. Am. 
A24: 139–155 (2007).

 34. G.-m Dai and V. N. Mahajan, “Orthonormal Polynomials in Wavefront Analysis: Error Analysis,” Appl. Opt. 
47: 3433–3445 (2008).

 35. V. N. Mahajan, “Strehl Ratio for Primary Aberrations in Terms of Their Aberration Variance,” J. Opt. Soc. 
Am. 73: 860–861 (1983).

 36. V. N. Mahajan and W. H. Swantner, “Seidel Coefficients in Optical Testing,” Asian J. Phys. 15: 203–209 
(2006).

 37. K. Creath, “Phase-Measurement Interferometry Techniques,” Progress in Optics, E. Wolf, ed., Elsevier, New 
York, 26: 349–393 (1988).

 38. D. Malacara, J. M. Carpio-Valdéz, and J. Javier Sánchez-Mondragón, “Wavefront Fitting with Discrete 
Orthogonal Polynomials in a Unit Radius Circle,” Opt. Eng. 29: 672–675 (1990).

11_Bass_v2ch11_p001-042.indd 11.41 8/21/09 3:34:43 PM



This page intentionally left blank.



OPTICAL METROLOGY∗

Zacarías Malacara and Daniel Malacara-Hernández
Centro de Investigaciones en Óptica, A. C.
León, Gto., México

12.1 GLOSSARY

 B baseline length

 f focal length

 f signal frequency

 fb back focal length

 I irradiance

 N average group refractive index

 R radius of curvature of an optical surface

 r radius of curvature of a spherometer ball

 R range

 a attenuation coeffi cient

 l wavelength of light

 Λ synthetic wavelength

 t delay time

In the optical shop, the measuring process has the purpose to obtain a comparison of physical vari-
ables using optical means. In this chapter we describe the most common procedures for the mea-
surements of length, angle, curvature, and focal length of lenses and mirrors. The reader may obtain 
some more details about these procedures in the book Optical Shop Testing by D. Malacara,1 or in 
Chap. 32, “Interferometers,” in Vol. I.

∗Note: Figures 27, 30 and 31 are from Optical Shop Testing, 3d ed., edited by D. Malacara. (Reprinted with permission 
John Wiley and Sons, Inc. New York, 2007.)

12.1

12
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12.2 INTRODUCTION AND DEFINITIONS

Lens parameter measuring in the optical shop has been a permanent problem in respect to the unit’s 
agreement. Usually, rather than using SI units for length specifications, wavelength units is still a com-
mon reference for precision length measurements. Although the meter is obtained practically from the 
wavelength of a krypton source, helium-neon lasers are a common reference wavelength. The gener-
ally accepted measurement system of units is the International System or Sistéme International (SI).

Time is the fundamental standard and is defined as follows: “The second is the duration of 
9,192,631,770 periods of the radiation corresponding to the transition between the two hyperfine 
levels of the ground state of the cesium 133 atom.” Formerly, the meter was a fundamental standard 
defined as 1,650,763.73 wavelengths in vacuum of the orange-red spectral line from the 2p10 and 5d5
levels of the krypton 86 atom. Shortly after the invention of the laser, it was proposed to use a laser 
line as a length standard.2 In 1986, the speed of light was defined as 299,792, 458 m/s, thus the meter 
is now a derived unit defined as “the distance traveled by light during 1/299,792,458 of a second.” 
The advantages of this definition, compared with the former meter definition, lie in the fact that it 
uses a relativistic constant, not subjected to physical influences, and is accessible and invariant. To 
avoid a previous definition of a time standard, the meter could be defined as “The length equal to 
9,192,631,770/299,792,458 wavelengths in vacuum of the radiation corresponding to the transition 
between the two hyperfine levels of the ground state of the cesium 133 atom.”3,4 Modern description 
of the time and distance standards are described by Cundiff et al.5

The measurement process is prone to errors. They may be systematic or stochastic. A systematic 
error occurs in a poorly calibrated instrument. An instrument low in systematic error is said to be 
accurate. Accuracy is a measure of the amount of systematic errors. The accuracy is improved by 
adequate tracing to a primary standard. Stochastic errors appear due to random noise and other 
time-dependent fluctuations that affect the instrument. Stochastic errors may be reduced by taking 
several measurements and averaging them. A measurement from an instrument is said to be repro-
ducible when the magnitude of stochastic errors is low. Reproducibility is a term used to define the 
repeatability for the measurements of an instrument. In measurements, a method for data acquisi-
tion and analysis has to be developed. Techniques for experimentation, planning, and data reduction 
can be found in the references.6,7

12.3 LENGTH AND STRAIGHTNESS 
MEASUREMENTS

Length measurements may be performed by optical methods, since the definition of the meter is in 
terms of a light wavelength. Most of the length measurements are, in fact, comparisons to a second-
ary standard. Optical length measurements are made by comparisons to an external or internal scale 
a light time of flight, or by interferometric fringe counting.

Stadia and Range Finders

A stadia is an optical device used to determine distances. The principle of the measurement is a bar of 
known length W set at one end of the distance to be measured (Fig. 1). At the other end, a prism super-
imposes two images, one coming directly and the other after a reflection from a mirror, which are then 
observed through a telescope. At this point, the image of one end of the bar is brought in coincidence 
with that of the other end by rotating the mirror an angle q. The mirror rotator is calibrated in such a 
way that for a given bar length W, a range R can be read directly in a dial, according to the equation:8

R
W=
θ

 (1)

where q is small and expressed in radians.

12_Bass_v2ch12_p001-028.indd 12.2 8/24/09 6:39:12 PM



OPTICAL METROLOGY  12.3

Another stadia method uses a graduated bar and a calibrated reticle in the telescope. For a known 
bar length W imaged on a telescope with focal length f, the bar on the focal plane will have a size i,
and the range can be calculated approximately by:9

R
f
i

W=
⎛
⎝⎜

⎞
⎠⎟

 (2)

Most surveying instruments have stadia markings usually in a 1:100 ratio, to measure distances 
from the so-called anallatic point, typically the instrument’s center. A theodolite may be used for 
range measurements using the subtense bar method. In this method, a bar of known length is placed 
at the distance to be measured from the theodolite. By measuring the angle from one end to another 
end of the bar, the range can be easily measured.

A range finder is different from the stadia, in that the reference line is self-contained within the 
instrument. A general layout for a range finder is shown in Fig. 2. Two pentaprisms are separated a 
known baseline B; two telescopes form an image, each through a coincidence prism. The images from 
the same reference point are superimposed in a split field formed by the coincidence prism. In one 
branch, a range compensator is adjusted to permit an effective coincidence from the reference images.

FIGURE 1 A stadia range meter. (From Patrick.8)

Range
compensator

Eyepiece

Coincidence
prism

B

FIGURE 2 A range finder.
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Assuming a baseline B and a range R, for small angles (large distances compared with the baseline), 
the range is

R
B=
θ

 (3)

For an error Δq in the angle measurement, the corresponding error ΔR in the range determina-
tion would be

Δ ΔR B= − −θ θ2  (4)

and by substituting in Eq. (3),

Δ ΔR
R

B
= −

2

θ  (5)

From this last equation, it can be seen that the range error increases with the square of the range. 
Also, it is inversely proportional to the baseline. The angle error Δq is a function of the eye’s angular 
acuity, about 10 arcsec or 0.00005 rad.10

Pentaprisms permit a precise 90° deflection, independent of the alignment, and are like mirror 
systems with an angle of 45° between them. The focal length for the two telescopes in a range finder 
must be closely matched to avoid any difference in magnification. There are several versions of the 
range compensator. In one design, a sliding prism makes a variable deviation angle (Fig. 3a); in 
another system (Fig. 3b), a sliding prism displaces the image, without deviating it. A deviation can 
be also made with a rotating glass block (Fig. 3c). The Risley prisms (Fig. 3d) are a pair of counter 
rotating prisms located on the entrance pupil for one of the arms. Since the light beam is collimated, 
there is no astigmatism contribution from the prisms.10 A unit magnification Galilean telescope 
(Fig. 3e) is made with two weak lenses. A sliding lens is used to form a variable wedge to deviate the 
image path.8

Time-Based and Optical Radar

Distance measurements can also be done by the time-of-flight method. An application of the laser, 
obvious at the time of its advent, is the measurement of range. Distance determination by precise 
timing is known as optical radar. Optical radar has been used to measure the distance to the moon. 

FIGURE 3 Range compensators for range finders (a) and (b) sliding prisms; 
(c) rotating glass block; (d) counterrotating prisms; and (e) sliding lens.

(a)

(b)

(c)

(d)

(e)
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Since a small timing is involved, optical radar is applicable for distances from about 10 km. For dis-
tances from about a meter up to 50 km, modulated beams are used.

Laser radars measure the time of flight for a pulsed laser. Since accuracy depends on the tem-
poral response of the electronic and detection system, optical radars are limited to distances larger 
than 1 km. Whenever possible, a cat’s eye retro reflector is set at the range distance, making possible 
the use of a low power-pulsed laser. High-power lasers can be used over small distances without the 
need of a reflector. Accuracies of the order of 10−6 can be obtained.11

The beam modulation method requires a high-frequency signal, about 10 to 30 MHz (modulat-
ing wavelength between 30 and 10 m) to modulate a laser beam carrier. The amplitude modulation 
is usually applied, but polarization modulation may also be used. With beam modulation distance 
measurements, the phase for the returning beam is compared with that of the output beam. The 
following description is for an amplitude modulation distance meter, although the same applies 
for polarizing modulation. Assuming a sinusoidally modulated beam, the returning beam can be 
described by

I I A tR = + −α ω τ0 1[ sin ( )]  (6)

where a is the attenuation coefficient for the propagation media, Io is the output intensity for the exit 
beam; w is 2p times the modulated beam frequency, and t is the delay time. By measuring the relative 
phase between the outgoing and the returning beam, the quantity w is measured. In most electronic 
systems, the delay time t is measured, so, the length in multiples of the modulating wavelength is

L
c

Ng

=
2

τ  (7)

where Ng is the average group refractive index for the modulating frequency.11

Since the measured length is a multiple of the modulating wavelength, one is limited in range to 
one-half of the modulating wavelength. To measure with acceptable precision, and at the same time 
measure over large distances, several modulating frequencies are used, sometimes at multiples of ten 
to one another. The purpose is to obtain a synthetic wavelength Λ obtained from the mixing of two 
wavelengths l1, l2 as follows:12,13

Λ =
−

λ λ
λ λ

1 2

1 2

 (8)

To increment the range, several wavelengths are used to have several synthetic wavelengths. A 
frequency comb can increase the accuracy up to 8 nm in a range of 800 mm.14 The use of a femto-
second mode locked laser produces the desired frequency comb.15

The traveling time is measured by comparing the phase of the modulating signal for the exiting 
and the returning beams. This phase comparison is sometimes made using a null method. In this 
method, a delay is introduced in the exiting signal, until it has the same phase as the returning beam, 
as shown in Fig. 4. Since the introduced delay is known, the light traveling time is thus determined.

Another method uses the down conversion of the frequency of both signals. These signals, with 
frequency f, are mixed with an electrical signal with frequency fo, in order to obtain a signal with 
lower frequency fL, in the range of a few kHz. The phase difference between the two low-frequency 
signals is the same as that between the two original signals. The lowering of the frequencies permits 
us to use conventional electronic methods to determine the phase difference between the two sig-
nals. A broad study on range finders has been done by Stitch.16

Interferometric Measurement of Small Distances

Interferometric methods may be used to measure small distances with a high degree of accuracy. 
This is usually done with a Michelson interferometer by comparing the thickness of the lens or glass 
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plate with that of a calibrated reference glass plate. Both plates must have approximately the same 
thickness and should be made with the same material.17 The two mirrors of a dispersion-compensated 
Michelson interferometer are replaced by the glass plate to be measured and by a reference plane-
parallel plate of the same material as the lens. (The next step is to adjust the interferometer, to pro-
duce white-light Newton rings with the front surfaces of the lens and the plate.) Then, the plate is 
translated along the arm of the interferometer until the rear surface produces white-light rings. The 
displacement is the optical thickness Nt of the measured plate.

Interferometric Measurement of Medium Distances

Long and medium distances may also be measured by interferometric methods.18,19,20 Basically, the 
method counts the fringes in an interferometer while increasing or decreasing the optical path dif-
ference. The low temporal coherence or monochromaticity of most light sources limits this proce-
dure to short distances. Lasers, however, have a much longer coherence length, due to their higher 
monochromaticity. Using lasers, it has been possible to make interferometric distance measurements 
over several meters.

In these interferometers, three things should be considered during their design. The first is that 
the laser light illuminating the interferometer should not be reflected back to the laser because that 
would cause instabilities in the laser, resulting in large irradiance fluctuations. As the optical path 
difference is changed by moving one of the mirrors, an irradiance detector in the pattern will detect 
a sinusoidally varying signal, but the direction of this change cannot be determined. Therefore, the 
second thing to be considered is that there should be a way to determine if the fringe count is going 
up or down; that is, if the distance is increasing or decreasing. There are two basic approaches to 
satisfy this last requirement. One is by producing two sinusoidal signals in phase quadrature (phase 
difference of 90° between them). The direction of motion of the moving prism may be sensed by 
determining the phase of which signal leads or lags the phase of the other signal. This information 

FIGURE 4 A wave modulation distance meter.
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Period measurement and display

Frequency
divider

Laser Modulator
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is used to make the fringe counter increase or decrease. The alternative method uses a laser with 
two different frequencies. Finally, the third thing to consider in the interferometer design is that the 
number of fringes across its aperture should remain low and constant while moving the reflector 
in one of the two interferometer arms. This last condition is easily satisfied by using retroreflectors 
instead of mirrors. Then the two interfering wavefronts will always be almost flat and parallel. A 
typical retroreflector is a cube corner prism of reasonable quality to keep the number of fringes over 
the aperture low.

One method of producing two signals in quadrature is to have only a small number of fringes 
over the interferogram aperture. One possible method is by deliberately using an imperfect retrore-
flector. Then, the two desired signals are two small slits parallel to the fringes and separated by one-
fourth of the distance between the fringes.11 To avoid illuminating back the laser, the light from this 
laser should be linearly polarized. Then, a l/4 phase plate is inserted in front of the beam, with its 
slow axis set at 45° to the interferometer plane to transform it into a circularly polarized beam.

Another method used to produce the two signals in quadrature phase is to take the signals 
from the two interference patterns that are produced in the interferometer. If the beam splitters 
are dielectric (no energy losses), the interference patterns will be complements of each other and, 
thus, the signals will be 90° apart. By introducing appropriate phase shifts in the beam splitter using 
metal coatings, the phase difference between the two patterns may be made 90°, as desired.21 This 
method was used by Rowley,22 as illustrated in Fig. 5. In order to separate the two patterns from the 
incident light beam, a large beam splitter and large retroreflectors are used. This configuration has 
the advantage that the laser beam is not reflected back. This is called a nonreacting interferometer 
configuration.

One more method, illustrated in Fig. 6, is the nonreacting interferometer designed at the Perkin-
Elmer Corporation by Minkowitz and Vanir.23 A circularly polarized light beam, produced by a linearly 
polarized laser and a l/4 phase plate, illuminates the interferometer. This beam is divided by a beam 
splitter into two beams going to both arms of the interferometer. Upon reflection by the retro reflec-
tor, one of the beams changes its state of polarization from right to left circularly polarized. The 
two beams with opposite circular polarization are recombined at the beam splitter, thus producing 
linearly polarized light. The angle of the plane of polarization is determined by the phase differ-
ence between the two beams. The plane of polarization rotates 360° if the optical path difference 

Laser
Collimator

Retroreflector

Retroreflector

Absorbing
beam splitter

Detector

Detector

FIGURE 5 Two-interference pattern distance-measuring interferometer.
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is changed by l/2, the direction of rotation being given by the direction of the displacement. This 
linearly polarized beam is divided into two beams by a beam splitter. On each of the exiting beams, 
a linear polarizer is placed, one at an angle of +45° and the other at an angle of −45°. Then the two 
beams are in quadrature to each other.

In still another method, shown in Fig. 7, a beam of light, linearly polarized at 45° (or circu-
larly polarized), is divided at a beam splitter, the p and s components. Then, both beams are con-
verted to circular polarization with a l/4 phase plate in front of each of them, with their axis at 
45°. Upon reflection on the retro-reflectors, the handedness of the polarization is reversed. Thus, 
the linearly polarized beams exiting from the phase plates on the return to the beam splitter will 
have a plane of polarization orthogonal to that of the incoming beams. It is easily seen that no 
light returns to the laser. Here, the nonreacting configuration is not necessary but it may be used 
for additional protection. After recombination on the beam splitter, two orthogonal polariza-
tions are present. Each plane of polarization contains information about the phase from one 
arm only so that no interference between the two beams has occurred. The two desired signals 
in quadrature are then generated by producing two identical beams with a nonpolarizing beam 
splitter with a polarizer on each exiting beam with their axes at +45° and −45° with respect to the 
vertical plane. The desired phase difference between the two beams is obtained by introducing a 

Laser

Retroreflector

Polarizer

Polarizing
beam splitter

Polarizer

Retroreflector

l/2 phase
plates 

Beam
splitter

FIGURE 7 Brunning distance-measuring interferometer.
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FIGURE 6 Minkowitz distance-measuring interferometer.
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l/4 phase plate after the beam splitter but before one of the polarizers with its slow axis vertical 
or horizontal. These two polarizers may be slightly rotated to make the two irradiances equal, at 
the same time preserving the 90° angle between their axes. If the prism is shifted a distance x, the 
fringe count is

Δcount = ±
⎡
⎣
⎢

⎤
⎦
⎥

2x

λ
 (9)

where [ ] denotes the integer part of the argument.
These interferometers are problematic in that any change in the irradiance may be easily inter-

preted as a fringe monitoring the light source. A more serious problem is the requirement that the 
static interference pattern be free of, or with very few, fringes. Fringes may appear because of mul-
tiple reflections or turbulence.

A completely different method uses two frequencies. It was developed by the Hewlett Packard 
Co.24,25 and is illustrated in Fig. 8. The light source is a frequency-stabilized He-Ne laser whose 
light beam is Zeeman split into two frequencies f1 and f2 by application of an axial magnetic field. 
The frequency difference is several megahertz and both beams have circular polarization, but with 
opposite sense. A l/4 phase plate transforms the signals f1 and f2 into two orthogonal linearly polar-
ized beams, one in the horizontal and the other in the vertical plane. A sample of this mixed signal is 
deviated by a beam splitter and detected at photo detector A, by using a polarizer at 45°. The ampli-
tude modulation of this signal, with frequency f1 − f2, is detected and passed to a counter. Then, the 
two orthogonally polarized beams with frequencies f1 and f2 are separated at a polarizing beam splitter. 
Each is transformed into a circularly polarized beam by means of l/4 phase plates. After reflection 
by the prisms, the handedness of these polarizations is changed. Then they go through the same 
phase plates where they are converted again to orthogonal linearly polarized beams. There is no 
light reflecting back to the laser. After recombination at the beam splitter, a polaroid at 45° will take 
the components of both beams in this plane. This signal is detected at the photo detector B. As with 
the other signal, the modulation with frequency f1 − f2 + Δf is extracted from the carrier and sent to 

FIGURE 8 Hewlett Packard double-frequency distance-measuring interferometer.
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another counter. The shift Δf in the frequency of this signal comes from a Doppler shift due to the 
movement of one of the retroreflectors,

Δf
dx

dt
= 2

2λ
 (10)

where dx/dt is the cube corner prism velocity and l1 is the wavelength corresponding to the fre-
quency f1. The difference between the results of the two counters is produced by the displacement of 
the retroreflector. If the prism moves a distance x, the number of pulses detected is given by

Δcount = ±
⎡

⎣
⎢

⎤

⎦
⎥

2

2

x

λ
 (11)

The advantage of this method compared with the first is that fringe counting is not subject to 
drift. These signals may be processed to obtain a better signal-to-noise ratio and higher resolution.25

Straightness Measurements

Light propagation is assumed to be rectilinear in a homogeneous medium. This permits the use of 
a propagating light beam as a straightness reference. Besides the homogeneous medium, it is neces-
sary to get a truly narrow pencil of light to improve accuracy. Laser light is an obvious application 
because of the high degree of spatial coherence. Beam divergence is usually less than 1 mrad for a 
He-Ne laser. One method uses a position-sensing detector to measure the centroid of the light spot 
despite its shape. In front of the laser, McLeod26 used an axicon as an aligning device. When a col-
limated light beam is incident on an axicon, it produces a bright spot on a circular field. An axicon 
can give as much as 0. 01 arcsec.

Another method to measure the deviation from an ideal reference line uses an autocollimator. 
A light beam leaving an autocollimator is reflected by a mirror. The surface slope is measured at the 
mirror. By knowing the distance to the mirror, one can determine the surface’s profile by integra-
tion, as in a curvature measurement (see “Optical Methods for Measuring Curvature,” later in this 
chapter). A method can be designed for measuring flatness for tables on lathe beds.27

12.4 ANGLE MEASUREMENTS

Angle measurements, as well as distance measurements, require different levels of accuracy. For cut-
ting glass, the required accuracy can be as high as several degrees, while for test plates, an error of less 
than a second of arc may be required. For each case, different measurement methods are developed.

Mechanical Methods

The easiest way to measure angles with medium accuracy is by means of mechanical nonoptical 
methods. These are

Sine Plate Essentially it is a table with one end higher than the other by a fixed amount, as shown 
in Fig. 9. Accuracy close to 30 arcmin may be obtained.

Goniometer This is a precision spectrometer. It has a fixed collimator and a moving telescope 
pointing to the center of a divided circle. Accuracies close to 20 arcsec may be obtained.

Bevel Gauge Another nonoptical method is by the use of a bevel gauge. This is made of two straight 
bars hinged at their edges by a pivot, as shown in Fig. 10. This device may be used to measure angle 
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prisms whose angle accuracies are from 45 to about 20 arcsec.28 For example, if the measured prism 
has a 50-mm hypotenuse, a space of 5 μm at one end represents an angle of 0.0001 rad or 20 arcsec.

Numerically Controlled Machines (CNC) The advent of digitally controlled machines has brought 
to the optical shop machines to work prisms and angles with a high level of accuracy. Most machines 
can be adjusted within 0.5 arcmin of error.

Autocollimators

As shown in Fig. 11, an autocollimator is essentially a telescope focused at infinity with an illu-
minated reticle located at the focal plane. A complete description of autocollimators is found in 
Hume.29 A flat reflecting surface, perpendicular to the exiting light beam, forms an image of the 
reticle on the same plane as the original reticle. Then, both the reticle and its image are observed 
through the eyepiece. When the reflecting surface is not exactly perpendicular to the exiting light 
beam, the reticle image is laterally displaced in the focal plane with respect to the object reticle. The 
magnitude of this of displacement d is

d f= 2α  (12)

where a is the tilt angle for the mirror in radians and f  is the focal length of the telescope.
Autocollimator objective lenses are usually corrected doublets. Sometimes a negative lens is 

included to form a telephoto lens to increase the effective focal length while maintaining compactness. 
The collimating lens adjustment is critical for the final accuracy. Talbot interferometry can be used 
for a precise focus adjustment.30

FIGURE 10 Bevel gauge.FIGURE 9 Sine plate.

Lamp

Reticles

EyepieceBeam
splitter

FIGURE 11 An autocollimator.
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The focal plane is observed through an eyepiece. Several types of illuminated reticles and eye-
pieces have been developed. Figure 1231 illustrates some illuminated eyepieces, in all of which 
the reticle is calibrated to measure the displacement. Gauss and Abbe illuminators show a dark 
reticle on a bright field. A bright field32 may be more appropriate for low reflectance surfaces. Rank33

modified a Gauss eyepiece to produce a dark field. In other systems, a drum micrometer displaces a 
reticle to position it at the image plane of the first reticle. To increase sensitivity some systems, called 
microoptic autocollimators, use a microscope to observe the image.

Direct-reading autocollimators have a field of view of about 1°. Precision in an autocollimator is 
limited by the method for measuring the centroid of the image. In a diffraction-limited visual sys-
tem, the diffraction image size sets the limit of precision. In a precision electronic measuring system, 
the accuracy of the centroid measurement is limited by the electronic detector, independent of the 
diffraction image itself, and can exceed the diffraction limit. In some photoelectric systems, the pre-
cision is improved by more than an order of magnitude.

Autocollimators are used for angle measurements in prisms and glass polygons. But they also 
have other applications; for example, to evaluate the parallelism between faces in optical flats or to 
manufacture divided circles.34 By integrating measured slope values with an autocollimator, flatness 
deviations for a machine tool for an optical bed can also be evaluated.27

The reflecting surface in autocollimation measurements must be kept close to the objective in 
order to make the alignment easier and to be sure that all of the reflected beam enters the system. 
The reflecting surface must be of high quality. A curved surface is equivalent to introducing another 
lens in the system with a change in the effective focal length.27

Several accessories for autocollimators have been designed. For single-axis angle measurement, 
a pentaprism is used. An optical square permits angle measurements for surfaces at right angles. 
Perpendicularity is measured with a pentaprism and a mirror, as shown in Fig. 13. A handy horizon-
tal reference can be produced with an oil pool, but great care must be taken with the surface stability.

Light
source

Light
source

Light
source

Reticle Reticle

Reticles

FIGURE 12 Illuminated eyepieces for autocollimators and microscopes. (a) Gauss; 
(b) bright line; and (c) Abbe.

Second position
of mirror

First position
of mirror

Pentaprism

Autocollimator

FIGURE 13 Perpendicularity measurement with an autocollimator.
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Theodolites

Theodolites are surveying instruments to measure vertical and horizontal angles. A telescope with 
reticle is the reference to direct the instrument axis. In some theodolites, the telescope has an invert-
ing optical system to produce an erect image. The reticle is composed of a crosswire and has a couple 
of parallel horizontal lines, called stadia lines, used for range measurements (see “Stadia and Range 
Finders” earlier in this chapter). The telescope has two focus adjustments: one to sharply focus the 
reticle according to the personal setting for each observer, and the other to focus the objective on the 
reticle. This later focus adjustment is performed by moving the whole eyepiece.

The theodolite telescope has a tree-screw base altitude-azimuth mounting on a base made horizontal 
with a spirit level. Divided circles attached to both telescope axes measure vertical and horizontal angles. 
In older instruments, an accuracy of 20 arcmin was standard. Modern instruments are accurate to within 
20 arcsec, the most expensive of which can reach an accuracy of 1 arcsec. To remove errors derived from 
eccentric scales as well as orthogonality errors, both axes are rotated 180° and the measurement repeated. 
Older instruments had a provision for reading at opposite points of the scale. Scales for theodolites can 
be graduated in sexagesimal degrees or may use a centesimal system that divides a circle into 400 grades.

Some of the accessories available for theodolites include

1. An illuminated reticle that can be used as an autocollimator when directed to a remote retrore-
flector. The observer adjusts the angles until both the reflected and the instrument’s reticle are 
superposed. This increases the pointing accuracy.

2. A solar filter, which can be attached to the eyepiece or objective side of the telescope. This is used 
mainly for geographic determination in surveying.

3. An electronic range meter, which is superposed to the theodolite to measure the distance. 
Additionally, some instruments have electronic position encoders that allow a computer to be 
used as an immediate data-gathering and reducing device.

4. A transverse micrometer for measuring angular separation in the image plane.

Accuracy in a theodolite depends on several factors in its construction. Several of these errors can 
be removed by a careful measuring routine. Some of the systematic or accuracy limiting errors are

1. Perpendicularity—deviation between vertical and horizontal scales. This error can be nulled by 
plunging and rotating the telescope, then averaging.

2. Concentricity deviation of scales. When scales are not concentric, they are read at opposite ends 
to reduce this error. Further accuracy can be obtained by rotating the instrument 90°, 180°, and 
270° and averaging measurements.

Level

Levels are surveying instruments for measuring the deviation from a horizontal reference line. A level 
is a telescope with an attached spirit level. The angle between the telescope axis and the one defined 
by the spirit level must be minimized. It can be adjusted by a series of measurements to a pair of 
surveying staves (Fig. 14). Once the bubble is centered in the tube, two measurements are taken on 

FIGURE 14 Level adjustment. (After Kingslake.35)
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each side of the staves.35 The level differences between the two staves must be equal if the telescope 
axis is parallel with the level horizontal axis.

The autoset level (Fig. 15) uses a suspended prism and a fixed mirror on the telescope tube. The 
moving prism maintains the line aimed at the horizon and passing through the center of the reticle, 
despite the tube orientation, as long as it is within about 15 arcmin. Typical precision for this auto-
matic level can go up to 1 arcsec.27

Interferometric Measurements

Interferometric methods find their main applications in measuring very small wedge angles in glass 
slabs36,37 and in parallelism evaluation38 by means of the Fizeau or Haidinger interferometers.39

Interferometric measurements of large angles may also be performed. In one method, a col-
limated laser beam is reflected from the surfaces by a rotating glass slab. The resulting fringes can 
be considered as coming from a Murty lateral shear interferometer.40 This device can be used as a 
secondary standard to produce angles from 0° to 360° with accuracy within a second of arc. Further 
analysis of this method has been done by Tentori and Celaya.41 In another system, a Michelson 
interferometer is used with an electronic counter to measure over a range of ±5° with a resolu-
tion of 10°.42,43 An interferometric optical sine bar for angles in the milliseconds of arc was built by 
Chapman.44

Angle Measurements in Prisms

A problem frequently encountered in the manufacture of prisms is the precise measurement of 
angle. In most cases, prism angles are 90°, 45°, and 30°. These angles are easily measured by com-
parison with a standard but it is not always necessary.

An important aspect of measuring angles in a prism is to determine if the prism is free of pyra-
midal error. Consider a prism with angles A, B, and C (Fig. 16a). Let OA be perpendicular to plane 
ABC. If line AP is perpendicular to segment BC, then the angle AOP is a measurement of the pyra-
midal error. In a prism with pyramidal error, the angles between the faces, as measured in planes 
perpendicular to the edges between these faces, add up to over 180°. To simply detect pyramidal 
error in a prism, Johnson45 and Martin46 suggest that both the refracted and the reflected images 
from a straight line be examined (Fig. 16b). When pyramidal error is present, the line appears to be 
broken. A remote target could be graduated to measure directly in minutes of arc. A sensitivity of up 
to 3 arcmin may be obtained.

During the milling process in the production of a prism, a glass blank is mounted in a jig col-
linear with a master prism (Fig. 17). An autocollimator aimed at the master prism accurately sets the 

Horizontal line and optical axis

Optical axis

Horizontal line

Reticle

FIGURE 15 The autoset level.
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position for each prism face.47,48 With a carefully set diamond lap, pyramidal error is minimized. In 
a short run, angles can be checked with a bevel gauge. Visual tests for a prism in a bevel gauge can 
measure an error smaller than a minute of arc.31

A 90° angle in a prism can be measured by internal reflection, as shown in Fig. 18a. At the auto-
collimator image plane, two images are seen with an angular separation of 2Na, where a is the 
magnitude of the prism angle error, and its sign is unknown. Since the hypotenuse face has to be 
polished and the glass must be homogeneous, the measurement of the external angle with respect 
to a reference flat is preferred (Fig. 18b). In this case, the sign of the angle error is determined by a 
change in the angle by tilting the prism. If the external angle is decreased and the images separate 
further, then the external angle is less than 90°. Conversely, if the images separate by tilting in such 
way that the external angle increases, then the external angle is larger than 90°.

A

B

C
P

O

(a) (b)

FIGURE 16 Pyramidal error in a prism (a) nature of the error and 
(b) test of the error.

Master
prism

Autocollimator

Prisms blank
Clamp

Diamond
tool

FIGURE 17 Milling prisms for replication.
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To determine the sign of the error, several other methods have been proposed. DeVany49 sug-
gested that when looking at the double image from the autocollimator, the image should be 
defocused inward. If the images tend to separate, then the angle in the prism is greater than 90°.
Conversely, an outward defocusing will move the images closer to each other for an angle greater 
than 90°. Another way to eliminate the sign of the error in the angle is by introducing, between the 
autocollimator and the prism, a glass plate with a small wedge whose orientation is known. The 
wedge should cover only one-half of the prism aperture. Ratajczyk and Bodner50 suggested a differ-
ent method using polarized light.

Right-angle prisms can be measured using an autocollimator with acceptable precision.51

With some practice, perfect cubes with angles more accurate than 2 arcsec can be obtained.49 An 
extremely simple test for the 90° angle in prisms45 is performed by looking to the retroreflected 
image of the observer’s pupil without any instrument. The shape of the image of the pupil deter-
mines the error, as shown in Fig. 19. The sensitivity of this test is not very great and may be used 
only as a coarse qualitative test. As shown by Malacara and Flores,52 a small improvement in the 
sensitivity of this test may be obtained if a screen with a small hole is placed in front of the eye, as in 
Fig. 20a. A cross centered on the small hole is painted on the front face of the screen. The observed 
images are as shown in the same Fig. 20b. As opposed to the collimator test, there is no uncertainty 
in the sign of the error in the tests just described, since the observed plane is located where the two 
prism surfaces intersect. An improvement described by Malacara and Flores,52 combining these sim-
ple tests with an autocollimator, is obtained with the instrument in Fig. 21. In this system, the line 
defining the intersection between the two surfaces is out of focus and barely visible while the reticle 
is in perfect focus at the eyepiece.

Corner cube prisms are a real challenge to manufacture, since besides the large precision required 
in the angles, all surfaces should be exempt of any curvature. The dihedral angle in pentaprisms is 
tested usually with an interferometer. An error in the prism alignment results in an error in angle 
determination.53 A simple geometric method for angle measurement in corner cube reflector has 
been described by Rao.54 Also, the calculations for the electric field in a corner cube are performed 
by Scholl.55 These calculations include the effect by nonhomogeneities, angle of incidence, and 
errors in the surface finish.

(a) (b)

FIGURE 18 Right angle measurement in prisms: (a) internal measurement 
and (b) external measurement.

FIGURE 19 Retroreflected images of the observer’s pupil in a 90°
prism.
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12.5 CURVATURE AND FOCAL LENGTH 
MEASUREMENTS

The curvature of a spherical optical surface or the local curvature of an aspherical surface may be 
measured by means of mechanical or optical methods. Some methods measure the sagitta, some the 
surface slope, and some others directly locate the position of the center of curvature.

Mechanical Methods for Measuring Curvature

Templates The simplest and most common way to measure the radius of curvature is by compar-
ing it with metal templates with known radii of curvature until a good fit is obtained. The template 
is held in contact with the optical surface with a bright light source behind the template and the 
optical surface. If the surface is polished, gaps between the template and the surface may be detected 
to an accuracy of one wavelength. If the opening is very narrow, the light passing through the gap 
becomes blue due to diffraction.

Test Plates This method uses a glass test plate with a curvature opposite to that of the glass surface to be 
measured. The accuracy is much higher than in the template method, but the surface must be polished.

FIGURE 20 Testing a right-angle prism: (a) screen 
in front of the eye and (b) to (d) its observed images.

Illuminated
reticle

Focusing
lens

Collimator

Observed
image

Prism under
test

FIGURE 21 Modified autocollimator for testing the right angle in prisms without sign uncertainity in 
measured error.
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Spherometers This is probably the most popular mechanical device used to measure radii of cur-
vature. It consists of three equally spaced feet with a central moving plunger. The value of the radius 
of curvature is calculated after measuring the sagitta, as shown in Fig. 22. The spherometer must 
first be calibrated by placing it on top of a flat surface. Then it is placed on the surface to be mea-
sured. The difference in the position of the central plunger for these two measurements is the sagitta 
of the spherical surface being measured. Frequently, a steel ball is placed at the end of the legs as well 
as at the end of the plunger to avoid the possibility of scratching the surface with sharp points. In 
this case, if the measured sagitta is z, the radius of curvature R of the surface is given by

R
z y

z
r= + ±

2 2

2

 (13)

where r is the radius of curvature of the balls. The plus sign is used for concave surfaces and the 
minus sign for convex surfaces. The precision of this instrument in the measurement of the radius 
of curvature for a given uncertainty in the measured sagitta may be obtained by differentiating 
Eq. (13)
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y

z
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2 2

2

2
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Δ Δ
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2

2  (15)

This accuracy assumes that the spherometer is perfectly built and that its dimensional parameters 
y and r are well known. The uncertainty comes only from human or instrumental errors in the mea-
surement of the sagitta. Noble31 has evaluated the repeatability for a spherometer with y = 50 mm 
and an uncertainty in the sagitta reading equal to 5 μm, and has reported the results in Table 1 where 
it can be seen that the precision is better than 2 percent. An extensive analysis of the precision and 
accuracy of several types of spherometers is given by Jurek.56

A ring may be used instead of the three legs in a mechanical spherometer. A concave surface con-
tacts the external edge of the cup, and a convex surface is contacted by the internal edge of the ring. 
Thus, Eq. (5) may be used if a different value of y is used for concave and convex surfaces, and r is 
taken as zero. Frequently in spherometers of this type, the cups are interchangeable in order to have 
different diameters for different surface diameters and radii of curvature. The main advantage of the 

20 30 40

r

R y

FIGURE 22 Three-leg spherometer.
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use of a ring instead of three legs is that an astigmatic deformation of the surface is easily detected, 
although it cannot be measured.

A spherometer that permits the evaluation of astigmatism is the bar spherometer, shown in Fig. 23. 
It can measure the curvature along any diameter. A commercial version of a small bar spherometer for 
the specific application in optometric work is the Geneva gauge, where the scale is directly calibrated 
in diopters assuming that the refractive index of the glass is 1.53.

Automatic spherometers use a differential transformer as a transducer to measure the plunger 
displacement. This transformer is coupled to an electronic circuit and produces a voltage that is 
linear with respect to the plunger displacement. This voltage is fed to a microprocessor which calcu-
lates the radius of curvature or power in any desired units and displays it.

Optical Methods for Measuring Curvature

Foucault Test Probably the oldest and easiest method to measure the radius of curvature of a con-
cave surface is the knife-edge test. In this method, the center of curvature is first located by means of 
the knife edge. Then, the distance from the center of curvature to the optical surface is measured.

Autocollimator The radius of curvature may also be determined through measurements of the 
slopes of the optical surface with an autocollimator as described by Horne.57 A pentaprism producing 
a 90° deflection of a light beam independent of small errors in its orientation is used in this technique, 

TABLE 1 Spherometer precision∗

 Radius of Sphere  Sagitta Fractional Precision Precision
R (mm) Z (mm) ΔR (mm) ΔR/R

 10,000 0.125 −400 −0.040
 5,000 0.250 −100 −0.020
 2,000 0.625 −16 −0.008
 1,000 1.251 −4 −0.004
 500 2.506 −1 −0.002
 200 6.351 −0.15 −0.0008

∗y = 50 mm; Δz = 5 μm.
Source: From Noble.31

20 30 40

FIGURE 23 Bar spherometer.
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as illustrated in Fig. 24, where the pentaprism travels over the optical surface to be measured along 
one diameter. First the light on the reticle of the autocollimator is centered on the vertex of the surface 
being examined. Then the pentaprism is moved toward the edge of the surface in order to measure 
any slope variations. From these slope measurements, the radius of curvature may be calculated. This 
method is useful only for large radii of curvature for either concave or convex surfaces.

Confocal Cavity Technique Gerchman and Hunter58,59 have described the so-called optical cav-
ity technique that permits the interferometric measurement of very long radii of curvature with 
an accuracy of 0.1 percent. The cavity of a Fizeau interferometer is formed, as illustrated in Fig. 25. 
This is a confocal cavity of nth order, where n is the number of times the path is folded. The radius 
of curvature is equal to approximately 2n times the cavity length Z.

Traveling Microscope This instrument is used to measure the radius of curvature of small concave 
optical surfaces with short radius of curvature. As illustrated in Fig. 26, a point light source is pro-
duced at the front focus of a microscope objective. This light source illuminates the concave optical 
surface to be measured near its center of curvature. Then this concave surface forms an image which 
is also close to its center of curvature. This image is observed with the same microscope used to illu-
minate the surface. During this procedure, the microscope is focused both at the center of curvature 
and at the surface to be measured. A sharp image of the light source is observed at both places. The 
radius of curvature is the distance between these two positions for the microscope.

FIGURE 25 Confocal cavity arrangements used to measure radius of curvature.

n = 2 n = 3

n = 1

Flat beam
splitter

Flat beam
splitter

Surface to
measure

Surface to
measure

Flat beam
splitter

Surface to
measure

FIGURE 24 Autocollimator and pentaprism used to determine radius of curvature by measuring 
surface slopes.
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This distance traveled by the microscope may be measured on a vernier scale, obtaining a preci-
sion of about 0.1 mm. If a bar micrometer is used, the precision may be increased by an order of 
magnitude. In this case, two small convex buttons are required: one fixed to the microscope carriage 
and the other to the stationary part of the bench. They must face each other when the microscope 
carriage is close to the optical bench fixed component.

Carnell and Welford32 describe a method that requires only one measurement. The microscope is 
focused only at the center of curvature. Then the radius of curvature is measured by inserting a bar 
micrometer with one end touching the vertex of the optical surface. The other end is adjusted until it is 
observed to be in focus on the microscope. Accuracies of a few microns are obtained with this method.

In order to focus the microscope properly, the image of an illuminated reticle must fall, after 
reflection, back on itself, as in the Gauss eyepiece shown in Fig. 12. The reticle and its image appear 
as dark lines in a bright field. The focusing accuracy may be increased with a dark field. Carnell and 
Welford obtained a dark field with two reticles, as in Fig. 12, one illuminated with bright lines and 
the other with dark lines.

A convex surface may also be measured with this method if a well-corrected lens with a conju-
gate longer than the radius of curvature of the surface under test is used. Another alternative for 
measuring convex surfaces is by inserting an optical device with prisms in front of the microscope, 
as described by Jurek.56

Some practical aspects of the traveling microscope are examined by Rank,33 who obtained a dark 
field at focus with an Abbe eyepiece which introduces the illumination with a small prism. This 
method has been implemented using a laser light source by O’Shea and Tilstra.60

Additional optical methods to measure the radius of curvature of a spherical surface have been 
described. Evans61,62,63 determines the radius by measuring the lateral displacements on a screen of 
a laser beam reflected on the optical surface when this optical surface is laterally displaced. Cornejo-
Rodriguez and Cordero-Dávila,64 Klingsporn,65 and Diaz-Uribe et al.66 rotate the surface about its 
center of curvature on a nodal bench.

Focal Length Measurements

There are two focal lengths in an optical system: the back focal length and the effective focal length. 
The back focal length is the distance from the last surface of the system to the focus. The effective 
focal length is the distance from the principal plane to the focus. The back focal length is easily mea-
sured, following the same procedure used for measuring the radius of curvature, using a microscope 
and the lens bench. On the other hand, the effective focal length requires the previous location of 
the principal plane.

Surface under
test

Microscope focused
to test surface

Microscope at
center of curvature

FIGURE 26 Traveling microscope to measure radii of curvature.
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Nodal Slide Bench In an optical system in air, the principal points (intersection of the principal 
plane and the optical axis) coincide with the nodal points. Thus, to locate this point we may use the 
well-known property that small rotations of the lens about an axis perpendicular to the optical axis 
and passing through the nodal point do not produce any lateral shift of the image. The instrument 
used to perform this procedure, shown in Fig. 27, is called an optical nodal slide bench.67 This bench 
has a provision for slowly moving the lens under test longitudinally in order to find the nodal point.

The bench is illuminated with a collimated light source and the image produced by the lens 
under test is examined with a microscope. The lens is then displaced slightly about a vertical axis 
as it is being displaced longitudinally. This procedure is stopped until a point is found in which the 
image does not move laterally while rotating the lens. This axis of rotation is the nodal point. Then, 
the distance from the nodal point to the image is the effective focal length.

Focimeters A focimeter is an instrument designed to measure the focal length of lenses in a simple 
manner. The optical scheme for the classical version of this instrument is shown in Fig. 28. A light 
source illuminates a reticle and a convergent lens, with focal length f, displaced at a distance x from 
the reticle. The lens to be measured is placed at a distance d from the convergent lens. The magnitude 

Nodal adjustment

Focus adjustment

Lens under
test

T bar

Microscope

FIGURE 27 Nodal slide bench. (From Malacara.1)

Light
source Reticle
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lens

Lens to
measure

Telescope
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d = f

Movable
box

Scale

FIGURE 28 Focimeter schematics.
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of x is variable and is adjusted until the light beam going out from the lens under test becomes colli-
mated. This collimation is verified by means of a small telescope in front of this lens focused at infin-
ity. The values of d and the focal length f are set to be equal. Then, the back focal length fb of the lens 
under test is given by

1 1
2f d

x

d
P

b

= − = ν  (16)

where its inverse Pv is the vertex power. As can be seen, the power of the lens being measured is 
linear with respect to the distance x. There are many variations of this instrument. Some modern 
focimeters measure the lateral deviation of a light ray from the optical axis (transverse aber-
ration), as in Fig. 29, when a defocus is introduced.61,62,63 This method is mainly used in some 
modern automatic focimeters for optometric applications. To measure the transverse aberration, 
a position-sensing detector is frequently used. The power error of a focimeter can be obtained by 
derivation of Eq. (16)

δ δ
νP

x

fc
z

= −  (17)

Thus, the power error is a linear function of the target position error and decreases with the 
square of the collimating lens focal distance.70

Other Focal Length Measurements

Moiré Deflectometry Moiré deflectometry method for focal length determination sends a colli-
mated beam over a pair of Ronchi rulings (Fig. 30) depending on the convergence or divergence of 
the beam, the resulting moiré pattern rotates according to the convergence (Fig. 31). The rotation 
has an angle a that is related to the focal distance by71,72

f
d≈

θ αtan
 (18)

d being the ruling’s pitch, q is the angle between the ruling’s lines, and a is the rotation angle of the 
moiré pattern.

Talbot Autoimages Talbot autoimages method for focal length determination is performed by 
sending a coherent beam of light into a Ronchi ruling. An image of the grating will be produced 
periodically and evenly spaced along the light beam. Every Talbot autoimage is an object for the lens 

Lens to be
measured

Y

Transverse
aberration

Focal length

FIGURE 29 Focal length determination by transverse aberration measurements.
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under test and produces a set of autoimages at the image side of the lens. To determine the lens focal 
length, another ruling coincident to the autoimages at the image plane is used.73,74

Fourier Transforms The Fourier-transforming property of a lens can be used in the focal-length 
determination. Horner75 measured the diffraction pattern at the focal plane produced by a slit. For 
this method, the light beam does not have to be perfectly collimated.

Microlenses Micro-lenses applications require new methods for small focal length determination. 
The propagated Gaussian beam of a laser can be analyzed.76,77 In this method, a lens is placed al the 
laser beam waist, then the propagating beam is measured to determine the focal length.

Point
source

Collimating
lens

Ronchi
rulling

Lens
under

test

Ground
glass

Observing
position

FIGURE 30 Moiré deflectometry lens power measurement. (From Malacara.1)

FIGURE 31 Moiré pattern as produced in a moiré deflectometer. 
(From Malacara.1)
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Fiber Optics A clever method used to automatically find the position of the focus has been 
described by Howland and Proll.78 They used optical fibers to illuminate the lens in an autocollimat-
ing configuration, and the location of the image was also determined using optical fibers.
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13.1

13

13.1 GLOSSARY

 E electric fi eld strength

 k radian wave number

 r position

 t time

 l wavelength

 j phase

 w radian frequency

13.2 INTRODUCTION

The requirements for high-quality optical surfaces are more demanding every day. They should be 
tested in an easier, faster, and more accurate manner. Optical surfaces usually have a flat or a spheri-
cal shape, but they also may be toroidal or generally aspheric. Frequently, an aspherical surface is a 
conic of revolution, but an aspherical surface can only be made as good as it can be tested. Here, the 
field of optical testing will be reviewed. There are some references that the reader may consult for 
further details.1

13.3 CLASSICAL NONINTERFEROMETRIC TESTS

Some classical tests will never be obsolete, because they are cheap, simple, and provide qualitative 
results about the shape of the optical surface or wavefront almost instantly. These are the Foucault 
or knife-edge test, the Ronchi test, and the Hartmann test. They will be described next.
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Foucault Test

The Foucault or knife-edge test was invented by Leon Foucault2 in France, to evaluate the quality of 
spherical surfaces. This test described by Ojeda-Castañeda3 detects the presence of transverse aber-
rations by intercepting the reflected rays deviated from their ideal trajectory, as Fig. 1 shows. The 
observer is behind the knife, looking at the illuminated optical surface, with the reflected rays enter-
ing the eye. The regions corresponding to the intercepted rays will appear dark, as in Fig. 2.

This test is extremely sensitive. If the wavefront is nearly spherical, irregularities as small as a frac-
tion of the wavelength of the light may be easily detected. This is the simplest and most powerful 
qualitative test for observing small irregularities and evaluating the general smoothness of the spherical 

FIGURE 1 Optical schematics for the Foucault test of a spherical mirror at 
several positions of the knife edge.

(a)

(b)

(c)

(d)
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surface under test. Any other surface or lens may be tested, as long as it produces an almost spherical 
wavefront, otherwise, an aberration compensator must be used, as will be described later. Very often a 
razor blade makes a good, straight, sharp edge that is large enough to cover the focal region.

Ronchi Test

Vasco Ronchi4 invented his famous test in Italy in 1923. A coarse ruling (50–100 lines per inch) 
is placed in the convergent light beam reflected from the surface under test, near its focus. The 
observer is behind the ruling, as Fig. 3 shows, with the light entering the eye. The dark bands in 
the ruling intercept light, forming shadows on the illuminated optical surface. These shadows will 
be straight and parallel only if the reflected wavefront is perfectly spherical. Otherwise, the fringes 
will be curves whose shape and separation depends on the wavefront deformations. The Ronchi test 

Mirror under test

Ronchi ruling

ObserverLight
source

FIGURE 3 Testing a concave surface by means of the Ronchi test.

FIGURE 2 An optical surface being examined 
by the Foucault test. (From Ojeda-Castañeda.3)
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measures the transverse aberrations in the direction perpendicular to the slits on the grating. The 
wavefront deformations W(x, y) are related to the transverse aberrations TAx(x, y) and TAy(x, y) by 
the following well-known relations:

 TA x y r
W x y

xx ( , )
( , )

= −
∂

∂
 (1)

and

 TA x y r
W x y

yy( , )
( , )

= −
∂

∂  (2)

where r is the radius of curvature of the wavefront W(x, y). Thus, if we assume a ruling with period d, 
the expression describing the mth fringe on the optical surface is given by

 
∂

∂
W x y

x

md

r

( , )
= −  (3)

Each type of aberration wavefront has a characteristic Ronchi pattern, as shown in Fig. 4; thus, 
the aberrations in the optical system may be easily identified, and their magnitude estimated. We 
may interpret the Ronchi fringes not only as geometrical shadows, but also as interferometric 
fringes, identical with those produced by a lateral shear interferometer.

Hartmann Test

J. Hartmann5 invented his test in Germany. It is one of the most powerful methods to determine 
the figure of a concave spherical or aspherical mirror. Figure 5 shows the optical configuration used 

(a) (b) (c)

(d) (e) (f)

FIGURE 4 Typical Ronchi patterns for a spherical and a parabolic mirror for different positions of the 
Ronchi ruling.
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in this test, where a point light source illuminates the optical surface, with its Hartmann screen in 
front of it. The light beams reflected through each hole on the screen are intercepted on a photo-
graphic plate near the focus. Then, the position of the recorded spots is measured to find the value 
of the transverse aberration on each point. If the screen has a rectangular array of holes, the typical 
Hartmann plate image for a parabolic mirror looks like that in Fig. 6. The wavefront W(x, y) may be 
obtained from integration of Eqs. (1) and (2) as follows:

 W x y
r

TA x y dxx

x

( , ) ( , )= − ∫
1

0

 (4)

Mirror under test

Hartmann screen

Hartmann 
plate

Point light
source

FIGURE 5 Optical arrangement to perform the Hartmann test.

FIGURE 6 Array of spots in a Hartmann plate of 
a parabolic mirror.
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and

 W x y
r

TA x y dyy

y

( , ) ( , )= − ∫
1

0

 (5)

After numerical integration of the values of the transverse aberrations, this test provides the concave 
surface shape with very high accuracy. If the surface is not spherical, the transverse aberrations to be 
integrated are the difference between the measured values and the ideal values for a perfect surface. 
Extended, localized errors, as well as asymmetric errors like astigmatism, are detected with this test. 
The two main problems of this test are that small, localized defects are not detected if they are not 
covered by the holes on the screen. Not only is this information lost, but the integration results will 
be false if the localized errors are large. The second important problem of the Hartmann test is that 
it is very time consuming, due to the time used in measuring all the data points on the Hartmann 
plate. These problems are avoided by complementing this test with the Foucault test, using an Offner 
compensator, in order to be sure about the smoothness of the surface (discussed under “Measuring 
Aspherical Wavefronts”). Various stratagems are available to speed the process. These include 
modulating the light at different frequencies at each of the holes. Variations also include measuring 
in front of, behind, or at the focus to get slope information. This technique can be considered an 
experimental ray trace.

Hartmann-Shack Test

Platt and Shack,6 proposed using a lenticular screen, instead of a screen with an array of holes, as 
illustrated in Fig. 7. This is a simple but important modification from the classic Hartmann. Some 
differences are

(a) In the Hartmann test the pattern is obtained in focused convergent light beam, near the focus. 
On the other hand, in the Hartmann-Shack the test is made in a nearly collimated beam of light. 

(b) A practical advantage of the Hartmann-Shack method is that any positive or negative power can 
be easily detected and measured. 

Aberrated wavefront CCD detector

FIGURE 7 Hartmann-Shack Test.
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(c) A second advantage is that each of the spots is individually focused on the detector, making the 
light energy density of the spot higher than in the Hartmann test. 

(d) The Hartmann-Shack lenticular screen can be made with two identical layers of cylindrical lenses 
perpendicular to each other, or with a lenslet arrays in molded plastic, glass, or fused silica.

If the wavefront is flat, the light beam passing through each lens is focused close to the optical 
axis of each lenslet. Since the lens array is not perfect, the lenticular array must be previously cali-
brated with a reference well-known flat wavefront.

The spot displacement on the detector is equal to the wavefront slope multiplied by the focal 
length of the lenslet, thus, a shorter focal length will give a greater dynamic range but a reduced 
angular sensitivity. The optimum focal length depends on the application.

13.4 INTERFEROMETRIC TESTS

Classical geometrical tests are very simple, but they do not provide the accuracy of the interferomet-
ric tests. Quite generally, an interferometric test produces an interferogram by producing the inter-
ference between two wavefronts. One of these two wavefronts is the wavefront under test. The other 
wavefront is either a perfectly spherical or flat wavefront, or a copy of the wavefront under test.

When the second wavefront is perfectly spherical or flat, this wavefront acts as a reference. The 
separation between the two wavefronts, or optical path difference OPD(x, y), is a direct indication of the 
deformations W(x, y) of the wavefront under test. Then, we may simply write W(x, y) = OPD(x, y).
There are many types of interferometers producing interferograms of these type of interferograms, 
for example, the Twyman-Green and the Fizeau interferometers. Some other interferometers can be 
considered as modifications of these two basic interferometers, such as the Point Diffraction and the 
Burch interferometers, and many others that will not be described.

Twyman-Green Interferometer

The Twyman-Green interferometer is illustrated in Fig. 8. The light from a monochromatic point 
light source is collimated to produce a flat wavefront. Then, the two interfering wavefronts are gen-
erated by means of a partially reflective and partially transmitting glass plate, called beam splitter. 

FIGURE 8 Twyman-Green interferometer.

Reference
mirror

Beam splitterCollimatorMonochromatic
point light source

Surface
under test

Interference pattern
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After the beam splitter two flat wavefronts travel in orthogonal directions, one of them to the flat 
reference mirror and the other to the surface or optical element under test. After returning to the 
beam splitter, the two wavefronts are recombined to produce an interference pattern. The beam 
splitter can be oriented at 45° as in Fig. 8, but sometimes a different angle is chosen, for example, a 
Brewster angle to avoid the reflected beam from the second face on the beam splitter.

Instead of a plane parallel beam splitter, sometimes a polarizing cube beam splitter is used, as in 
Fig. 9. In this system the plane wavefront entering the beam splitter is linearly polarized at an angle 
of 45° with respect to the plane of the interferometer. Then, the two wavefronts exiting the cube in 
orthogonal directions will also be linearly polarized but one of them in the vertical plane and the 
other in the horizontal plane. A l/4 phase plate is located at each of the two exiting faces on the 
cube. These phase plates produce circularly polarized beams, one going to the reference mirror and 
the other to the surface under test, but one is right handed and the other is left handed. When arriv-
ing back to the cube, after passing twice through the phase plates, the two beams will be again lin-
early polarized, one in the vertical plane and the other in the horizontal plane. However, these planes 
of polarization will be orthogonal to the planes of polarization when the wavefront exited the cube. 
Thus, the two wavefronts are sent to the observation plane and not back to the light source.

Two important facts should be noticed: (a) that the two wavefronts are orthogonally polarized 
and hence they can not interfere and (b) that there are not any light beams going back to the light 
source to produce a complementary pattern as in the classic Twyman-Green interferometer. In order 
to produce observable fringes a linear polarizer should be placed just before the observing plane.

This interferometer with a polarizing beam splitter has many practical advantages.

Fizeau Interferometer

A Fizeau interferometer, illustrated in Fig. 10, is also a two-beam system like the Twyman-Green 
interferometer. The main difference is that the plate beam splitter is not at 45° with the illuminated 

Laser

Polarizing
beam
splitter

Linearly
polarized
light at 45°

l/2 phase plates
with vertical axis

Interference
fringes

l/4 phase plate
axis at 45°
analyzer

l/2 phase plates
axis at 45°

Reference mirror

S

P

FIGURE 9 Twymann-Green interferometer with polarized beam splitter.
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collimated beam, but perpendicular to its incidence path. Some important practical advantages are 
that (a) the beam splitter can be smaller for the same aperture, (b) it is more compact, and (c) it is 
easier to align.

Figure 11 shows some typical interferograms for the Seidel primary aberrations obtained with a 
Twyman-Green or a Fizeau interferometer.1 The mathematical analysis of interferograms for wave-
fronts with arbitrary deformations is a research topic of great interest that has been described in a 
large number of publications.7

Common Path Interferometer

A common path interferometer is one for which the two interfering beams travel the same paths. 
The optical path difference at the center of the optical axis is zero and cannot be modified. Thus 
interference with a white light source can be easily achieved. An example of this kind of interferom-
eter is the point-diffraction interferometer first described by Linnik in 1933 and later rediscovered 
by Smart and Strong.8 The lens of optical element under test focuses the light at the center of a small 
diffracting plate as illustrated in Fig. 12. This diffracting plate is coated with a thin partially trans-
mitting film with a small uncoated disk at its center. The diameter of the central clear disk is about 
the size of the diffraction air disk produced by a perfect optical system. If the wavefront from the 
system is not spherical but distorted, the focused spot would be larger than the central disk. Then, 
two wavefronts are produced. One is a reference spherical wavefront arising from the light diffracted 
at the central disk. The undiffracted light passing outside of the disk is the wavefront under test.

The fringe patterns in the point diffraction interferometer are identical to those produced by the 
Twyman-Green interferometer.

Lateral Shearing Interferometers

When the second wavefront is not perfectly flat or spherical, but a copy of the wavefront under test, 
its relative dimensions or orientation must be changed (sheared) in some way with respect to the 
wavefront under test. Otherwise, no information about the wavefront deformations is obtained, 
because the fringes will always be straight and parallel independent of any aberrations. There are 
several kinds of shearing interferometers, depending on the kind of transformation applied to the 
reference wavefront.

Interferogram

Collimator
Surface

under test

Reference
flat

Beam
splitter

Monochromatic
point light source

FIGURE 10 Fizeau interferometer.
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No aberration

No tilt
No defocusing

Tilt Defocusing

Defocusing

Defocusing 
and tilt

Average focus Average focus
and tilt

Paraxial focus Paraxial focus
and tilt

Spherical aberration

Coma

No Tilt
No defocusing

Tilt in tangencial
direction

Tilt in sagittal
direction

Tangential focus Average focus Sagittal focus Defocusing

Astigmatism

FIGURE 11 Twyman-Green interferograms. (From Malacara.1)

The most popular of these instruments is the lateral shearing interferometer, with the reference 
wavefront laterally displaced with respect to the other, as in the interferograms in Fig. 13 shows. The 
optical path difference OPD(x, y) and the wavefront deformations W(x, y) are related by

 OPD( , ) ( , ) ( , )x y W x y W x S y= − −  (6)
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FIGURE 12 Point diffraction interferometer.

Plate with central disc

Light source

Observer

Mirror
under test

FIGURE 13 Laterally sheared interferograms. (From Malacara.1)

(a) Perfect wavefront (b) Defocusing (c) Spherical aberration

(d) Spherical aberration
and defocusing

(e) Coma (meridional shear) (f) Coma (sagittal shear)

(g) Coma and defocusing
(sagittal shear)

(h) High-order spherical
aberration

(i) Astigmatism
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Laser light

Collimator

Plane parallel
glass plate

Interferogram

FIGURE 14 Murty’s lateral shear interferometer.

where S is the lateral shear of one wavefront with respect to the other. If the shear is small with 
respect to the diameter of the wavefront, this expression may be approximated by

 OPD( , )
( , )

( , )x y S
W x y

x

S

r
TA x yx= − = −

∂
∂

 (7)

This relation suggests that the parameter being directly measured is the slope in the x direction of 
the wavefront (x component TAx of the transverse aberration). An example of a lateral shear inter-
ferometer is the Murty interferometer, illustrated in Fig. 14.

Radial, Rotational, and Reversal Shearing Interferometers

There are also radial, rotational, and reversal shearing interferometers, where the interfering wave-
fronts are as illustrated in Fig. 15. A radial shear interferometer with a large shear approaches an 
interferometer with a perfect reference wavefront. These interferometers procedure fringe patterns 
by the interference of two wavefronts with the same aberrations and deformations. The difference 
between the two interfering wavefronts is their size or orientation.

The optical path in the radial shear interferometer can be represented by

 OPD( , ) ( , ) ( , )x y W x y W x y= − ρ ρ  (8)

A typical radial shear interferogram is in Fig. 16.
In the rotational shear interferometer. The two interfering wavefronts have the same size, but one 

of those is rotated with respect to the other. In the particular case on a 180° rotation the sensitivity 
of the interferometer is zero for symmetrical (even) aberrations, like spherical aberration. However, 
the sensitivity is doubled for antisymmetrical (odd) aberrations, like coma.

In a reversing shear interferometer one of the two wavefronts is reversed with respect to the other 
about any diameter on the wavefront’s pupil. As in the rotational shear interferometer, the sensitivity 
to aberrations is symmetric with respect to the axis of reversion. Also, the sensitivity to aberration 
antisymmetric about the axis of reversion is doubled.
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13.5 INCREASING THE SENSITIVITY 
OF INTERFEROMETERS

The sensitivity of interferometers is a small fraction of the wavelength being used (about l/20).
There are several methods to increase this sensitivity, but the most common methods will now be 
described.

Multiple-Reflection Interferometers

A method to increase the sensitivity of interferometric methods is to use multiple reflections, as 
in the Fabry-Perot interferometer. The Newton as well as the Fizeau interferometers can be made 
multiple-reflection interferometers by coating the reference surface and the surface under test with 
a high-reflection film. Then, the fringes are greatly narrowed and their deviations from straightness 
are more accurately measured.9

Multiple-Pass Interferometers

Another method to increase the sensitivity of interferometers is by double, or even multiple, pass. 
An additional advantage of double-pass interferometry is that the symmetrical and antisymmetri-
cal parts of the wavefront aberration may be separated. This makes their identification easier, as 
Hariharan and Sen10 have proved. Several arrangements have been devised to use multiple pass.11

Zernike Tests

The Zernike phase-contrast method is another way to improve the sensitivity of an interferom-
eter to small aberrations. It was suggested by Zernike as a way to improve the knife-edge test.12 
There are several versions of this test. The basic principle in all of them is the introduction of a 

F

FF F

Reference
wavefront

Radially
sheared

wavefront

Rotationally
sheared

wavefront

Reversally
sheared

wavefront

FIGURE 15 Wavefronts in radial, rotational, and 
reversal shear interferometers.

FIGURE 16 A radial shear interferogram.
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13.14  TESTING

phase difference equal to l/2 between the wavefront under test and the reference wavefront. To 
understand why this phase difference is convenient, let us consider two interfering beams and 
irradiances I1(x, y) and I2(x, y) and a phase j(x, y) between them. The final irradiance I(x, y) in 
the interferogram is given by

 I x y I x y I x y I x y I x y( , ) ( , ) ( , ) ( , ) ( , )= + +1 2 1 22 ccos ( , )φ x y  (9)

Thus, the irradiance I(x, y) of the combination would be a sinusoidal function of the phase, as illus-
trated in Fig. 17. If the phase difference is zero for a perfect wavefront, deformations of the wavefront 
smaller than the wavelength of the light will not be easy to detect, because the slope of the function 
is zero for a phase near zero. The slope of this function is larger and linear for a phase value of 90°. 
Thus, the small wavefront deformations are more easily detected if the interferometer is adjusted, so 
that the wavefronts have a phase difference equal to 90° when the wavefront under test is perfect.

13.6 INTERFEROGRAM EVALUATION

An interferogram may be analyzed in several manners. One way begins by measuring several points 
on the interferogram, on top of the fringes. Then, the wavefront values between the fringes are inter-
polated. Another way uses a Fourier analysis of the interferogram. A third method interprets the 
fringe deformations as a phase modulation.

Fixed Interferogram Evaluation

Once the interferogram has been formed, a quantitative evaluation of it is a convenient method 
to find the wavefront deformations. The fixed interferogram evaluation by fringe measurements is 
done by measuring the position of several data points located on top of the fringes. These measure-
ments are made in many ways, for example, with a measuring microscope, with a digitizing tablet, 
or with a video camera connected to a computer.

The fringe centers can be located either manually, using a digitizing tablet, or automatically, with 
the computer directly examining a single fringe image that has been captured using a digital frame 
grabber. After locating the fringe centers, fringe order numbers must be assigned to each point. The 
wavefront can then be characterized by direct analysis of the fringe centers. If desired, instead of 
global interpolation, a local interpolation procedure may be used.

To analyze the fringes by a computer, they must first be digitized by locating the fringe centers, 
and assigning fringe order numbers to them. The optical path difference (OPD) at the center of any 
fringe is a multiple m of the wavelength (OPD = ml), where m is the fringe order. To obtain the 

Phase differencep/2 2p

Irradiance

IMAX

I0
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FIGURE 17 Irradiance in an interference pattern, as a function of the 
phase difference between the two interfering waves.
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wavefront deformation, only the relative values of the fringe order are important. So any value of the 
fringe order may be assigned to the first fringe being measured. However, for the second fringe, it may 
be increased or decreased by one. This choice affects only the sign of the OPD. An important disad-
vantage of the fixed interferogram analysis is that the sign of the OPD cannot be obtained from the 
interferogram alone. This information can be retrieved if the sign of any term in the wavefront defor-
mation expression, like defocusing or tilt, is previously determined when taking the interferogram.

Fringes have been digitized using scanners,13 television cameras,14 photoelectric scanners, and 
digitizing tablets. Review articles by Reid15,16 give useful references for fringe digitization using tele-
vision cameras.

Global and Local Interpolation of Interferograms

After the measurements are made, the wavefront is computed with the measured points. The data den-
sity depends on the density of fringes in the interferogram. Given a wavefront deformation, the ratio 
of the fringe deviations from straightness to the separation between the fringes remains a constant, 
independently of the number of fringes introduced by tilting of the reference wavefront. If the num-
ber of fringes is large due to a large tilt, the fringes look more straight than if the number of fringes 
is small. Thus, the fringe deviations may more accurately be measured if there are few fringes in the 
interferogram. Thus, information about many large zones is lost. A way to overcome this problem is to 
interpolate intermediate values by any of several existing methods. One method is to fit the wavefront 
data to a two-dimensional polynomial with a least-squares fitting, as described by Malacara et al.17 or 
by using splines as described by Hayslett and Swantner18 and Becker et al.19 Unfortunately, this proce-
dure has many problems if the wavefront is very irregular. The values obtained with the polynomial 
may be wrong, especially near the edge, or between fringes if the wavefront is too irregular.

The main disadvantage of global fits is that they smooth the measured surface more than desired. 
Depending on the degree of the polynomial, there will only be a few degrees of freedom to fit many 
data points. It is even possible that the fitted surface will pass through none of the measured points. 
If the surface contains irregular features that are not well described by the chosen polynomial, such 
as steps or small bumps, the polynomial fit will smooth these features. Then, they will not be visible 
in the fitted surface.

Global interpolation is done by least-squares fitting the measured data to a two-dimensional 
polynomial in polar coordinates. The procedure to make the least-squares fitting begins by defining 
the variance of the discrete wavefront fitting as follows:

 σ ρ θ= ′−
=
∑1 2

1N
W Wi i i

i

N

[ ( , )]  (10)

where N is the number of data points, Wi is the measured wavefront deviation for data point i, and 
W (i, qi) is the functional wavefront deviation after the polynomial fitting. The only requirement is 
that this variance or fit error is minimized. It is well known that the normal least-squares procedure 
leads to the inversion of an almost singular matrix. Then, the round-off errors will be so large that 
the results will be useless. To avoid this problem, the normal approach is to fit the measured points 
to a linear combination of polynomials that are orthogonal over the discrete set of data points. Thus, 
the wavefront is represented by

  W B Vi i n n i i
i

L

( , ) ( , )ρ θ ρ θ=
=
∑

1

 (11)

V(r, q) are polynomials of degree r and not the monomials x. These polynomials satisfy the orthog-
onality condition

  V V Fn i i m i i
i

N

n nm( , ) ( , )ρ θ ρ θ ρ=
=
∑

1

 (12)

where Fn = ∑Vn
2.
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The advantage of using these orthogonal polynomials is that the matrix of the system becomes 
diagonal and there is no need to invert it.

The only problem that remains is to obtain the orthogonal polynomials by means of the Gram-
Schmidt orthogonalization procedure. It is important to notice that the set of orthogonal polynomials 
is different for every set of data points. If only one data point is removed or added, the orthogonal poly-
nomials are modified. If the number of data points tends to infinity and they are uniformly distributed 
over a circular pupil with unit radius, these polynomials Vr (r, q) approach the Zernike polynomials.20

Several properties of orthogonal polynomials make them ideal for representing wavefronts, but 
the most important of them is that we may add or subtract one or more polynomial terms without 
affecting the fit coefficients of the other terms. Thus, we can subtract one or more fitted terms—
defocus, for example—without having to recalculate the least-squares fit. In an interferometric opti-
cal testing procedure the main objective is to determine the shape of the wavefront measured with 
respect to a best-fit sphere. Nearly always it will be necessary to add or subtract some terms.

The only problem with these orthogonal polynomials over the discrete set of data points is that 
they are different for every set of data points. A better choice for the wavefront representation is the 
set of Zernike polynomials, which are orthogonal on the circle with unit radius, as follows:

 U U d d Fn m nm nm
0

2

0

1 π

ρ θ ρ θ ρ ρ θ δ∫∫ =( , ) ( , )  (13)

These polynomials are not exactly orthogonal on the set of data points, but they are close to satis-
fying this condition. Therefore, it is common to transform the wavefront representation in terms of 
the polynomials Vn to another similar representation in terms of Zernike polynomials Un(r, q), as

 W A Un n
n

L

( , ) ( , )ρ θ ρ θ=
=

∑
1

 (14)

Fourier Analysis of Interferograms

A completely different way to analyze an interferogram without having to make any interpolation 
between the fringes is by a Fourier analysis of the interferogram. An interpolation procedure is not 
needed because the irradiance at a fine two-dimensional array of points is measured and not only at 
the top of the fringes. The irradiance should be measured directly on the interferogram with a two-
dimensional detector or television camera, and not on a photographic picture. Womack,21 Macy,22 
Takeda et al.,23 and Roddier and Roddier24 have studied in detail the Fourier analysis of interfero-
grams to obtain the wavefront deformations.

Consider an interferogram produced by the interference of the wavefront under test and a flat 
reference wavefront, with a large tilt between them, as in the interferogram in Fig. 18. The tilt is 
about the y axis, increasing the distance between the wavefronts in the x direction. The picture of this 
interferogram may be thought of as a hologram reconstructing the wavefront. Thus, three wavefronts 
(images) are generated when this hologram is illuminated with a flat wavefront. In order to have 
complete separation between these images, the tilt between the wavefronts must be large enough, so 
that the angle between them is not zero at any point over the interferogram. This is equivalent to say-
ing that the fringes must be open, and never cross any line parallel to the x axis more than once. One 
image is the wavefront under test and another is the conjugate of this wavefront.

If the tilt between the wavefront is q and the wavefront shape is W(x, y), the irradiance is 
given by

 I x y I x y I x y I x y I x y( , ) ( , ) ( , ) ( , ) ( , )= + +1 2 1 22 ccos( sin ( , ))φ θ0 + +kx kW x y  (15)

where k = 2p/l . This expression may be rewritten as

 I I I I I e I I ei kx kW i kx= + + ++ − +[ ] ( sin ) ( sin
1 2 1 2 1 2

θ θ kkW )  (16)
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The first term represents the zero order, the second is the real image, and the third is the virtual 
image. We also may say that the Fourier transform of the interferogram is formed by a Dirac 
impulse d( f ) at the origin and two terms shifted from the origin, at frequencies +f0 and –f0. The 
quantity f is the spatial frequency, defined by the tilt between the reference wavefront and the 
wavefront under test ( f = sin q/l). These terms may be found by taking the Fourier transform 
of the interferogram. The term at f0 is due to the wavefront under test. This wavefront may be 
obtained by taking the Fourier transform of this term, mathematically isolated from the oth-
ers. This method is performed in a computer by using the fast Fourier transform. The undesired 
terms are simply eliminated before taking the second fast Fourier transform in order to obtain the 
wavefront.

Direct Interferometry

This is another method to obtain the wavefront from an interferogram without the need of any 
interpolation. As in the Fourier method, the image of the interferogram is directly measured with a 
two-dimensional detector or television camera. The interferogram must have many fringes, produced 
with a large tilt between the wavefronts. The requirements for the magnitude of this tilt are the same 
as in the Fourier method.

Consider the irradiance in the interferogram in Fig. 18 along a line parallel to the x axis. This 
irradiance plotted versus the coordinate x is a perfectly sinusoidal function only if the wavefront is 
perfect, that is, if the fringes are straight, parallel, and equidistant. Otherwise, this function appears 
as a wave with a phase modulation. The phase-modulating function is the wavefront shape W(x, y).
If the tilt between the wavefronts is q, the irradiance function is described by Eq. (15). If jo is a mul-
tiple of 2p, this expression may be rewritten as

 I x y I I I I kx kW( , ) cos( sin )= + + +1 2 1 22 θ  (17)

Multiplying this phase-modulated function by a sinusoidal signal with the same frequency as 
the carrier sin (kx sin q) a new signal S is obtained. Similarly, multiplying by a cosinusoidal signal 

FIGURE 18 Interferogram with a large tilt (linear 
carrier) to avoid closed fringes.
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cos (kx sin q) a new signal C is obtained. If all terms in the signals S and C with frequencies equal to 
or greater than the carrier frequency are removed with a low-pass filter, they become

 S x y I I kW x y( , ) sin ( , )= − 1 2
 (18)

C x y I I kW x y( , ) cos ( , )= 1 2 (19)

then, the wavefront W (x, y) is given by

  W x y
k

S x y

C x y
( , ) tan

( , )

( , )
= −

⎡

⎣
⎢

⎤

⎦
⎥−1 1  (20)

which is our desired result.

13.7 PHASE-SHIFTING INTERFEROMETRY

All the methods just described are based on the analysis of a single static interferogram. Static fringe 
analysis is generally less precise than phase-shifting interferometry, by more than one order of mag-
nitude. However, fringe analysis has the advantage that a single image of the fringes is needed. On 
the other hand, phase-shifting interferometry requires several images, acquired over a long time 
span during which the fringes must be stable. This is the main reason why phase-shifting interfer-
ometry has seldom been used for the testing of astronomical optics.

Phase-shifting interferometry25,26 is possible, thanks to modern tools like array detectors and micro-
processors. Figure 19 shows a Twyman-Green interferometer adapted to perform phase-shifting inter-
ferometry. Most conventional interferometers, like the Fizeau and the Twyman-Green, have been used to 
do phase shifting. A good review about these techniques may be found in the review article by Creath.27

FIGURE 19 Twyman-Green interferogram adapted to do phase shifting.
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In phase-shifting interferometers, the reference wavefront is moved along the direction of propa-
gation, with respect to the wavefront under test, changing in this manner their phase difference. 
This phase shifting is made in steps or in a continuous manner. Of course, this relative displacement 
of one wavefront with respect to the other may only be achieved through a momentary or continu-
ous change in the frequency of one of the beams, for example, by Doppler shift, moving one of the 
mirrors in the interferometer. In other words, this change in the phase is accomplished when the 
frequency of one of the beams is modified in order to form beats.

By measuring the irradiance changes for different values of the phase shifts, it is possible to deter-
mine the initial difference in phase between the wavefront under test and the reference wavefront, for 
that measured point over the wavefront. By obtaining this initial phase difference for many points 
over the wavefront, the complete wavefront shape is thus determined. If we consider any fixed point 
in the interferogram, the initial phase difference between the two wavefronts has to be changed in 
order to make several measurements.

One method that can be used to shift this phase is by moving the mirror for the reference beam 
along the light trajectory, as in Fig. 19. This can be done in many ways, for example, with a piezo-
electric crystal or with a coil in a magnetic field. If the mirror moves with a speed V, the frequency 
of the reflected light is shifted by an amount equal to Δn = 2V/l.

Another method to shift the phase is by inserting a plane parallel glass plate in the light beam 
(see Fig. 20). Then the plate is rotated about an axis perpendicular to the optical axis. The phase 
may also be shifted by means of the device shown in Fig. 21. The first quarter-wave retarding plate is 
stationary, with its slow axis at 45° with respect to the plane of polarization of the incident linearly 
polarized light. This plate also transforms the returning circularly polarized light back to linearly 

FIGURE 20 Obtaining the phase shift by means of a moving 
mirror or a rotating glass plate.
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FIGURE 21 Obtaining the phase shift by means of phase plates and polarized 
light, with a double pass of the light beam.
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FIGURE 22 Obtaining the phase shift by means of diffraction: (a) with a diffrac-
tion grating and (b) with an acousto-optic Bragg cell.
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polarized. The second phase retarder is also a quarter-wave plate, it is rotating, and the light goes 
through it twice; therefore, it is acting as a half-wave plate.

Still another manner to obtain the shift of the phase is by a diffraction grating moving perpen-
dicularly to the light beam, as shown in Fig. 22a, or with an acousto-optic Bragg cell, as shown in 
Fig. 22b. The change in the frequency is equal to the frequency f of the ultrasonic wave times the 
order of diffraction m. Thus: Δn = mf.

The nonshifted relative phase of the two interfering wavefronts is found by measuring the irradi-
ance with several predefined and known phase shifts. Let us assume that the irradiance of each of 
the two interfering light beams at the point x, y in the interference patterns are I1(x, y) and I2(x, y) 
and that their phase difference is j(x, y). It was shown before, in Eq. (9), that the resultant irradi-
ance I(x, y) is a sinusoidal function describing the phase difference between the two waves. The basic 
problem is to determine the nonshifted phase difference between the two waves, with the highest 
possible precision. This may be done by any of several different procedures.

Phase-Stepping and Four Steps Algorithms

This method27 consists of measuring the irradiance values for several known increments of the 
phase. There are several versions of this method, which will be described later. The measurement 
of the irradiance for any given phase takes some time, since there is a time response for the detec-
tor. Therefore, the phase has to be stationary during a short time in order to take the measurement. 
Between two consecutive measurements, the phase is changed by an increment ai. For those values 
of the phase, the irradiance becomes

 I x y I I I I i( , ) cos( )= + + +1 2 1 22 φ α  (21)

There are many different algorithms, with many different phase steps, as shown in Fig. 23. The 
minimum number of steps needed to reconstruct this sinusoidal function is three. As an example 
with four steps,

 I I I I IA = + +1 2 1 22 cosφ  (22)

 I I I I IB = + −1 2 1 22 sinφ  (23)

 I I I I IC = + −1 2 1 22 cosφ  (24)

 I I I I ID = + +1 2 1 22 sinφ  (25)
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Integrating Bucket

In the integrating phase-shifting method the detector continuously measures the irradiance during 
a fixed time interval, without stopping the phase. Since the phase changes continuously, the average 
value of the irradiance during the measuring time interval is measured. Thus, the integrating phase-
stepping method may be mathematically considered a particular case of the phase-stepping method 
if the detector has an infinitely short time response. Then, the measurement time interval is reduced 
to zero. If the measurement is taken, as in Fig. 24, from ai + Δ/2 to ai – Δ/2 with center at ai , then

 I I I I I di= + + +
−

+

∫
1

21 2 1 22

2

Δ Δ

Δ
[ cos( )]

/

/
φ α α

α

α
 (26)

 I I I I I c i= + + +1 2 1 22 2sin ( )cos( )Δ/ φ α  (27)

In general, in the phase-stepping as well as in the integrating phase-shifting methods, the irradi-
ance is measured at several different values of the phase ai, and then the phase is calculated.

Two Steps Plus One Method

As pointed out before, phase-shifting interferometry is not useful for testing systems with vibra-
tions or turbulence because the three or four interferograms are taken at different times. An attempt 
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FIGURE 23 Six different ways to shift the phase using phase steps.
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FIGURE 24 Averaged signal measurements 
with the integrating phase-shifting method.
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to reduce this time is the so-called two steps plus one method, in which only two measurements 
separated by 90° are taken.28 A third reading is taken any time later, of the sum of the irradiance of 
the beams, independently of their relative phase. This last reading may be taken using an integrating 
interval Δ = 2p. Thus,

 I I I I IA = + +1 2 1 22 cosφ  (28)

 I I I I IB = + +1 2 1 22 sinφ  (29)

 I I IC = +1 2  (30)

Therefore,

 φ =
−
−

⎧
⎨
⎩⎪

⎫
⎬
⎪

⎭
−tan 1

I I

I I
B C

A C

 (31)

Other Phase-Stepping Algorithms

When calculating the phase with several different three or more phase steps, several sources of error 
affect the accuracy of the result, for example:

(a) A line miscalibration of the phase shifter. Then the introduced phase steps will have a linear 
error, which can be interpreted as a change of the reference frequency fr, making it different 
from the signed frequency as it should be.

(b) A nonlinearity in the phase shifter or on the detector that introduces light order harmonics in 
the detected signed.

These phase errors can be reduced or minimized by property selecting the number phase steps 
and their phase increments. Using Fourier theory as shown by Freischlad and Koliopolus,29 a large 
number of different algorithms with different contributors and number of phase steps have been 
described in the literature. Depending on the kind of source error and the maximum number of 
phase steps desired, the proper algorithm can be selected.

Simultaneous Measurement

It has been said several times that the great disadvantage of phase-shifting interferometry is its 
great sensitivity to vibrations and atmospheric turbulence. To eliminate this problem, it has been 
proposed that the different interferograms corresponding to different phases be taken simultane-
ously.30,31 To obtain the phase-shifted interferogram, they have used polarization-based interferom-
eters. The great disadvantage of these interferometers is their complexity. To measure the images 
these interferometers have to use several television cameras.

Heterodyne Interferometer

When the phase shift is made in a continuous manner rather than in steps, the frequency of the 
shifting beam is permanently modified, and a beating between the two interferometer beams is 
formed.32

The phase of the modulated or beating wave may be determined in many ways. One way is by 
electronic analog techniques, for example, using leading-edge detectors. Another way is by detect-
ing when the irradiance passes through zero, that is, through the axis of symmetry of the irradiance 
function.
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Phase Lock

The phase-lock method31–35 can be explained with the help of Fig. 25. Assume that an additional 
phase difference is added to the initial phase j(x, y). The additional phase being added has two 
components: one of them with a fixed value and the other with a sinusoidal time shape. Both com-
ponents can have any predetermined desired value. Thus, the resultant phase jr is given by

 φ φ δ ωr x y x y a t= + +( , ) ( , ) sin  (32)

then, the irradiance I(x, y) would be given by

 I I I I I a t= + + + +1 2 1 22 cos[ sin ]φ δ ω  (33)

The amplitude of the phase oscillations a sin t is much smaller than p. We may now adjust the 
fixed phase to a value such that j + d = p/2 + np. Then the value of cos (j + d) is zero. The curve 
is antisymmetric at this point; hence, only odd harmonics remain on the irradiance signal. This 
is done in practice by slowly changing the value of the phase d, while maintaining the oscillation 
a sin wt, until the maximum amplitude of the first harmonic, or fundamental frequency, is obtained. 
At this point, then, we have d + j = p/2 + np, and since the value of d is known, the value j has been 
determined.

13.8 MEASURING ASPHERICAL WAVEFRONTS

The most common type of interferometer, with the exception of lateral or rotational shearing inter-
ferometers, produces interference patterns in which the fringes are straight, equidistant, and paral-
lel, when the wavefront under test is perfect and spherical with the same radius of curvature as the 
reference wavefront.

If the surface under test does not have a perfect shape, the fringes will not be straight and their 
separations will be variable. The deformations of the wavefront may be determined by a mathemati-
cal examination of the shape of the fringes. By introducing a small spherical curvature on the refer-
ence wavefront (focus shift) or by changing its angle with respect to the wavefront under test (tilt), 
the number of fringes in the interferogram may be changed. This is done to reduce the number of 
fringes as much as possible, since the greater the number of fringes, the smaller the sensitivity of the 
test. However, for aspherical surfaces this number of fringes cannot be smaller than a certain mini-
mum. The larger the asphericity is, the greater is this minimum number of fringes. Since the fringe 

Irradiance
function Irradiance

oscillations

Phase difference
oscillations

FIGURE 25 Phase-lock method to find the 
phase with a small sinusoidal modulation of the phase.
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separations are not constant, in some places the fringes will be widely spaced, but in some others the 
fringes will be too close together.

The sensitivity of the test depends on the separation between the fringes, because an error of one 
wavelength in the wavefront distorts the fringe shape by an amount equal to the separation between 
the fringes. Thus, the sensitivity is directly proportional to the fringe separation. When the fringes 
are widely separated, the sampled points will be quite separated from each other, leaving many zones 
without any information. On the other hand, where the fringes are very close to each other, there is a 
high density of sampled data points, but the sensitivity is low.

Then, it is desirable that the spherical aberration of the wavefront under test is compensated in 
some way, so that the fringes appear straight, parallel, and equidistant, for a perfect wavefront. This 
is called a null test and may be accomplished by means of some special configurations. These special 
configurations may be used to conduct a null test of a conic surface. These are described in several 
books.1 Almost all of these surfaces have rotational symmetry.

If no testing configuration can be found to get rid of the spherical aberration, additional optical 
components, called null compensators, have to be used. Many different types of compensators have 
been invented. The compensators may be refractive (lenses), reflective (mirrors), or diffractive (real 
or computer-generated holograms).

Refractive or Reflective Compensators

The simplest way to compensate the spherical aberration of a paraboloid or a hyperboloid tested at 
the center of curvature is a single convergent lens placed near the point of convergence of the rays, 
as Fig. 26 shows. This lens is called a Dall compensator. Unfortunately, the correction due to a single 
lens is not complete, so a system of two lenses must be used to obtain a better compensation. This 
system is called an Offner compensator and is shown in Fig. 27. The field lens L is used to image the 
surface under test on the plane of the compensating lens L. Mirrors may also be used to design a 
null compensator.

As the sad experience of the Hubble space telescope proves, the construction parameters in a lens 
compensator have to be very carefully measured and adjusted, otherwise an imperfect correction is 
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FIGURE 26 The Dall compensator.

FIGURE 27 The Offner compensator. Only the reflected beam is 
shown.
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obtained either by undercorrection or overcorrection. The distance from the compensator to the 
surface under test is one of those parameters to be carefully measured. A way around this problem 
would be to assume that the compensator detects smoothness imperfections but not the exact degree 
of asphericity. This degree of asphericity may then be measured with some independent measure-
ment like the Hartmann test.

Holographic Compensators

Diffractive holographic elements also may be used to compensate the spherical aberration of the 
system and to obtain a null test. The hologram may be real, produced by photographing an interfer-
ometric pattern. This pattern has to be formed by superimposing on the screen a wavefront like the 
one we have to test and a perfectly flat or spherical wavefront. The only problem with this procedure 
is that a perfect wavefront with the same shape as the wavefront to be tested has first to be produced. 
This is not always easy.

A better approach is to simulate the holographic interference pattern in a computer,36 as in 
Fig. 28. Then this image is transferred to a small photographic plate, with the desired dimensions. 
There are many experimental arrangements to compensate the aspherical wavefront aberration 
with a hologram. One of these is illustrated in Fig. 29.

Infrared Interferometry

Another simple approach to reduce the number of fringes in the interferogram is to use a long infra-
red wavelength. Light from a CO2 laser has been used with this purpose. It can also be used when the 
surface is still quite rough.

Two-Wavelength Interferometry

In phase-shifting interferometry, each detector must have a phase difference smaller than p from the 
closest neighboring detector, in order to avoid 2p phase ambiguities and ensure phase continuity. In 

FIGURE 28 Computer-generated hologram for 
testing an aspherical wavefront. (From Wyant.37)
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13.26  TESTING

other words, there should be at least two detector elements for each fringe. If the slope of the wave-
front is very large, the fringes will be too close together and the number of detector elements would 
be extremely large.37

A solution to this problem is to use two different wavelengths l1 and l2 simultaneously. The 
group wavelength or equivalent wavelength leq is longer than any of the two components and is 
given by

 λ
λ λ

λ λeq =
−
1 2

1 2

 (34)

Under these conditions, the requirement in order to avoid phase uncertainties is that there 
should be at least two detectors for each fringe produced if the wavelength is leq. The great advan-
tage of this method is that we may test wavefronts with large asphericities, limited in asphericity by 
the group wavelength, and accuracy limited by the shortest wavelength of the two components.

Moiré Tests

An interferogram in which a large amount of tilt has been introduced is an ideal periodic struc-
ture to form moiré patterns. A moiré pattern represents the difference between two periodic 
structures. Thus, a moiré formed by two interferograms represents the difference between the two 
interferograms. There are several possibilities for the use in optical testing of this technique, as 
shown by Patorski.38

Let us assume that the two interferograms are taken from the same optical system producing an 
aspherical wavefront, but with two different wavelengths l1 and l2. The moiré obtained represents 
the interferogram that would be obtained with an equivalent wavelength leq given by Eq. (31). If the 
tilt is of different magnitude in the two interferograms, the difference appears as a tilt in the moiré 
between them. Strong aspheric wavefronts may be tested with this method.

A second possibility is to produce the moiré between the ideal interferogram for an aspheric 
wavefront and the actual wavefront. Any differences between both would be easily detected.

Another possibility of application is for eliminating the wavefront imperfections in a low-quality 
interferometer. One interferogram is taken with the interferometer alone, without any optical piece 
under test. The second interferogram is taken with the optical component being tested. The moiré 

FIGURE 29 An optical arrangement for testing an aspherical wavefront with a 
computer-generated hologram.
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represents the wavefront deformations due to the piece being tested, without the interferometer 
imperfections.

Sub-Nyquist Interferometry

It was pointed out before that in phase-shifting interferometry each detector must have a phase dif-
ference smaller than p from the closest neighboring detector, in order to avoid 2p phase ambiguities 
and to ensure phase continuity. In other words, there should be at least two detector elements for 
each fringe. This condition is known as the Nyquist condition.

Since there is a minimum practical distance between detectors, the maximum asphericity in a 
surface to be tested by phase-shifting interferometry is only a few wavelengths. This condition may 
be relaxed39 if the wavefront and its slope are assumed to be continuous on the whole aperture. 
Then, optical surfaces with larger asphericities may be tested.

Wavefront Stitching

When an aspheric and a flat reference wavefronts interfere, the fringe spacing is minimum where 
the angle between the two wavefronts is larger. When the aspheric wavefront has rotational symme-
try and there is no angle between them (no tilt) near the optical axis, the minimum fringe spacing 
occurs at the edge of the pupil. The maximum fringe spacing is at the center, where the two wave-
fronts are parallel to each other.

Most times the fringe pattern is imaged on a CCD detector with a rectangular array of small 
square pixels. According to the Nyquist sampling conduction, the fringes can be detected only if the 
detector has more than two pixels per fringe spacing. With strongly aspheric wavefronts this condi-
tion can not be satisfied near the pupil edge.

If the flat reference wavefront is tilted or made slightly spherical, the zone of the interferogram 
with maximum fringe spacing can be located at any desired. Then the interferogram can be mea-
sured at a zone around this point with maximum fringe spacing where the Nyquist conduction is 
satisfied. By moving this point the whole interferogram can thus be measured in small pieces. Then, 
all pieces should be joined together in a process called wavefront stitching,40 as illustrated in Fig. 30.

(a) (b)

FIGURE 30 Two different interferograms of the same wavefront with different tilts to do wavefront stitching.
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14.1 GLOSSARY

 CGH computer-generated hologram

 M linear, lateral magnifi cation

 N diffracted order number

 n integers

 P number of distortion-free resolution points

 r radius

 S maximum wavefront slope (waves/radius)

 x, Δx distance

 Δq rotational angle error

 Δf wavefront phase error

 q rotational angle

 l wavelength

 f( ) wavefront phase described by hologram

14.2 INTRODUCTION

Holography is extremely useful for the testing of optical components and systems. If a master opti-
cal component or optical system is available, a hologram can be made of the wavefront produced 
by the component or system and this stored wavefront can be used to perform null tests of similar 

14.1

14
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14.2  TESTING

optical systems. If a master optical system is not available for making a hologram, a synthetic or a 
computer-generated hologram (CGH) can be made to provide the reference wavefront.1–8 When 
an aspheric optical element with a large departure from a sphere is tested, a CGH can be combined 
with null optics to perform a null test.

There are several ways of thinking about CGHs. For the testing of aspheric surfaces, it is easiest 
to think of a CGH as a binary representation of the ideal interferogram that would be produced by 
interfering the reference wavefront with the wavefront produced by a perfect sphere. In the mak-
ing of the CGH the entire interferometer should be ray traced to determine the so-called perfect 
aspheric wavefront at the hologram plane. This ray trace is essential because the aspheric wavefront 
will change as it propagates, and the interferometer components may change the shape of the perfect 
aspheric wavefront.

Figure 1 shows an example of a CGH. Since the amplitude of the aspheric wavefront is constant 
across the wavefront, best results are obtained if the lines making up the hologram have approxi-
mately one-half the spacing of the lines (i.e., fringe spacing) at the location of the lines. Thus, the line 
width will vary across the hologram. The major difference between the binary synthetic hologram 

FIGURE 1 Sample computer-generated hologram (CGH).

14_Bass-v2ch14_p001-010.indd 14.2 8/24/09 2:39:33 PM



USE OF COMPUTER-GENERATED HOLOGRAMS IN OPTICAL TESTING  14.3

and the real grayscale hologram that would be produced by interfering a reference wavefront and 
the aspheric wavefront is that additional diffraction orders are produced. These additional diffrac-
tion orders can be eliminated by spatial filtering.

14.3 PLOTTING CGHs

The largest problem in making CGHs is the plotting. The accuracy of the plot determines the 
accuracy of the wavefront. It is easier to see the plotting accuracy by comparing a binary synthetic 
hologram with an interferogram. In an interferogram, a wavefront error of 1/n waves causes a 
fringe to deviate from the ideal position by 1/n the fringe spacing. The same is true for CGHs. A 
plotting error of 1/n the fringe spacing will cause an error in the produced aspheric wavefront of 
1/n wave. As an example, assume the error in drawing a line is 0.1 μm and the fringe spacing is 
20 μm, then the wavefront produced by the CGH will have an error in units of wave of 0.1/20, or 
1/200 wave.

To minimize wavefront error due to the plotter, the fringe spacing in the CGH should be as 
large as possible. The minimum fringe spacing is set by the slope difference between the aspheric 
wavefront and the reference wavefront used in the making of the synthetic hologram. While it is 
not mandatory, the interferogram is cleaner if the slope difference is large enough to separate the 
diffraction orders so spatial filtering can be used to select out only the first order. Figure 2 shows 
a photograph of the diffracted orders. As shown in Fig. 2, to ensure no overlapping of the first and 
second orders in the Fourier plane, the tilt angle of the reference beam needs to be greater than three 
times the maximum slope of the aberrated wave.9 This means that, in general, the maximum slope 
difference between the reference and test beams is four times the maximum slope of the test beam. 
Thus, the error produced by plotter distortion is proportional to the slope of the aspheric wavefront 
being produced.

Many plotters have been used to plot holograms, but the best holograms are now made using 
either laser-beam recorders or more commonly electron-beam (e-beam) recorders of the type used 
for producing masks in the semiconductor industry.10 The e-beam recorders write onto photoresist 

FIGURE 2 Diffracted orders in Fourier plane of CGH: (a) drawing 
and (b) photograph.
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deposited on an optical-quality glass plate and currently produce the highest-quality CGHs. Typical 
e-beam recorders will write areas larger than 100 mm × 100 mm with positional accuracies of less 
than 100 nm.11 

If needed, plotter distortion can be measured and calibrated out in the making of the holo-
gram.12,13 The easiest way of determining plotter distortion is to draw straight lines and then treat 
this plot as a diffraction grating. If the computer-generated grating is illuminated with two plane 
waves, and the −N order of beam 1 is interfaced with the +N order of beam 2, the resulting inter-
ferogram gives us the plotter distortion. If the lines drawn by the plotter are spaced a distance Δx, a 
fringe error in the interferogram corresponds to a distortion error of Δx/2N in the plot.

14.4 INTERFEROMETERS USING 
COMPUTER-GENERATED HOLOGRAMS

Many different experimental setups can be used for the holographic testing of optical elements. 
Figure 3 shows one common setup. The setup must be ray traced so the aberration in the hologram 
plane is known. While in theory there are many locations where the hologram can be placed, it is 
convenient to place the hologram in a plane conjugate to the asphere under test so the intensity 
across the image of the asphere is uniform. The longitudinal positional sensitivity for the hologram 
is reduced if the hologram is made in a region where the beams are collimated. Another advantage 
of this setup is that both the test and the reference beams pass through the hologram so errors 
resulting from hologram substrate thickness variations are eliminated without requiring the holo-
gram be made on a good optical flat.

Another common setup for using a CGH to test aspheres is shown in Fig. 4.14 The largest advan-
tage of this setup is that it works well with commercial Fizeau interferometers. The only addition 
to the commercial interferometer is a mount to hold the CGH between the transmission sphere 
and the optics under test. Since the light is diffracted by the CGH twice, the CGH must be a phase 
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FIGURE 3 Interferometer setup using CGHs to test aspheric wavefronts.
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hologram so the diffraction efficiency is good, and since only the test beam is transmitted through 
the CGH, the substrate must either be high quality or thickness variations in the substrate must be 
measured and subtracted from the test results. 

Figure 5 shows a setup for testing convex surfaces. In this case an on-axis CGH is used and the 
CGH is made on the concave reference surface.15 The light waves are perpendicular to the concave 
reference surface and then after diffraction they become perpendicular to the surface under test. The 
CGH pattern may be drawn exposing photoresist, ablating a metallic coating, or by creating a thin 
oxidation layer by heating a metal coating with a focused laser beam. 16

CGHs can also be combined with partial null optics to test much more complicated aspherics 
than can be practically tested with either a CGH or null optics. This combination gives the real 
power of computer-generated holograms.17
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FIGURE 4 Use of CGH with Fizeau interferometer.
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FIGURE 5 Using CGH to test convex surface.
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14.5 ACCURACY LIMITATIONS

The largest source of error is the error due to plotter distortion as discussed previously. The other 
large sources of error are improper positioning of the hologram in the interferometer, and incorrect 
hologram size.

Any translation or rotation of the hologram produces error.2 If the hologram is made conjugate 
to the exit pupil of the master optical system, the exit pupil of the system under test must coincide 
with the hologram. If the test wavefront in the hologram plane is described by the function f (x, y), 
a displacement of the hologram a distance Δx in the x direction produces an error

 Δ Δφ φ
( , )

( , )
x y

x y

x
x≈

∂
∂

 (1)

where ∂f/∂ x is the slope of the wavefront in the x direction. Similarly, for a wavefront described by 
f (r, q), the rotational error Δq is given by
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Another source of error is incorrect hologram size. If the aberrated test wavefront in the plane 
of the hologram is given by f (r, q), a hologram of incorrect size will be given by f(r/M, q), where 
M is a magnification factor. The error due to incorrect hologram size will be given by the difference 
f(r/M, q) − f(r, q), and can be written in terms of a Taylor expansion as
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where terms higher than first order can be neglected if M is sufficiently close to 1, and a small region 
is examined. Note that this error is similar to a radial shear. When the CGH is plotted, alignment 
aids, which can help in obtaining the proper hologram size, can be drawn on the hologram plot. 
Figure 6 shows a CGH where the hologram is made in the center of the substrate and alignment aids 
are placed on the outer portion of the CGH.11 Not only can the alignment aids help in putting the 
CGH in the proper position, but they can be used to help position the optics being tested. Figure 7 

FIGURE 6 Use of CGH for alignment: (a) note structure in CGH and (b) interferogram produced with 
this CGH.

(a) (b)
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shows a crosshair produced by a CGH that aids in the alignment of an off-axis parabolic mirror. The 
same CGH used to produce the crosshair produces the aspheric wavefront required to provide a null 
test of the off-axis parabola.11 

14.6 EXPERIMENTAL RESULTS

Figure 8 shows the results of using the setup shown in Fig. 3 to measure a 10-cm-diameter F/2 
parabola using a CGH generated with an e-beam recorder. The fringes obtained in a Twyman-Green 
interferometer using a helium-neon source without the CGH present are shown in Fig. 8a. After the 
CGH is placed in the interferometer, a much less complicated interferogram is obtained as shown 
in Fig. 8b. The CGH corrects for about 80 fringes of spherical aberration, and makes the test much 
easier to perform.

To illustrate the potential of a combined CGH/null-lens test, results for a CGH/null-lens test of 
the primary mirror of an eccentric Cassegrain system with a departure of approximately 455 waves 
(at 514.5 nm) and a maximum slope of approximately 1500 waves per radius are shown.17 The mir-
ror was a 69-cm diameter off-axis segment whose center lies 81 cm from the axis of symmetry of 
the parent aspheric surface. The null optics was a Maksutov sphere (as illustrated in Fig. 9), which 
reduces the departure and slope of the aspheric wavefront from 910 to 45 waves, and 300 to 70 waves 
per radius, respectively. A hologram was then used to remove the remaining asphericity.

Figure 10a shows interferograms of the mirror under test obtained using the CGH Maksutov test. 
Figure 10b shows the results when the same test was performed using a rather expensive refractive 

FIGURE 7 Use of crosshair produced by CGH 
to aid in the alignment of an off-axis parabola mirror.

(a) (b)

FIGURE 8 Results obtained testing a 10-cm-diameter F/2 parabola: (a) without using 
CGH and (b) using CGH made using an e-beam recorder.

14_Bass-v2ch14_p001-010.indd 14.7 8/24/09 2:39:35 PM



Reference 
mirror

Collimating 
lensLaser 

light source

Computer- 
generated 
hologram

Spatial 
filter

Imaging 
lens

Image of 
test mirror

Aspheric mirror 
under test

Maksutov
spherical 
mirrorBeamsplitter

Diverging 
lens

Interference pattern 
(image of hologram)
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FIGURE 10 Results obtained using Fig. 9: (a) CGH-Maksutov test (l = 
514.5 nm) and (b) using null lens (l = 632.8 nm).
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null lens. When allowance is made for the fact that the interferogram obtained with the null lens has 
much more distortion than the CGH Maksutov interferogram, and for the difference in sensitivity 
(l = 632.8 nm for the null-lens test and 514.5 nm for the CGH-Maksutov test), the results for the 
two tests are seen to be very similar. The “hills” and “valleys” on the mirror surface appear the same 
for both tests, as expected. The peak-to-valley surface error measured using the null lens was 0.46 
waves (632.8 nm), while for the CGH-Maksutov test it was 0.39 waves (514.5 nm). The rms surface 
error measured was 0.06 waves (632.8 nm) for the null lens, while the CGH Maksutov test gave 0.07 
wave (514.5 nm). These results certainly demonstrate that expensive null optics can be replaced by a 
combination of relatively inexpensive null optics and a CGH.

14.7 DISCUSSION

The difficult problem of testing aspheric surfaces, which are becoming increasingly popular in opti-
cal design, is made easier by the use of CGHs. The technology has reached the point that commer-
cial interferometers using computer-generated holograms are now available. The main problem with 
testing aspheric optical elements is reducing the aberration sufficiently to ensure that light gets back 
through the interferometer. Combinations of simple null optics with a CGH to perform a test enable 
the measurement of a wide variety of optical surfaces. The making and use of a CGH are analogous to 
using an interferometer setup that yields a large number of interference fringes, and measuring the 
interferogram at a large number of data points. Difficulties involved in recording and analyzing a 
high-density interferogram and making a CGH are very similar. In both cases, a large number of 
data points are necessary, and the interferometer must be ray traced so that the aberrations due to 
the interferometer are well known. The advantage of the CGH technique is that once the CGH is 
made, it can be used for testing a single piece of optics many times or for testing several identical 
optical components. Additional alignment aids can be placed on the CGH to aid in the alignment of 
the CGH and the optics under test.
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15.3

15

15.1 GLOSSARY

 l wavelength
 dl differential wavelength
 Ml spectral radiant exitance
 T absolute temperature
 c1 fi rst radiation constant
 c2 second radiation constant
 h Planck’s constant
 c velocity of light
 k Boltzmann constant
 lmax wavelength at peak of radiant exitance
 K factor 
 R radius of the interior surface of the cavity
 r radius of the aperture
 S interior surface area of the cavity
 s aperture area
 d emissivity
 d0 uncorrected emissivity

15.2 INTRODUCTION

Whereas most of the sources described in this chapter can be used for any purpose for which one 
can justify their use, the emphasis is on the production of the appropriate radiation for the calibra-
tion of measurement instrumentation. This implies that the basis for their use is supported by their 

∗Retired
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traceabilities to calibrated standards of radiation from an internationally known and respected stan-
dards laboratory such as the National Institute of Standards and Technology (NIST) in the United 
States or, say, the National Physical Laboratory (NPL) in the United Kingdom. Because calibration 
implies a high degree of accuracy, the chapter initially contains a short exposition on the so-called 
Planckian, or blackbody radiation standard, and the equation which describes the Planck radiation.

This chapter deals with artificial sources of radiation as subdivided into two classes: laboratory and 
field sources. Much of the information on commercial sources is taken from a chapter previously written 
by the author.1 Where it was feasible, similar information here has been updated. When vendors failed 
to comply to requests for information, the older data were retained to maintain completeness, but the 
reader should be aware that some sources cited here may no longer exist, or perhaps may not exist in 
the specification presented. Normally, laboratory sources are used in some standard capacity and field 
sources are used as targets. Both varieties appear to be limitless. Only laboratory sources are covered here.

The sources in this chapter were chosen arbitrarily, often depending on manufacturer response 
to requests for information. The purpose of this chapter is to consolidate much of this information 
to assist the optical-systems designer in making reasonable choices. To attempt to include the hun-
dreds of types of lasers, however, and the thousands of varieties, would be useless for several reasons, 
but particularly because they change often. 

Complementing the material in the following chapter on Lasers, a fairly comprehensive source 
of information on lasers can be found in the CRC Handbook of Laser Science and Technology, 
Supplement 1: published by the CRC Press, Inc., 2000 Corporate Blvd., N.W., Boca Raton, Florida, 
33431. Of course, the literature is laden with material on lasers, including the chapter on Lasers in 
this Handbook, and the reader would be wise to consult the Internet from which compilations such 
as the one cited above or a host of others can be obtained from companies like Amazon.com, or, 
better yet, by accessing a literature-rich source such as Google.

Regarding the selection of a source, Worthing2 suggests that one ask the following questions:

1. Does it supply energy at such a rate or in such an amount as to make measurements possible?

2. Does it yield an irradiation that is generally constant or that may be varied with time as desired?

3. Is it reproducible?

4. Does it yield irradiations of the desired magnitudes over areas of the desired extent?

5. Has it the desired spectral distribution?

6. Has it the necessary operating life?

7. Has it sufficient ruggedness for the proposed problem?

8. Is it sufficiently easy to obtain and replace, or is its purchase price or its construction cost reasonable?

15.3 RADIATION LAW

All of the radiation sources described in this chapter span the region of the electromagnetic spec-
trum mainly from the visible region (starting from about 400) through the infrared (around 400 μm 
and beyond). Given that they have a demonstrable temperature, they relate in their own peculiar 
ways, depending on material properties, to the radiation called “blackbody” radiation, which is 
described by the Planck radiation law. Many attempts were made in the latter part of the nineteenth 
century and the early twentieth century to describe blackbody radiation mathematically, all doomed 
to failure before the recognition of quantum concepts, in particular, by Max Planck. Any attempt 
to describe the mechanisms surrounding the Planck theory would be superfluous here. Suffice it to 
say that the basis for the theory can be explained from an examination of the experimental curve 
shown in Fig. 1 (borrowed from Richtmeyer and Kennard3) determined from the examination 
of the radiation from a “blackbody” at several different temperatures. By plotting the points one 
concludes, as shown on the graph, that the spectral radiant exitance, Ml, is equal to the product 
of the negative fifth power of l times some function of the product, lT, where l is the wavelength 
(in micrometers) of the radiation and T is the absolute temperature of the radiator (in Kelvins). 
Confirmation of this fact is shown in Table 1. The radiant exitance values in the table were calculated 
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FIGURE 1 Experimental verification of the blackbody displacement law.

Ml = T5 f(lT) = (lT)5 ×

Ml = l–5 F(lT)

lT

≅ T = 1646 K

≅ T = 1449 K

≅ T = 1259 K

× f(lT)

Ml
T5

Ml
T5

1
l5

= f(lT)

TABLE 1 Numerical Values to Support Fig. 1

 T l lT Ml Ml/T 5

1,646 1.761 2,899 4.95 4.09 × 10−16

 1 1,646 1.91 1.56 × 10−16

 0.8 1,317 0.653 5.40 × 10−17

 2 3,291 4.77 3.90 × 10−16

 3 4,938 2.81 2.33 × 10−16

 5 8,230 0.803 6.65 × 10−17

 7 11,522 0.285 2.36 × 10−17

 10 16,460 0.085 7.04 × 10−18

1,449 2 2,898 2.62 4.10 × 10−16

 1.14 1,646 1.02 1.60 × 10−16

 0.909 1,317 0.346 5.42 × 10−17

 2.27 3,291 2.52 3.95 × 10−16

 3.41 4,938 1.49 2.32 × 10−16

 5.68 8,230 0.425 6.65 × 10−17

 7.95 11,522 0.151 2.36 × 10−17

 11.36 16,460 0.045 7.06 × 10−18

1,259 2.3 2,896 1.3 4.11 × 10−16

 1.31 1,646 0.502 1.59 × 10−16

 1.046 1,317 0.171 5.41 × 10−17

 2.61 3,291 1.25 3.95 × 10−16

 3.91 4,938 0.741 2.34 × 10−16

 6.54 8,230 0.21 6.64 × 10−17

 9.15 11,522 0.0749 2.37 × 10−17

 13.07 16,460 0.0223 7.05 × 10−18

T = deg Kelvin; l = μm; Ml = radiant exitance; W-cm−2-ster−1-μm−1
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using the Infrared Radiance Calculator created by the author and found by choosing the term 
“Calculators” from the Military Sensing Information Analysis Center (SENSIAC) in a search of the 
Internet under www.sensiac.gatech.edu.

Postulating the quantum nature of the radiation, Planck, in a clever demonstration of the entro-
pies resulting from small and large values of lT, was able to establish an expression for blackbody 
radiation as

 
M d c e dc T

λ
λλ λ λ λ( ) ( )/= −− −

1
5 12 1

 

where

c1 = 2πhc2 = 3.7413 × 104 W-cm−2-μm4 (first radiation constant)

and

 c2 = hc/k = 14388 μm-K (second radiation constant) 

 h = Planck’s constant = 6.6252 × 10−34 W-s2

 k = Boltzmann constant = 1.38042 × 10−23 W-s-K−1

 c = Velocity of light = 2.99793 × 1010-s−1

He later established the same equation from first principles.
When the Planck function is plotted on log-log paper the graph of Fig. 2 results. The special fea-

ture of this type of plot is that, regardless of the temperature of the blackbody, the shape of the curve 
is constant. It merely moves up and to the left (i.e., toward shorter wavelengths) as the temperature 
increases. The straight line, with a slope of −5, drawn through the set of curves of Fig. 2, depicts the 
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wavelength at which each one peaks, resulting in what is known as the Wein displacement law given 
for a specific temperature by

 
λmax .T = − −2897 9 1μm K

 

Thus the peak of any Planck curve can be determined, given the temperature of the blackbody.

15.4 LABORATORY SOURCES

Standard Sources

The reader may be interested in the exposition by Quinn4 on the calculation of the emissivity of 
cylindrical cavities in which the method of DeVos5 is used. In a more recent paper Irani6 refers to the 
method of Gouffé7 for the construction of blackbody calibration sources. Quinn states that for cer-
tain constructions there are errors in the method of Gouffé. However, for a well-constructed source 
the shape of the construction is least at fault, since any heat-resistant material with a reasonably 
high surface emissivity will produce a resultant emissivity of better than 0.99. However, the accu-
racy of the value of the radiation for a given temperature depends not only on the emissivity but on 
generally high numerical powers of the temperature especially for high-temperature blackbodies. 
Therefore, very small variations of temperature over the inner surface of the source can cause rela-
tively large errors in the radiation accuracy. Thus, great caution is used in creating a uniform tem-
perature, resulting in the use of the fixed-point temperatures of various metals for the most basic 
and accurate calibration standards.

Blackbody Cavity Theory Radiation levels can be standardized by the use of a source that will 
emit a quantity of radiation that is both reproducible and predictable. Cavity configurations can be 
produced to yield radiation theoretically sufficiently close to Planckian that it is necessary only to 
determine what the imprecision is. Several theories have been expounded over the years to calculate 
the quality of a blackbody simulator.∗

The Method of Gouffé.7 For the total emissivity of the cavity forming a blackbody (disregarding 
temperature variations) Gouffé gives

 
ε ε0 1= ′ +0( )K  (1)

where

 

′ =
−

⎛
⎝⎜

⎞
⎠⎟

+
ε ε

ε
0

1
s

S

s

S

 (2)

and K s S s S= − −( )[( ) ( )]1 0ε / / , and is always nearly zero—it can be either positive or negative.

 e = emissivity of materials forming the blackbody surface
 s = area of aperture
 S = area of interior surface
 S0 = surface of a sphere of the same depth as the cavity in the direction normal to the aperture

Figure 3 is a graph for determining the emissivities of cavities with simple geometric shapes. 
In the lower section, the value of the ratio s/S is given as a function of the ratio 1/r. (Note the scale 

∗Generically used to describe those sources designed to produce radiation that is nearly Planckian.
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change at the value for 1/r = 5.) The values of ′ε0 is found by reading up from this value of the 
intrinsic emissivity of the cavity material. The emissivity of the cavity is found by multiplying ′ε0  by 
the factor (1 + K).

When the aperture diameter is smaller than the interior diameter of the cylindrical cavity, or the 
base diameter of a conical cavity, it is necessary to multiply the value of s/S determined from the 
graph by (r/R)2, which is the ratio of the squares of the aperture and cavity radii (Fig. 3).

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1 0.2 0.3 0.40.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.6

0.7

0.8

0.9

0.1
0

1

2

3

4

5

10 2r

2r

2r

2R

2R

20

Spheres s/
S 0

Cylin
ders s

/S

Cones s/S

l

l

l30

40

l/r

d ′0

d = 1.0

FIGURE 3 Emissivities of conical, spherical, and cylindrical cavities.

15_Bass_v2ch15_p001-054.indd 15.8 8/21/09 3:39:37 PM



ARTIFICIAL SOURCES  15.9

It is important to be aware of the effect of temperature gradients in a cavity. This factor is the 
most important in determining the quality of a blackbody, since it is not very difficult to achieve 
emissivities as near to unity as desired.

Manufacturers of blackbody simulators strive to achieve uniform heating of the cavity because it 
is only under this condition that the radiation is Planckian. The ultimate determination of a radiator 
that is to be used as the standard is the quality of the radiation that it emits.

A recent investigation on comparison of IR radiators is presented by Leupin et al.8 There has 
been, incidentally, a division historically between the standards of photometry and those used to 
establish thermal radiation and the thermodynamic temperature scale. Thus, in photometry the 
standard has changed from the use of candles, the Carcel lamp, the Harcourt pentane lamp, and the 
Hefner lamp9 to more modern radiators.

Baseline Standard of Radiation Although there is no internationally accepted standard of radia-
tion, the National Institute of Standards and Technology (NIST) uses as its substitute standard the 
goldpoint blackbody (see Fig. 4),10 which fixes one point on the international temperature scale, now 
reported to be 1337.33 + 0.34 K. Starting from this point, NIST is able to transfer fixed radiation 
values to working standards of radiation through an accurately constructed variable-temperature 
radiator as shown in Fig. 5.11

The goldpoint blackbody is shown mainly for information. It is quite feasible to build a replica 
of the variable-temperature radiator, especially in the laboratory equipped to do fundamental radia-
tion measurements.

Working Standards of Radiation For the calibration of instruments in the ordinary laboratory, the 
user is likely to use a source which is traceable to NIST, and generally supplied by NIST or one of the 
recognized vendors of calibrated sources, mainly in the form of a heated filament, a gaseous arc enclosed 
in an envelope of glass or quartz (or fused silica), or in glass with a quartz or sapphire window.

FIGURE 4 (a) Cross section of heat-pipe blackbody furnace. 
(b) Blackbody inner cavity dimensions.
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Any source whose radiation deviates from that described by Planck’s law is nonblackbody. Even 
the sources previously described are not strictly blackbodies, but can come as close as the user 
desires within the constraints of bulk and price. Any other source has an emissivity less than unity 
and can, and usually does, have a highly variable spectral emissivity. The lamps used by NIST, for 
example (see the following), fit into this category, but they differ in one large respect. They are 
transfer standards which have been carefully determined to emit specified radiation within certain 
specific spectral regions.

The following discussion of these types of sources is reproduced (in some cases with slight modi-
fications), with permission, from the NIST Special Publication 250.12 For specific details of calibra-
tion, and for the exact source designations, the user should contact NIST at

U.S. Department of Commerce
National Institute of Standards and Technology
Office of Physical Measurement Services
Rm. B362, Physics Bldg.
Gaithersburg, MD 20899
Photometric Standards

The following text on working standards is left untouched from the presentation of the earlier 
edition of the Handbook because there do not appear to be significant changes since the publica-
tion of that material. However, to the extent that information on the Internet is current, a reason-
able complement to the information published in this chapter would be a search of the Internet 
at the location designated www.physics.nist.gov. The reader will find numerous features of the 
National Institute of Science and Technology from which to choose the service or other information 
required.

FIGURE 5 (a) Variable-temperature blackbody schematic. (b) Central section of variable-tempera ture 
blackbody.
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 1. Sources/Lamps

Luminous Intenity Standard (100-W Frosted Tungsten Lamp, 90 cd)
Luminous Intensity Standard (100-W Frosted Tungsten Lamp, color temp., 2700 K)
Luminous Intensity Standard (100-W Frosted Tungsten Lamp, color temp., 2856 K)
Luminous Intensity Standard (500-W Frosted Tungsten Lamp, 700 cd)
Luminous Intensity Standard (1000-W Frosted Tungsten Lamp, 1400 cd)
Luminous Intensity Standard (1000-W Frosted Tungsten Lamp, color temp., 2856 K)
Luminous Flux Standard (25-W Vacuum Lamp about 270 lm)
Luminous Flux Standard (60-W Gas-filled Lamp about 870 lm)
Luminous Flux Standard (100-W Gas-Filled Lamp about 1600 lm)
Luminous Flux Standard (200-W Gas-Filled Lamp about 3300 lm)
Luminous Flux Standard (500-W Gas-Filled Lamp about 10,000 lm)
Luminous Flux Standard (Miniature Lamps 7 sizes 6 to 400 lm)
Airway Beacon Lamps for Color Temperature (500-W, 1 point in range, 2000 to 3000 K)

2. General Information

Calibration services provide access to the photometric scales realized and maintained at NIST. 
Lamp standards of luminous intensity, luminous flux, and color temperature, as described next, 
are calibrated on a routine basis.

 a. Luminous Intensity Standards

Luminous intensity standard lamps supplied by NIST [100-W (90–140 cd), 500-W (approxi-
mately 700 cd), and 1000-W (approximately 1400 cd) tungsten filament lamps with C-13B 
filaments in inside-frosted bulbs and having medium bipost bases] are calibrated at either a 
set current or a specified color temperature in the range 2700 to 3000 K. Approximate 3-sigma 
uncertainties are 1 percent relative to the SI unit of luminous intensity and 0.8 percent relative to 
NIST standards.

 b. Luminous Flux Standards

Vacuum tungsten lamps of 25 W and 60-, 100-, 200-, and 500-W gas-filled tungsten lamps that 
are submitted by customers are calibrated. Lamps must be base-up burning and rated at 120 V. 
Approximate 3-sigma uncertainties are 1.4 percent relative to SI units and 1.2 relative to NIST 
standards. Luminous flux standards for miniature lamps producing 6 to 400 lm are calibrated 
with uncertainties of about 2 percent.

 c. Airway Beacon Lamps

Color temperature standard lamps supplied by NIST (airway beacon 500-W meduim bipost 
lamps) are calibrated for color temperature in the range 2000 to 3000 K with 3-sigma uncertain-
ties ranging from 10 to 15°.

 IR Radiometric Standards

General Information

 a. Spectral Radiance Ribbon Filament Lamps

These spectral radiance standards are supplied by NIST. Tungsten, ribbon filament lamps 
(30A/T24/13) are provided as lamp standards of spectral radiance. The lamps are calibrated at 
34 wavelengths from 225 to 2400 nm, with a target area 0.6 mm wide by 0.8 mm high. Radiance 
temperature ranges from 2650 K at 225 nm and 2475 K at 650 nm to 1610 K at 2400 nm, with 
corresponding uncertainties of 2, 0.6, and 0.4 percent. For spectral radiance lamps, errors are 
stated as the quadrature sum of individual uncertainties at the three standard deviation level.
 Figure 6 summarizes the measurement uncertainty for NIST spectral radiance calibrations.

 b. Spectral Irradiance Lamps

These spectral irradiance standards are supplied by NIST. Lamp standards of spectral irradi-
ance are provided in two forms. Tungsten filament, 1000 W quartz halogen-type FEL lamps are 
calibrated at 31 wavelengths in the range 250 to 2400 nm. At the working distance of 50 cm, the 
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lamps produce 0.2 W/cm2/cm at 250 nm, 220 W/cm2/cm at 900 nm, 115 W/cm2/cm at 1600 nm, 
and 40 W/cm2/cm at 2400 nm, with corresponding uncertainties of 2.2, 1.3, 1.9, and 6.5 percent. 
For spectral irradiance lamps, errors are stated as the quadrature sum of individual uncertainties 
at the three standard deviation level. Deuterium lamp standards of spectral irradiance are also 
provided and are calibrated at 16 wavelengths from 200 to 350 nm. At the working distance of 
50 cm, the spectral irradiance produced by the lamp ranges from about 0.5 W/cm2/cm at 200 nm 
and 0.3 W/cm2/cm at 250 nm to 0.07 W/cm2/cm at 350 nm. The deuterium lamps are intended 
primarily for the spectral region 200 to 250 nm. The approximate uncertainty relative to SI units 
is 7.5 percent at 200 nm and 5 percent at 250 nm. The approximate uncertainty in relative spec-
tral distribution is 3 percent. It is strongly recommended that the deuterium standards be com-
pared to an FEL tungsten standard over the range 250 to 300 nm each time the deuterium lamp 
is lighted to take advantage of the accuracy of the relative spectral distribution.
 Figure 7 summarizes the measurement uncertainty for NIST spectral irradiance calibrations 
of type FEL lamps.

 Radiometric Sources in the Far Ultraviolet

 1. Sources
 Spectral Irradiance Standard, Argon Mini-Arc (140 to 330 nm)
 Spectral Radiance Standard, Argon Mini-Arc (115 to 330 nm)
 Spectral Irradiance Standard, Deuterium Arc Lamp (165 to 200 nm)

 2. General Information
 a. Source Calibrations in the Ultraviolet

NIST maintains a collection of secondary sources such as argon maxi-arcs, argon mini-arcs, and 
deuterium arc lamps in the near and vacuum ultraviolet radiometric standards program to pro-
vide calibrations for user-supplied sources. The calibrations of these sources are traceable to a 
hydrogen arc whose radiance is calculable and which NIST maintains as a primary standard. The 
collection also includes tungsten strip lamps and tungsten halogen lamps whose calibrations are 
based on a blackbody rather than a hydrogen arc. Customer-supplied sources are calibrated in 
both radiance and irradiance by comparing them with NIST secondary standards.
 Argon arcs are used to calibrate other sources in the wavelength range 115 to 330 nm for radi-
ance and 140 to 330 nm for irradiance. The lower wavelength limit is determined in radiance by 
the cutoff of the magnesium fluoride windows used in the arcs, and in irradiance by the decrease 
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in signal produced by the addition of a diffuser. Deuterium arc lamps are used in the range 165 
to 200 nm, with the low wavelength cutoff due to the onset of blended molecular lines.
  The high wavelength limit is the starting point of the range for the Radiometric Standards 
group. The tungsten lamps are used at 250 nm and above, since their signals are too weak at 
shorter wavelengths. It should be noted that the wavelength range of the NIST arcs partially 
overlap the range of tungsten lamps, thus providing an independent check on calibrations.
  An argon mini-arc lamp supplied by the customer is calibrated for spectral irradiance at 
10-nm intervals in the wavelength region 140 to 300 nm. Absolute values are obtained by com-
parison of the radiative output with laboratory standards of both spectral irradiance and spectral 
radiance. The spectral irradiance measurement is made at a distance of 50 cm from the field stop. 
Uncertainties are estimated to be less than ±10 percent in the wavelength region 140 to 200 nm 
and within ±5 percent in the wavelength region 200 to 330 nm. A measurement of the spectral 
transmission of the lamp window is included in order that the calibration be independent of pos-
sible window deterioration or damage. The uncertainties are taken to be two standard deviations.
  The spectral radiance of argon mini-arc radiation sources is determined to within an uncer-
tainty of less than 7 percent over the wavelength range 140 to 330 nm and 20 percent over the 
wavelength range 115 to 140 nm. The calibrated area of the 4-mm diameter radiation source 
is the central 0.3-mm diameter region. Typical values of the spectral radiance are: at 250 nm, 
L(A) = 30 mW/cm2/nm/sr; and at 150 nm, L(λ) = 3 mW/cm2/nm/sr. The transmission of the 
demountable lamp window and that of an additional MgF2 window are determined individually 
so that the user may check periodically for possible long-term variations.
  The deuterium arc lamp is calibrated at 10 wavelengths from 165 to 200 nm, at a distance of 
50 cm, at a spectral irradiance of about 0.5 W/cm2/cm at 165 nm, 0.5 W/cm2/cm at 170 nm, and 
0.5 W/cm2/cm at 200 nm. The approximate uncertainty relative to SI units is estimated to be less 
than 10 percent. The lamp is normally supplied by NIST and requires 300 mA at about 100 V.

15.5 COMMERCIAL SOURCES

The commercial sources described here are derived from the 1995 edition of The Handbook of 
Optics, which were taken from catalogs available at the time and from the literature of the day and 
prior thereto, providing choices that have obviously been available for years. Evidently changes in 
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FIGURE 7 Uncertainties for NIST spectral irradiance calibra-
tions of type FEL lamps.
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15.14  SOURCES

the makeup of these products are slower than those of other areas of technology, making it reason-
able to retain the same sources in this chapter, mainly as examples of the types that are available. 
With the universality of the Internet, accessibility of information on various sources of radiation, 
far beyond what is attainable from a limited collection of company catalogs, is at one’s fingertips. 
Thus, it is recommended that, in seeking information on various sources, one use the examples in 
the text as a reference to what can be found currently on the Internet. Experience demonstrates that, 
in many cases, due to the stability of the lamp industry, there will be few changes between what is 
found currently on the Internet and what appears in the text of this chapter.

Obviously the choice of a source is dependent on the application. Many, if not most of the sources 
described are multipurpose ones, although most of them have been selected specifically for scientific 
study, tailored in a way to produce an image amenable to different optical systems. For basic research 
it is usually essential to have a blackbody source, especially for infrared research, that is traceable to a 
Standards Laboratory, along with traceable secondary standards for calibrating research instrumenta-
tion. Many of the sources can be used to produce spectra, which are capable of calibrating spectral mea-
suring instrumentation. Other sources are included mostly to provide the user with an array of choices.

Blackbody Simulators

Virtually any cavity can be used to produce radiation of high quality, but practicality limits the 
shapes to a few. The most popular shapes are cones and cylinders, the former being more popular. 
Spheres, combinations of shapes, and even flat-plate radiators are used occasionally. Blackbodies can 
be bought rather inexpensively, but there is a fairly direct correlation between cost and quality (i.e., 
the higher the cost the better the quality).

Few manufacturers specialize in blackbody construction. Some, whose products are specifically 
described here, have been specializing in blackbody construction for many years. Other companies 
of this description may be found, for example, in the latest Lasers and Optronics Buying Guide13 or 
the latest Photonics Directory of Optical Industries.14 These references are the latest as of the writing 
of this work. It is expected that they will continue in succeeding years.

A large selection of standard (or blackbody) radiators is offered by Electro-Optical Industries, 
Inc. (EOI), Santa Barbara, California.∗ Most blackbodies can be characterized as one of the fol-
lowing: primary, secondary, or working standard. The output of the primary must, of course, be 
checked with those standards retained at NIST. Figure 8 pictures an EOI blackbody and its controller. 
Figure 9 pictures a similar blackbody from Mikron, Inc. and its controller. All of the companies sell 
separate apertures (some of which are water cooled) for controlling the radiation output of the 
radiators. Another piece of auxiliary equipment which can be purchased is a multispeed chopper. 
It is impossible to cite all of the companies that sell these kinds of sources; therefore, the reader is 
referred to one of the buyers’ guides already referenced for a relatively complete list. It is prudent to 
shop around for the source that suits one’s own purpose.

Figure 10 demonstrates a less conventional working standard manufactured by EOI. Its grooves-
and-honeycomb structure is designed to improve the absorptance of such a large and open struc-
ture. A coating with a good absorbing paint increases its absorptance further.

Incandescent Nongaseous Sources (Exclusive of 
High-Temperature Blackbodies)

Nernst Glower† The Nernst glower is usually constructed in the form of a cylindrical rod or tube 
from refractory materials (usually zirconia, yttria, beria, and thoria) in various sizes. Platinum 
leads at the ends of the tube conduct power to the glower from the source. Since the resistivity of 

∗Many of the sources in the text are portrayed using certain specific company products, only for the sake of demonstration. 
This does not necessarily imply an endorsement of these products by the author. The reader is encouraged in all cases to consult 
the Photonics Directory of Optical Industries14 or a similar directory for competitive products.

†Since Nernst glower is probably obsolete, this section is retained only for historical purpose.
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the material at room temperature is quite high, the working voltage is insufficient to get the glower 
started. Once started, its negative temperature coefficient-of-resistance tends to increase current, 
which would cause its destruction, so that a ballast is required in the circuit. Starting is effected by 
applying external heat, either with a flame or an adjacent electrically heated wire, until the glower 
begins to radiate. 

Data from a typical glower are as follows:

1. Power requirements: 117 V, 50 to 60 A, 200 W

2. Color temperature range: 1500 to 1950 K

3. Dimension: 0.05-in. diameter by 0.3 in.

FIGURE 8 EOI blackbody.

Verification thermocouple  
NIST traceable

Optional water cooled 
aperture up to 6 settings 

of aperture diameter

FIGURE 9 Mikron blackbody.
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FIGURE 10 EOI model 1965. This model is 12 in. in diameter and 9 in. deep. The base is an array of 
intersecting conical cavities. The walls are hex-honeycomb and the temperature range is 175 to 340 K.
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The spectral characteristics of a Nernst glower in terms of the ratio of its output to that of a 
900°C blackbody are shown in Fig. 11.

The life of the Nernst glower diminishes as the operating temperature is increased. Beyond a 
certain point, depending on the particular glower, no great advantage is gained by increasing the 
current through the element. The glower is fragile, with low tensile strength, but can be maintained 
intact with rigid support. The life of the glower depends on the operating temperature, care in han-
dling, and the like. Lifetimes of 200 to 1000 hours are claimed by various manufacturers.

Since the Nernst glower is made in the form of a long thin cylinder, it is particularly useful for 
illuminating spectrometer slits. Its useful spectral range is from the visible region to almost 30 μm, 
although its usefulness compared with other sources diminishes beyond about 15 μm. As a rough 
estimate, the radiance of a glower is nearly that of a graybody at the operating temperature with an 
emissivity in excess of 75 percent, especially below about 15 μm. The relatively low cost of the glower 
makes it a desirable source of moderate radiant power for optical uses in the laboratory. The mak-
ers of spectroscopic equipment constitute the usual source of supply of glowers (or of information 
about suppliers).

Globar The globar is a rod of bonded silicon carbide usually capped with metallic caps which 
serve as electrodes for the conduction of current through the globar from the power source. The 
passage of current causes the globar to heat, yielding radiation at a temperature above 1000°C. A 
flow of water through the housing that contains the rod is needed to cool the electrodes (usually silver). 
This complexity makes the globar less convenient to use than the Nernst glower and necessarily 
more expensive. This source can be obtained already mounted, from a number of manufacturers of 
spectroscopic equipment. Feedback in the controlled power source makes it possible to obtain high 
radiation output.

Ramsey and Alishouse15 provide information on a particular sample globar as follows:

1. Power consumption: 200 W, 6 A

2. Color temperature: 1470 K

They also provide the spectral characteristics of the globar in terms of the ratio of its output to 
that of a 900°C blackbody. This ratio is plotted as a function of wavelength in Fig. 12. Figure 1316 is a 
representation of the spectral emissivity of a globar as a function of wavelength. The emissivity val-
ues are only representative and can be expected to change considerably with use.

Gas Mantle The Welsbach mantle is typified by the kind found in high-intensity gasoline lamps 
used where electricity is not available. The mantle is composed of thorium oxide with some additive 
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FIGURE 11 The ratio of a Nernst glower to a 900°C black-
body versus wavelength.
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to increase its efficiency in the visible region. Its near-infrared emissivity is quite small, except for 
regions exemplified by gaseous emission, but increases considerably beyond 10 μm.

Ramsey and Alishouse15 provide information on a propane-heated sample from an experiment 
in which a comparison of several sources is made:

1. Color temperature: 1670 K

2. Dimensions: 25.4 by 38.1 mm

The spectral characteristics of the mantle in terms of the ratio of its output to that of a 900°C 
blackbody are shown in Fig. 14.

Pfund modified the gas mantle so that it became more a laboratory experimental source than 
an ordinary radiator. By playing a gas flame on an electrically heated mantle, he was able to increase 
its radiation over that from the gas mantle itself.17 Figure 15 shows a comparison of the gas mantle 
and the electrically heated gas mantle, with a Nernst glower. Strong18 points out that playing a flame 
against the mantle at an angle produces an elongated area of intense radiation useful for illuminat-
ing the slits of a spectrometer.
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FIGURE 12 The ratio of a globar to a 900°C blackbody 
versus wavelength.

FIGURE 13 The spectral emissivity of a globar.
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Comparison of Nernst Glower, Globar, and Gas Mantle Figure 16 compares these three types of 
sources, omitting a consideration of differences in the instrumentation used in making measure-
ments of the radiation from the sources.

Availability, convenience, and cost usually influence a choice of sources. At the very long wave-
length regions in the infrared, the gas mantle and the globar have a slight edge over the Nernst 
glower because the Nernst glower (a convenient, small, and inexpensive source) does not have the 
power of the gas mantle and globar.

Tungsten-Filament Lamps A comprehensive discussion of tungsten-filament lamps is given by 
Carlson and Clark.19 Figures 17 to 19 show the configurations of lamp housings and filaments. The 
types and variations of lamps are too numerous to be meaningfully included in this chapter. The 
reader is referred to one of the buyer’s guides for a comprehensive delineation of manufacturers 
from whom unlimited literature can be obtained.

Tungsten lamps have been designed for a variety of applications; few lamps are directed toward 
scientific research, but some bear directly or indirectly on scientific pursuits insofar as they can 
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FIGURE 14 The ratio of the gas mantle to a 900°C 
blackbody versus wavelength.
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provide steady sources of numerous types of radiation. One set of sources cited here, particularly for 
what the manufacturer calls their scientific usefulness, is described in Lamps for Scientific Purposes.20 
Their filament structures are similar to those already described, but their designs reduce extraneous 
radiation and ensure the quality and stability of the desired radiation. The lamps can be obtained 
with a certification of their calibration values.

The physical descriptions of some of these sources are given in Fig. 20. Applications (according 
to the manufacturer, Osram) are photometry, pyrometry, optical radiometry, sensitometry, spec-
troscopy, spectrometry, polarimetry, saccharimetry, spectrophotometry, colorimetry, microscopy, 
microphotography, microprojection, and stroboscopy.

Quartz Envelope Lamps These are particularly useful as standards because they are longer last-
ing (due to action of iodine in the quartz-iodine series), can be heated to higher temperatures, 
are sturdier, and can transmit radiation to longer wavelengths in the infrared than glass-envelope 
lamps. Studer and Van Beers21 have shown the spectral deviation to be expected of lamps containing 
no iodine. The deviation, when known, is readily acceptable in lieu of the degradation in the lamp 
caused by the absence of iodine. The particular tungsten-quartz-iodine lamps used in accordance 
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T
T

P

Par

FIGURE 17 Bulk shapes most frequently used 
for lamps in optical devices. Letter designations are 
for particular shapes.

C-8
CC-8

2C-8
2CC-8

C-6
CC-6

C-2V
CC-2V

C-13
CC-13

C-13B
CC-13B

C-13DC-11
CC-11

FIGURE 18 Most commonly used fila-
ment forms. Letters designate the type of 
filament.

SR-8A

SR-6ASR-6 CR-6

SR-8SR-8

FIGURE 19 Ribbon-type tungsten filaments. 
Type designations are by number.
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with the NIST are described earlier in this chapter. Others can be obtained in a variety of sizes and 
wattages from General Electric, Sylvania, and a variety of other lamp manufacturers and secondary 
sources.

Carbon Arc

The carbon arc has been passed down from early lighting applications in three forms: low-intensity 
arc, flame, and high-intensity arc. The low- and high-intensity arcs are usually operated on direct 

14
0

47
98 ±2

32 Order 
reference

Lamps for scientific purposes

Upper limits for 
electric data 
(V)

Color 
temperature Tf
max.∗

Luminance Ts
max.

Dimensions 
of luminous 
width 
(mm)

Area 
height 
(mm)

Burning 
position†

Base

WI 9
Base E 27/30
DIN 49 620

~ ~

(A)

WI 9 8.5 6 2856 K – 0.2 47 s E 27
WI 14 5 16 – 2400 K 1.6 8 s E 27
WI 16/G 9 16 – 2600 K 21 1.6 s+h E 27
WI 17/G 9 16 – 2600 K 1.6 20 s E 27
WI 40/G 31 6 2856 K – 18 18 s+h E 27
WI 41/G 31 6 2856 K – 18 18 s+h E 27

Type of 
lamp

Light 
intensity

Luminous  
flux

Luminance Color 
temperature

Spectral 
radiance 
distribution‡

WI 9 + – – + –

WI 14 (+) – + + 

WI 16/G (+) – + + 

WI 17/G – – + (+) 

WI 40/G + + – (+) –
WI 42/G + – – + –

Lamps for scientific purposes are gas-filled, incandescent lamps for calibration of 
luminous intensity, luminous flux, luminance (spectral radiant temperature), color 
temperature (luminance temperature and spectral radiance distribution). A test 
certificate can be issued for these types of lamps.

Also for other types of lamp with sufficiently constant electric and photometric data, 
a test certificate can be issued. To order a test certificate, the order reference of the 
lamp, the type of measurement, and the desired burning position have to be given. 
Example: Lamp 41/G, measurement of the electric data and the luminous intensity 
for Tf = 2856 K (light type A), burning position vertical, base up.

Variables for which test certificates can be issued are shown in the following table 
by +. The sigh (+) indicates that certificates can be issued for variables although the 
lamps were not designed for such measurements.

Description

WI 9: 
Lamp with uncoiled straight filament.

WI 14: 
Tungsten ribbon lamp with tubular bulb. The portion of the tungsten ribbon to be  
utilized for measurement is mounted parallel to the lamp axis and positioned approx. 
8 mm off-axis in the measuring direction.

∗ The color temperature of 2856 K corresponds with light-type A (DIN 5035).
† s = vertical (base down): h = vertical (base up).
‡ Only for additional measurement of luminance or color temperature.

+ 
300–800 mm

+ 
300–800 mm

+ 
250–800 mm
250–2500 mm

13
5

76 ±1

38

WI 14
Base E 27/30
DIN 49 620

20
4

14
0

110

WI 16/G
Base E 27/51 × 39

FIGURE 20a Lamps for scientific purposes. (Note dimensions in mm.)
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current; the flame type adapts to either direct or alternating current. In all cases, a ballast must be 
used. In the alternating current arc, the combined radiation from the two terminals is less than that 
from the positive crater of the direct-current arc of the same wattage.22

Spatial variation in the amount of light energy across the crater of dc arcs for different currents 
is shown in Fig. 21.

The carbon arc is a good example of an open arc, widely used because of its very high radiation 
and color temperatures (from approximately 3800 to 6500 K, or higher). The rate at which the 
material is consumed and expended during burning (5 to 30 cm/h) depends on the intensity of 
the arc. The arc is discharged between two electrodes that are moved to compensate for the rate of 
consumption of the material. The anode forms a crater of decomposing material which provides 
a center of very high luminosity. Some electrodes are hollowed out and filled with a softer carbon 
material which helps keep the arc fixed in the anode and prevents it from wandering on the anode 
surface.

17
0

12
5

±5

40

WI 17/G
Base E 27/51 × 39

ª 60 ª 55

35

WI 40/G
Base E 27/51 × 39

100

18
18

17
0

12
0

±3

WI 41/G
Base E 27/51 × 39

100

17
0

12
0

±3

18

WI 16/G:
Tungsten ribbon lamp with spherical bulb. Horizontal tungsten ribbon with a small
notch to indicate the measuring point. The ribbon is positioned approx. 3 mm off-axis.

WI 17/G:
Tungsten ribbon lamp with horn-shaped bulb. The bulb has a tubular extension with
a sealed-on quartz glass window (homogenized ultrasil). Vertical tungsten ribbon
with a small notch to indicate the measuring point.

WI 40/G:
Standard lamp for total radiation, luminous flux, and color temperatures with conic
bulb. The bulb shape prevents reflections in the direction of the plane normal of the
luminous area, which is formed by the meandrous-shaped filament.

WI 41/G:
Standard lamp for light intensity and color temperature with conic bulb. Differs from
the WI 40/G lamp by a black, opaque coating which covers one side of the bulb.
A window is left open in the coating opposite the filament, through which over an
angle of approx. ±3° a constant light intensity is emitted. The black coating prevents
stray light being reflected in the measuring direction.

FIGURE 20b (Continued)
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In some cored electrodes, the center is filled with whatever material is needed to produce desired 
spectral characteristics in the arc. In such devices, the flame between the electrodes becomes the 
important center of luminosity, and color temperatures reach values as high as 8000 K.22 An exam-
ple of this so-called flaming arc is shown in Fig. 22a. Figure 22b and c shows the low-intensity dc 
carbon arc and the high-intensity dc carbon arc with rotating positive electrodes. Tables 2 and 3 give 
characteristics of dc high-intensity and flame carbon arcs.

18 A
21 A
24 A

10 mm

Width of aperture

6:1 Reduction

plate opening

Lu
m

in
an

ce
 (

cd
 m

m
–2

)

45:1 Reduction180

180

180

140

0.20 0.10 0.0 0.10 0.20

160

160

160

140

140

Core

Core

Core

24 A
28 A
34 A

12 mm

31 A
34 A
44 A
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FIGURE 21 Variations in brightness across the craters of 10-, 12-, and 13-mm positive carbons of dc plain 
arcs operated at different currents in the regions of recommended operation.
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A spectrum of low-intensity arc (Fig. 23) shows the similarity between the radiation from it and 
a 3800-K blackbody, except for the band structure at 0.25 and 0.39 μm. In Koller22 an assortment of 
spectra are given for cored carbons containing different materials. Those for a core of soft carbon 
and for a polymetallic core are shown in Figs. 24 and 25. Because radiation emitted from the carbon 
arc is very intense, this arc supplants, for many applications, sources which radiate at lower tempera-
tures. Among the disadvantages in using the carbon arc are its inconvenience relative to the use of 
other sources (e.g., lamps) and its relative instability. However, Null and Lozier23 have studied the 
properties of the low-intensity carbon arc extensively and have found that under the proper operat-
ing conditions the carbon arc can be made quite stable; in fact, in their treatise they recommend its 
use as a standard of radiation at high temperatures.

Enclosed Arc and Discharge Sources (High-Pressure)

Koller22 states that the carbon arc is generally desired if a high intensity is required from a single unit 
but that it is less efficient than the mercury arc. Other disadvantages are the short life of the carbon with 
respect to mercury, and combustion products which may be undesirable. Worthing2 describes a num-
ber of the older, enclosed, metallic arc sources, many of which can be built in the laboratory for labora-
tory use. Today, however, it is rarely necessary to build one’s own source unless it is highly specialized.

The Infrared Handbook1 compiles a large number of these types of sources, some of which will be 
repeated here, in case that publication would not be currently available to the reader. However, the 
reader should take caution that many changes might have occurred in the characteristics of these 
sources and in the supplier whose product is preferred. Consultation with the Photonics Directory 
(see preceding) is usually a good procedure. In some cases a certain type of source described previously 

(a) (b) (c) 

FIGURE 22 Various types of carbon arc: (a) flame type; (b) low-intensity dc arc; and (c) high-intensity dc 
arc with rotating positive carbon.
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15.28  SOURCES

may not still exist. Thus, whereas some manufacturers were less compliant in providing data, they 
should be expected to respond more readily to a potential customer.

Uviarc* This lamp is an efficient radiator of ultraviolet radiation. The energy distribution 
of one type is given in Fig. 26. Since the pressure of this mercury-vapor lamp is intermediate 
between the usual high- and the low-pressure lamps, little background (or continuum) radiation 
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FIGURE 25 Spectral energy distribution of carbon arc 
with polymetallic-cored carbons. Upper curve: 60-A ac 50-V 
across the arc; lower curve: 30-A ac 50-V across the arc.
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FIGURE 23 Spectral distribution of radiant flux 
from 30-A, 55-V dc low-intensity arc with 12-mm posi-
tive carbon (solid line) and a 3800-K blackbody radiator 
(broken line).
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FIGURE 24 Spectral energy distribution of carbon 
arc with core of soft carbon. Upper curve: 60-A ac 50-V 
across the arc; lower curve: 30-A ac 50-V across the arc.

∗Registered trademark of General Electric.
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ARTIFICIAL SOURCES  15.29

is present. In the truly high-pressure lamp, considerable continuum radiation results from greater 
molecular interaction. Figure 2724 shows the dependence on pressure of the amount of contin-
uum in mercury lamps of differing pressure. Bulb shapes and sizes are shown in Fig. 28.

Mercury Arcs A widely used type of high-pressure, mercury-arc lamp and the components neces-
sary for its successful operation are shown in Fig. 29. The coiled tungsten cathode is coated with a 
rare-earth material (e.g., thorium). The auxiliary electrode is used to help in starting. A high resis-
tance limits the starting current. Once the arc is started, the operating current is limited by ballast 
supplied by the high reactance of the power transformer. Spectral data for clear, 400-W mercury 
lamps of this type are given in Fig. 30.

Multivapor Arcs In these lamps, argon and mercury provide the starting action. Then sodium 
iodide, thallium iodide, and indium iodide vaporize and dissociate to yield the bulk of the lamp 
radiation. The physical appearance is like that of mercury lamps of the same general nature. Ballasts 
are similar to their counterparts for the mercury lamp. Up-to-date information on these sources 
should be obtained from the General Electric Corporation Lamp Division in Nela Park near 
Cleveland, Ohio. Spectral features of these sources are given in Fig. 31.

(a) 31 atm

Sp
ec

tr
al

 in
te

n
si

ty
 p

er
 W

 in
pu

t

(b) 75 atm

7,0003,000 4,000 5,000 6,000

(c) 165 atm (d) 285 atm

7,0003,000 4,000 5,000 6,000

Wavelength (Å)

FIGURE 27 Emission spectrum of high-pressure mercury-arc lamps showing continuum background.
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FIGURE 26 Intensity distribution of UA-2 intermediate-
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15.30  SOURCES

Lucalox®∗ Lamps The chief characteristics of this lamp are high-pressure sodium discharge and 
a high temperature withstanding ceramic, Lucalox (translucent aluminum oxide), to yield perfor-
mance typified in the spectral output of the 400-W Lucalox lamp shown in Fig. 32. Ballasts for this 
lamp are described in the General Electric Bulletin TP-109R.25

Capillary Mercury-Arc Lamps22 As the pressure of the arc increases, cooling is required to avoid 
catastrophic effects on the tube. The AH6 tube (Fig. 33) is constructed with a quartz bulb wall and a 
quartz outer jacket, to allow 2800 K radiation to pass, or a Pyrex®† outer jacket to eliminate ultravio-
let. Pure water is forced through at a rapid rate, while the tube is maintained at a potential of 840 V. 
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FIGURE 28 Bulb shapes and sizes (not to 
scale).

End clamp
Arc-tube mount structure

Pinch seal
Platinum heat reflector

Quartz arc tube
Nitrogen vacuum

Rare-earth-coated coiled
tungsten main electrodes

Starting electrode

Starting resistor

Outer bulb

Nickel-plated mogul base

FIGURE 29 High-pressure mercury lamp 
showing various components.
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FIGURE 30 Spectral energy distribution for clear 
mercury-arc lamp.
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FIGURE 31 Spectral energy distribution of multivapor-
arc lamp.

∗Registered trademark of General Electric.
†Registered trademark of Corning Glass Works.
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ARTIFICIAL SOURCES  15.31

The spectral characteristics of certain tubes26 are shown in Fig. 34. This company does not appear in 
the Photonics Guide of 1989, so the catalog referenced in the figure may not be current.

Compact-Source Arcs19,27 Some common characteristics of currently available compact-source arc 
lamps are as follows:

1. A clear quartz bulb of roughly spherical shape with extensions at opposite ends constituting the 
electrode terminals. In some cases, the quartz bulb is then sealed within a larger glass bulb, which 
is filled with an inert gas.

2. A pair of electrodes with relatively close spacing (from less than 1 mm to about 1 cm); hence the 
sometimes-used term short-arc lamps.
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FIGURE 32 Spectral output of 400-W Lucalox lamp.
FIGURE 33 Water-cooled high-pressure (110 atm) 
mercury-arc lamp showing lamp in water jacket.
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15.32  SOURCES

3. A filling of gas or vapor through which the arc discharge takes place.

4. Extreme electrical loading of the arc gap, which results in very high luminance, internal pressures 
of many atmospheres, and bulb temperatures as high as 900°C. Precautions are necessary to pro-
tect people and equipment in case the lamps should fail violently.

5. The need for a momentary high-voltage ignition pulse, and a ballast or other auxiliary equip-
ment to limit current during operation.

6. Clean, attention-free operation for long periods of time.

These lamps are designated by the chief radiating gases enclosed as mercury, mercury xenon, and 
xenon lamps.

Figure 35 shows a compact-source construction for a 1000-W lamp. Since starting may be a 
problem, some lamps (Fig. 36) are constructed with a third (i.e., a starting) electrode, to which a 
momentary high voltage is applied for starting (and especially restarting) while hot. The usual bal-
last is required for compact-source arcs. For stability, these arcs, particularly mercury and mercury-
xenon, should be operated near rated ‘power on a well-regulated power supply.27

The spatial distribution of luminance from these lamps is reported in the literature already 
cited, and typical contours are shown in Fig. 37. Polar distributions are similar to those shown in 
Fig. 38. Spectral distributions are given in Figs. 39 through 41 for a 1000-W ac mercury lamp, a 
5-kW dc xenon lamp, and 1000-W dc mercury-xenon lamp. Lamps are available at considerably 
less wattage.

0
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9

6

3

Metal
sleeve

Metal
sleeve

Glass
bulb

FIGURE 35 Construction of different lamps 
showing differences in relative sizes of electrodes for 
dc (left) and ac (right) operation.
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FIGURE 36 Construction of a lamp with a third, starting electrode.
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FIGURE 39 Spectral distribution of radiant 
intensity from a 1000-W ac mercury lamp perpendicu-
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FIGURE 40 Spectral distribution of radiant intensity 
from a 5-kW dc xenon lamp perpendicular to the lamp axis 
with electrode and bulb radiation excluded.
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FIGURE 41 Spectral distribution of radiant flux from 
a 1000-W mercury-xenon lamp.

Cann27 reports on some interesting special lamps tested by Jet Propulsion Laboratories for 
the purpose of obtaining a good spectral match to the solar distribution. The types of lamps 
tested were Xe, Xe-Zn, Xe-Cd, Hg-Xe-Zn, Hg-Xe-Cd, Kr, Kr-Zn, Kr-Cd, Hg-Kr-Zn, Hg-Kr-Cd, 
Ar, Ne, and Hg-Xe with variable mercury-vapor pressure. For details, the reader should consult 
the literature.

A special design of a short-arc lamp manufactured by Varian28 is shown in Fig. 42. Aside from 
its compactness and parabolic sector, it has a sapphire window which allows a greater amount of IR 
energy to be emitted. It is operated either dc or pulsed, but the user should obtain complete specifi-
cations, because the reflector can become contaminated, with a resultant decrease in output.
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Enclosed Arc and Discharge Sources (Low-Pressure)22

With pressure reduction in a tube filled with mercury vapor, the 2537 Å line becomes predomi-
nant so that low-pressure mercury tubes are usually selected for their ability to emit ultraviolet 
radiation.

Germicidal Lamps These are hot-cathode lamps which operate at relatively low voltages. They dif-
fer from ordinary fluorescent lamps which are used in lighting in that they are designed to transmit 
ultraviolet, whereas the wall of the fluorescent lamp is coated with a material that absorbs ultravio-
let and reemits visible light. The germicidal lamp is constructed of glass of 1-mm thickness which 
transmits about 65 percent of the 2537 Å radiation and virtually cuts off shorter wavelength ultra-
violet radiation.

Sterilamp®∗ Types These cold cathode lamps start and operate at higher voltages than the hot-
cathode type and can be obtained in relatively small sizes as shown in Fig. 43. Operating characteris-
tics of the Sterilamps should be obtained from the manufacturer.

Black-Light Fluorescent Lamps This fluorescent lamp is coated with a phosphor efficient in the 
absorption of 2537Å radiation, emitting ultraviolet radiation in a broadband around 3650 Å. The 
phosphor is a cerium-activated calcium phosphate, and the glass bulb is impervious to shorter 
wavelength ultraviolet radiation. Characteristics of one type are given in Table 4.

Hollow Cathode Lamps A device described early in this century and used for many years by 
spectroscopists is the hollow-cathode tube. The one used by Paschen2 consisted of a hollow metal 
cylinder and contained a small quantity of inert gas, yielding an intense cathode-glow characteristic 
of the cathode constituents. Materials that vaporize easily can be incorporated into the tube so that 
their spectral characteristics predominate.2

Several companies sell hollow-cathode lamps which do not differ significantly from those con-
structed in early laboratories. The external appearance of these modern tubes shows the marks of 
mass production and emphasis on convenience. They come with a large number of vaporizable ele-
ments, singly or in multiples, and with Pyrex® or quartz windows. A partial list of the characteristics 
or the lamps available from two manufacturers is given in Table 5. Their physical appearance is shown 
in Fig. 44a. A schematic of the different elements obtainable in various lamps is shown in Fig. 44b.29

FIGURE 42 High-pressure, short-arc xenon illuminators with sapphire windows. Low starting voltage, 
150 through 800 W; VIX150, VIX300, VIX500, VIX800.

∗Registered trademark of Westinghouse Electric.
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Electrodeless Discharge Lamps30–32 The electrodeless lamp gained popularity when Meggers used 
it in his attempt to produce a highly precise standard of radiation. Simplicity of design makes labo-
ratory construction of this type of lamp easy. Some of the simplest lamps consist of a tube, contain-
ing the radiation-producing element, and a microwave generator, for producing the electric field 
(within the tube) which in turn excites the elemental spectra. Lamps of this type can be purchased 
with specially designed microwave cavities for greater efficiency in coupling. Those made of fused 
quartz can transmit from ultraviolet to near infrared. The electrodeless lamp is better able than the 

0

5

in.

in.

2

3

4

1

FIGURE 43 Pen-Ray low-pressure lamp. 
Pen-Ray is a registered trademark of Ultraviolet 
Products, Inc.

TABLE 4 Spectral Energy Distribution for Black-Light (360 BL) Lamps

  Total Ultraviolet 
 3200–3800 Å below 3800 Å
 Length     Total 3800–7600 Å Erythemal
(W) (in.) (W) %∗ (W) %∗ Visible (W) %∗ Flux

 6 9 0.55 9.1 0.56 9.4 0.1 1.7 250
15 18 2.10 14.0 2.20 14.6 0.4 2.7 950
30 36 4.60 15.3 4.70 15.8 0.9 3.0 2100
40 48 6.70 16.8 6.90 17.3 1.5 3.8 3000

∗ Percentage of input power.
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Transition elements

Group 8

Lantha-
nides

Actinides

Li Be

Na Mg

K Ca Sc Ti V Cr Cu Zn Gn Ge As Se

Al

B

Si P S

Mn Fe Co Ni

Rb Sr Y Zr Nb Mo Ag Cd In Sn Sb TeRu Rh Pd

Cs Ba La Hf Ta W Au Hg Tl Pb BiRe Os Ir Pt

Ce Pr Nd

Th U

Dy Ho Er Tm Yb LuSm Eu Gd Tb

FIGURE 44b Periodic table showing the prevalence of elements obtainable in hollow-
cathode tubes.

arc lamp to produce stable radiation of sharp spectral lines; this makes it useful in spectroscopy and 
interferometry. The Hg 198 lamp makes a suitable secondary standard of radiation.

Spectral Lamps31 Some manufacturers produce groups of arc sources, which are similar in 
construction and filled with different elements and rare gases, and which yield discontinuous or 
monochromatic radiation throughout most of the ultraviolet and visible spectrum. They are called 

FIGURE 44a Hollow-cathode spectral tubes described in Table 5. 
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ARTIFICIAL SOURCES  15.45

spectral lamps. The envelopes of these lamps are constructed of glass or quartz, depending on the 
part of the spectrum desired. Thus, discrete radiation can be obtained from around 2300 Å into the 
near infrared. Figure 4531 represents the various atomic lines observable from Osram spectral lamps. 
Figure 4633 gives a physical description of various spectral lamps obtainable from Philips. Table 6 
lists the characteristics of the various types of lamps obtainable from Philips.

Wavelength in nm

Spectral lines above 400 nm

Spectral lines below 400 nm

400

Cd 100∗

Cd 100∗

B 1†

B 2†

Cs/10

He/10

Hg 100

Hg 100

Hg 100

∗ Lamp Cd100 emits spectral
lines only above 300 nm.

† The ratio of exposure times
B 1 and B 2 are 1:60.

HgCd/10

HgCd/10

K/10

Na/10

Ne/10

Rb/10

Tl/10

Zn/10

Tl/10

Zn/10

450 500 550 600 650 nm

400 450 500 550 600 650 nm
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400 nm

nm400

250 300 350 400 nm

FIGURE 45 Spectral lamps.
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FIGURE 46 Examples of Philips spectral lamps.

TABLE 6 Specifications of Philips Spectral Lamps

     Operating
Catalog    Material  Current  Arc Length
Number Symbols Type Burner Envelope (A) Wattage (mm)

26–2709 Hg Mercury (low-pressure) Quartz Glass 0.9 15 40
26–2717 Hg Mercury (high-pressure) Quartz Glass 0.9 90 30
26–2725 Cd Cadmium Quartz Glass 0.9 25 30
26–2733 Zn Zinc Quartz Glass 0.9 25 30
26–2741 Hg, Cd, Zn Mercury, cadmium, 
   and zinc Quartz Glass 0.9 90 30
26–2758 He Helium Glass Glass 0.9 45 32
26–2766 Ne Neon Glass Glass 0.9 25 40
26–2774 A Argon Glass Glass 0.9 15 40
26–2782 Kr Krypton Glass Glass 0.9 15 40
26–2790 Xe Xenon Glass Glass 0.9 10 40
26–2808 Na Sodium Glass Glass 0.9 15 40
26–2816 Rb Rubidium Glass Glass 0.9 15 40
26–2824 Cs Caesium Glass Glass 0.9 10 40
26–2832 K Potassium Glass Glass 0.9 10 40
26–2857 Hg Mercury (low–pressure) Quartz Quartz 0.9 15 40
26–2865 Hg Mercury (high–pressure) Quartz Quartz 0.9 90 30
26–2873 Cd Cadmium Quartz Quartz 0.9 25 30
26–2881 Zn Zinc Quartz Quartz 0.9 25 30
26–2899 Hg, Cd, Zn Mercury, cadmium, 
   and zinc Quartz Quartz 0.9 90 30
26–2907 In Indium∗ Quartz Quartz 0.9 25 25
26–2915 Tl Thallium Quartz Quartz 0.9 20 30
26–2923 Ga Gallium Quartz Quartz 0.9 20 30

∗ Requires a Tesla coil to cause it to strike initially.
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ARTIFICIAL SOURCES  15.47

Pluecker Spectrum Tubes34 These are inexpensive tubes made of glass (Fig. 47) with an overall 
length of 25 cm and capillary portion of 8.5 to 10 cm long. They operate from an ordinary supply 
with a special transformer which supports the tubes in a vertical position and maintains the voltage 
and current values adequate to operate the discharge and regulate the spectral intensity. Table 7 lists 
the various gases in available tubes.

Concentrated Arc Lamps

Zirconium Arc25 The cathodes of these lamps are made of a hollow refractory metal containing 
zirconium oxide. The anode, a disk of metal with an aperture, resides directly above the cathode 
with the normal to the aperture coincident with the longitudinal axis of the cathode. Argon gas fills 
the tube. The arc discharge causes the zirconium to heat (to about 3000 K) and produce an intense, 
very small source of light. These lamps have been demonstrated in older catalogs from the Cenco 
Company in a number of wattages (from 2 to 300). The end of the bulk through which the radiation 
passes comes with ordinary curvature or (for a slight increase in price) flat. Examples are shown 
in Fig. 48.

Tungsten-Arc (Photomicrographic) Lamp25 The essential elements of this discharge-type lamp 
(see Fig. 49) are a ring electrode and a pellet electrode, both made of tungsten. The arc forms 
between these electrodes, causing the pellet to heat incandescently. The ring also incandesces, but to 
a lesser extent. Thus, the hot pellet (approximately 3100 K) provides an intense source of small-area 

87210-87265

FIGURE 47 Physical construction of 
Pluecker spectrum tubes.

TABLE 7 Gas Fills in Plueker Tubes∗

Cenco Number Type

87210 Argon Gas
87215 Helium Gas
87220 Neon Gas
87225 Carbonic Acid Gas
87230 Chlorine Gas
87235 Hydrogen Gas
87240 Nitrogen Gas
87242 Air
87245 Oxygen Gas
87255 Iodine Vapor
87256 Krypton Gas
87258 Xenon
87260 Mercury Vapor
87265 Water Vapor

∗Consists of glass tube with overall length 
of 25 cm with capillary portion about 8.5 to 
10 cm long. Glass-to-metal seal wires are welded 
in metal caps with loops for wire connection are 
firmly sealed to the ends. Power supply no. 87208 
is recommended as a source of excitation.
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15.48  SOURCES

radiation. A plot of the spectral variation of this radiation is given in Fig. 50. As with all tungsten 
sources, evaporation causes a steady erosion of the pellet surface with the introduction of gradients, 
which is not serious if the pellet is used as a point source.

General Electric, manufacturer of the 30A/PS22 photomicrographic lamp, which uses a 30 Å 
operating current, states that this lamp requires a special heavy-duty socket obtainable through 
certain manufacturers suggested in its brochure, which may now be out of print in the original, but 
obtainable presumably as a copy from GE.

Solid electrode, diameter approximately 3.0 mm 
ring electrode, inside diameter approximately 4.5 mm

Starting filament

Centerline of base

Spacing betweeen 
electrodes 2.0–2.5 mm

FIGURE 49 Construction of tungsten-arc lamp. The lamp must be operated baseup on a well-
ventilated housing and using a special high-current socket which does not distort the position of the 
posts.

FIGURE 48 Physical construction of some zirconium 
arc lamps. Two 2-W lamps are available but not shown 
here.

87343 87342 87338
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Glow Modulator Tubes35

According to technical data supplied by Sylvania, these are cold-cathode light sources uniquely 
adaptable to high-frequency modulation. (These tubes are now manufactured by The English 
Electric Valve Company, Elmsford, New York.) Pictures of two types are shown in Fig. 51. The cath-
ode is a small hollow cylinder, and the high ionization density in the region of the cathode provides 
an intense source of radiation. Figure 52 is a graph of the light output as a function of tube current. 
Figure 53 is a graph depicting the response of the tube to a modulating input. The spectral outputs 
of a variety of tubes are shown in Fig. 54. Table 8 gives some of the glow-modulator specifications.

Hydrogen and Deuterium Arcs

For applications requiring a strong continuum in the ultraviolet region, the hydrogen arc at a few 
millimeters pressure provides a useful source. It can be operated with a cold or hot cathode. One 
hot-cathode type is shown in Fig. 55. Koller22 plots a distribution for this lamp down to about 200 Å.

Deuterium lamps (Fig. 56) provide a continuum in the ultraviolet with increased intensity over 
the hydrogen arc. Both lamps have quartz envelopes. The one on the left is designed for operation 
down to 2000 Å; the one on the right is provided with a Suprasil®∗ window to increase the ultraviolet 
range down to 1650 Å. NIST is offering a deuterium lamp standard of spectral irradiance between 
200 and 350 nm. The lamp output at 50 cm from its medium bipost base is about 0.7 W cm−3 at 
200 nm and drops off smoothly to 0.3 W cm−3 at 250 nm and 0.07 W cm−3at 350 nm. A working 
standard of the deuterium lamp can be obtained also, for example, from Optronic Laboratories, 
Incorporated, Orlando, Florida.

Other Commercial Sources

Activated-Phosphor Sources Of particular importance and convenience in the use of photometers 
are sources composed of a phosphor activated by radioactive substances. Readily available, and not 
subject to licensing with small quantities of radioactive material, are the 14C-activated phosphor 
light sources. These are relatively stable sources of low intensity, losing about 0.02 percent per year 
due to the half-life of 14C and the destruction of phosphor centers.

Wavelength (Å)

2000 8000 14000 20000 26000
0

40

80

120

160

μW
 s

r–1
 p

er
 1

00
 Å

FIGURE 50 Spectral distribution of a 30/PS-22 
photomicrographic lamp (superceded by the 330 watt, 
30 amp PS-70).

∗Registered trademark of Heraeus-Amersil.
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Other (High-Energy) Sources Radiation at very high powers can be produced. Sources are syn-
chrotrons, plasmatrons, arcs, sparks, exploding wires, shock tubes, and atomic and molecular beams, 
to name but a few. Among these, one can purchase in convenient, usable form precisely controlled 
spark-sources for yielding many joules of energy in a time interval of the order of microseconds. 
The number of vendors will be few, but check the directories.

FIGURE 51 Construction of two glow modulator tubes. 
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FIGURE 52 Variations of the light output from a 
glow modulator tube as a function of tube current.
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FIGURE 53 Response of the glow modulator tube to 
a modulating input.
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FIGURE 54 Spectral variation of the output of glow modulator tubes.
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Other Special Sources An enormous number of special-purpose sources are obtainable from 
manufacturers and scientific instrument suppliers. One source that remains to be mentioned is 
the so-called miniature, sub- and microminiature lamps. These are small, even tiny, incandescent 
bulbs of glass or quartz, containing tungsten filaments. They serve excellently in certain applications 
where small, intense radiators of visible and near-infrared radiation are needed. Second-source ven-
dors advertise in the trade magazines.
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16.1

16

16.1 GLOSSARY

 A2 radiative transition probability from level 2 to all other possible lower-lying levels

 A21 radiative transition probability from level 2 to level 1

 aL scattering losses within a laser cavity for a single pass through the cavity

 B12 Einstein B coeffi cient associated with absorption

 B21 Einstein B coeffi cient associated with stimulated emission

 E1, E2 energies of levels 1 and 2 above the ground state energy for that species

 g1, g2 stability parameters for laser modes when describing the laser optical cavity

 g1, g2 statistical weights of energy levels 1 and 2 that indicate the degeneracy of the levels

 g21 gain coeffi cient for amplifi cation of radiation within a medium at a wavelength of l21

 Isat  saturation intensity of a beam in a medium; intensity at which exponential growth will 
cease to occur even though the medium has uniform gain (energy/time-area)

 N1, N2 population densities (number of species per unit volume) in energy levels 1 and 2

 rc radius of curvature of the expanding wavefront of a gaussian beam

 R1, R2 refl ectivities of mirrors 1 and 2 at the desired wavelength

 T1 lifetime of a level when dominated by collisional decay

 T2 average time between phase-interrupting collisions of a species in a specifi c excited state

 topt optimum mirror transmission for a laser of a given gain and loss

 w(z) beam waist radius at a distance z from the minimum beam waist for a gaussian beam

 wo minimum beam waist radius for a gaussian mode

 a12 absorption coeffi cient for absorption of radiation within a medium at wavelength l21 

 g21 angular frequency bandwidth of an emission or absorption line

 Δtp pulse duration of a mode-locked laser pulse

 Δv frequency bandwidth over which emission, absorption, or amplifi cation can occur
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16.2  SOURCES

 ΔvD   frequency bandwidth (FWHM) when the dominant broadening process is Doppler or mo-
tional broadening

 h index of refraction of the laser medium at the desired wavelength

 l21 wavelength of a radiative transition occurring between energy levels 2 and 1

 v21 frequency of a radiative transition occurring between energy levels 2 and 1

 s21  stimulated emission cross section (area) associated with levels 2 and 1

 
σ 21

D   stimulated emission cross section at line center when Doppler broadening dominates 
(area)

 
σ 21

H   stimulated emission cross section at line center when homogeneous broadening dominates 
(area)

 t2 lifetime of energy level 2

 t21 lifetime of energy level 2 if it can only decay to level 1

16.2 INTRODUCTION

A laser is a device that amplifies light and produces a highly directional, high-intensity beam that 
typically has a very pure frequency or wavelength. It comes in sizes ranging from approximately 
one-tenth the diameter of a human hair to the size of a very large building, in powers ranging from 
10 9− to 1020 W and in wavelengths ranging from the microwave to the soft-x-ray spectral regions 
with corresponding frequencies from 1011 to 1017 Hz. Lasers have pulse energies as high as 104 J and 
pulse durations as short as 6 10 15× −  seconds. They can easily drill holes in the most durable of mate-
rials and can weld detached retinas within the human eye.

Lasers are a key component of some of our most modern communication systems and are the 
“phonograph needle” of compact disc players. They are used for heat treatment of high-strength 
materials, such as the pistons of automobile engines, and provide a special surgical knife for many 
types of medical procedures. They act as target designators for military weapons and are used in the 
checkout scanners we see everyday at the supermarket.

The word laser is an acronym for Light Amplification by Stimulated Emission of Radiation. The 
laser makes use of processes that increase or amplify light signals after those signals have been gener-
ated by other means. These processes include (1) stimulated emission, a natural effect that arises out 
of considerations relating to thermodynamic equilibrium, and (2) optical feedback (present in most 
lasers) that is usually provided by mirrors. Thus, in its simplest form, a laser consists of a gain or 
amplifying medium (where stimulated emission occurs) and a set of mirrors to feed the light back 
into the amplifier for continued growth of the developing beam (Fig. 1).

The entire spectrum of electromagnetic radiation is shown in Fig. 2, along with the region cov-
ered by currently existing lasers. Such lasers span the wavelength range from the far infrared part of 

FIGURE 1 Simplified diagram of a laser, including the amplifying medium and the optical 
resonator.

Optical resonator or cavity

Amplifying medium

Fully reflecting mirror Partially transmitting mirror

Laser beam
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LASERS 16.3

the spectrum (λ =1000 m)μ  to the soft-x-ray region (λ = 3 nm),  thereby covering a range of almost 
six orders of magnitude! There are several types of units that are used to define laser wavelengths. 
These range from micrometers (μm) in the infrared to nanometers (nm) and angstroms (Å) in the 
visible, ultraviolet (UV), vacuum ultraviolet (VUV), extreme ultraviolet (EUV or XUV), and soft-x-
ray (SXR) spectral regions.

This chapter provides a brief overview of how a laser operates. It considers a laser as having two 
primary components: (1) a region where light amplification occurs which is referred to as a gain
medium or an amplifier, and (2) a cavity, which generally consists of two mirrors placed at either end 
of the amplifier.

Properties of the amplifier include the concept of discrete excited energy levels and their associ-
ated finite lifetimes. The broadening of these energy levels will be associated with the emission line-
width which is related to decay of the population in these levels.

Stimulated emission will be described, and the formulas for calculating the amount of gain that 
can occur via stimulated emission will be given in terms of the radiative properties of the medium. 
The concept of the saturation intensity will be introduced and related to the amount of gain that 
is necessary for laser output. The addition of mirrors at the ends of the amplifier will be used to 
increase the gain length and to reduce the divergence of the amplified beam. The threshold condi-
tions for laser output will be described in terms of the amplifier properties and the mirror reflec-
tivities. This section will conclude with a review of excitation or pumping processes that are used to 
produce the necessary population density in the upper laser level.

Cavity properties will begin with a discussion of both longitudinal and transverse cavity modes 
which provide the laser beam with a gaussian-shaped transverse profile. The properties of those 
gaussian beams will be reviewed. The types of optical cavities that allow stable operation of laser 
modes will then be described. A number of special types of laser cavity arrangements and techniques 
will be reviewed, including unstable resonators, Q-switching, mode-locking, and ring lasers. A brief 
review will then be given of the various common types of gaseous, liquid, and solid-state lasers.

Additional information related to spectral lineshape and the mechanisms of spectral broaden-
ing can be found in Chap. 10 (Vol. I), “Optical Spectroscopy and Spectroscopic Lineshapes.” Other 
related material can be found in Chap. 8 (Vol. IV), “Fundamental Optical Properties of Solids,” and 
Chap. 33 (Vol. I), “Holography and Holographic Instruments.” As lasers are widely used in many of 
the devices and techniques discussed in other chapters in this Handbook, the reader is directed to 
those topics for information on specific lasers.

FIGURE 2 The portion of the electromagnetic spectrum 
that involves lasers, along with the general wavelengths of opera-
tion of most of the common lasers.
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16.3 LASER PROPERTIES ASSOCIATED 
WITH THE LASER GAIN MEDIUM

Energy Levels and Radiation1,2

Nearly all lasers involve electronic charge distributions of atoms, molecules, organic dye solutions, 
or solids that make transitions from one energy state or level E2 to another lower-lying level E1. 
The loss of energy resulting from this transition is given off in the form of electromagnetic radia-
tion. The relationship between the energy difference between the levels, E E2 1−  or ΔE21, and the 
frequency v21 of radiation occurring as a result of the transition, is determined by the Einstein rela-
tionship E hv21 21=  where h is Planck’s constant. It was first shown by Bohr in 1913 that the discrete 
set of emission wavelengths from a hydrogen discharge could be explained by the occurrence of 
discrete energy levels in the hydrogen atom that have a fixed relationship. This discrete arrangement 
of energy levels was later shown to occur in other atoms, in molecules, and also in liquids and solids. 
In atoms these energy levels are very precisely defined and narrow in width (≈109 Hz) and can be 
accurately calculated with sophisticated atomic physics codes. In molecules and high-density mate-
rials the locations of the levels are more difficult to calculate and they tend to be much broader in 
width, the largest widths occurring in liquids and solids (up to 5 1013× Hz). 

The lowest energy level of a species is referred to as the ground state and is usually the most stable 
state of the species. There are some exceptions to this, for example, ground states of ionized spe-
cies or unstable ground states of some molecular species such as excimer molecules. Energy levels 
above the ground state are inherently unstable and have lifetimes that are precisely determined by 
the arrangement of the atoms and electrons associated with any particular level as well as to the 
particular species or material. Thus, when an excited state is produced by applying energy to the 
system, that state will eventually decay by emitting radiation over a time period ranging from 10 15−  
seconds or less to times as long as seconds or more, depending upon the particular state or level 
involved. For strongly allowed transitions that involve the electron charge cloud changing from an 
atomic energy level of energy E2  to a lower-lying level of energy E1, the radiative decay time τ 21 can 
be approximated by τ λ21

4
21
210≈  where τ 21 is in seconds and λ21 is the wavelength of the emitted 

radiation in meters. λ21 is related to v21 by the relationship λ η21 21v c= /  where c is the velocity of light 
(3 108× m/s) and η  is the index of refraction of the material. For most gases, η  is near unity and for 
solids and liquids it ranges between 1 and 10, with most values ranging from ≈1 3.  to 2.0.

Using the expression suggested above for the approximate value of the lifetime of an excited 
energy level, one obtains a decay time of several ns for green light (λ21

75 10= × − m). This represents 
a minimum radiative lifetime since most excited energy levels have a weaker radiative decay prob-
ability than mentioned above and would therefore have radiative lifetimes one or two orders of 
magnitude longer. Other laser materials such as molecules, organic dye solutions, and semiconduc-
tor lasers have similar radiative lifetimes. The one exception is the class of dielectric solid-state laser 
materials (both crystalline and glass) such as ruby and Nd:YAG, in which the lifetimes are of the 
order of 1 sμ  to 3 ms. This much longer radiative lifetime in solid-state laser materials is due to the 
nature of the particular state of the laser species and to the crystal matrix in which it is contained. 
This is a very desirable property for a laser medium since it allows excitation and energy storage 
within the laser medium over a relatively long period of time.

Emission Linewidth and Line Broadening 
of Radiating Species1,3

Assume that population in energy level 2 decays to energy level 1 with an exponential decay time 
of τ 21 and emits radiation at frequency v21 during that decay. It can be shown by Fourier analysis 
that the exponential decay of that radiation requires the frequency width of the emission to be 
of the order of Δv ≅1 2 21/ πτ . This suggests that the energy width ΔE2 of level 2 is of the order of 
ΔE h2 212= / πτ . If the energy level 2 can decay to more levels than level 1, with a corresponding decay 
time of τ 2,  then its energy is broadened by an amount ΔE h2 22= / .πτ  If the decay is due primarily to 
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radiation at a rate A i2  to one or more individual lower-lying levels i, then 1 2 2 2/ .τ = = ∑A A i
i

 A2 rep-

resents the total radiative decay rate of level 2, whereas A i2  is the specific radiative decay rate from 
level 2 to a lower-lying level i.

If population in level 2 decays radiatively at a radiative rate A2 and population in level 1 decays 
radiatively at a rate A1, then the emission linewidth of radiation from level 2 to 1 is given by

 Δv

A Ai j
ji

21

2 1

2
=

+∑∑
π

 (1)

which is referred to as the natural linewidth of the transition and represents the sum of the widths of 
levels 2 and 1 in frequency units. If, in the above example, level 1 is a ground state with infinite life-
time or a long-lived metastable level, then the natural linewidth of the emission from level 2 to level 1 
would be represented by

  Δv

A i
i

21

2

2
=

∑
π

  (2)

since the ground state would have an infinite lifetime and would therefore not contribute to the 
broadening. This type of linewidth or broadening is known as natural broadening since it results 
specifically from the radiative decay of a species. Thus the natural linewidth associated with a spe-
cific transition between two levels has an inherent value determined only by the factors associated 
with specific atomic and electronic characteristics of those levels.

The emission-line broadening or natural broadening described above is the minimum line broad-
ening that can occur for a specific radiative transition. There are a number of mechanisms that can 
increase the emission linewidth. These include collisional broadening, phase-interruption broadening, 
Doppler broadening, and isotope broadening. The first two of these, along with natural broadening, are 
all referred to as homogeneous broadening. Homogeneous broadening is a type of emission broadening 
in which all of the atoms radiating from the specific level under consideration participate in the same 
way. In other words, all of the atoms have the identical opportunity to radiate with equal probability.

The type of broadening associated with either Doppler or isotope broadening is referred to as 
inhomogeneous broadening. For this type of broadening, only certain atoms radiating from that level 
that have a specific property such as a specific velocity, or are of a specific isotope, participate in 
radiation at a certain frequency within the emission bandwidth.

Collisional broadening is a type of broadening that is produced when surrounding atoms, mol-
ecules, solvents (in the case of dye lasers), or crystal structures interact with the radiating level and 
cause the population to decay before it has a chance to decay by its normal radiative processes. The 
emission broadening is then associated with the faster decay time T1,  or Δv T=1 2 1/ .π  

Phase-interruption broadening or phonon broadening is a type of broadening that does not 
increase the decay rate of the level, but it does interrupt the phase of the rotating electron cloud on 
average over a time interval T2 which is much shorter than the radiative decay time τ 2 which includes 
all possible radiative decay channels from level 2. The result of this phase interruption is to increase 
the emission linewidth beyond that of both natural broadening and T1 broadening (if it exists) to an 
amount Δv T=1 2 2/ .π  

Doppler broadening is a type of inhomogeneous broadening in which the Doppler effect shifts 
the frequencies of radiating atoms moving toward the observer to a higher value and the frequencies 
of atoms moving away from the observer to a lower value. This effect occurs only in gases since they 
are the only species that are moving fast enough to produce such broadening. Doppler broadening 
is the dominant broadening process in most visible gas lasers. The expression for the Doppler line-
width (FWHM) is given by

 Δv v
T

MD o= ⋅ −7 16 10 7.  (3)
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in which vo  is the center frequency associated with atoms that are not moving either toward or 
away from the observer, T is the gas temperature in kelvin and M is the atomic or molecular weight 
(number of nucleons/atom or molecule) of the gas atoms or molecules.

Isotope broadening also occurs in some gas lasers. It becomes the dominant broadening process 
if the specific gas consists of several isotopes of the species and if the isotope shifts for the specific 
radiative transition are broader than the Doppler width of the transition. The helium-cadmium 
laser is dominated more by this effect than any other laser since the naturally occurring cadmium 
isotopic mixture contains eight different isotopes and the isotope shift between adjacent isotopes 
(adjacent neutron numbers) is approximately equal to the Doppler width of the individual radiating 
isotopes. This broadening effect can be eliminated by the use of isotopically pure individual iso-
topes, but the cost for such isotopes is often prohibitive.

All homogeneous broadening processes have a frequency distribution that is described by a 
Lorentzian mathematical function

 I v I
v vo

o
21

21
2

2
21

2

4

4
( )

) ( / )
=

− +
γ π

γ π
/

(
 (4)

in which γ 21 represents the decay rate of level 2, Io is the total emission intensity of the transition 
over the entire linewidth, and vo is the center frequency of the emission line. In Eq. (4), γ 21 is deter-
mined by the relationship γ π21 212= Δv . For natural broadening, Δv21 is given by either Eq. (1) or 
Eq. (2), whichever is applicable. For T1-dominated broadening, Δv T21 11 2= / ,π  and for T2-dominated 
broadening, γ π21 21 2= / .T  

The frequency distribution for Doppler broadening is described by a gaussian function
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Both of these lineshape functions are indicated in Fig. 3. In this figure, both the total emission intensity 
integrated over all frequencies and the emission linewidth (full width at half maximum or FWHM) for 
both functions are identical.

Isotope broadening involves the superposition of a series of either lorentzian shapes or gaussian 
shapes for each isotope of the species, separated by the frequencies associated with the isotope shifts 
of that particular transition.

FIGURE 3 Lineshape functions for both homogeneous 
broadening, with a lorentzian shape, and Doppler broadening 
(inhomogeneous), with a gaussian shape. Both lines are arranged 
with equal linewidths (FWHM) and equal total intensities.
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Table 1 gives examples of the dominant broadening process and the value of the broadening for 
most of the common commercial lasers.

Bandwidths of laser transitions in semiconductors are actually made narrower by making the 
active regions of the material extremely thin in one or more dimensions. In doing so the energy 
levels become quantized and thus behave more like single atom atomic levels. Quantizing in one 
dimension, by making the thickness of the order of 50 to 100 nm, leads to a quantum well laser. 
Narrowing and thereby quantizing in two dimensions is referred to as a quantum wire and in three 
dimensions, a quantum dot. The advantages of quantizing the dimensions is that the reduced thick-
ness leads to a significantly reduced heat loss during the excitation of the semiconductor as well as 
a narrower laser emission linewidth because of the smaller size of the electron energy distribution 
in the upper laser level. In the case of the quantum dot, the material takes on atom-like properties 
because the energies are quantized in all three dimensions and the lasing threshold is reduced much 
more so than even with the quantum well laser. Of course there is less laser gain medium produced 
in such materials per unit volume, because of the reduced gain volume, and thereby less laser power 
per unit volume. This can be made up by having many such gain media in parallel and/or in series, 
taking into account the heat removal requirements of the pumping process.

Stimulated Radiative Processes—
Absorption and Emission1,2

Two types of stimulated radiative processes, absorption and stimulated emission, occur between 
energy levels 1 and 2 of a gain medium when light of frequency v21 corresponding to an energy dif-
ference ΔE E E hv21 2 1 21= − =( )  passes through the medium. These processes are proportional to the 
light intensity I as indicated in Fig. 4 for a two-level system as well as to the stimulated absorption 
and emission coefficients B12 and B21, respectively. These coefficients are related to the frequency v21 
and the spontaneous emission probability A21 associated with the two levels. A21 has units of (1/s).

Absorption results in the loss of light of intensity I when the light interacts with the medium. 
The energy is transferred from the beam to the medium by raising population from level 1 to the 
higher-energy level 2. In this situation, the species within the medium can either reradiate the energy 
and return to its initial level 1, it can reradiate a different energy and decay to a different level, or it 
can lose the energy to the surrounding medium via collisions, which results in the heating of the 
medium, and return to the lower level. The absorption probability is proportional to the intensity 
I which has units of energy/s-m2 times B12, which is the absorption probability coefficient for that 
transition. B12 is one of the Einstein B coefficients and has the units of m3/energy-s2.

Stimulated emission results in the increase in the light intensity I when light of the appropriate 
frequency v21 interacts with population occupying level 2 of the gain medium. The energy is given 

TABLE 1 Amplifier Parameters for a Wide Range of Lasers

 Type of` Laser l21 (nm) t2 (s) Δv21 (Hz) Δl21 (nm) s21(m2) ΔN21(m–3) L(m) g21(m–1)

Helium-Neon 632.8 3 × 10–7 2 × 109 2 × 10–3 3 × 10–17 5 × 1015 0.2 0.15
Argon 488.0 1 × 10–8 2 × 109 1.6 × 10–3 5 × 10–16 1 × 1015 0.2–1.0 0.5
He-Cadmium 441.6 7 × 10–7 2 × 109 1.3 × 10–3 8 × 10–18 4 × 1016 0.2–1.0 0.3
Copper vapor 510.5 5 × 10–7 2 × 109 1.3 × 10–3 8 × 10–18 6 × 1017 1.0–2.0 5
CO2 10,600 4 6 × 107 2.2 × 10–2 1.6 × 10–20 5 × 1019 0.2–2.0 0.8
Excimer 248.0 9 × 10–9 1 × 1013 2 2.6 × 10–20 1 × 1020 0.5–1.0 2.6
Dye (Rh6G) 577.0 5 × 10–9 5 × 1013 60 1.2 × 10–20 2 × 1022 0.01 240
Semiconductor 800 1 × 10–9 1 × 1013 20 1 × 10–19 1024 0.00025 100,000
Nd:Yag 1064.1 2.3 × 10–4 1.2 × 1011 0.4 6.5 × 10–23 1.6 × 1023 0.1 10
Nd:Glass 1054 3.0 × 10–4 7.5 × 1012 26 4.0 × 10–24 8 × 1023 0.1 3
Cr:LiSAF 840 6.7 × 10–5 9.0 × 1013 250 5.0 × 10–24 2 × 1024 0.1 10
Ti:Al2O3 760 3.2 × 10–6 1.5 × 1014 400 4.1 × 10–23 5 × 1023 0.1 20
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up by the species to the radiation field. In the case of stimulated emission, the emitted photons or 
bundles of light have exactly the same frequency v21 and direction as the incident photons of inten-
sity I that produce the stimulation. B21 is the associated stimulated emission coefficient and has the 
same units as B12. It is known as the other Einstein B coefficient.

Einstein showed the relationship between B12,  B21, and A21 as

  g B g B2 21 1 12=   (6)

and

  A
hv

c
B21

21
3

3 21

8
=

π
  (7)

where g2  and g1  are the statistical weights of levels 2 and 1 and h is Planck’s constant. Since 
A21 211= /τ  for the case where radiative decay dominates and where there is only one decay path from 
level 2, B21 can be determined from lifetime measurements or from absorption measurements on 
the transition at frequency v21.  

Population Inversions1,2

The two processes of absorption and stimulated emission are the principal interactions involved in a 
laser amplifier. Assume that a collection of atoms of a particular species is energized to populate two 
excited states 1 and 2 with population densities N1  and N2 (number of species/m3) and state 2 is at a 
higher energy than state 1 by an amount ΔE21 as described in the previous section. If a photon beam 
of energy ΔE21, with an intensity Io and a corresponding wavelength λ21 21 21= =c v hc E/ /Δ , passes 
through this collection of atoms, then the intensity I after the beam emerges from the medium can 
be expressed as

  I I e I eo
N g g N L

o
N L= =−σ σ21 2 2 1 1 21 21( ( ) )/ Δ   (8)

where σ 21 is referred to as the stimulated emission cross section with dimensions of m2, L is the thick-
ness of the medium (in meters) through which the beam passes, and N g g N N2 2 1 1 21− =( )/ Δ  is known 
as the population inversion density. The exponents in Eq. (8) are dimensionless quantities than can be 
either greater or less than unity, depending upon whether N2 is greater than or less than ( ) .g g N2 1 1/  

FIGURE 4 Stimulated emission and 
absorption processes that can occur between 
two energy levels, 1 and 2, and can signifi-
cantly alter the population densities of the 
levels compared to when a beam of intensity 
I is not present.
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The general form of the stimulated emission cross section per unit frequency is given as

  σ
λ

π21
21
2

21

8
=

A

vΔ
  (9)

in which Δv  represents the linewidth over which the stimulated emission or absorption occurs.
For the case of homogeneous broadening, at the center of the emission line, σ 21 is expressed as

  σ
λ
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21
2
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Δ
  (10)

where Δv H
21  is the homogeneous emission linewidth (FWHM) which was described earlier for sev-

eral different situations.
For the case of Doppler broadening, σ 21

D  can be expressed as
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at the center of the emission line and Δv D
21 is the Doppler emission linewidth expressed earlier in 

Eq. (3).
For all types of matter, the population density ratio of levels 1 and 2 would normally be such 

that N N2 1� . This can be shown by the Boltzmann relationship for the population ratio in thermal 
equilibrium which provides the ratio of N N2 1/  to be

  
N

N

g

g
e E kT2

1

2

1

21= −Δ /   (12)

in which T is the temperature and k is Boltzmann’s constant. Thus, for energy levels separated by 
energies corresponding to visible transitions, in a medium at or near room temperature, the ratio 
of N N e2 1

100 4410/ ≅ =− − . For most situations in everyday life we can ignore the population N2  in the 
upper level and rewrite Eq. (8) as

  I I e I eo
N L

o
L= =− −σ α12 1 12   (13)

where σ σ21 2 1 12=( )g g/  and α σ12 12 1= N . Equation (13) is known as Beer’s law, which is used to 
describe the absorption of light within a medium. a12 is referred to as the absorption coefficient 
with units of m−1.  

In laser amplifiers we cannot ignore the population in level 2. In fact, the condition for amplifi-
cation and laser action is

  N g g N g N g N2 2 1 1 2 2 10 1− > >( )/ or /1   (14)

since, if Eq. (14) is satisfied, the exponent of Eq. (8) will be greater than 1 and I will emerge from the 
medium with a greater value than Io , or amplification will occur. The condition of Eq. (14) is a nec-
essary condition for laser amplification and is known as a population inversion since N2 is greater 
than ( ) .g g N2 1 1/  In most cases, ( )g g2 1/  is either unity or close to unity.

Considering that the ratio of g N g N1 2 2 1/  [Eq. (14)] could be greater than unity does not fol-
low from normal thermodynamic equilibrium considerations [Eq. (12)] since it would represent 
a population ratio that could never exist in thermal equilibrium. When Eq. (14) is satisfied and 
amplification of the beam occurs, the medium is said to have gain or amplification. The factor 
σ 21 2 2 1 1( ( ) )N g g N− /  or σ 21 21ΔN  is often referred to as the gain coefficient g21 and is given in units of 
m−1 such that g N21 21 21=σ Δ . Typical values of σ 21,  ΔN21, and g21 are given in Table 1 for a variety 
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of lasers. The term g21  is also referred to as the small-signal gain coefficient since it is the gain coef-
ficient determined when the laser beam intensity within the laser gain medium is small enough that 
stimulated emission does not significantly alter the populations in the laser levels.

Gain Saturation2

It was stated in the previous section that Eq. (14) is a necessary condition for making a laser but 
it is not a sufficient condition. For example, a medium might satisfy Eq. (14) by having a gain of 
e g L21 10 10≈ − , but this would not be sufficient to allow any reasonable beam to develop. Lasers gener-
ally start by having a pumping process that produces enough population in level 2 to create a popu-
lation inversion with respect to level 1. As the population decays from level 2, radiation occurs spon-
taneously on the transition from level 2 to level 1 equally in all directions within the gain medium. 
In most of the directions very little gain or enhancement of the spontaneous emission occurs, since 
the length is not sufficient to cause significant growth according to Eq. (8). It is only in the elongated 
direction of the amplifier, with a much greater length, that significant gain exists and, consequently, 
the spontaneous emission is significantly enhanced. The requirement for a laser beam to develop in 
the elongated direction is that the exponent of Eq. (8) be large enough for the beam to grow to the 
point where it begins to significantly reduce the population in level 2 by stimulated emission. The 
beam will eventually grow, according to Eq. (8), to an intensity such that the stimulated emission 
rate is equal to the spontaneous emission rate. At that point the beam is said to reach its saturation 
intensity I sat , which is given by

  I
hv

Hsat = 21

21 21σ τ
  (15)

The saturation intensity is that value at which the beam can no longer grow exponentially 
according to Eq. (8) because there are no longer enough atoms in level 2 to provide the additional 
gain. When the beam grows above I sat it begins to extract significant energy since at this point the 
stimulated emission rate exceeds the spontaneous emission rate for that transition. The beam essen-
tially takes energy that would normally be radiated in all directions spontaneously and redirects it 
via stimulated emission, thereby increasing the beam intensity.

Threshold Conditions with No Mirrors 

I sat can be achieved by having any combination of values of the three parameters σ 21 21
H N, ,Δ  and L

large enough that their product provides sufficient gain. It turns out that the requirement to reach 
I sat can be given by making the exponent of Eq. (8) have the following range of values:

  σ 21 21 2110 20 10 20H HN L g LΔ ≈ − ≈ −or   (16)

where the specific value between 10 and 20 is determined by the geometry of the laser cavity. 
Equation (16) suggests that the beam grows to a value of I I eo/ = = × − ×−10 20 4 82 10 5 10 , which is a 
very large amplification.

Threshold Conditions with Mirrors

One could conceivably make L sufficiently long to always satisfy Eq. (16), but this is not practical. 
Some lasers can reach the saturation intensity over a length L of a few centimeters, but most require 
much longer lengths. Since one cannot readily extend the lasing medium to be long enough to 
achieve Lsat ,  the same result is obtained by putting mirrors around the gain medium. This effec-
tively increases the path length by having the beam pass many times through the amplifier.
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A simple understanding of how the mirrors affect the beam is shown in Fig. 5. The diagram 
effectively shows how multiple passes through the amplifier can be considered for the situation 
where flat mirrors are used at the ends of the amplifier. The dashed outlines that are the same size 
as the gain media represent the images of those gain media produced by their reflections in the mir-
rors. It can be seen that as the beam makes multiple passes, its divergence narrows up significantly in 
addition to the large increase in intensity that occurs due to amplification. For high-gain lasers, such 
as excimer or organic dye lasers, the beam only need pass through the amplifier a few times to reach 
saturation. For low-gain lasers, such as the helium-neon laser, it might take 500 passes through the 
amplifier in order to reach I sat .  

The laser beam that emerges from the laser is usually coupled out of the amplifier by having a 
partially transmitting mirror at one end of the amplifier which typically reflects most of the beam 
back into the medium for more growth. To ensure that the beam develops, the transmission of the 
output coupling mirror (as it is usually referred to) must be lower than the gain incurred by the 
beam during a round-trip pass through the amplifier. If the transmission is higher than the round-
trip gain, the beam undergoes no net amplification. It simply never develops. Thus a relationship 
that describes the threshold for laser oscillation balances the laser gain with the cavity losses. In the 
most simplified form, those losses are due to the mirrors having a reflectivity less than unity. Thus, 
for a round-trip pass-through the laser cavity, the threshold for inversion can be expressed as

  R R e R R eN L g L
1 2

2
1 2

221 21 211 1σ Δ > >or   (17a)

which is a similar requirement to that of Eq. (16) since it defines the minimum gain requirements 
for a laser.

A more general version of Eq. (17a) can be expressed as

  R R a e R R a eL
N L

L
g

1 2
2 2

2
21 1 121 21( ) ( )( ) (− = −−σ αΔ or 1

221 2 1− =α) L   (17b)

in which we have included a distributed absorption α  throughout the length of the gain medium at 
the laser wavelength, as well as the total scattering losses aL  per pass through the cavity (excluding 
the gain medium and the mirror surfaces). The absorption loss α  is essentially a separate absorb-
ing transition within the gain medium that could be a separate molecule as in an excimer laser, 

FIGURE 5 Laser beam divergence for amplifier configurations having high gain and 
(a) no mirrors or (b) one mirror, and high or low gain and (c) two mirrors.
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absorption from either the ground state or from the triplet state in a dye laser, or absorption from 
the ground state in the broadband tunable solid-state lasers and in semiconductor lasers or from the 
upper laser state in most solid-state lasers. The scattering losses aL , per pass, would include scatter-
ing at the windows of the gain medium, such as Brewster angle windows, or scattering losses from 
other elements that are inserted within the cavity. These are typically of the order of one or two 
percent or less.

Laser Operation above Threshold

Significant power output is achieved by operating the laser at a gain greater than the threshold value 
defined above in Eqs. (16) and (17). For such a situation, the higher gain that would normally be 
produced by increased pumping is reduced to the threshold value by stimulated emission. The addi-
tional energy obtained from the reduced population inversion is transferred to the laser beam in 
the form of increased laser power. If the laser has low gain, as most cw (continuously operating) gas 
lasers do, the gain and also the power output tend to stabilize rather readily.

For solid-state lasers, which tend to have higher gain and also a long upper-laser-level lifetime, 
a phenomenon known as relaxation oscillations7 occurs in the laser output. For pulsed (non-Q-
switched) lasers in which the gain lasts for many microseconds, these oscillations occur in the form 
of a regularly repeated spiked laser output superimposed on a lower steady-state value. For cw lasers 
it takes the form of a sinusoidal oscillation of the output. The phenomenon is caused by an oscilla-
tion of the gain due to the interchange of pumped energy between the upper laser level and the laser 
field in the cavity. This effect can be controlled by using an active feedback mechanism, in the form 
of an intensity-dependent loss, in the laser cavity.

Laser mirrors not only provide the additional length required for the laser beam to reach I sat , 
but they also provide very important resonant cavity effects that will be discussed in a later section. 
Using mirrors at the ends of the laser gain medium (or amplifier) is referred to as having the gain 
medium located within an optical cavity.

How Population Inversions Are Achieved4

It was mentioned earlier that population inversions are not easily achieved in normal situations. All 
types of matter tend to be driven toward thermal equilibrium. From an energy-level standpoint, to 
be in thermal equilibrium implies that the ratio of the populations of two excited states of a par-
ticular material, whether it be a gaseous, liquid, or solid material, is described by Eq. (12). For any 
finite value of the temperature this leads to a value of N g g N2 2 1 1/ /( )  that is always less than unity 
and therefore Eq. (14) can never be satisfied under conditions of thermal equilibrium. Population 
inversions are therefore produced in either one of two ways: (1) selective excitation (pumping) of 
the upper-laser-level 2, or (2) more rapid decay of the population of the lower-laser-level 1 than of 
the upper-laser-level 2, even if they are both populated by the same pumping process.

The first requirement mentioned above was met in producing the very first laser, the ruby laser.5 
In this laser the flash lamp selectively pumped chromium atoms to the upper laser level (through 
an intermediate level) until the ground state (lower laser level) was depleted enough to produce the 
inversion (Fig. 6). Another laser that uses this selective pumping process is the copper vapor laser6 
(CVL). In this case, electrons in a gaseous discharge containing the copper vapor have a much pre-
ferred probability of pumping the upper laser level than the lower laser level (Fig. 7). Both of these 
lasers involve essentially three levels.

The second type of excitation is used for most solid-state lasers, such as the Nd3+ doped yttrium 
aluminum garnet laser7 (commonly referred to as the Nd:YAG laser), for organic dye lasers,8 and 
many others. It is probably the most common mechanism used to achieve the necessary population 
inversion. This process involves four level2 (although it can include more) and generally occurs via 
excitation from the ground state 0 to an excited state 3 which energetically lies above the upper-
laser-level 2. The population then decays from level 3 to level 2 by nonradiative processes (such as 
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collisional processes in gases), but can also decay radiatively to level 2. If the proper choice of mate-
rials has been made, the lower-laser-level 1 in some systems will decay rapidly to the ground state 
(level 0) which allows the condition N g g N2 2 1 1>( )/  to be satisfied. This situation is shown in Fig. 8 
for an Nd:YAG laser crystal.

Optimization of the Output Coupling from a Laser Cavity9

A laser will operate with any combination of mirror reflectivities subject to the constraints of the 
threshold condition of Eq. (17a or b). However, since lasers are devices that are designed to use the 
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FIGURE 6 Energy-level diagram for a ruby laser showing the pump 
wavelength bands and the laser transition. The symbols 4

1T  and 4
2T  are 

shown as the appropriate designations for the pumping levels in ruby along 
with the more traditional designations in parenthesis.
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FIGURE 7 Energy-level diagrams of the transient three-level 
copper and lead vapor lasers showing the pump processes as well as 
the laser transitions.
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FIGURE 8 Energy-level diagram of the Nd:YAG laser indicating the 
four-level laser excitation process.
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laser power in various applications, it is desirable to extract the most power from the laser in the 
most efficient manner. A simple expression for the optimum laser output coupling is given as

  t a g L aL Lopt
/= −( )21

1 2   (18)

in which aL is the absorption and scattering losses per pass through the amplifier (the same as in 
Eq. (17a and b), g21 is the small signal gain per pass through the amplifier, and L is the length of the 
gain medium. This value of topt is obtained by assuming that equal output couplings are used for 
both mirrors at the ends of the cavity. To obtain all of the power from one end of the laser, the output 
transmission must be doubled for one mirror and the other mirror is made to be a high reflector.

The intensity of the beam that would be emitted from the output mirror can be estimated to be

  I
I t

at
L

max
= sat opt

2

2
  (19)

in which I sat  is the saturation intensity as obtained from Eq. (15). If all of the power is desired from 
one end of the laser, as discussed above, then Itmax

 would be doubled in the above expression.

Pumping Techniques to Produce Inversions

Excitation or pumping of the upper laser level generally occurs by two techniques: (1) particle 
pumping and (2) optical or photon pumping. No matter which process is used, the goal is to achieve 
sufficient pumping flux and, consequently enough, population in the upper-laser-level 2 to exceed 
the requirements of either Eq. (16) or Eq. (17).

Particle Pumping 20 Particle pumping occurs when a high-speed particle collides with a laser species 
and converts its kinetic energy to internal energy of the laser species. Particle pumping occurs mostly 
with electrons as the pumping particles. This is especially common in a gas discharge where a voltage 
is applied across a low-pressure gas and the electrons flow through the tube in the form of a discharge 
current that can range from a few milliamps to tens of amperes, depending upon the particular laser 
and the power level desired. This type of excitation process is used for lasers such as the argon (Fig. 9) 
and krypton ion lasers, the copper vapor laser, excimer lasers, and the molecular nitrogen laser.
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Two other well-known gas lasers, the helium-neon laser and the helium-cadmium laser, operate 
in a gas discharge containing a mixture of helium gas and the laser species (neon gas or cadmium 
vapor). When an electric current is produced within the discharge, the high-speed electrons first 
pump an excited metastable state in helium (essentially a storage reservoir). The energy is then 
transferred from this reservoir to the upper laser levels of neon or cadmium by collisions of the 
helium metastable level with the neon or cadmium ground-state atoms as shown in Fig. 10. Electron 
collisions with the cadmium ion ground state have also been shown to produce excitation in the case 
of the helium-cadmium laser.

FIGURE 9 Energy-level diagram of the argon ion 
laser indicating the two-step excitation process.
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In an energy-transfer process similar to that of helium with neon or cadmium, the CO2 laser 
operates by using electrons of the gas discharge to produce excitation of molecular nitrogen vibra-
tional levels that subsequently transfer their energy to the vibrational upper laser levels of CO2 as 
indicated in Fig. 11. Helium is used in the CO2 laser to control the electron temperature and also to 
cool (reduce) the population of the lower laser level via collisions of helium atoms with CO2 atoms 
in the lower laser level.

High-energy electron beams and even nuclear reactor particles have also been used for particle 
pumping of lasers, but such techniques are not normally used in commercial laser devices.

Optical Pumping 7 Optical pumping involves the process of focusing light into the gain medium 
at the appropriate wavelength such that the gain medium will absorb most (or all) of the light and 
thereby pump that energy into the upper laser level as shown in Fig. 12. The selectivity in pumping 
the laser level with an optical pumping process is determined by choosing a gain medium having 
significant absorption at a wavelength at which a suitable pump light source is available. This of 
course implies that the absorbing wavelengths provide efficient pumping pathways to the upper laser 
level. Optical pumping requires very intense pumping light sources, including flash lamps and other 
lasers. Lasers that are produced by optical pumping include organic dye lasers and solid-state lasers. 
The two types of energy level arrangements for producing lasers via optical pumping were described 
in detail in the section “How Population Inversions Are Achieved” and shown in Figs. 6 and 8.

Flash lamps used in optically pumped laser systems are typically long, cylindrically shaped, 
fused quartz structures of a few millimeters to a few centimeters in diameter and 10 to 50 cm in 

FIGURE 11 Energy-level diagram of the carbon dioxide (CO2) 
laser along with the energy level of molecular nitrogen that collision-
ally transfers its energy to the CO2 upper laser level.
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FIGURE 12 A general diagram show-
ing optical pumping of the upper laser level.
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length. The lamps are filled with gases such as xenon and are initiated by running an electrical cur-
rent through the gas. The light is concentrated into the lasing medium by using elliptically shaped 
reflecting cavities that surround both the laser medium and the flash lamps as shown in Fig. 13. 
These cavities efficiently collect and transfer to the laser rod most of the lamp energy in wavelengths 
within the pump absorbing band of the rod. The most common flash lamp-pumped lasers are Nd:
YAG, Nd:glass, and organic dye lasers. New crystals such as Cr:LiSAF and HoTm:YAG are also ame-
nable to flash lamp pumping.

Solid-state lasers also use energy-transfer processes as part of the pumping sequence in a way 
similar to that of the He-Ne and He-Cd gas lasers. For example, Cr3+ ions are added into neodymium-
doped crystals to improve the absorption of the pumping light. The energy is subsequently trans-
ferred to the Nd3+ laser species. Such a process of adding desirable impurities is known as sensitizing.

Lasers are used as optical pumping sources in situations where (1) it is desirable to be able to 
concentrate the pump energy into a small-gain region or (2) it is useful to have a narrow spectral 
output of the pump source in contrast with the broadband spectral distribution of a flash lamp.

Laser pumping is achieved by either transverse pumping (a direction perpendicular to the direc-
tion of the laser beam) or longitudinal pumping (a direction in the same direction as the emerging 
laser beam). Frequency doubled and tripled pulsed Nd:YAG lasers are used to transversely pump 
organic dye lasers8 that provide continuously tunable laser radiation over the near-ultraviolet, vis-
ible, and near-infrared spectral regions (by changing dyes at appropriate wavelength intervals). For 
transverse pumping, the pump lasers are typically focused into the dye medium with a cylindrical 
lens to provide a 1- to 2-cm-long (but very narrow) gain medium in the liquid dye solution. The dye 
concentration is adjusted to absorb the pump light within a millimeter or so into the dye cell to pro-
vide the very high concentration of gain near the surface of the cell.

Both cw and mode-locked argon ion lasers and Nd:YAG lasers are typically used for longitudinal 
or end pumping of cw and/or mode-locked organic dye lasers and also of solid-state gain media. In 
this pumping arrangement the pump laser is focused into a very thin gain region, which is provided 
by either a thin jet stream of flowing dye solution (Fig. 14) or a solid-state crystal such as Ti:Al2O3. 
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Linear 
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FIGURE 13 Flash lamp pumping arrangements for solid-state laser rods showing the use of helical 
lamps as well as linear lamps in a circular cavity, a single elliptical cavity, and a double elliptical cavity.
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The thin gain medium is used, in the case of the generation of ultrashort mode-locked pulses, so 
as to allow precise timing of the short-duration pump pulses with the ultrashort laser pulses that 
develop within the gain medium as they travel within the optical cavity.

Thin-disk lasers are diode-pumped solid-state lasers that efficiently produce high output power 
with good beam quality. Such lasers have gain media with a very short axial dimension of several 
hundred microns and wide transverse dimensions of several centimeters. The disks are antireflection 
coated for both the lasing and pumping wavelengths on the front side and a high reflection coating 
on the rear side. The laser crystal is mounted on a heat sink to efficiently remove the wasted heat of 
the pumping process. An output coupling mirror is mounted in front of the disk to provide multiple 
passes of the beam through the gain medium, for maximum power extraction, and to provide good 
mode quality. Yb:YAG is the most successful laser material for this type of laser.

Gallium arsenide semiconductor diode lasers, operating at wavelengths around 0.8 μm, can be 
effectively used to pump Nd:YAG lasers because the laser wavelength is near that of the strongest 
absorption feature of the pump band of the Nd:YAG laser crystal, thereby minimizing excess heat-
ing of the laser medium. Also, the diode lasers are very efficient light sources that can be precisely 
focused into the desired mode volume of a small Nd:YAG crystal (Fig. 15a) which results in minimal 
waste of the pump light. Figure 15b shows how close-coupling of the pump laser and the Nd:YAG 
crystal can be used to provide compact efficient diode laser pumping. The infrared output of the 
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FIGURE 14 End-pumping cavity 
arrangement for either organic dye lasers or 
solid-state lasers.
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FIGURE 15 Pumping arrangements for diode-pumped Nd:YAG lasers 
showing both (a) standard pumping using an imaging lens and (b) close-
coupled pumping in which the diode is located adjacent to the laser crystal.
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Nd:YAG laser can then also be frequency doubled as indicated in Fig. 15a, using nonlinear optical 
techniques to produce a green laser beam in a relatively compact package.

Semiconductor Diode Laser Pumping Semiconductor laser pumping occurs when electrons are 
made to flow from an n-type semiconductor to a p-type semiconductor. In this case, as opposed 
to particle pumping described previously, it is not the kinetic energy of the electrons that does the 
excitation. Instead, it is the electrons themselves flowing into a p-doped material that produces the 
inversion. An analogy might be the water in a mountain region approaching a waterfall. The water 
is already at the upper energy site and loses its energy when it cascades down the waterfall. In the 
same sense, the electrons already have sufficient potential energy when they are pulled into the p-type 
material via an external electric field. Once they arrive, a population inversion exists where they 
recombine with the holes and cascade downward to produce the recombination radiation.

16.4 LASER PROPERTIES ASSOCIATED WITH 
OPTICAL CAVITIES OR RESONATORS

Longitudinal Laser Modes1,2

When a collimated optical beam of infinite lateral extent (a plane wave) passes through two reflect-
ing surfaces of reflectivity R and also of infinite extent that are placed normal (or nearly normal) 
to the beam and separated by a distance d, as shown in Fig. 16a, the plot of transmission versus 
wavelength for the light as it emerges from the second reflecting surface is shown in Fig. 16b. The 
transmission reaches a maximum of 100 percent (if there are no absorption losses at the reflecting 
surfaces) at frequency spacings of Δv c d= /2η  where c is the speed of light in a vacuum, and h is the 
index of refraction of the medium between the mirrors. This frequency-selective optical device is 
known as a Fabry-Perot interferometer and has many useful applications in optics.

FIGURE 16 Fabry-Perot optical cavity consisting of two plane-parallel mirrors with a specific 
reflectivity separated by a distance d indicating the frequency spacing of longitudinal modes.
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The transmission through this device, as shown in Fig. 16b is enhanced at regular frequency 
or wavelength intervals due to the development of standing waves that resonate within the optical 
cavity. The enhancement occurs at frequencies (or wavelengths) at which complete sinusoidal half-
cycles of the electromagnetic wave exactly “fit” between the mirrors such that the value of the elec-
tric field of the wave is zero at the mirror surfaces.

If a laser amplifier is placed between two mirrors in the same arrangement as described above, 
the same standing waves tend to be enhanced at frequency intervals of

  v n c d= ( )/2η   (20)

where n is an integer that indicates the number of half wavelengths of the laser light that fit within 
the spacing d of the two mirrors. In a typical laser operating in the visible spectral region, n would 
be of the order of 30,000 to 40,000. In such a laser, the output of the laser beam emerging from the 
cavity is very strongly enhanced at the resonant wavelengths as shown in Fig. 17, since these are the 
wavelengths that have the lowest loss within the cavity. The widths of the resonances shown in Fig. 17 
are those of a passive Fabry-Perot cavity. When an active gain medium is placed within the cavity, 
the linewidth of the beam that is continually amplified as it reflects back and forth between the mirrors 
is narrowed even further.

These enhanced regions of very narrow frequency output are known as longitudinal modes of the 
laser. They are referred to as modes since they represent discrete values of frequency associated with 
the integral values of n at which laser output occurs. Lasers operating on a single longitudinal mode 
with ultrastable cavities and ultrahigh reflectivity mirrors have generated linewidths as narrow as a 
few hundred hertz or less. Since the longitudinal or temporal coherence length of a beam of light is 
determined by c v/Δ , a very narrow laser linewidth can provide an extremely long coherence length 
and thus a very coherent beam of light.

For a typical gas laser (not including excimer lasers), the laser gain bandwidth is of the order of 
10 109 10to  Hz. Thus, for a laser mirror cavity length of 0.5 m, the mode spacing would be of the order 
of 300 MHz and there would be anywhere from 3 to 30 longitudinal modes operating within the laser 
cavity. For an organic dye laser or a broadband solid-state laser, such as a Ti:Al2O3 laser, there could 
be as many as one million distinct longitudinal modes, each of a slightly different frequency than the 
next one, oscillating at the same time. However, if mode-locking is not present, typically only one or 
a few modes will dominate the laser output of a homogeneously broadened laser gain medium.

Transverse Laser Modes11–14

The previous section considered the implications of having a collimated or parallel beam of light 
of infinite lateral extent pass through two infinite reflecting surfaces that are arranged normal to 
the direction of propagation of the beam and separated by a specific distance d. We must now 

Fully reflecting mirror Partially transmitting mirror

Modes 
coincide 
in direction

Two distinct 
longitudinal modes 
(different wavelengths)

Gain medium

FIGURE 17 Laser resonator showing two distinct longitudinal modes traveling in the 
same direction but with slightly different frequencies.

16_Bass_v2ch16_p001-038.indd 16.20 8/24/09 5:35:22 PM



LASERS 16.21

consider the consequences of having the light originate within the space between the two mirrors in 
an amplifier that has only a very narrow lateral extent limited by either the diameter of the mirrors 
or by the diameter of the amplifying medium. The beam evolves from the spontaneous emission 
within the gain medium and eventually becomes a nearly collimated beam when it reaches I sat since 
only rays traveling in a very limited range of directions normal to the laser mirrors will experience 
enough reflections to reach I sat . The fact that the beam has a restricted aperture in the direction 
transverse to the direction of propagation causes it to evolve with a slight transverse component due 
to diffraction, which effectively causes the beam to diverge. This slight divergence actually consists of 
one or more distinctly separate beams that can operate individually or in combination.

These separate beams that propagate in the z direction are referred to as transverse modes as 
shown in Fig. 18. They are characterized by the various lateral spatial distributions of the electric 
field vector E(x, y) in the x-y directions as they emerge from the laser. These transverse amplitude 
distributions for the waves can be described by the relationship.
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In this solution, p and q are positive integers ranging from zero to infinity that designate the differ-
ent modes which are associated with the order of the Hermite polynomials. Thus every set of p, q 
represents a specific distribution of wave amplitude at one of the mirrors, or a specific transverse 
mode of the open-walled cavity. We can list several Hermite polynomials as follows:
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The spatial intensity distribution would be obtained by squaring the amplitude distribution func-
tion of Eq. (21). The transverse modes are designated TEM for transverse electromagnetic. The 
lowest order mode is given by TEM00. It could also be written as TEMn00 in which n would designate 
the longitudinal mode number [Eq. (20)]. Since this number is generally very large for optical fre-
quencies, it is not normally given.

The lowest order TEM00 mode has a circular distribution with a gaussian shape (often referred 
to as the gaussian mode) and has the smallest divergence of any of the transverse modes. Such a 
mode can be focused to a spot size with dimensions of the order of the wavelength of the beam. It 
has a minimum width or waist 2wo that is typically located between the laser mirrors (determined 
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FIGURE 18 Laser resonator showing two distinct transverse modes traveling in different 
directions with slightly different frequencies.
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by the mirror curvatures and separation) and expands symmetrically in opposite directions from 
that minimum waist according to the following equation:
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where w(z) is the beam waist at any location z measured from wo ,η  is the index of refraction of the 
medium, and z wo o=ηπ λ2 /  is the distance over which the beam waist expands to a value of 2wo. 

The waist w(z) at any location, as shown in Fig. 19, describes the transverse dimension within 
which the electric field distribution of the beam decreases to a value of 37 percent (1/e) of its maxi-
mum on the beam axis and within which 86.5 percent of the beam energy is contained. The TEM00 
mode would have an intensity distribution that is proportional to the square of Eq. (21) for p q= = 0 
and, since it is symmetrical around the axis of propagation, it would have a cylindrically symmetric 
distribution of the form

  I r z I eo
r w z( , ) ( )= −2 2 2/   (24)

where Io  is the intensity on the beam axis.
The beam also has a wavefront curvature given by
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which is indicated in Fig. 19, and a far-field angular divergence given by
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For a symmetrical cavity formed by two mirrors, each of radius of curvature R, separated by a dis-
tance d and in a medium in which η =1 the minimum beam waist wo  is given by

  w d R do
2 1 2

2
2= −

λ
π

[ ( )] /   (27)

Field amplitude

1

b = 2z0

w0

w(z)

z
q/2 = l/(pw0)

R(z)

1
e

√2w0

FIGURE 19 Parameters of a gaussian-shaped beam which are the features of a TEM00 transverse 
laser mode.
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and the radius of curvature rc  of the wavefront is

  r z
d R d

zc = +
−( )2

4
  (28)

For a confocal resonator in which R d wo= ,  is given by

 w
d

o =
λ
π2

 (29)

and the beam waist (spot size) at each mirror located a distance d/2 from the minimum is

 w
d

=
λ
π

 (30)

Thus, for a confocal resonator, w(d/2) at each of the mirrors is equal to 2wo  and thus at that loca-
tion, z zo= .  The distance between mirrors for such a cavity configuration is referred to as the confo-
cal parameter b such that b zo= 2 . In a stable resonator, the curvature of the wavefront at the mirrors, 
according to Eqs. (25) and (28), exactly matches the curvature of the mirrors as shown in Fig. 20.

Each individual transverse mode of the beam is produced by traveling a specific path between 
the laser mirrors such that, as it passes from one mirror to the other and returns, the gain it receives 
from the amplifier is at least as great as the total losses of the mirror, as indicated from Eq. (17), plus 
the additional diffraction losses produced by either the finite lateral extent of the laser mirrors or the 
finite diameter of the laser amplifier or some other optical aperture placed in the system, whichever 
is smaller. Thus the TEM00 mode is produced by a beam passing straight down the axis of the reso-
nator as indicated in Fig. 19.

Laser Resonator Configurations and Cavity Stability4,14

There are a variety of resonator configurations that can be used for lasers. The use of slightly curved 
mirrors leads to much lower diffraction losses of the transverse modes than do plane parallel mir-
rors, and they also have much less stringent alignment tolerances. Therefore, most lasers use curved 
mirrors for the optical cavity. For a cavity with two mirrors of curvature R1 and R2, and a separation 
distance d, a number of possible cavity configurations are shown in Fig. 21.

Beam profile

Mirrors

Curved 
wavefront

FIGURE 20 A stable laser resonator indicating the beam profile at vari-
ous locations along the beam axis as well as the wavefront at the mirrors that 
matches the curvature of the mirrors.
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A relationship between the radii of curvature and the separation between mirrors can be defined as

  g
d

R
g

d

R1
1 2

1 1= − = −and 2   (31)

such that the condition for stable transverse modes is given by

  0 11 2< <g g   (32)

FIGURE 21 Possible two-mirror laser cavity configurations indicating 
the relationship of the radii of curvature of the mirrors with respect to the 
separation between mirrors.
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A stable mode is a beam that can be maintained with a steady output and profile over a relatively 
long period of time. It results from a cavity configuration that concentrates the beam toward the 
resonator axis in a regular pattern as it traverses back and forth within the cavity, rather than allow-
ing it to diverge and escape from the resonator. In considering the various possible combinations of 
curved mirror cavities, one must keep the relation between the curvatures and mirror separation d
within the stable regions of the graph, as shown in Fig. 22, in order to produce stable modes. Thus it 
can be seen from Fig. 22 that not all configurations shown in Fig. 21 are stable. For example, the pla-
nar, confocal, and concentric arrangements are just on the edge of stability according to Fig. 22.

There may be several transverse modes oscillating simultaneously “within” a single longitudinal 
mode. Each transverse mode can have the same value of n [Eq. (20)] but will have a slightly different 
value of d as it travels a different optical path between the resonator mirrors, thereby generating a 
slight frequency shift from that of an adjacent transverse mode. For most optical cavities, the mode 
that operates most easily is the TEM00 mode, since it travels a direct path along the axis of the gain 
medium.

16.5 SPECIAL LASER CAVITIES

Unstable Resonators14

A laser that is operating in a TEM00 mode, as outlined above, typically has a beam within the 
laser cavity that is relatively narrow in width compared to the cavity length. Thus, if a laser with a 
relatively wide gain region is used, to obtain more energy in the output beam, it is not possible to 
extract the energy from that entire region from a typically very narrow low-order gaussian mode. 

FIGURE 22 Stability diagram for two-mirror laser 
cavities indicating the shaded regions where stable cavities 
exist.
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A class of resonators has been developed that can extract the energy from such wide laser volumes 
and also produce a beam with a nearly gaussian profile that makes it easily focusable. These resona-
tors do not meet the criteria for stability, as outlined above, but still provide a good beam quality for 
some types of lasers. This class of resonators is referred to as unstable resonators.

Unstable resonators are typically used with high-gain laser media under conditions such that 
only a few passes through the amplifier will allow the beam to reach the saturation intensity and 
thus extract useful energy. A diagram of two unstable resonator cavity configurations is shown 
in Fig. 23. Figure 23b is the positive branch confocal geometry and is one of the most common 
unstable resonator configurations. In this arrangement, the small mirror has a convex shape and the 
large mirror a concave shape with a separation of length d such that R R d2 1 2− = . With this configu-
ration, any ray traveling parallel to the axis from left to right that intercepts the small convex mirror 
will diverge toward the large convex mirror as though it came from the focus of that mirror. The 
beam then reflects off of the larger mirror and continues to the right as a beam parallel to the axis. 
It emerges as a reasonably well-collimated beam with a hole in the center (due to the obscuration of 
the small mirror). The beam is designed to reach the saturation intensity when it arrives at the large 
mirror and will therefore proceed to extract energy as it makes its final pass through the amplifier. 
In the far field, the beam is near gaussian in shape, which allows it to be propagated and focused 
according to the equations described in the previous section. A number of different unstable resona-
tor configurations can be found in the literature for specialized applications.

Q-Switching15

A typical laser, after the pumping or excitation is first applied, will reach the saturation intensity in 
a time period ranging from approximately 10 ns to 1 μs, depending upon the value of the gain in 
the medium. For lasers such as solid-state lasers the upper-laser-level lifetime is considerably longer 
than this time (typically 50 to 200 μs). It is possible to store and accumulate energy in the form of 
population in the upper laser level for a time duration of the order of that upper-level lifetime. If 
the laser cavity could be obscured during this pumping time and then suddenly switched into the 
system at a time order of the upper-laser-level lifetime, it would be possible for the gain, as well as 

FIGURE 23 Unstable resonator cavity configurations 
showing both the negative and positive branch confocal cavities.

Negative branch confocal

Positive branch confocal

16_Bass_v2ch16_p001-038.indd 16.26 8/24/09 5:35:29 PM



LASERS 16.27

the laser energy, to reach a much larger value than it normally would under steady-state conditions. 
This would produce a “giant” laser pulse of energy from the system.

Such a technique can in fact be realized and is referred to as Q-switching to suggest that the cav-
ity Q is changed or switched into place. The cavity is switched on by using either a rapidly rotating 
mirror or an electro-optic shutter such as a Pockel cell or a Kerr cell. Nd:YAG and Nd:glass lasers are 
the most common Q-switched lasers. A diagram of the sequence of events involved in Q-switching is 
shown in Fig. 24.

Another technique that is similar to Q-switching is referred to as cavity dumping. With this tech-
nique, the intense laser beam inside of a normal laser cavity is rapidly switched out of the cavity by 
a device such as an acousto-optic modulator. Such a device is inserted at Brewster’s angle inside the 
cavity and is normally transparent to the laser beam. When the device is activated, it rapidly inserts a 
high-reflecting surface into the cavity and reflects the beam out of the cavity. Since the beam can be as 
much as two orders of magnitude higher in intensity within the cavity than that which leaks through 
an output mirror, it is possible to extract high power on a pulsed basis with such a technique.

Mode-Locking14

In the discussion of longitudinal modes it was indicated that such modes of intense laser output 
occur at regularly spaced frequency intervals of Δv c d= /2η  over the gain bandwidth of the laser 
medium. For laser cavity lengths of the order of 10 to 100 cm these frequency intervals range from 
approximately 108 to 109 Hz. Under normal laser operation, specific modes with the highest gain 

FIGURE 24 Schematic diagram of a Q-switched laser indicating how 
the loss is switched out of the cavity and a gaint laser pulse is produced as 
the gain builds up.
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tend to dominate and quench other modes (especially if the gain medium is homogeneously broad-
ened). However, under certain conditions it is possible to obtain all of the longitudinal modes lasing 
simultaneously, as shown in Fig. 25a. If this occurs, and the modes are all phased together so that 
they can act in concert by constructively and destructively interfering with each other, it is possible 
to produce a series of giant pulses separated in a time Δt  of

  Δt d c= 2η /   (33)

or approximately 1 to 10 ns for the cavity lengths mentioned above (see Fig. 25b). The pulse dura-
tion is approximately the reciprocal of the separation between the two extreme longitudinal laser 
modes or

  Δ
Δ

t
n vp =

1
  (34)

as can also be seen in Fig. 25b. This pulse duration is approximately the reciprocal of the laser gain 
bandwidth. However, if the index of refraction varies significantly over the gain bandwidth, then all 
of the frequencies are not equally spaced and the mode-locked pulse duration will occur only within 
the frequency width over which the frequency separations are approximately the same.
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FIGURE 25 Diagrams in both the frequency and time domains 
of how mode-locking is produced by phasing n longitudinal modes 
together to produce an ultrashort laser pulse.
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The narrowest pulses are produced from lasers having the largest gain bandwidth such as organic 
dye lasers, and solid-state lasers including Ti:Al2O3, Cr:Al2O3, and Cr:LiSAlF. The shortest mode-
locked pulses to date, 4 4 10 15. × −  seconds, have been produced in Ti:sapphire at a center wavelength 
of 820 nm at a rep rate of 80 MHz. Using pulse compression techniques, such pulses have been 
made as short as 3 5 10 15. × −  seconds.

Such short-pulse operation is referred to as mode-locking and is achieved by inserting a very 
fast shutter within the cavity which is opened and closed at the intervals of the round-trip time of 
the short laser pulse within the cavity. This shutter coordinates the time at which all of the modes 
arrive at the mirror and thus brings them all into phase at that location. Electro-optic shutters, 
short duration gain pumping by another mode-locked laser, or passive saturable absorbers are 
techniques that can serve as the fast shutter. The second technique, short-duration gain pumping, 
is referred to as synchronous pumping. Three fast saturable absorber shutter techniques for solid-
state lasers include colliding pulse mode-locking,16 additive pulse mode-locking,17 and Kerr lens 
mode-locking.18

Extremely short soft-x-ray pulses have also been produced via the interaction of intense laser 
beams with atoms. These pulses have been made as short as 70 as (70 10 18× −  seconds).

Distributed Feedback Lasers19

The typical method of obtaining feedback into the laser gain medium is to have the mirrors 
located at the ends of the amplifier as discussed previously. It is also possible, however, to provide 
the reflectivity within the amplifying medium in the form of a periodic variation of either the gain 
or the index of refraction throughout the medium. This process is referred to as distributed feed-
back (DFB). Such feedback methods are particularly effective in semiconductor lasers in which 
the gain is high and the fabrication of periodic variations is not difficult. The reader is referred 
to the reference section at the end of this chapter for further information concerning this type of 
feedback.

Ring Lasers14

Ring lasers are lasers that have an optical path within the cavity that involves the beam circulating in 
a loop rather than passing back and forth over the same path. This requires optical cavities that have 
more than two mirrors. The laser beam within the cavity consists of two waves traveling in opposite 
directions with separate and independent resonances within the cavity. In some instances an optical 
device is placed within the cavity that provides a unidirectional loss. This loss suppresses one of the 
beams, allowing the beam propagating in the other direction to become dominant. The laser output 
then consists of a traveling wave instead of a standing wave and therefore there are no longitudinal 
modes. Such an arrangement also eliminates the variation of the gain due to the standing waves in 
the cavity (spatial hole burning), and thus the beam tends to be more homogeneous than that of a 
normal standing-wave cavity. Ring lasers are useful for producing ultrashort mode-locked pulses 
and also for use in laser gyroscopes as stable reference sources.

16.6 SPECIFIC TYPES OF LASERS

Lasers can be categorized in several different ways including wavelength, material type, and applica-
tions. In this section we will summarize them by material type such as gas, liquid, solid-state, and 
semiconductor lasers. We will include only lasers that are available commercially since such lasers 
now provide a very wide range of available wavelengths and powers without having to consider spe-
cial laboratory lasers.
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Gaseous Laser Gain Media

Helium-Neon Laser10 The helium-neon laser was the first gas laser. The most widely used laser 
output wavelength is a red beam at 632.8 nm with a cw output ranging from 1 to 100 mW and sizes 
ranging from 10 to 100 cm in length. It can also be operated at a wavelength of 543.5 nm for some 
specialized applications. The gain medium is produced by passing a relatively low electrical current 
(10 mA) through a low pressure gaseous discharge tube containing a mixture of helium and neon. 
In this mixture, helium metastable atoms are first excited by electron collisions as shown in Fig. 10. 
The energy is then collisionally transferred to neon atom excited states which serve as upper laser 
levels.

Argon Ion Laser 10 The argon ion laser and the similar krypton ion laser operate over a wide range 
of wavelengths in the visible and near-ultraviolet regions of the spectrum. The wavelengths in argon 
that have the highest power are at 488.0 and 514.5 nm. Power outputs on these laser transitions are 
available up to 20 W cw in sizes ranging from 50 to 200 cm in length. The gain medium is produced 
by running a high electric current (many amperes) through a very low pressure argon or krypton 
gas. The argon atoms must be ionized to the second and third ionization stages (Fig. 9) in order to 
produce the population inversions. As a result, these lasers are inherently inefficient devices.

Helium-Cadmium Laser 10 The helium-cadmium laser operates cw in the blue at 441.6 nm, and 
in the ultraviolet at 353.6 and 325.0 nm with powers ranging from 20 to 200 mW in lasers rang-
ing from 40 to 100 cm in length. The gain medium is produced by heating cadmium metal and 
evaporating it into a gaseous discharge of helium where the laser gain is produced. The excitation 
mechanisms include Penning ionization (helium metastables collide with cadmium atoms) and 
electron collisional ionization within the discharge as indicated in Fig. 10. The laser uses an effect 
known as cataphoresis to transport the cadmium through the discharge and provide the uniform 
gain medium.

Copper Vapor Laser 10 This pulsed laser provides high-average powers of up to 100 W at wave-
lengths of 510.5 and 578.2 nm. The copper laser and other metal vapor lasers of this class, including 
gold and lead lasers, typically operate at a repetition rate of up to 20 kHz with a current pulse dura-
tion of 10 to 50 ns and a laser output of 1 to 10 mJ/pulse. The copper lasers operate at temperatures 
in the range of 1600°C in 2- to 10-cm-diameter temperature-resistant tubes typically 100 to 150 cm in 
length. The lasers are self-heated such that all of the energy losses from the discharge current pro-
vide heat to bring the plasma tube to the required operating temperature. Excitation occurs by elec-
tron collisions with copper atoms vaporized in the plasma tube as indicated in Fig. 7.

Carbon-Dioxide Laser 10 The CO2 laser, operating primarily at a wavelength of 10.6 μm, is one of 
the most powerful lasers in the world, producing cw powers of over 100 kW and pulsed energies of 
up to 10 kJ. It is also available in small versions with powers of up to 100 W from a laser the size of 
a shoe box. CO2 lasers typically operate in a mixture of carbon dioxide, nitrogen, and helium gases. 
Electron collisions excite the metastable levels in nitrogen molecules with subsequent transfer of 
that energy to carbon dioxide laser levels as shown in Fig. 11. The helium gas acts to keep the aver-
age electron energy high in the gas discharge region and to cool or depopulate the lower laser level. 
This laser is one of the most efficient lasers, with conversion from electrical energy to laser energy of 
up to 30 percent.

Excimer Laser 20 The rare gas-halide excimer lasers operate with a pulsed output primarily in the 
ultraviolet spectral region at 351 nm in xenon fluoride, 308 nm in xenon chloride, 248 nm in kryp-
ton fluoride, and 193 nm in argon fluoride. The laser output, with pulse durations of 10 to 50 ns, is 
typically of the order of 0.2 to 1.0 J/pulse at repetition rates up to several hundred hertz. The lasers 
are relatively efficient (1 to 5 percent) and are of a size that would fit on a desktop. The excitation 
occurs via electrons within the discharge colliding with and ionizing the rare gas molecules and at 
the same time disassociating the halogen molecules to form negative halogen ions. These two species 
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then combine to form an excited molecular state of the rare gas-halogen molecule which serves as 
the upper laser state. The molecule then radiates at the laser transition and the lower level advan-
tageously disassociates since it is unstable, as shown in Fig. 26, for the ArF excimer molecule. The 
excited laser state is an excited state dimer which is referred to as an excimer state.

X-Ray Laser 21 Laser output in the soft-x-ray spectral region has been produced in plasmas of 
highly ionized ions of a number of atomic species. The highly ionized ions are produced by the 
absorption of powerful solid-state lasers focused onto solid material of the desired atomic species. 
Since mirrors are not available for most of the soft-x-ray laser wavelengths (4 to 30 nm), the gain 
has to be high enough to obtain laser output in a single pass through the laser amplifier [Eq. (16)]. 
The lasers with the highest gain are the selenium laser (Se24+) at 20.6 and 20.9 nm and the germa-
nium laser (Ge22+) at 23.2, 23.6, and 28.6 nm.

Liquid Laser Gain Media

Organic Dye Lasers 8 A dye laser consists of a host or solvent material, such as alcohol or water, 
into which is mixed a laser species in the form of an organic dye molecule, typically in the propor-
tion of one part in ten thousand. A large number of different dye molecules are used to make lasers 
covering a wavelength range of from 320 to 1500 nm with each dye having a laser bandwidth of the 
order of 30 to 50 nm. The wide, homogeneously broadened gain spectrum for each dye allows laser 
tunability over a wide spectrum in the ultraviolet, visible, and near-infrared. Combining the broad 
gain spectrum (Fig. 27) with a diffraction-grating or prism-tuning element allows tunable laser 
output to be obtained over the entire dye emission spectrum with a laser linewidth of 10 GHz or 
less. Dye lasers are available in either pulsed (up to 50 to 100 mJ/pulse) or continuous output (up 
to a few watts) in tabletop systems that are pumped by either flash lamps or by other lasers such as 
frequency doubled or tripled YAG lasers or argon ion lasers. Most dye lasers are arranged to have the 
dye mixture circulated by a pump into the gain region from a much larger reservoir since the dyes 
degrade at a slow rate during the excitation process.

Dye lasers, with their broad gain spectrum, are particularly attractive for producing ultrashort 
mode-locked pulses. Some of the shortest light pulses ever generated, of the order of 6 10 15× −  seconds, 

FIGURE 26 Energy-level diagram of an argon fluoride (ArF) 
excimer laser showing the stable excited state (upper laser level) and the 
unstable or repulsive ground state.
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FIGURE 27 Absorption and emission spectra along 
with the energy-level diagram of an Rh6G organic dye 
laser showing both (a) the broad pump and emission 
bandwidths and (b) the fast decay of the lower laser level.
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were produced with mode-locked dye lasers. A mode-locked dye laser cavity is shown in Fig. 14 with 
a thin dye gain region located within an astigmatically compensated laser cavity.

Dielectric Solid-State Laser Gain Media

Ruby Laser 5,7 The ruby laser, with an output at 694.3 nm, was the first laser ever developed. It 
consisted of a sapphire (A12O3) host material into which was implanted a chromium laser species 
in the form of Cr3+ ions at a concentration of 0.05 percent as the amplifying medium. The ruby 
laser involves a three-level optical pumping scheme, with the excitation provided by flash lamps, and 
operates either in a pulsed or cw mode. The three-level scheme for the ruby laser (Fig. 6) requires a 
large fraction of the population to be pumped out of the ground state before an inversion occurs. 
Therefore, the ruby laser is not as efficient as other solid-state lasers such as the Nd:YAG laser which 
employs a four-level pumping scheme (Fig. 8). It is therefore no longer used as much as it was in the 
early days.

Nd:YAG and Nd:Glass Lasers 7 Neodymium atoms, in the form of Nd3+ ions, are doped into host 
materials, including crystals such as yttrium-aluminum-garnet (YAG) and various forms of glass, in 
concentrations of approximately one part per hundred. The pumping scheme is a four-level system 
as shown in Fig. 8. When implanted in YAG crystals to produce what is referred to as an Nd:YAG 
laser, the laser emits primarily at 1.06 μm with continuous powers of up to 250 W and with pulsed 
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powers as high as several mega watts. Difficulties in growing Nd:YAG crystals limit the size of com-
monly used laser rods to a maximum of 1 cm in diameter and 10 cm in length. Although this size 
limitation is somewhat restrictive, a YAG crystal has the advantage of high thermal conductivity 
allowing the rapid removal of wasted heat due to inefficient excitation. Efforts are being made to use 
Nd:YAG powders to be able to construct larger Nd:YAG laser rods, thereby providing the advantages 
of Nd:YAG laser without their usual size and laser power limitations. Slab geometries have recently 
been developed to compensate for focusing due to thermal gradients and gradient-induced stresses 
within the amplifier medium, thereby allowing higher average powers to be achieved. Efficient GaAs 
laser diodes are also being used to pump Nd:YAG amplifiers (see Fig. 15) since the diode pump 
wavelength matches a very strong pump absorption wavelength for the Nd3+ ion. This absorption 
wavelength is near the threshold pump energy, thereby minimizing the generation of wasted heat. 
Also, the diode pump laser can be made to more efficiently match the Nd laser mode volume than 
can a flash lamp.

Under long-pulse, flash lamp-pumped operation, Nd:YAG lasers can produce 5 J/pulse at 100 Hz 
from a single rod. The pulses are trains of relaxation oscillation spikes lasting 3 to 4 ms which is 
obtained by powerful, long-pulse flash lamp pumping. Q-switched Nd:YAG lasers, using a single Nd:
YAG laser rod, can provide pulse energies of up to 1.5 J/pulse at repetition rates up to 200 Hz (75 W 
of average power).

Currently power levels of solid state Nd:YAG lasers are approaching 2 kW with repetition rates of 
nearly 10 kHz. These lasers are presently being developed for use in EUV microlithography as well 
as in applications such as liquid crystal display production, micromachining, and silicon processing 
(where carbon dioxide lasers are presently being used.) 

Nd:glass lasers have several advantages over Nd:YAG lasers. They can be made in much larger 
sizes, allowing the construction of very large amplifiers. Nd:glass has a wider gain bandwidth which 
makes possible the production of shorter mode-locked pulses and a lower stimulated emission cross 
section. The latter property allows a larger population inversion to be created and thus more energy 
to be stored before energy is extracted from the laser. Nd:glass amplifiers operate at a wavelength near 
that of Nd:YAG, at 1.054 μm, for example, with phosphate glass, with a gain bandwidth 10 to 15 times 
broader than that of Nd:YAG. This larger gain bandwidth lowers the stimulated emission cross sec-
tion compared to that of Nd:YAG, which allows increased energy storage when used as an amplifier, 
as mentioned above.

The largest laser system in the world is located at the National Ignition Facility (NIF) at Lawrence 
Livermore National Laboratories in Livermore, California. It consists of 192 separate laser beams 
traveling about 1000 ft from their origination (one of two master laser oscillators), to the center of a 
target chamber. The amplifiers are Nd-doped phosphate glass disc-shaped amplifiers with diameters 
of over a meter, installed at Brewster’s angle within the laser beam path to reduce reflection losses. 
The beam of each of the 192 amplifiers is capable of producing an energy of 20,000 J with pulse 
durations ranging from 100 fs to 25 ps. One of the objectives of the laser facility is to test the con-
cept of laser fusion as a source of useful commercial power production.

Neodymium-YLF Lasers Nd:YLF has relatively recently become an attractive laser with the suc-
cessful implementation of diode laser pumping of solid state laser materials. It has the advantage 
over Nd:YAG in that the upper-laser-level lifetime is twice as long, thereby allowing twice the energy 
storage. Its lower stimulated emission cross section than that of Nd:YAG also increases the energy 
storage and thus the power output per unit volume of the crystal. It has a relatively large thermal 
conductivity, similar to Nd:YAG. Also the output is polarized and the crystal exhibits low thermal 
birefringence. Because its emission wavelength matches that of phosphate glass, the laser makes an 
ideal laser oscillator for seeding large Nd:glass amplifiers for laser fusion studies.

Neodymium:Yttrium Vanadate Lasers The Nd:VO4 laser has also come into prominence with the 
use of diode pumping. Its advantages over Nd:YAG include a 5 times larger stimulated emission 
cross section (and hence higher gain) as well as a four times stronger absorption cross section with 
a 6 times wider pump absorption cross section centered at 809 nm. Therefore it can be effectively 
pumped in crystals of only a few millimeters in length and is therefore attractive for use in producing 
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small diode-pumped lasers. Typically this laser is frequency doubled or tripled intracavity to pro-
duce several watts of power at either 532 or 355 nm. It can be operated either cw or Q-switched at 
repetition rates of up to 100 KHz. It can also be operated at 1.342 μm.

Fiber Lasers The first major application of fiber lasers was in their use as amplifiers in the field of 
optical communications. The erbium-doped fiber is installed directly in the fiber-optic transmis-
sion line and pumped through the fiber itself. The useful wavelengths are in the 1.53 μm region 
where optical fibers have their lowest loss. A more recent application is in the production of high 
power output from large mode-area fibers. These lasers utilize single-emitter semiconductor diodes 
as the light source to pump the cladding of rare-earth doped optical fibers. Pulsed Ytterbium 
fiber lasers have demonstrated high average powers and peak powers of up to 25 kW with vari-
able repetition rates from a few kilohertz to up to 400 kHz. Fiber lasers are being considered as the 
replacement technology for conventional solid state lasers due to their compactness, high wall-plug 
efficiency, high average and peak powers, stability, close to diffraction-limited beam quality and lack 
of thermal effects.

Ti:AI203 Laser and Other Broad Bandwidth 
Solid-State Lasers7

Another class of solid-state lasers provides emission and gain over a bandwidth of the order of 100 
to 400 nm in the near-infrared, as indicated in Fig. 28. The pump absorption band is in the visible 
spectrum, thus allowing such pump sources as flash lamps and other lasers. The Ti:AL2O3 laser is 
perhaps the most well-known laser of this category in that it has the widest bandwidth, covering a 
wavelength range from 0.67 μm to greater than 1.07 μm. Other lasers of this type include alexan-
drite (Cr:BeAl2O4), lasing from 0.7 to 0.8 μm, and Cr:LiSAF which lases from 0.8 to 1.05 μm. These 
lasers are used in applications where either wide tunability or short-pulse production are desired. 
Pulses as short as 4 fs have been produced with mode-locked versions of these lasers. Ti:Al2O3 lasers, 
although offering very wide gain bandwidth, have relatively short upper-laser-level lifetimes (3 μs), 
thereby making them less efficient when pumping with conventional flash lamps. Cr:LiSAF lasers 
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FIGURE 28 Absorption and emission spectra of 
a Ti:Al2O3 laser crystal showing the extremely broad 
emission (gain) spectrum for this material.
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have longer upper-level lifetimes (67 μs), closer to that of Nd:YAG or Nd:glass and have demon-
strated efficient laser operation with pumping technologies developed for Nd:YAG lasers.

Color-Center Laser 22 Color-center laser gain media are produced by a different form of impu-
rity species than most solid-state lasers. Special defect centers (F-centers) are produced within 
alkali-halide crystals at a density of 1 part in 10,000 by irradiation with x rays. These defect centers 
have absorbing regions in the visible portion of the spectrum and emission (and gain) in the near-
infrared. A variety of crystals are used to span the laser wavelength spectrum from 0.8 to 4.0 μm. 
Disadvantages of color-center lasers include operation at temperatures well below room tempera-
ture and the necessity to re-form the color centers at intervals of weeks or months in most cases.

Semiconductor Laser Gain Media

Semiconductor Lasers 23 Semiconductor or diode lasers, typically about the size of a grain of salt, 
are the smallest lasers yet devised. They consist of a p-n junction formed in semiconductor crystal 
such as GaAs or InP in which the p-type material has an excess of holes (vacancies due to missing 
electrons) and the n-type material has an excess of electrons. When these two types of materials are 
brought together to form a junction, and an electric field in the form of a voltage is applied across 
the junction in the appropriate direction, the electrons and holes are brought together and recom-
bine to produce recombination radiation at or near the wavelength associated with the bandgap 
energy of the material. The population of electrons and holes within the junction provides the 
upper-laser-level population, and the recombination radiation spectrum is the gain bandwidth Δv  
of the laser, typically of the order of 0.5 to 1.0 nm.

The extended gain length required for these lasers is generally provided by partially reflecting 
cleaved parallel faces at the ends of the crystals which serve as an optical cavity. Because the cavity 
is so short, the longitudinal modes are spaced far apart in frequency (Δv ≅ − ×1 5 1011 Hz  or several 
tenths of a nanometer), and thus it is possible to obtain single longitudinal mode operation in such 
lasers. They require a few volts to operate with milliamperes of current.

Heterostructure semiconductor lasers include additional layers of different materials of similar 
electronic configurations, such as aluminum, indium, and phosphorous, grown adjacent to the 
junction to help confine the electron current to the junction region in order to minimize current 
and heat dissipation requirements (see Fig. 29). The laser mode in the transverse direction is either 
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controlled by gain guiding, in which the gain is produced over a specific narrow lateral extent 
determined by fabrication techniques, or by index guiding, in which the index of refraction in 
the transverse direction is varied to provide total internal reflection of a guided mode. Quantum-
well lasers have a smaller gain region (cross section), which confines the excitation current and 
thus the laser mode to an even smaller lateral region, thereby significantly reducing the threshold 
current and also the heat dissipation requirements. Because of these low threshold requirements, 
quantum-well semiconductor lasers are used almost exclusively for most semiconductor laser 
applications.

Multiple semiconductor lasers fabricated within the same bulk structure, known as semiconduc-
tor arrays, can be operated simultaneously to produce combined cw power outputs of up to 10 W 
from a laser crystal of dimensions of the order of 1 mm or less. Semiconductor lasers have also been 
fabricated in multiple arrays mounted vertically on a chip with the mirrors in the plane of the chip. 
They are known as vertical cavity semiconductor lasers (see below). Each of the individual lasers has 
dimensions of the order of 5 μm and can be separately accessed and excited.

Semiconductor lasers operate over wavelengths ranging from 400 nm to 2.2 μm by using special 
doping materials to provide the expanded or contracted bandgap energies that provide the varied 
wavelengths. The newest additions to this class of lasers are based upon the GaN laser materials with 
the active region consisting of various combinations of InGaN dopings that provide laser wave-
lengths in the green, blue, and violet portions of the spectrum.

Quantum Cascade Lasers Laser action in semiconductor lasers typically occurs when recombina-
tion radiation occurs across the band gap of the semiconductor. Quantum cascade lasers are differ-
ent in that the radiation occurs from transitions between quantized conduction band states. Such 
transitions are inherently low-energy transitions and hence the laser output occurs in the middle 
infrared at wavelengths ranging from 3 to 24 μm. In the laser process, electrons are fed into the 
injector region of each stage via an electric field and transition across a mini-band from n = 3 to 
n = 2 quantum well levels thereby emitting the near infrared radiation. Several of these stages are 
stacked together in series to produce high power output. The active region is typically made up 
of aluminum indium arsenide and gallium indium arsenide. The lasers are particularly useful for 
operation in the two atmospheric windows at 3 to 5 μm and 8 to 13 μm.

Vertical Cavity Surface-Emitting Lasers (VCSELs) The vertical cavity laser is a different type of 
semiconductor laser than the typical edge-emitting lasers in that the emission occurs from the top 
surface of the laser and the cavity mirrors are comprised of multilayer dielectric coatings on the top 
and bottom surfaces of the very thin gain medium. These lasers can be made, using lithographic 
techniques, in large arrays on a microchip and can also be tested on the chip before being cleaved 
into individual lasers. Applications include optical fiber data transmission, absorption spectroscopy, 
and laser printers.

Laser Gain Media in Vacuum

Free Electron Laser 24 Free-electron lasers are significantly different than any other type of laser in 
that the laser output does not result from transitions between discrete energy levels in specific mate-
rials. Instead, a high-energy beam of electrons, such as that produced by a synchrotron, traveling in 
a vacuum with kinetic energies of the order of 1 MeV, are directed to pass through a spatially vary-
ing magnetic field produced by two regular arrays of alternating magnet poles located on opposite 
sides of the beam as shown in Fig. 30. The alternating magnetic field causes the electrons to oscillate 
back and forth in a direction transverse to the beam direction. The frequency of oscillation is deter-
mined by the electron beam energy, the longitudinal spacing of the alternating poles (the magnet 
period), and the separation between the magnet arrays on opposite sides of the beam. The trans-
verse oscillation of the electrons causes them to radiate at the oscillation frequency and to thereby 
stimulate other electrons to oscillate and thereby radiate at the same frequency, in phase with the 
originally oscillating electrons. The result is an intense tunable beam of light emerging from the end 
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of the device. Mirrors can be placed at the ends of the radiated beam to produce feedback and extra 
amplification.

Free-electron lasers have operated at wavelengths ranging from the near-ultraviolet (0.25 μm) 
to the far-infrared (6 mm) spectral regions. They are efficient devices and also offer the potential of 
very high average output powers.
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17.1
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17.1 GLOSSARY

 c velocity of light

 Eg semiconductor energy bandgap

 h Planck’ s constant

 IT total LED current

 J LED current density

 k Boltzmann’s constant

 M magnifi cation

 n0 low index of refraction medium

 n1 high index of refraction medium

 q electron charge

 T temperature

 V applied voltage

hi internal quantum effi ciency

qc critical angle

l emission wavelength

t total minority carrier lifetime

tn nonradiative minority carrier lifetime

tr radiative minority carrier lifetime
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17.2 INTRODUCTION

Over the past 25 years the light-emitting diode (LED) has grown from a laboratory curiosity to 
a broadly used light source for signaling applications. In 1992 LED production reached a level of 
approximately 25 billion chips, and $2.5 billion worth of LED-based components were shipped to 
original equipment manufacturers.

This chapter covers light-emitting diodes from the basic light-generation processes to descrip-
tions of LED products. First, we will deal with light-generation mechanisms and light extraction. 
Four major types of device structures—from simple grown or diffused homojunctions to complex 
double heterojunction devices are discussed next, followed by a description of the commercially 
important semiconductors used for LEDs, from the pioneering GaAsP system to the AlGaInP sys-
tem that is currently revolutionizing LED technology. Then processes used to fabricate LED chips 
are explained—the growth of GaAs and GaP substrates, the major techniques used for growing the 
epitixal material in which the light-generation processes occur, and the steps required to create LED 
chips up to the point of assembly. Next the important topics of quality and reliability—in particular, 
chip degradation and package-related failure mechanisms—will be addressed. Finally, LED-based 
products, such as indicator lamps, numeric and alphanumeric displays, optocouplers, fiber-optic 
transmitters, and sensors, are described.

This chapter covers the mainstream structures, materials, processes, and applications in use today. 
It does not cover certain advanced structures, such as quantum well or strained layer devices, a discus-
sion of which can be found in Chap. 19, “Semiconductor Lasers.” The reader is also referred to Chap. 
19 for current information on edge-emitting LEDs, whose fabrication and use are similar to lasers.

For further information on the physics of light generation, the reader should consult Refs. 1 to 11. 
Semiconductor material systems for LEDs are discussed in Refs. 13 to 24. Crystal growth, epitaxial, 
and wafer fabrication processes are discussed in detail in Refs. 25 to 29.

17.3 LIGHT-GENERATION PROCESSES

When a p-n junction is biased in the forward direction, the resulting current flow across the bound-
ary layer between the p and n regions has two components: holes are injected from the p region into 
the n region and electrons are injected from the n region into the p region. This so-called minority-
carrier injection disturbs the carrier distribution from its equilibrium condition. The injected minority 
carriers recombine with majority carriers until thermal equilibrium is reestablished. As long as 
the current continues to flow, minority-carrier injection continues. On both sides of the junction, a 
new steady-state carrier distribution is established such that the recombination rate equals the injec-
tion rate.1,2

Minority-carrier recombination is not instantaneous. The injected minority carriers have to find 
proper conditions before the recombination process can take place. Both energy and momentum 
conservation have to be met. Energy conservation can be readily met since a photon can take up 
the energy of the electron-hole pair, but the photon doesn’t contribute much to the conservation of 
momentum. Therefore, an electron can only combine with a hole of practically identical and oppo-
site momentum. Such proper conditions are not readily met, resulting in a delay. In other words, the 
injected minority carrier has a finite lifetime tr before it combines radiatively through the emission 
of a photon.2 This average time to recombine radiatively through the emission of light can be visual-
ized as the average time it takes an injected minority carrier to find a majority carrier with the right 
momentum to allow radiative recombination without violating momentum conservation.

Unfortunately, radiative recombination is not the only recombination path. There are also crys-
talline defects, such as impurities, dislocations, surfaces, etc., that can trap the injected minority 
carriers. This type of recombination process may or may not generate light. Energy and momentum 
conservation are met through the successive emission of phonons. Again, the recombination process 
is not instantaneous because the minority carrier first has to diffuse to a recombination site. This 
nonradiative recombination process is characterized by a lifetime tn.2
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Of primary interest in design of light-emitting diodes is the maximization of the radiative 
recombination relative to the nonradiative recombination. In other words, it is of interest to develop 
conditions where radiative recombination occurs fairly rapidly compared with nonradiative recom-
bination. The effectiveness of the light-generation process is described by the fraction of the injected 
minority carriers that recombine radiatively compared to the total injection. The internal quantum 
efficiency hi can be calculated from tr and t. The combined recombination processes lead to a total 
minority-carrier lifetime t given by Eq. (1):

  
1 1 1

τ τ τ
= +

r n

  (1)

hi is simply computed from Eq. (1) as the fraction of carriers recombining radiatively:2

  η
τ

τ τi
n

r n

=
+

  (2)

Of interest are two simple cases: in the case of excellent material quality (large tn) or efficient radi-
ative recombination conditions (small tr), the internal quantum efficiency approaches 100 percent. 
For the opposite case ( )τ τn r� , we find η τ τi n r≈ / �1. As discussed under “Material Systems,” there 
are several families of III–V compounds with internal quantum efficiencies approaching 100 percent. 
There are also other useful semiconductor materials with internal quantum efficiencies in the 1- to 
10-percent range.

To find material systems for LEDs with a high quantum efficiency, one has to understand 
the band structure of semiconductors. The band structure describes the allowed distribution 
of energy and momentum states for electrons and holes (see Fig. 1 and Ref. 2). In practically all 
semiconductors the lower band, also known as the valence band, has a fairly simple structure, a 
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–
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Indirect minimum

Direct minimum

Momentum

Conduction band

Valence band

Radiative transition

Eg

l ∼ hc
Eg

FIGURE 1 Energy band structure of a direct semiconductor showing radiative recombi-
nation of electrons in the conduction band with holes in the valence band.
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paraboloid around the 〈 〉0 0 0, ,  crystalline direction. Holes will take up a position near the apex 
of the paraboloid and have very small momentum. The upper band, also known as the conduction 
band, is different for various semiconductor materials. All semiconductors have multiple valleys in 
the conduction band. Of practical interest are the valleys with the lowest energy. Semiconductor 
materials are classified as either direct or indirect.1–3 In a direct semiconductor, the lowest valley 
in the conduction band is directly above the apex of the valence-band paraboloid. In an indirect 
semiconductor, the lowest valleys are not at 〈 〉0 0 0, , , but at different positions in momentum per 
energy space (see Fig. 2). Majority or minority carriers mostly occupy the lowest energy states, 
i.e., holes near the top of the valence band paraboloid and electrons near the bottom of the lowest 
conduction-band valley.

In the case of a direct semiconductor the electrons are positioned directly above the holes at 
the same momentum coordinates. It is relatively easy to match up electrons and holes with proper 
momentum-conserving conditions. Thus, the resulting radiative lifetime tr is short. On the other 
hand, electrons in an indirect valley will find it practically impossible to find momentum-matching 
holes and the resulting radiative lifetime will be long. Injected carriers in indirect material generally 
recombine nonradiatively through defects.

In a direct semiconductor, such as GaAs, the radiative lifetime tr is in the range of 1 to 100 ns, 
depending on doping, temperature, and other factors. It is relatively easy to grow crystals with suf-
ficiently low defect density such that tn is in the same range as tr .

For indirect semiconductors, such as germanium or silicon, the radiative recombination pro-
cess is extremely unlikely, and tr is in the range of seconds.1 In this case, τ τr n� , and practically all 
injected carriers recombine nonradiatively.

The wavelength of the photons emitted in a radiative recombination event is determined by 
the energy difference between the recombining electron-hole pair. Since carriers relax quickly to 
an energy level near the top of the valence band (holes), or the bottom of the conduction band 

+ + +++

– – –
– ––

Energy

Indirect minimum

Momentum

Conduction band

Valence band

Forbidden transition

Eg

FIGURE 2 Energy band structure of an indirect semiconductor showing the conduction-
band minima and valence-band maximum at different positions in momentum space. Radiative 
recombination of conduction-band electrons and valence-band holes is generally forbidden.

17_Bass_v2ch17_p001-036.indd 17.4 8/21/09 3:43:45 PM



LIGHT-EMITTING DIODES  17.5

(electrons), we have the following approximation for the wavelength l of the emitted photon (see 
Fig. 1):

 λ ≈ hc Eg/  (3)

where h = Planck’ s constant, c = velocity of light, and Eg = bandgap energy.
This relation is only an approximation since holes and electrons are thermally distributed at 

levels slightly below the valence-band maximum and above the conduction-band minimum, result-
ing in a finite linewidth in the energy or wavelength of the emitted light. Another modification 
results from a recombination between a free electron and a hole trapped in a deep acceptor state. See 
Ref. 2 for a discussion of various recombination processes.

To change the wavelength or energy of the emitted light, one has to change the bandgap of the 
semiconductor material. For example, GaAs with a bandgap of 1.4 eV has an infrared emission wave-
length of 900 nm. To achieve emission in the visible red region, the bandgap has to be raised to around 
1.9 eV. This increase in Eg can be achieved by mixing GaAs with another material with a wider band-
gap, for instance GaP with Eg = 2.3 eV. By adjusting the ratio of arsenic to phosphorous the bandgap of 
the resulting ternary compound, GaAsP, can be tailored to any value between 1.4 and 2.3 eV.3

The resulting band structure with varying As to P ratio is illustrated in Fig. 3. Note, the two 
conduction-band valleys do not move upward in energy space at the same rate. The direct valley 
moves up faster than the indirect valley with increasing phosphorous composition. At a composition of 
around 40 percent GaP and 60 percent GaAs, the direct and indirect valleys are about equal in energy. 
When the valleys are approximately equal in energy, electrons in the conduction band can scatter from 
the direct valley into the indirect valley. While the direct valley electrons still undergo rapid radiative 
recombina tion, the indirect valley electrons have a long radiative lifetime and either have to be scat-
tered back to the direct valley or they will recombine nonradiatively. In other words, near this crossover 

FIGURE 3 Energy band diagram for various alloys of the GaAs1−xPx material 
system showing the direct and indirect conduction-band minima for various alloy 
compositions.
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between direct and indirect valleys, the radiative efficiency drops off dramatically, and for compositions 
with greater than 40 percent phosphorous the direct radiative recombination is practically nonexistent.3,4

The above discussion indicates that indirect semiconductors are not suitable for efficient gen-
eration of light through minority-carrier recombination. Fortunately, the introduction of so-called 
isoelectronic impurities can circumvent this limitation and introduces a new radiative recombina-
tion process.5 A commonly used isoelectronic trap is generated by substituting a nitrogen atom for 
phosphorous in the GaAsP system6–11 (see Fig. 4). Since N and P both have five electrons in their 
outer shell, the trap is electrically neutral. However, the stronger electronegativity of N relative to 
P can result in capture of an electron from the conduction band. Since the electron is very tightly 
bound to the impurity atom, its wave function in momentum space is spread out and has reasonable 
magnitude at 〈 = 〉k 0  in momentum space.10 The negatively charged defect can attract a free hole to 
form a loosely bound electron-hole pair or “exciton.” This electron-hole pair has a high probability 
to recombine radiatively. The energy of the emitted light is less than Eg. Another isoelectronic trap in 
GaP is formed by ZnO pairs (Zn on a Ga site and O on a P site) (see Fig. 4). The ZnO trap is deeper 
than the N trap, resulting in longer wavelength emission in the red region of the spectrum.1

The recombination process for exciton recombination is quite complex. For a detailed analysis, 
the reader is referred to Ref. 10. One result of this analysis is the recognition that the bound exciton 
has a relatively long lifetime in the range of 100 to 1000 ns. Light emission by exciton recombination 
is generally slower than emission due to direct band-to-band recombination.

17.4 LIGHT EXTRACTION

Generating light efficiently within a semiconductor material is only one part of the problem to build 
an efficient light source. The next challenge is the extraction of light from within the LED chip to 
the outside. The designer must consider total internal reflection.1 According to Snell’ s law, light can 

FIGURE 4 Formation of excitons (electron-hole pairs) by the addition of isoelectronic dopants N 
and ZnO to an indirect semiconductor. The excitons have a high probability to recombine radiatively.
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escape from a medium of high index of refraction n1 into a medium of low index refraction n0 only 
if it intersects the surface between the two media at an angle from normal less than the critical angle 
qc with qc being defined by Eq. (4):

  θc n n= arc /sin 0 1   (4)

Most semiconductor LEDs have an isotropic emission pattern as seen from within the light-
generating material. Assuming a cubic shape for the LED chip, because of internal reflections, only a 
small fraction of the isotropically emitted light can escape any of the six surfaces. As a case in point, 
let us calculate the emission through the top surface. For typical light-emitting semiconductors, n1
is in the range of 2.9 to 3.6. If n1 = 3.3 and n0 = 1.0 (air), we find qc = 17.6°. The emission from an 
isotropic source into a cone with a half angle of qc is given by (1 − cos qc)/2. After correcting for 
Fresnel reflections, only 1.6 percent of the light generated escapes through the LED top surface into 
air. Depending on chip and p-n junction geometry, virtually all of the remaining light (98.4 percent) 
is reflected and absorbed within the LED chip.

The fraction of light coupled from chip to air is a function of the number of surfaces through 
which the chip can transmit light effectively. Most LED chips are called “absorbing substrate” (AS) 
chips. In such a chip, the starting substrate material (discussed later under “Substrate Technology”) 
has a narrow bandgap and absorbs all the light with energy greater than the bandgap of the sub-
strate. Consider the case of a GaAsP LED grown on a GaAs substrate. The emitted light (Eg>1.9eV) 
is absorbed by the GaAs substrate (Eg = 1.4 eV). Thus, a GaAsP-emitting layer on a GaAs substrate 
can transmit only through its top surface. Light transmitted toward the side surfaces or downward 
is absorbed.

To increase light extraction, the substrate or part of the epitaxial layers near the top of the chip 
has to be made of a material transparent to the emitted light. The “transparent substrate” (TS) chip 
is designed such that light transmitted toward the side surfaces within qc half-angle cones can escape. 
Assuming that there is negligible absorption between the point of light generation and the side walls, 
this increases the extraction efficiency by a factor of 5 (5 instead of 1 escape cones).

In a TS chip, additional light can be extracted if the side walls are nonplanar, i.e., if light from 
outside an escape cone can be scattered into an escape cone. This process increases the optical path 
within the chip and is very dependent on residual absorption. In a chip with low absorption and 
randomizing side surfaces, most of the light should escape. Unfortunately, in practical LED struc-
tures, there are several absorption mechanisms left such as front and back contacts, crystal defects, 
and absorption in areas where secondary radiative recombination is inefficient.

A common approach is to use a hybrid chip with properties between AS and TS chips. These 
chips utilize a thick, transparent window layer above the light-emitting layer. If this layer is suffi-
ciently thick, then most of the light in the top half of the cones transmitted toward the side surfaces 
will reach the side of the chip before hitting the substrate. In this case of hybrid chips, the efficiency 
is between that of AS and TS chips as shown in Table 1.

Another important way to increase extraction efficiency is derived from a stepwise reduction in 
the index of refraction from chip to air. If the chip is first imbedded in a material with an interme-
diate index, i.e., plastic with n2 = 1.5, then the critical angle qc between chip and plastic is increased 
to 27°. The extraction efficiency relative to air increases by the ratio of (n2/n0)

2 plus some addi-
tional correction for Fresnel-reflection losses. The gain from plastic encapsulation is usually around 

TABLE 1 Extraction Efficiency into Air or Plastic for 
Three Types of Commonly Used LED Chips

 Typical extraction efficiency

 Chip Type No. Cones Air (%) Plastic (%)

AS 1 1.5   4
Thick window 3 4.5 12
TS 5 7.5 20
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2.7 times compared to air. Chips with multipath internal reflection will result in lower gains. It is 
important to note that this gain can be achieved only if the plastic/air interface can accommodate 
the increased angular distribution through proper lenslike surface shaping or efficient scattering 
optics. Table 1 illustrates the approximate extraction efficiencies achieved by the three dominant 
chip structures in air and in plastic. The numbers assume only first-pass extraction, limited absorp-
tion, and no multiple reflections within the chip.

17.5 DEVICE STRUCTURES

LED devices come in a broad range of structures. Each material system (see following section) 
requires a different optimization. The only common feature for all LED structures is the placement 
of the p-n junction where the light is generated. The p-n junction is practically never placed in the 
bulk-grown substrate material for the following reasons:

• The bulk-grown materials such as GaAs, GaP, and InP usually do not have the right energy gap 
for the desired wavelength of the emitted light.

• The light-generating region requires moderately low doping that is inconsistent with the need 
for a low series resistance.

• Bulk-grown material often has a relatively high defect density, making it difficult to achieve high 
efficiency.

Because of these reasons, practically all commercially important LED structures utilize a secondary 
growth step on top of a single-crystal bulk-grown substrate material. The secondary growth step 
consists of a single-crystal layer lattice matched to the substrate. This growth process is known as 
epitaxial growth and is described in a later section of this chapter.

The commonly used epitaxial structures can be classified into the following categories:

• Homojunctions
• grown
• diffused

• Heterojunctions
• single confinement
• double confinement

Grown Homojunctions

Figure 5 illustrates one of the simplest design approaches to an LED chip. An n-type GaAs layer with 
low to moderate doping density is grown on top of a highly doped n-type substrate by a vapor or 
liquid-phase epitaxial process (see “Epitaxial Technology”). After a growth of 5 to 10 μm, the doping 
is changed to p type for another 5 to 10 μm. A critical dimension is the thickness of the epitaxial 
p layer. The thickness should be larger than the diffusion length of electrons. In other words, the 
electrons should recombine radiatively in the epitaxially grown p layer before reaching the surface. 
The p layer should be of sufficiently high quality to meet the condition for efficient recombination, 
i.e., τ τn r� . In addition, the side surfaces may have to be etched to remove damage. Damage and 
other defects where the p-n junction intercepts the chip surface can lead to a substantial leakage cur-
rent that reduces efficiency, especially at low drive levels.

The structure of Fig. 5 was used in some of the earliest infrared emitters (wavelength 900 nm). 
Efficiency was low, typically 1 percent. Modern infrared emitters use Si-doped GaAs (see Fig. 6). The 
detailed recombination mechanism in GaAs:Si even today is quite controversial and goes beyond the 
scope of this publication. The recombination process has two important characteristics: (1) the radi-
ative lifetime tr is relatively slow, i.e., in the range of 1 μs and (2) the wavelength is shifted to 940 nm. 
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At this wavelength the GaAs substrate is partly transparent, making this device a quasi-TS structure 
with efficiencies into plastic of 5 to 10 percent.

Diffused Homojunction

The chip structure of Fig. 5 can also be produced by a zinc (Zn) diffusion into a thick n layer. The 
commercially most significant structure of this type is shown in Fig. 7. By replacing 40 percent of 
the As atoms with P atoms, the bandgap is increased to 1.92 eV to make a GaAsP LED that emits 
visible red light. In this case, the p-n junction is diffused selectively by using a deposited layer of 
silicon-nitride as a diffusion mask. This structure of Fig. 7 has several advantages over the struc-
ture of Fig. 5. Lateral diffusion of Zn moves the intersection of the junction with the chip surface 

Au-Ge contact

Aluminum contact

n+-GaAs substrate

p-GaAs

n-GaAs

FIGURE 5 Cross section of an infrared LED chip. A p-n junction is formed 
by epitaxially growing n- and p-doped GaAs onto an n+-doped GaAs substrate.

n+-GaAs substrate

n-GaAs : Si

p-GaAs : Si

FIGURE 6 A high-efficiency IR LED made by LPE growth of 
GaAs that is doped with silicon on both the p and n sides of the 
junction. To increase external quantum efficiency, a partly reflective 
back contact is employed.
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Zn diffusion

n+-GaAs substrate

Si3N4 layer

n-GaAs0.6P0.4

n-GaAs1–xPx

x = 0.4

x = 0.0

FIGURE 7 GaAsP LED which emits at 650 nm. On a GaAs substrate, a 
layer is grown whose composition varies linearly from GaAs to GaAs0.6P0.4, 
followed by a layer of constant composition. Zinc is selectively diffused using 
an Si3N4 mask to form the light-emitting junction.

underneath the protecting Si3N4 layer. This layer protects the junction from contamination and 
adds to the long-term stability of the device. In addition, it is important for applications requiring 
more than one clearly separated light-emitting area. For instance, seven-segment displays, such as 
those used in the early handheld calculators, are made by diffusing seven long and narrow stripes 
into a single chip of GaAsP material. (See Fig. 8.) This chip consists of eight (seven segments plus 
decimal point) individually addressable p-regions (anodes) with a common n-type cathode. Such 
a chip is feasible only in an AS-type structure because the individual segments have to be optically 
isolated from each other. A TS-type structure results in unacceptable levels of crosstalk.

Figure 7 shows another feature of practical LED devices. The composition with 40 percent P and 
60 percent As has a lattice constant (atomic spacing) that is different from the GaAs substrate. Such 
a lattice mismatch between adjacent layers would result in a very high density of dislocations. To 
reduce this problem to an acceptable level, one has to slowly increase the phosphorous composition 
from 0 percent at the GaAs interface to 40 percent over a 10- to 20-μm-thick buffer layer. Typically, 
the buffer layer is graded linearly. The phosphorous composition is increased linearly from bottom 
to top. The thicker the buffer layer, the lower is the resulting dislocation density. Cost constraints 
keep the layer in the 10- to 15-μm range. The layer of constant composition (40 percent P) has to 
be thick enough to accommodate the Zn diffusion plus the diffusion length of minority carriers. 
A thickness range of 5 to 10 μm is typical.

Another variation of a homojunction is shown in the TS-chip structure of Fig. 9. Instead of 
an absorbing GaAs substrate, one starts with a transparent GaP substrate. The graded layer has an 
inverse gradient relative to the chip shown in Fig. 7. The initial growth is 100 percent GaP phasing 
in As linearly over 10 to 15 μm. At 15 percent As, the emission is in the yellow range (585 nm), 
at 25 percent in the orange range (605 nm), and at 35 percent in the red range (635 nm). Figure 3 
shows the approximate band structure of this material system. The composition range mentioned 
above has an indirect band structure. To obtain efficient light emission, the region of minority-carrier 
injection is doped with nitrogen forming an isoelectronic recombination center (see exciton recom-
bination in the first section).

Figure 9 shows an important technique to increase extraction efficiency. In a TS-chip, the major 
light loss is due to free carrier absorption at the alloyed contacts. Rather than covering the entire 
bottom surface of the chip with contact metal, one can reduce the contact area either by deposit-
ing small contact islands (see Fig. 6) or by placing a dielectric mirror (deposited SiO2) between the 
substrate and the unused areas of the back contact (Fig. 9). This dielectric mirror increases the effi-
ciency by 20 to 50 percent at the expense of higher manufacturing cost.

17_Bass_v2ch17_p001-036.indd 17.10 8/21/09 3:43:47 PM



LIGHT-EMITTING DIODES  17.11
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(each segment)

Light- 
emitting 
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GaAsP n-type epi layer 
on n-type GaAs substrate

Bonding 
pad and
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FIGURE 8 Monolithic seven-segment display chip with eight separate dif-
fused regions (anodes) and a common cathode (the GaAs substrate).

n-GaP substrate

y = 0.85 (yellow), y = 0.75 (orange), y = 0.65 (red)

n-GaAs1–yPy: N

n-GaAs1–xPx

x = y

x = 1.0

SiO2

FIGURE 9 Cross section of a GaAs1−xPx LED which, by changing the 
composition “x,” produces red, orange, or yellow light. The top layer is 
doped with nitrogen to increase the quantum efficiency. The GaP substrate 
is transparent to the emitted light. Also shown is a reflective back contact 
made by depositing the contact metallization on top of SiO2.
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Single Heterojunctions

Heterojunctions introduce a new variable: local variation of the energy bandgap resulting in car-
rier confinement. Figure 10 shows a popular structure for a red LED emitter chip. A p-type layer of 
GaAlAs with 38 percent Al is grown on a GaAs substrate. The GaAlAs alloy system can be lattice-
matched to GaAs; therefore, no graded layer is required as in the GaAsP system of Fig. 7. Next, an 
n-type layer is grown with 75 percent Al. The variation of Eg from substrate to top is illustrated in 
Fig. 11. Holes accumulate in the GaAlAs p layer with the narrower bandgap. Electrons are injected 
from the n layer into this p layer. The holes have insufficient energy to climb the potential bar-
rier into the wide-bandgap material. Holes are confined to the p layer. In the p layer, the radiative 
recombination time is very short because of the high concentration of holes. As a result, the inter-
nal quantum efficiency is quite high. A variation of this structure is a widely used infrared emitter 
that emits at 880 nm.

p+-GaAs substrate

p-Ga0.62Al0.38As

n-Ga0.25Al0.75As

FIGURE 10 Cross section of a single heterostructure LED.
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FIGURE 11 Variation in energy bandgap for the various layers in 
the GaAlAs LED shown in Fig. 10.
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Double Heterostructures

The double heterostructure shown in Fig. 12 repeats the p-side confinement of Fig. 10 on the n 
side. An n-type buffer layer is grown on the GaAs substrate to create a high-quality surface onto 
which the first n-type GaAlAs confinement layer with 75 percent Al is grown. The active or light-
generation layer is a 3-μm-thick p-type layer with 38 percent Al. The top p-type confinement 
layer again uses 75 percent Al. This structure with the energy-band diagram of Fig. 13 has two 
advantages: (1) There is no hole injection into the n-type layer with reduced efficiency and a slow 
hole recombination in the lowly doped n layer. (2) The high electron and hole density in the active 
layer reduces tr, thus increasing device speed and efficiency. The increased speed is quite impor-
tant for LED sources in fiber-optic communication applications. (See “Fiber Optics” subsection 
later in this chapter.)

The double heterostructure of Fig. 12 represents a one-dimensional containment of injected 
carriers. Injection and light emission occurs across the entire lateral dimension of the chip. For 
fiber-optic applications, the light generated over such a large area cannot be effectively coupled 
into small-diameter fiber. A rule of thumb for fiber coupling requires that the light-emitting 
area be equal to or, preferably, smaller than the fiber core diameter. This rule requires lateral 
constraint of carrier injection. The localized diffusion of Fig. 7 is not applicable to grown struc-
tures such as those in Fig. 12. The preferred solution inserts an n layer between buffer and lower 
confinement layer (see Fig. 14). A hole etched into the n layer allows current flow. Outside of 
this hole, the p-n junction between n layer and lower confinement layer is reverse-biased, thus 
blocking any current flow. The disadvantage of this approach is a complication of the growth 
process. In a first growth process, the n layer is grown. Then a hole is etched into the n layer using 
standard photolithographic etching techniques. Finally, a second epitaxial growth is used for the 
remaining layers.

Another technique to constrain current injection utilizes a small ohmic contact.12 It is used fre-
quently in conjunction with InP-based fiber-optic emitters (see Fig. 15). An SiO2 layer limits contact 
to a small-diameter (typically 25 μm) hole that results in a relatively small light-emitting area. The 
etched lens shown for this structure helps to collimate the light for more efficient coupling onto the 
fiber.12

n+-GaAs substrate

p-Ga0.62Al0.38As

p-Ga0.25Al0.75As

n-Ga0.25Al0.75As

35 μm

3 μm

15 μm

FIGURE 12 Structure of a double heterostructure (DH) 
GaAlAs LED. The DH is composed of a Ga0.62Al0.38As layer sur-
rounded on either side by a Ga0.25Al0.75As layer. The thick top layer 
acts as window to increase light extraction through the side walls of 
the chip.

17_Bass_v2ch17_p001-036.indd 17.13 8/21/09 3:43:48 PM



17.14  SOURCES

p-Ga0.62Al0.38As

n-Ga0.25Al0.75Asn-GaAs

N+ PPN

p-Ga0.25Al0.75As

+ + + +
+ + + +

+ + + +

Valence band

Conduction band

Distance

Energy

 –  –  –  –   –  –  –  –  
 –  –  –  –  – 

FIGURE 13 Energy band diagram of the GaAlAs LED shown in Fig. 12. The LED is forward biased. 
Electrons and holes are confined in the p-doped Ga0.62Al0.38As layer, which increases the radiative recombi-
nation efficiency.

p-Ga0.75Al0.25As

p-GaAs substrate

n-Ga0.94Al0.06As

n-Ga0.75Al0.25As

n-GaAs

FIGURE 14 Cross section of an LED with three-dimensional carrier confine-
ment. A DH structure is used to confine injected carriers in the Ga0.94Al0.06As layer 
(direction perpendicular to the junction). The patterned, n-type GaAs layer is used 
to limit current flow in the lateral direction. The small emitting area and the 820-nm 
emission of this LED makes it ideal for fiber-optic applications.
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17.6 MATERIAL SYSTEMS

The GaAs1-xPx System

The most widely used alloy for LEDs is the ternary GaAs1−xPx system, including its two binary 
components GaAs and GaP. This system is best described by the composition parameter x with 
0 ≤ x ≤ 1. For x = 0, we have GaAs and for x = 1 the composition is GaP. For x ≤ 0.4, the alloy has a 
direct bandgap. GaAs was developed in the early 1960s as an infrared emitter with a wavelength of 
910 nm and an efficiency in the range of 1 percent. This emitter was soon followed by a Si-doped 
variety. As discussed earlier, this leads to an emission wavelength of 940 nm, a wavelength at which 
the GaAs substrate is partly transparent. The resulting efficiency is increased substantially and, 
depending on configuration, is in the 5- to 10-percent range. However, the recombination process 
is quite slow, resulting in rise and fall times in the 50-ns to 1.0-μs range (see Table 2). One other 
drawback is caused by the low absorption coefficient of Si detectors at 940 nm. To absorb 90 percent 
of the light requires a detector thickness of 60 to 70 μm. Conventional photo transistors are quite 
suitable as detectors. Integrated photo ICs with their 5- to 7-μm-thick epitaxial layers are very inef-
ficient as detectors at 940 nm.

To shift the wavelength toward the near-infrared or into the visible spectrum, one has to grow a 
ternary alloy, a mixture between GaAs and GaP. Of commercial interest are two alloys with x = 0.3 
and x = 0.4 grown on a GaAs substrate (see Table 2). The x = 0.4 alloy was the first commercially 
produced material with a wavelength in the visible range of the spectrum. Grown on an absorbing 
substrate, it has a modest luminous efficacy of around 0.2 lm/A. [Luminous efficacy is the luminous 
(visible) flux output measured in lumens divided by the electrical current input.] The absorbing 
substrate allows the integration of multiple light sources into a single chip without crosstalk. Such 

n-InP substrate

Contact

Contact

Etched lens

n-InP

p-InP

p-InGaAsP

p-InGaAsP

SiO2

FIGURE 15 Structure of a 1300-nm LED used for optical fiber communications. 
The cross section shows the DH-layer configuration, limited area back contact for 
emission-size control, and an etched lens at the top of the chip which, magnifies (M = 2) 
the source area and collimates the light for effective coupling into a fiber.
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monolithic seven-segment displays became the workhorse display technology for handheld calcula-
tors from 1972 to 1976.9,13 Today this alloy is used in LED arrays for printers.14

The x = 0.3 alloy with a wavelength of 700 nm became important in the mid 1970s as a light 
source in applications using integrated photodetectors. It has 3 to 5 times the quantum efficiency of 
the x = 0.4 alloy (see Table 2), but has a lower luminous efficacy because of the much-reduced eye 
sensitivity at 700 nm.

For x >0.4, the GaAsP material system becomes indirect (see earlier under “Light-Generation 
Processes” and Fig. 3). The quantum efficiency decreases faster than the increase in eye sensitivity.4 The 
only way to achieve a meaningful efficiency is through the use of isoelectronic dopants as described 
earlier. The choices for isoelectronic dopants that have been successful are N for GaAsP11 and N or 
ZnO for GaP. Nitrogen doping is used widely for alloys with x = 0.65 to x = l.0.6–10 The resulting light 
sources cover the wavelength range from 635 nm to approximately 565 nm (see Table 2). Since these 
alloys are either GaP or very close in composition to GaP, they are all grown on GaP substrates. The 
resulting transparent-substrate chip structure increases the luminous efficacy.

In the case of the binary GaP compound, the dominant wavelength depends on N concentra-
tion. With low concentrations, practically all N atoms are isolated in single sites. With increasing 
concentration, N atoms can arrange themselves as pairs or triplets. The resulting electron traps have 
lower energy states, which shift the emitted light toward longer wavelength. Phonon coupling can 
also reduce the emission energy. Commercially significant are two compositions: (1) undoped GaP 
which emits at 565 nm (dominant wavelength) with a reasonably green appearance and a low effi-
ciency of around 1 lm/A, and (2) GaP with a nitrogen concentration in the range of 1019 cm−3 with 
a substantially higher luminous efficiency of around 6 lm/A at 572 nm. At this wavelength, the color 
appearance is yellow-green, often described as chartreuse.

Three nitrogen-doped ternary alloys of GaAsP are commercially important for red, orange, and 
yellow. The red source with x = 0.65 has an efficiency in the range of 2 to 3 lm/A. With increasing 
bandgap or decreasing wavelength, the drop in quantum efficiency is compensated by an increase in 
eye sensitivity, resulting in a practically wavelength-independent luminous efficiency for the range 
of 635 to 585 nm.8,15

ZnO-doped GaP is an interesting material. The quantum efficiency of such chips is relatively 
high, around 3 percent. However, the linewidth is quite broad. The quantum efficiency peaks at 
700 nm, but the luminous efficiency peaks at 640 nm (dominant wavelength). In other words, 
most of the photons are emitted at wavelengths with low eye sensitivity. Another problem of 
GaP:ZnO is saturation. The deep ZnO electron trap causes very slow exciton recombination. 
At high injection currents, all traps are saturated and most of the injected carriers recombine 

TABLE 2 Performance Summary of LED Chips in the GaAs1−xPx System

    Dominant  Luminous Quantum 
 Growth Isoel.  Wavelength  Efficacy§ Efficiency§ Speed
 x Process∗ Dopant Substrate† (nm) Colon‡ (lm/A) (%) (ns)

0 LPE — AS 910 IR  1 50
0 LPE — TS 940 IR  10 1000
0.3 VPE — AS 700 IR  0.5 50
0.4 VPE — AS 650 Red 0.2  50
0.65 VPE N TS 635 Red 2.5  300
0.75 VPE N TS 605 Orange 2.5  300
0.85 VPE N TS 585 Yellow 2.5  300
1.0 LPE N TS 572 Y/green 6  300
1.0 LPE — TS 565 Green 1  
1.0 LPE ZnO TS 640 Red 1  

∗LPE = liquid phase epitaxy; VPE = vapor phase epitaxy.
†AS = absorbing substrate; TS = transparent substrate.
‡IR = infrared.
§Into plastic (index = 1.5).
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nonradiatively. At low injection levels (≤1 A/cm2), the efficacy is relatively high, 3 to 5 lm/A. At a 
more useful density of 10 to 30 A/cm2, the emission saturates, resulting in an efficacy of around 
1 lm/A.

The AlxGa1-xAs System

The AlxGa1−xAs material system has a direct bandgap for 0 ≤ x ≤ 0.38. This system has one very sig-
nificant advantage over the GaAsP system described earlier, the entire alloy range from x = 0 to x = 1 
can be lattice-matched to GaAs. In other words, every alloy composition can be directly grown on 
any other alloy composition without the need for transition layers. This feature allows the growth 
of very abrupt heterojunctions, i.e., abrupt transition in composition and bandgap. These hetero-
junctions add one important property not available in the GaAsP system: carrier containment (see 
earlier under “Device Structures”). Carrier containment reduces the movement of injected carriers in 
a direction perpendicular to the junction. Thus, carrier density can be increased beyond the diffusion-
limited levels. This results in increased internal quantum efficiency and higher speed. Another ben-
efit is reduced absorption and improved extraction efficiency (under “Light Extraction”).

Of practical significance are two compositions: x = 0.06 and x = 0.38 (see Table 3). Both com-
positions exist in single and double heterojunction variations (see under “Device Structures”). 
The double heterojunctions usually have a 1.5 to 2.0 times advantage in efficiency and speed. In all 
cases, the efficiency strongly depends on the thickness of the window layer and, to a lesser degree, 
on the thickness of the transparent layer between active layer and absorbing substrate (see Fig. 12). 
Chips with a transparent substrate have an additional efficiency improvement of 1.5 to 3.0 times 
again, depending on layer thickness and contact area. The efficiency variation is best understood by 
counting exit cones as described in the text in conjunction with Table 1. For x = 0.06, the internal 
quantum efficiency of a double heterojunction approaches 100 percent. For x = 0.38, the direct and 
indirect valleys are practically at the same level and the internal quantum efficiency is reduced to the 
range of 50 percent, again dependent upon the quality of the manufacturing process.

The best compromise for efficiency and speed is the x = 0.06 alloy as a double heterostructure. 
Depending on layer thickness, substrate, and contact area, these devices have efficiencies of 5 to 
20 percent and rise/fall times of 20 to 50 ns. This alloy is becoming the workhorse for all infrared 
applications demanding power and speed. A structural variation as shown in Fig. 14 is an important 
light source for fiber-optic communication.

The x = 0.38 alloy is optimized for applications in the visible spectrum. The highest product of 
quantum efficiency and eye response is achieved at x = 0.38 and l = 650 nm. The single heterostruc-
ture on an absorbing substrate has an efficacy of around 4 lm/A. The equivalent double heterostruc-
ture is in the 6- to 8-lm/A range. On a transparent GaAlAs substrate, the efficacy is typically in the 
15- to 20-lm/A range and results of as high as 30 lm/A have been reported in the literature.16 The 
major application for these red LEDs is in light-flux-intensive applications, such as message panels 
and automotive stoplights. A variation optimized for speed is widely used for optical communica-
tion using plastic fiber.

TABLE 3 Performance Summary of LED Chips in the AlxGa1−xAs System

    Efficiency Speed
 x l (nm) Substrate∗ Structure† or Efficacy (ns)

0.06 820 AS, TW DH 8% 30
0.06 820 TS DH 15% 30
0.38 650 AS, TW SH 4 lm/A 
0.38 650 AS, TW DH 8 lm/A 
0.38 650 TS DH 16 lm/A 

∗AS = absorbing substrate; TW = thick window layer; TS = transport substrate.
†DH = double heterostructure; SH = single heterostructure.
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The AlInGaP System

The AlInGaP system has most of the advantages of the AlGaAs system with the additional advantage 
that it has a higher-energy direct energy gap of 2.3 eV that corresponds to green emission at 540 nm. 
AlInGaP can be lattice-matched to GaAs substrates. Indium occupies about half of the Group III 
atomic sites. The ratio of aluminum to gallium can be changed without affecting the lattice match, 
just as it can in the AlGaAs material system, since A1P and GaP have nearly the same lattice spacing. 
This enables the growth of heterostructures that have the efficiency advantages described in the pre-
vious section.

Various AlInGaP device structures have been grown. A simple DH structure with an AlInGaP 
active layer surrounded by higher bandgap AlInGaP confining layers has been effective for injec-
tion lasers, but has not produced efficient surface-emitting LEDs.17 The main problem has been that 
AlInGaP is relatively resistive and the top AlInGaP layer is not effective in distributing the current 
uniformly over the chip. This is not a problem with lasers since the top surface is covered with metal 
and the light is emitted from the edge of the chip.

The top layer must also be transparent to the light that is generated. Two window layers used 
are AlGaAs or GaP on top of the AlInGaP heterostructure.18,19 AlGaAs has the advantage that it 
is lattice-matched and introduces a minimum number of defects at the interface, but it has the 
disadvantage that it is somewhat absorptive to the yellow and green light which is generated 
for high-aluminum compositions. The highest AlInGaP device efficiencies have been achieved 
using GaP window layers.18,20 GaP has the advantage that it is transparent to shorter wave-
lengths than AlGaAs and that it is easy to grow thick GaP layers, using either VPE or LPE, on 
top of the AlInGaP DH that was grown by MOVPE. Both VPE and LPE have substantially higher 
growth rates than MOCVD. The various growth techniques are discussed later under “Epitaxial 
Technology.”

AlInGaP devices with 45-μm-thick GaP window layers have achieved external quantum efficien-
cies exceeding 5 percent in the red and yellow regions of the emission spectrum.21 This is more than 
twice as bright as devices that have thinner AlGaAs window layers.

Green-emitting AlInGaP devices have also been grown which are brighter than the conventional 
GaP and GaP:N green emitters.18,20,21 Substantial further improvement in green is expected since the 
quantum efficiency is not as high as would be expected based on the energy position of the transi-
tion from a direct to an indirect semiconductor.

The performance of AlInGaP LEDs compared to the most important other types of visible emit-
ters is shown in Figs. 16 and 17. GaAsP on a GaAs substrate and GaP: ZnO are not shown since their 
luminous efficacy are off the chart at the bottom and the lower-right-hand corner, respectively. It is 
clear from Fig. 17 that the luminous efficacy of AlInGaP is substantially higher than the other tech-
nologies in all color regions except for red beyond 640 nm. Since forward voltage is typically about 
2 V, the lumen per watt value for a given device is about one-half the lumen per ampere value that is 
given in Tables 2 and 3. The quantum efficiency of AlInGaP is also better than all of the other tech-
nologies except for the highest-performance AlGaAs devices operating at about 650 nm. Because of 
the eye sensitivity variations (see C.I.E. curve in Fig. 16), the 620 nm (red/orange) AlInGaP devices 
have a higher luminous efficiacy than 650 nm AlGaAs LEDs (see Fig. 17).

Blue LED Technology

Blue emitters have been commercially available for more than a decade, but have only begun to 
have a significant impact on the market in the last few years. SiC is the leading technology for 
blue emitters with a quantum efficiency of about 0.02 percent and 0.04 lm/A luminous perfor-
mance. SiC devices are not much used due to their high price and relatively low performance 
efficiency.

Other approaches for making blue LEDs are the use of II–VI compounds such as ZnSe or the 
nitride system GaN, AlGaN, or AlGaInN. It has been difficult to make good p-n junctions in these 
materials. Recently improved p-n junctions have been demonstrated in both ZnSe22,23 and GaN.24 
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Device performance is still in the 0.1-lm/A range and reliability is unproven. However, this 
recent progress is very encouraging for blue-emission technology and could lead to a high-
performance device in the next few years. Both ZnSe and the nitride system have a major 
advantage over SiC because they are direct bandgap semiconductors, so a much higher internal 
quantum efficiency is possible. However, it is difficult to find suitable lattice-matched substrates 
for these materials.

FIGURE 16 External quantum efficiency as a function of peak wavelength for vari-
ous types of visible LEDs. Below 590 nm the efficiency of AlInGaP LEDs decreases due to 
the approaching transition from direct to indirect semiconductor. The human eye sensitiv-
ity curve is also shown. Since the eye response increases sharply from 660 to 540 nm, it 
partially makes up for the drop in AlInGaP LED efficiency. The resulting luminous perfor-
mance is shown in Fig. 17.
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FIGURE 17 Luminous efficacy for AlInGaP LEDs versus wavelength compared to 
other LED technologies. AlInGaP LEDs are more than an order of magnitude brighter in 
the orange and yellow regions than other LEDs. AlInGaP LEDs compare favorably to the 
best AlGaAs red LEDs.
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17.7 SUBSTRATE TECHNOLOGY

Substrate Criteria

There are several requirements for substrates for LEDs. The substrate must be as conductive as pos-
sible both thermally and electrically to minimize power loss. In order to minimize defects it should 
match the epitaxial layers as closely as possible in atomic lattice spacing, and in the coefficient of 
thermal expansion. The substrate should also have a low defect density itself. Finally, the substrate 
should, if possible, be transparent to the light generated by the LED structure since this will enhance 
the external quantum efficiency.

Substrate Choices

The substrates used for nearly all visible LEDs are GaAs and GaP. GaAs or InP is used for infrared 
devices, depending upon the device structure required. Substrate parameters are summarized in 
Table 4, along with Si and Ge for comparison. GaAs is used for the AlGaAs and AlInGaP material 
systems since they can be lattice-matched to it. GaAs is also used for the GaAs1−xPx, system for 
x ≤ 0.4 because it is more nearly latticed-matched and, since it is absorbing, it is useful in multiple-
junction devices where optical crosstalk must be minimized (see under “Diffused Homojunction” 
and Fig. 8). GaP is used for compositions of x > 0.6 due to its transparency and closer lattice match. 
However, neither GaP nor GaAs are well matched to GaAsP, and grading layers are required to grow 
epitaxial layers with decent quality. InP is the choice for long wavelength emitters made using the 
InGaAs or InGaAsP materials systems, due to the better lattice match.

Substrate Doping

Generally, substrates are n type and are doped with Te, S, or Si, although sometimes Se and Sn are 
also used. In some cases, particularly for some AlGaAs LEDs and laser structures, p-type substrates 
are required and Zn is nearly always the dopant. The doping levels are typically in the 1018-cm−3 
range. Basically, the substrates are doped as heavily as possible to maximize conductivity. However, 
the doping must be below the solubility limit to eliminate precipitates and other defects. In the case 
of substrates that are transparent to the light which is generated, such as GaP, with a GaAs1−xPx epi-
taxial layer, the doping should also remain below the level at which substantial free carrier absorp-
tion occurs.

Growth Techniques

Substrates can be grown by either the Bridgeman or Liquid Encapsulated Czochralski (LEC) tech-
nique. The LEC technique is the most widely used. Both techniques are described in detail elsewhere 
and will be only briefly summarized here.25

TABLE 4 Properties of Common Semiconductor Substrates

 Lattice Energy Gap Melting Point
Substrate Parameter @ 300 K (eV) (°C)

GaAs 5.653 1.428 Direct 1238
GaP 5.451 2.268  Indirect 1467
InP 5.868 1.34  Direct 1062
Si 5.431 1.11  Indirect 1415
Ge 5.646 0.664  Indirect   937
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The LEC technique for GaAs consists of a crucible containing a molten GaAs solution, into which 
a single crystal “seed” is dipped. The temperature is carefully controlled so that the molten GaAs 
slowly freezes on the seed as the seed is rotated and raised out of the molten solution. By properly 
controlling the temperature, rotation rate, seed lift rate, etc., the seed can be grown into a single crystal 
weighing several kilograms and having a diameter of typically 2 to 4 in for GaAs and for 2 to 2.5 in for 
GaP. At the GaAs and GaP melting points As and P would rapidly evaporate from the growth crucible 
if they were not contained with a molten boric oxide layer covering the growth solution. This layer 
is the reason for the name “liquid encapsulated.” The seed is dipped through the boric oxide to grow 
the crystal. The growth chamber must be pressurized to keep the phosphorus and arsenic from bub-
bling through the boric oxide. The growth pressure for GaP is 80 atm, and for GaAs is 20 atm or less, 
depending upon the approach for synthesis and growth. The LEC technique, used for GaAs, GaP, and 
InP, is similar to the Czochralski technique used for silicon, but the silicon process is much simpler 
since encapsulation is not required and the growth can be done at atmospheric pressure.

The Bridgeman and the gradient-freeze technique, which is a variation of the Bridgeman tech-
nique, can also be used to grow compound semiconductors. In this technique the growth solution 
and seed are contained in a sealed chamber so liquid encapsulation is not required. Growth is 
accomplished by having a temperature gradient in the solution, with the lowest temperature at the 
melting point in the vicinity of the seed. Growth can be accomplished by lowering the temperature 
of the entire chamber (gradient freeze), or by physically moving the growth chamber relative to the 
furnace (Bridgeman technique) to sweep the temperature gradient through the molten solution. 
The growing crystal can be in either a vertical or horizontal position.

GaAs for LEDs is commonly grown using either LEC or horizontal gradient freeze, also called 
“boat grown,” but sometimes a vertical Bridgeman approach is used. GaP and InP are almost always 
grown using LEC but sometimes a vertical Bridgeman approach has also been used.

17.8 EPITAXIAL TECHNOLOGY

Growth Techniques Available

Epitaxial layers are grown using one of several techniques, depending on the material system. The 
most common techniques are liquid phase epitaxy (LPE), which is primary used to grow GaAs, GaP, 
and AlGaAs and vapor phase epitaxy (VPE), which is used to grow GaAsP. Metalorganic vapor phase 
epitaxy (MOVPE) is also used to grow AlGaAs, GaInAsP, and AlInGaP. Molecular beam epitaxy 
(MBE) is used for lasers and high-speed devices but is not used for high-volume commercial LEDs 
at this time. It has been used to grow blue ZnSe-based lasers and LEDs and could be important in 
the future. All of these epitaxial techniques have been discussed extensively elsewhere and will be 
only briefly described here.

LPE

LPE growth consists of a liquid growth solution, generally gallium, which is saturated with the com-
pound to be grown.26 The saturated solution is placed in contact with the substrate at the desired 
growth temperature, and cooled. As the solution cools, an epitaxial film is grown on the substrate. 
The technique has the advantage that it is relatively easy to grow high-quality epitaxial layers, and 
materials containing aluminum (such as AlGaAs) can be readily grown. The disadvantages are 
that composition control can be difficult. Also, the growth of epitaxial structures involving more 
than two or three layers, particularly thin layers, can be mechanically complicated since each layer 
requires a separate growth solution that must be carefully saturated and sequentially brought into 
contact with the substrate.

One important use of the LPE technique has been for the growth of GaP:ZnO and GaP:N for red 
and green LEDs, respectively. These devices each consist of two relatively thick layers: an n-type layer, 
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followed by the growth of a p-type layer. While other growth techniques can be used to grow GaP LEDs, 
the best results have been obtained using LPE. As a result of a high-volume, low-cost production tech-
nology has evolved, which produces more visible LED chips than any other technique. Another major 
use of LPE is for the growth of GaAs: Si for infrared emitters. LPE is the only technique with which it 
has been possible to produce the recombination center that gives rise to the 940-nm emission charac-
teristic of this material. The GaAs: Si structures are generally grown from a single growth solution. At 
high temperatures the silicon is incorporated on Ga sites and the layers are n type. As the solution cools 
the silicon becomes preferentially incorporated on the As sites and the layer becomes p type.

AlGaAs devices for both visible (red) and IR devices are also generally grown by LPE. AlGaAs 
devices can also be grown by MOCVD, but LPE has the advantage that thick layers can be more 
easily grown. This is important for high extraction efficiency (see under “Device Structures” and 
Fig. 12). In the case of visible devices at 650 nm, the internal quantum efficiency is also higher using 
LPE than MOCVD. This is not understood, but the result is that virtually all of the visible AlGaAs 
LEDs are produced using LPE.

VPE

VPE is the other major commercial epitaxial technology for LEDs.9,27 VPE consists of a quartz chamber 
containing the substrate wafers at the appropriate growth temperature. The reactants are transported 
to the substrates in gaseous form. The technique is mainly used for the growth of GaAsP which, along 
with GaP, dominates the high-volume visible LED market. In this case HC1 is passed over Ga metal to 
form gallium chlorides, and AsH3 and PH3 are used to provide the As and P compounds. Appropriate 
dopant gases are added to achieve the n- and p-type doping. NH3 is used to achieve nitrogen doping 
for the growth of GaAsP:N. The VPE technique has the advantages that it is relatively easy to scale up 
the growth chamber size so large quantities of material can be grown and layer composition and thick-
ness can be easily controlled by adjusting the flow conditions. A limitation of VPE is that it has not 
been possible to grow high-quality compounds containing aluminum because the aluminum-bearing 
reactants attack the quartz chamber resulting in contaminated films. Thus, AlGaAs and AlInGaP, the 
emerging high-brightness technologies, cannot be grown using this technique.

MOCVD

MOCVD growth, like conventional VPE, uses gases to transpose the reactants to the substrates in a 
growth chamber.28 However, in this case metallorganic compounds such as trimethylgallium (TMG) 
are used for one or more of the reactants. A major difference between VPE and MOCVD is that in 
the case of MOCVD the decomposition of the source gas (e.g., TMG) occurs as a reaction at or near 
the substrate surface, and the substrate is in the hottest area of the reactor such that the decomposi-
tion occurs on the substrate instead of the walls of the growth chamber. The walls of the growth 
chamber remain relatively cool. This is the key factor that makes MOCVD suitable for the growth of 
aluminum-bearing compounds which, unlike the VPE situation, do not react sig nificantly with the 
cooler reactor walls. Thus AlGaAs and AlInGaP can be readily grown with MOCVD, and this tech-
nology is widely used for infrared AlGaAs LEDs and lasers, and for the emerging visible AlInGaP 
laser and LED technology.

MOCVD is also used for the growth of GaN and AlGaN that are candidates for blue emission, and 
for the growth of II–VI compounds, such as ZnSe, that is also a potential blue emitter. However, at this 
time the key limitation in obtaining blue ZnSe emitters is the growth of low-resistivity p-type ZnSe. 
For reasons that are not yet understood, low-resistivity p-type ZnSe has been grown using MBE only.

MBE

MBE is a high vacuum growth technique in which the reactants are essentially evaporated onto the 
substrates under very controlled conditions.29 MBE, like MOCVD, can be used to deposit compounds 
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containing aluminum. The growth rates using MBE are generally slower than the other epitaxial tech-
niques, so MBE is most suitable for structures requiring thin layers and precise control of layer thick-
ness. MBE equipment is somewhat more expensive than the equipment used for the other types of 
epitaxial growth, so it has not been suitable for the high-volume, low-cost production that is required 
for most types of LEDs. MBE has generally been utilized for lasers and high-speed devices where 
control of complicated epitaxial structures is critical and where relatively low volumes of devices are 
required. One advantage that MBE has over the other growth technologies is that the reactants uti-
lized are generally less hazardous. Consequently, MBE equipment is often cheaper and easier to install 
since there are less safety issues and safety-code restrictions to deal with.

17.9 WAFER PROCESSING

Wafer Processing Overview

Wafer processing of compound semiconductors for LED applications has many of the same general 
steps used to process silicon integrated-circuit wafers, namely passivation, diffusion, metallization, 
testing, and die fabrication. The LED device structures are much simpler, so fewer steps are required; 
but, due to the materials involved, the individual steps are generally different and sometimes more 
complicated.

Compound semiconductor processing has been described in detail elsewhere, so only a brief 
summary is discussed here.30 Some types of LED structures require all of the processing steps listed 
here, but in many cases fewer process steps are required. An example is a GaP or AlGaAs device with 
a grown p-n junction. For these devices no passivation or diffusion is required.

Passivation

Some types of LED structures, particularly multijunction structures, require a passivation layer prior 
to diffusion, as shown in Fig. 7. This layer must be deposited relatively free of pinholes, be patternable 
with standard photolithographic techniques, and must block the diffusing element, generally zinc. In 
the case of silicon, a native oxide is grown which is suitable for most diffusions. Unfortunately, the 
compound semiconductors do not form a coherent native oxide as readily as silicon. Silicon nitride 
(Si3N4) is the most widely used passivation layer for LEDs. Si3N4 is grown by reacting silane (SiH4) 
and ammonia at high temperature in a furnace. S3N4 blocks zinc very effectively, and is easily grown, 
patterned, and removed. Sometimes an SiO2 layer is used in conjunction with Si3N4 for applications 
such as protecting the surface of the compound semiconductor during high-temperature processing. 
Silicon oxynitride can also be used instead of or in addition to pure Si3N4. Silicon oxynitride is some-
what more complicated to deposit and control, but can have superior properties, such as a better 
match of coefficient of expansion, resulting in lower stress at the interface.

Diffusion

Generally, only p-type impurities, usually Zn, are diffused in compound semiconductors. N-type 
impurities have prohibitively small diffusion coefficients for most applications. Zn is commonly 
used because it diffuses rapidly in most materials and because it is nontoxic in contrast to Be, which 
also diffuses rapidly. Mg is another reasonable p-type dopant, but it diffuses more slowly than zinc. 
Diffusions are generally done in evacuated and sealed ampoules using metallic zinc as source material. 
A column V element such as As is also generally added to the ampoule to provide an overpressure that 
helps to prevent decomposition of the semiconductor surface during diffusion. Diffusion conditions 
typically range from 600 to 900°C for times ranging from minutes to days, depending upon the mate-
rial and device involved. Junction depths can range from a fraction of a μm to a more than 10 μm.
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Open-tube diffusions have also been employed but have generally been harder to control than 
the sealed ampoule approach, often because of surface decomposition problems. Open-tube dif-
fusions have the advantage that one does not have to deal with the expense and hazard of sealing, 
breaking, and replacing quartz ampoules.

A third type of diffusion that has been used is a “semisealed” ampoule approach in which the 
ampoule can be opened and reused. The diffusion is carried out at atmospheric pressure and the 
pressure is controlled by having a one-way pressure relief valve on the ampoule.

Contacting

The contacts must make good ohmic contact to both the p- and n-type semiconductor, and the top 
surface of the top contact must be well suited for high-speed wire bonding. Generally, multilayer 
contacts are required to meet these conditions. Evaporation, sputtering, and e-beam deposition are 
all employed in LED fabrication. The p-type contact generally uses an alloy of either Zn or Be to 
make the ohmic contact. An Au-Zn alloy is the most common due to the toxicity of Be. The Au-Zn 
can be covered with a layer of Al or Au to enable high-yield wire bonding. A refractory metal barrier 
layer may be included between the Au-Zn and top Al or Au layer to prevent intermixing of the two 
layers and the out-diffusion of Ga, both of which can have a deleterious effect on the bondability of 
the Al or Au top layer. The n-type contact can be similar to the p-type contact except that an element 
which acts as an n-type dopant, commonly Ge, is used instead of Zn. An Au-Ge alloy is probably 
most frequently used to form the n-type ohmic contact since it has a suitably low melting point. If 
the n-type contact is the top, or bonded, contact it will be covered by one or more metallic layers to 
enhance bondability.

Testing

The key parameters that need to be tested are light output, optical rise and fall times, emission 
wavelength, forward voltage, and leakage current. The equipment used is similar to that used to test 
other semiconductor devices except that a detector must be added to measure light output. Rise and 
fall times and wavelength are generally measured on only a sample basis and not for each device on 
a wafer. In order to test the individual LEDs, the devices must be isolated on the wafer. This occurs 
automatically for LEDs that are masked and diffused, but if the LEDs are sheet diffused or have a 
grown junction, the top layer must be processed to isolate individual junctions. This can be accom-
plished by etching or sawing with a dicing saw. Generally, sawing is used, followed by an etch to 
remove saw damage, because the layers are so thick that etching deep (>10 μm) grooves is required. 
It is advisable to avoid deep groove etching because undercutting and lateral etching often occur and 
the process becomes hard to control. In many cases LED junctions are not 100 percent tested. This is 
particularly true of GaP and AlGaAs red-emitting devices in which the top layer may be 30 μm thick. 
Wafers of this type can be sampled by “coring” through the top layer of the wafer in one or more 
places with an ultrasonic tool in order to verify that the wafer is generally satisfactory. Later, when 
chips are fully processed, chips can be selected from several regions of the wafer and fully tested to 
determine if the wafer should be used or rejected.

Die Fab

Die fab is the process of separating the wafer into individual dice so they are ready for assembly. 
Generally, the wafer is first mounted on a piece of expandable tape. Next the wafer is either scribed 
or sawed to form individual dice. Mechanical diamond scribing or laser scribing were the preferred 
technologies in the past. Mechanical scribing has zero kerf loss, but the chips tend to have jagged 
edges and visual inspection is required. Laser scribing provides uniform chips but the molten waste 
material from between the chips damages neighboring chips, and in the case of full function chips 
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the edges of the junction can be damaged by the laser. As a result of the limitations of scribing, 
sawing (using a dicing saw with a thin diamond impregnated blade) has become the technology of 
choice for most LEDs.

The kerf loss for sawing has been reduced to about 40 μm and the chip uniformity is excellent 
such that a minimum of inspection and testing is required. For most materials a “cleanup” etch is 
required after sawing to remove work damage at the edges of the chips, which can both affect the 
electrical performance and absorb light. The wafer remains on the expandable tape during the saw-
ing process. After sawing, the tape is expanded so that the chips are separated. The tape is clamped 
in a ring that keeps it expanded and the chips aligned. In this form the chips are easily individually 
picked off the tape by the die-attach machine that places the chips in the LED package.

17.10 LED QUALITY AND RELIABILITY

LEDs offer many advantages over other types of light sources. They have long operating life, they 
operate over a wide temperature range, and they are unaffected by many adverse environmental 
conditions. LED devices also are mechanically robust, making them suitable for applications where 
there is high vibration, shock, or acceleration. Excellent quality and reliability are obtainable when 
an LED product is properly designed, fabricated, packaged, tested, and operated.

Product quality is defined as “fitness for use” in a customer’s application. Quality is measured 
in units of the average number of defective parts per million shipped (i.e., ppm), and is inferred 
from product sampling and testing. LED product quality is assured by (1) robust chip and product 
design, (2) high-quality piece parts, (3) well-controlled fabrication processes, (4) use of statistical 
process control during manufacturing, (5) careful product testing, and (6) proper handling and 
storage. Most III–V LEDS are comparable in quality to the best silicon devices manufactured today. 
Well-designed LED products have total defect levels well below 100 ppm.

Reliability measures the probability that a product will perform its intended function under 
defined use conditions over the useful life of the product. Probability of survival is characterized by 
a failure rate, which is calculated by dividing the number of failures by the total number of operat-
ing hours (number of products tested per x hours operated). Common measures for reliability are 
percent failures per 1000 hours (percent/khr) and number failures per 109 hours (FITS). LED failure 
rates typically are better than 0.01 percent per khr at 50°C.

The reliability of an LED product is dependent on the reliability of the LED semiconductor chip 
and on the robustness of the package into which the chip is placed. Interactions between the chip and 
package can affect product reliability as well. Aspects of LED packaging and LED chip reliability are 
discussed in the following paragraphs.

LED Package Reliability

The package into which the LED chip is assembled should provide mechanical stability, electrical 
connection, and environmental protection. To evaluate package integrity, stress tests such as temper-
ature cycling, thermal and mechanical shock, moisture resistance, and vibration are used to establish 
the worst-case conditions under which a product can survive. Generally, product data sheets contain 
relevant information about safe conditions for product application and operation.

Plastic materials are commonly used to package LEDs (see under “LED-Based Products”). 
Thermal fatigue is a limiting factor in plastic-packaged LEDs. Take the case of the plastic LED lamp 
shown later in Fig. 21. Because of the different materials used (epoxy plastic, copper lead frame, gold 
wire, III–V LED, etc.) and the different coefficients of expansion of these materials, temperature 
changes cause internal stresses. If the package is not well designed and properly assembled, thermal 
changes can cause cracking, chip-attach failure, or failure of the wire bond (open circuits). Careful 
design can reduce these problems to negligible levels over wide temperature ranges. Today’s high-
quality plastic lamps are capable of being cycled from −55 to +100°C for 100 cycles without failure.
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Long-term exposure to water vapor can lead to moisture penetration through the plastic, sub-
jecting the chips to humidity. High humidity can cause chip corrosion, plastic delamination, or sur-
face leakage problems. Plastic-packaged LEDs are typically not harmed when used under normal use 
conditions. Accelerated moisture resistance testing can be used to test the limits of LED packages. 
Plastic materials have been improved to the point that LED products can withstand 1000 hours of 
environmental testing at elevated temperatures and high humidity (i.e., 85°C and 85 percent RH).

The thermal stability of plastic packaging materials is another important parameter. Over nor-
mal service conditions, the expansion coefficient of plastic is relatively constant. Above the so-called 
glass transition temperature Tg the coefficient increases rapidly. Reliable operation of plastic-pack-
aged LEDs generally requires operation at ambient temperatures below Tg. Failures associated with 
improper soldering operations, such as too high a soldering temperature or for too long a time 
can cause the package to fail. Excessive storage temperatures also should be avoided. When an LED 
product is operated, internal ohmic heating occurs; hence, the safe operating maximum temperature 
is generally somewhat lower than the safe storage temperature.

LED Chip Reliability

The reliability characteristics of the LED chip determine the safe limits of operation of the product. 
When operated at a given temperature and drive current there is some probability that the LED 
will fail. In general, LED failure rates can be separated into three time periods: (1) infantile failure, 
(2) useful life, and (3) the wearout period (see Fig. 18). During the infant mortality period, failures 
occur due to weak or substandard units. Typically, the failure rate decreases during the infantile 
period until no weak units remain. During the “useful life” period, the failure rate is relatively low 
and constant. The number of failures that do occur are random in nature and cannot be eliminated 
by more testing. The useful life of an LED is a function of the operating temperature and drive con-
ditions. Under normal use conditions, LEDs have useful lives exceeding 100,000 hours. The wearout 
period is characterized by a rapidly rising failure rate. Generally, wearout for LEDs is not a concern, 
as the useful life far exceeds the useful life of the product that the LEDs are designed into.

The principle failure mode for LED chips is light-output degradation. In the case of a visible 
lamp or display, failure is typically defined as a 50 percent decrease in light output from its initial 
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FIGURE 18 Plot of LED failure rate versus time, showing the infantile failure period 
(decreasing rate), the useful life period (constant, low rate), and the wear-out period (rapidly 
rising rate).
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value, since that is the level where the human eye begins to observe a noticeable change. For infra-
red emitters or visible LEDs where flux is sensed by a semiconductor detector, failure is commonly 
defined as a 20 to 30 percent decrease in flux output.

Figure 19 shows degradation curves for a direct bandgap GaAsP LED packaged in a 5-mm plastic 
lamp.31 Current must flow for degradation to occur, as negligible change is observed after 1 khr of 
100°C storage. Degradation is a function of the temperature at the p-n junction and the junction 
current density. As shown in Fig. 19, a larger decline in light output is observed as junction current 
density and/or temperature at the junction increases. The dependence of degradation on current 
density J is superlinear, varying as Jx with 1.5 < x <2.5. Hence, accelerated-aging tests typically use 
high currents and tempera tures to shorten the time needed to observe LED degradation. The maxi-
mum stress level shown in Fig. 19 is 200 percent of the maximum allowable drive current specified 
in the data sheet.

Light-output degradation in GaAsP LEDs is due to an increase in the nonradiative space-charge 
recombination current. Total current flowing through the LED is made up of the sum of diffusion 
current and space-charge recombination current, as shown in the following equations:

  I V t A t e B t eT
qV kT qV kT( , ) ( ) ( )/ /= + 2   (5)

where q is electron charge, k is Boltzmann’s constant, and T is temperature.32 The first term is diffu-
sion current that produces light output, while the second term is space-charge recombination that 
is nonradiative. At fixed IT , if B(t) increases, then the diffusion term must decrease and, hence, the 
light output decreases. The reason for the increase in space-charge recombination in GaAsP LEDs is 
not fully understood.

The degradation characteristics of GaAlAs LEDs differ from those of GaAsP LEDs. Typical curves 
of normalized light output versus time for GaAlAs LEDs are shown in Fig. 20. “Good” units show 
negligible decrease in light output when operated under normal service conditions. Gradual degrada-
tion may occur, but it is relatively uncommon. The predominate failure mode in GaAlAs LEDs is cat-
astrophic degradation. The light emission decreases very rapidly over a period of less than 100 hours 
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FIGURE 19 Curves of light output versus time for GaAsP indicator lamps stressed under 
various conditions. Light output is normalized to the initial value. Each curve shows the average 
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and simultaneously nonradiative regions (“dark-spot” or “dark-line defects”) are observed to form. 
The catastrophic degradation mechanism is described in detail in Refs. 33 and 34. In brief, the dark 
regions are caused by nonradiative recombination at dislocation networks that grow rapidly from a 
crystal dislocation located in the light-emitting region of the LED. Network formation depends on 
carrier recombination, both nonradiative, which creates mobile point defects, and radiative recom-
bination, which enhances the movement of the point defects to the growing network.

Formation of dark-line defects is enhanced by mechanical stress either present in the LED chip 
or occurring during assembly. Properly designed products reduce such stress by minimizing bend-
ing caused by the different coefficients of expansion in the LED, and by stress-free die attach, wire 
bond, and encapsulation of the LED during assembly.

Failures due to dark-spot or dark-line defects can be effectively screened out by operating the 
LED at high current and temperature. Units with defects typically fail within the first few hundred 
hours. GaAlAs LEDs with dark-spot or dark-line defects are screened out by means of visual inspec-
tion and/or by eliminating units with large decreases in light output. GaAlAs LEDs used for fiber-
optic applications have small emitting areas (see under “Fiber Optics” discussion and Fig. 14). Due 
to the high current densities present in such devices, high temperature and current burn-in is used 
extensively for these types of LEDs.

Another degradation mode in LEDs is the change in the reverse breakdown characteristics over 
time. The reverse characteristics become soft and the breakdown voltage may decrease to a very low 
value. Several mechanisms have been observed in LEDs. One cause is localized avalanche breakdown 
due to microplasma formation at points where electric fields are high. Microplasmas have been 
observed in GaAs and GaAsP LEDs.

Damage or contamination of the edges of an LED chip can cause increased surface leakage and 
reduced reverse breakdown. Incomplete removal of damage during die separation operations and 
damage induced during handling and assembly are known to cause reverse breakdown changes. 
Die-attach materials also can unintentionally contamin ate the edges of LEDs. Copper, frequently 
found in LED packaging materials, can diffuse into the exposed surfaces of the LED, causing excess 
leakage and, in some cases, light-output degradation.35 Chips whose p-n junction extends to the 
edges (i.e., Fig. 6) are very susceptible to damage and/or contamination.
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FIGURE 20 Light output degradation of AlGaAs LEDs. Three modes are shown: “good” 
devices with negligible light-output decrease over time, devices which degrade gradually over time, 
and “catastrophic” degradation devices where the flux rapidly decreases over a short time period
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17.11 LED-BASED PRODUCTS

Indicator Lamps

The simplest LED product is an indicator lamp or its infrared equivalent. The most frequently used 
lamp is shown in Fig. 21. A LED chip with a typical dimension of 250 × 250 μm is attached with 
conductive silver-loaded epoxy into a reflective cavity coined into the end of a silver-plated copper 
or steel lead frame. The top of the LED chip is connected with a thin 25-μm gold wire to the sec-
ond terminal of the lead frame. The lead frame subassembly is then embedded in epoxy. The epoxy 
serves several functions: (1) it holds the assembly together and protects the delicate chip and bond 
wire; (2) it increases the light extraction from the chip (see under “Light Extraction,” discussed 
earlier); and (3) it determines the spatial light distribution.

There are a large number of variations of the lamp shown in Fig. 21. Besides the obvious varia-
tion of source wavelength, there are variations of size, shape, radiation pattern, etc. The cross section 
of the plastic body ranges from 2 to 10 mm. The radiation pattern is affected by three factors: the 
shape of the dome, the relative position of the chip/reflector combination, and by the presence of 
a diffusant in the epoxy. Figure 22a shows the radiation pattern of a lamp using clear plastic as an 
encapsulant. The rays emanating from chip and reflector are collimated into a narrow beam. For 
many indicator lamps a broader viewing angle is desired such as that shown in the radiation pattern 
of Fig. 22b. This effect is achieved by adding a diffusant, such as glass powder, to the clear plastic. 
Another variation is shape. Common shapes are round, square, rectangular, or triangular.

FIGURE 21 Plastic indicator lamp. 
The LED chip is placed in a reflector coined 
into the end of one electrode lead. The top 
of the chip is connected with a gold wire 
to the second electrode. The electrodes are 
encapsulated in plastic to form a mechani-
cally robust package. 

(a)

(b)

FIGURE 22 Radiation pattern of two types of LED indicator lamps: 
(a) lamp with clear plastic package with a narrow beam and (b) lamp 
with a diffusing plastic package (glass powder added) with a broader 
radiation pattern.
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Another variation is achieved by placing two different chips into the reflector cup. For instance, 
a lamp with green and red chips connected to the second post in an antiparallel fashion can operate 
as a red indicator if the reflector post is biased positive, and as a green indicator if it is biased nega-
tive. Rapidly switching between the two polarities one can achieve any color between the two basic 
colors, i.e., yellow or orange, depending on current and duty cycle.

A number of chips can be combined in a single package to illuminate a rectangular area. These 
so-called annunciator assemblies range in size from 1 to several cm. They typically use 4 chips per 
cm2. By placing an aperture-limiting symbol or telltale in front of the lit area, these structures are 
cost-effective means to display a fixed message, such as warning lights in an automotive dashboard.

Numeric Displays

Numeric displays are usually made up of a nearly rectangular arrangement of seven elongated seg-
ments in a figure-eight pattern. Selectively switching these segments generates all ten digits from 0 to 9. 
Often decimal point, colon, comma, and other symbols are added.

There are two main types of LED numeric displays: (1) monolithic displays and (2) stretched 
segment displays. All monolithic displays are based on GaAs-GaAsP technology. Seven elongated 
p-doped regions and a decimal point are diffused into an n-type epitaxial layer of a single or mono-
lithic chip (see Fig. 8). Electrically, this is a structure with eight anodes and one common cathode. 
This monolithic approach is relatively expensive. For arms-length viewing, a character height of 3 to 
5 mm is required. Adding space for bonding pads, decimal point, and edge separation, such a display 
consumes around 10 mm2 of expensive semiconductor material per digit. One way to reduce mate-
rial and power consumption is optical magnification. Viewing-angle limitation and distortion limit 
the magnification M to M ≤ 2.0. Power consumption is reduced by M 2—an important feature for 
battery-powered applications.

For digits >5 mm, a stretched segment display is most cost effective. The design of Fig. 23 utilizes 
a 250 × 250 μm chip to generate a segment with dimensions of up to 8 × 2 mm for a 20-mm digit 
height. This corresponds to a real magnification of M 2 = 256, or an equivalent linear magnification 
of M = 16. This magnification is achieved without a reduction in viewing angle by using scattering 
optics. An LED chip is placed at the bottom of a cavity having the desired rectangular exit shape and 

FIGURE 23 Cutaway of a seven-segment numeric LED 
display, showing how light from a small LED chip is stretched to a 
large character segment using a diffusing cavity. Characters 0 to 9 
are created by turning on appropriate combinations of segments.

Lit segment

LED chip

Lead frame

Display 
package

Digit segment 
formed by 
diffusing cavity
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the cavity is filled with a diffusing plastic material (see Fig. 24). The side and bottom surfaces of the 
cavity are made as reflective as possible. Highly reflective white surfaces are typically used. A good 
white plastic surface measured in air may have a reflectivity of 94 percent compared with 98 percent 
for Ag and 91 percent for Al. Ag and Al achieve this reflectivity only if evaporated on a specularly 
smooth surface. Measured in plastic, the reflectivity of the white surface increases from 94 to 98 percent, 
the Ag surface remains at 98 percent, while the Al surface decreases to 86 percent. Both metallic 
surfaces have substantially lower reflectivities if they are evaporated onto a nonspecular surface, or 
if they are deposited by plating. Practically all numeric LED displays above 5-mm character heights 
are made using white cavity walls and diffusing epoxy within the cavity.

This case of magification by scattering does not result in a power saving as in the case of magni-
fication of monolithic displays. Since there is practically no reduction in emission angle, the law of 
energy conservation requires an increased light flux from the chip that equals the area magnification 
plus reflection losses in the cavity.

Alphanumeric Displays

There are two ways LEDs are used to display alphanumeric information: either by using more than 
seven elongated segments, i.e., 14, 16, or 24; or by using an array of LED chips in a 5 × 7 dot matrix 
format. The multiple segment products are similar in design to the monolithic or stretched segment 
numeric displays described above.

In the case of small monolithic characters, the number of input terminals quickly exceeds con-
ventional pin spacing. These products are usually clusters of 4 to 16 characters combined with a 
decoder/driver integrated circuit within the same package. To reduce cost and power, some modest 
optical magnification is usually used. The segmented displays are usually larger, i.e., 12 to 25 mm 
and limited to 14 segments per character. At this size, there is no pin density constraint and the 
decoder is usually placed outside the package.

The most frequently used alphanumeric LED display is based on a 5 × 7 matrix per character. 
For small characters in the range of 5 to 8 mm, the LED chips are directly viewed and pin density 
limitations require an on-board decoder/driver IC. Products are offered as end-stackable clusters of 
4, 8, and 16 characters.

LED chip

Lead frame

White plastic
package

Epoxy-filled 
diffusing cavity

FIGURE 24 Cross section through one 
segment of the seven-segment numeric display 
shown in Fig. 23. A LED chip is placed at the 
bottom of a highly reflective, white plastic cavity 
which is filled with clear plastic containing a dif-
fusant. Light is scattered within the cavity to pro-
duce uniform emission at the segment surface.
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For larger displays, the LED chip is magnified by the same optical scattering technique described 
earlier for numerics. Exit apertures per pixel have a diameter of 2 to 5 mm. Products are offered as 
5 × 7 single characters or end-stackable 20 × 20 tiles for large message- or graphics-display panels. 
At this size, pin density is not a limitation.

Optocouplers

An optocoupler is a device where signal input and signal output have no galvanic connection. It is 
mainly used in applications as the interface between the line voltage side of a system and the low-
voltage circuit functions, or in systems where the separate ground connection of interconnected 
subsystems causes magnetic coupling in the galvanic loop between signal and ground connections. 
By interrupting the galvanic loop with an optical signal path, many sources of signal interference are 
eliminated.

The oldest optocouplers consist of an IR LED and a photodetector facing each other in an insu-
lating tube. The second generation utilized the so-called dual-in-line package widely used by logic 
ICs. In this package an IR emitter and a phototransistor are mounted face to face on two separate 
lead frames. The center of the package between emitter and detector is filled with a clear insulating 
material. The subassembly is then molded in opaque plastic to shield external light and to mechani-
cally stabilize the assembly (Fig. 25). The second generation optocouplers have limited speed perfor-
mance for two reasons: (1) the slow response time of the GaAs:Si LED and (2) the slow response of 
the photo-transistor detector because of the high collector-base capacitance.

The third generation of optocouplers overcomes the speed limitation. It uses an integrated pho-
todetector and a decoupled gain element. Integration limits the thickness of the effective detection 
region in silicon to 5 to 7 μm. This thickness range forces a shift of the source to wavelengths shorter 
than the 940-nm sources used in the second-generation couplers. Third-generation couplers use 
GaAsP (700 nm) or AlGaAs emitters (880 nm).

Within the last decade, the optocoupler product family has seen further proliferation by adding 
features on the input or output side of the coupler. One proliferation resulted in couplers behaving 

FIGURE 25 Optocoupler consisting of face-to-face emitter and detector 
chips. An insulating film is placed between the chips to increase the ability of the 
optocoupler to withstand high voltages between input and output electrodes

Epoxy encapsulation

Emitter

Detector

Insulating film

Lead frame
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like logic gates. Another variation used MOS FET devices on the output side, eliminating the offset 
voltages of bipolar devices. These couplers are comparable to the performance of conventional relays 
and are classified as solid-state relays. Other types use a CMOS input driver and CMOS output cir-
cuitry to achieve data transfer rates of 50 Mb/s and CMOS interface compatibility.

Fiber Optics

LEDs are the primary light source used in fiber-optic links for speeds up to 200 Mb/s and distances 
up to 2 km. For higher speed and longer distances, diode lasers are the preferred source.

For fiber-optic applications, LEDs have to meet a number of requirements that go well beyond 
the requirements for lamps and displays. The major issues are minimum and maximum flux coupled 
into the fiber, optical rise and fall times, source diameter, and wavelength. Analysis of flux budget, 
speed, fiber dispersion, wavelength, and maximum distance is quite complex and goes far beyond the 
scope of this work. A simplified discussion for the popular standard, Fiber Distributed Data Interface 
(FDDI) will highlight the issues. For a detailed discussion, the reader is referred to Ref. 36.

Flux Budget The minimum flux that has to be coupled into the fiber is determined by receiver sen-
sitivity (−31 dBm), fiber attenuation over the 2-km maximum distance (3 dB), connector and coupler 
losses (5 dB), and miscellaneous penalties for detector response variations, bandwidth limitations, 
jitter, etc. (3 dB). With this flux budget of 11 dB, the minimum coupled power has to be −20 dBm. 
Another flux constraint arises from the fact that the receiver can only handle a maximum level of 
power before saturation (−14 dBm). These two specifications bracket the power level coupled into 
the fiber at a minimum of −20 dBm (maximum fiber and connector losses) and at a maximum of 
−14 dBm (no fiber or connector losses for the case of very short fiber).

Speed The transmitter speed or baud rate directly translates into a maximum rise and fall time of 
the LED. The 125 Mdb FDDI specifications call for a maximum rise and fall time of 3.5 ns. As a rule 
of thumb, the sum of rise and fall time should be a little shorter than the inverse baud period (8 ns 
for 125 Mbd).

Source Diameter and Fiber Alignment Efficient coupling of the LED to the fiber requires a source 
diameter that is equal to or preferably smaller than the diameter of the fiber core. For sources 
smaller than the core diameter, a lens between source and fiber can magnify the source to a diameter 
equal to or larger than the core diameter. The magnification has two benefits: (1) It increases the 
coupling efficiency between source and fiber. The improvement is limited to the ratio of source area 
to core cross-sectional area. (2) It increases the apparent spot size to a diameter larger than the fiber 
core. This effect relaxes the alignment tolerance between source and core and results in substantially 
reduced assembly and connector costs.

Wavelength The LEDs used in fiber-optic applications operate at three narrowly defined wavelength 
bands 650, 820 to 870, and 1300 nm, as determined by optical fiber transmission characteristics.

650 nm This band is defined by an absorption window in acrylic plastic fiber. It is a very narrow 
window between two C-H resonances of the polymer material. The bottom of the window has an 
absorption of approximately 0.17 dB/m. However, the effective absorption is in the 0.3 to 0.4 dB/m 
range because the LED linewidth is comparable to the width of the absorption window and the 
LED wavelength changes with temperature. The 650-nm LEDs use either GaAs1−xPx with x = 0.4 or 
GaAlxAs1−x with x = 0.38. Quantum efficiencies are at 0.2 and 1.5 percent, respectively. Maximum 
link length is in the range of 20 to 100 m, depending on source efficiency, detector sensitivity, speed, 
and temperature range.

820 to 870 nm This window was chosen for several reasons. GaAlAs emitters (see Fig. 14) and Si 
detectors are readily available at this wavelength. Early fibers had an absorption peak from water 
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contamination at approximately 870 nm. As fiber technology improved, the absorption peak was 
eliminated and the wavelength of choice moved from 820- to the 850 to 870-nm range. Fiber attenu-
ation at 850 nm is typically 3 dB/km. Maximum link length in the 500- to 2000-m range, depending 
on data rate. In the 850 to 870-nm window the maximum link length is limited by chromatic disper-
sion. GaAlAs emitters have a half-power linewidth of approximately 35 nm. The velocity of light in 
the fiber is determined by the index of refraction of the fiber core. The index is wavelength-dependent 
resulting in dispersion of the light pulse. This dispersion grows with distance. The compounded 
effect of LED linewidth and fiber dispersion is a constant distance-speed product. For a typical mul-
timode fiber and GaAlAs LED combination, this product is in the range of 100 Mbd-km.36

1300 nm At this wavelength, the index of refraction as a function of wavelength reaches a mini-
mum. At this minimum, the velocity of light is practically independent of wavelength, and chro-
matic dispersion is nearly eliminated. The distance-speed limitation is caused by modal dispersion. 
Modal dispersion can be envisioned as a different path length for rays of different entrance angles 
into the fiber. A ray going down the middle of the core will have a shorter path than a ray entering 
the fiber at the maximum acceptance angle undergoing many bends as it travels down the fiber. The 
resulting modal dispersion limits multimode fibers to distance bandwidth products of approxi-
mately 500 Mbd-km. LED sources used at this wavelength are GaInAsP emitters, as shown in Fig. 15. 
At this wavelength, fiber attenuation is typically <1.0 dB/km and maximum link length is in the 
range of 500 to 5000 m, depending on data rate and flux budget.

Sensors

LED/detector combinations are used in a wide range of sensor applications. They can be grouped 
into three classes: transmissive, reflective, and scattering sensors.

Transmissive Sensors The most widely used transmissive sensor is the slot interrupter. A U-shaped 
plastic holder aligns an emitter and detector face to face. It is used widely for such applications as 
sensing the presence or absence of paper in printers, end-of-tape in tape-recorders, erase/overwrite 
protection on floppy disks, and many other applications where the presence or absence of an opaque 
obstruction in the light path determines a system response.

A widely used slot interrupter is a two- or three-channel optical encoder. A pattern of opaque and 
transmissive sections moves in front of a fixed pattern with the same spatial frequency. Two optical 
channels positioned such that they are 90° out of phase to each other with regard to the pattern 
allow the measurement of both distance (number of transmissive/opaque sequences) and direction 
(phase of channel A with regard to channel B). Such encoders are widely used in industrial control 
applications, paper motion in printers, pen movement in plotters, scales, motor rotation, etc. A third 
channel is often used to detect an index pulse per revolution to obtain a quasi-absolute reference.

Reflective Sensors In a reflective sensor an LED, detector, and associated optical elements are 
positioned such that the detector senses a reflection when a reflective surface (specular or diffuse) 
is positioned within a narrow sensing range. A black surface or nonaligned specular surface or the 
absence of any reflective surface can be discriminated from a white surface or properly aligned spec-
ular surface. Applications include bar-code reading (black or white surface), object-counting on a 
conveyer belt (presence or no presence of a reflecting surface), and many others. Many transmissive 
sensor applications can be replaced by using reflective sensors and visa versa. The choice is usually 
determined by the optical properties of the sensing media or by cost. An emerging application for 
reflective sensors is blood gas analysis. The concentration of O2 or CO2 in blood can be determined 
by absorption at two different LED wavelengths, i.e., red and infrared.

Scattering Sensors One design of smoke detectors is based on light scattering. The LED light beam 
and the detector path are crossed. In the absence of smoke, no light from the LED can reach the 
detector. In the presence of smoke, light is scattered into the detector.
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18.1 INTRODUCTION

Over the past decade a transformation in light emitting diode (LED) application has occurred from 
indicator use to the more demanding solid-state lighting and illumination markets. This includes 
areas such as backlighting in consumer hand-held products, outdoor displays, traffic signals, and 
general room lighting through the replacement of incandescent and fluorescent light sources. This 
transformation has been driven directly by the significant increases in LED efficiency that has 
enabled LEDs to penetrate into such markets. These new high-efficiency LEDs are typically referred 
to as high-brightness LEDs (HB-LEDs), and utilize quantum well active regions to achieve their 
high efficiency and lumen output. 

Quantum well-active regions can have either a single quantum well (SQW) or multiple quantum 
well (MQW) structure, reducing internal reabsorption and increasing the radiative recombination 
rate of the device through greater spatial overlap of electrons and holes. A discussion of quantum 
wells can be found in Chap. 19, “Semiconductor Lasers.” Figure 1 provides a basic structure for a 
modern HB-LED. It is similar to the DH structure, but utilizes a MQW active region between the 
n and p-type layers of the device, composed of quantum wells (QWs) that are on the order of a few 
nanometers in thickness. By adjusting either the composition or width of the QW, the emission 
wavelength of the LED can be tuned. The use of QW active regions in LEDs has not only allowed for 
an increase in the efficiency of the devices, it has also resulted in the ability to obtain new wavelength 
emissions that were not previously available due to epitaxial strain and lattice matching constraints.

18.2 THE MATERIALS SYSTEMS

There are two main semiconductor material systems currently exploited for visible HB-LEDs. These 
are the AlInGaP and AlInGaN systems. A detailed discussion of the AlInGaP system is in Chap. 17, 
“Light-Emitting Diodes.” AlInGaP is used for amber and red LEDs that fall within the 590- to 650-nm 
wavelength region. It is limited to this wavelength range because the AlInGaP quaternary shifts to an 
indirect band gap as wavelengths below 590 nm are targeted. This left a void in the blue and green spec-
tral regions for visible HB-LEDs.
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In the past decade, this void has been quickly filled with MQW LEDs made from the AlInGaN 
material system. GaN has a wurtzite crystal structure and band gap at room temperature of about 
3.2 eV (385 nm). By alloying with Al or In, the band gap can be shifted to shorter or longer wave-
lengths, respectively. This has led to the realization of InGaN QW active regions in HB-LEDs offering 
light output in the blue to green spectral regions. Although InN has a direct energy gap of 0.7 eV, 
phase segregation in InGaN alloys limits the ability to obtain active regions emitting at wavelengths 
above 530 nm. Despite this, InGaN QW active regions have successfully been used to create blue and 
green HB-LEDs with complete wavelength tunability across the visible 400- to 530-nm range.

18.3 SUBSTRATES AND EPITAXIAL GROWTH

Current AlInGaN HB-LEDs use one of two substrates: sapphire or silicon carbide (SiC). Despite 
considerable lattice mismatch between these and GaN (roughly 16 percent for sapphire and 3.5 percent 
for SiC), low-temperature buffer layer technologies have been developed to allow for nucleation 
and growth of high-quality AlInGaN HB-LEDs. Low-temperature AlN buffer layers on sapphire 
substrates are directly formed by MOCVD that result in dislocation entanglement just above the 
nucleation interface. As depicted in Fig. 2, many of the dislocations interact and annihilate. The sub-
sequent growth of a thick (typically 3 to 4 μm) n-GaN buffer layer further reduces dislocation den-
sity below 109 per cm2. The use of 6H-SiC substrates offers closer lattice matching and lower defect 
densities, although this comes with a higher cost that has kept sapphire as a more popular substrate 
solution. Recent research has aimed to produce native or lattice-matched substrate solutions for 
GaN growth. Native GaN substrates have been produced, although the diameter of such substrates 
and cost remain a challenge. A sister wide band gap compound, ZnO, has strikingly similar properties 

Sapphire substrate

n-GaN

InGaN MQW Active

p-0AlGaN

p+-GaN

Ni/Au semitransparent
p-contact

Ti/Pt/Au p-contact

Ti/Al n-contact

FIGURE 1 Typical structure for a modern InGaN HB-LED 
showing associated epitaxial layers, including the multiquantum well 
(MQW) active region.

Sapphire or 6H-SiC  substrate

n-GaN buffer
~4 μm

LT AlN 
nucleation
layer

FIGURE 2 Cross-section schematic of the dislocation 
reduction that occurs due to use of a low temperature (LT) 
AlN nucleation layer. Dislocations originate from the large 
lattice mismatch of the nitrides with SiC or sapphire sub-
strates, but can be reduced well below 109/cm2 when a LT-
AlN nucleation layer and thick GaN buffer layer are used.
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to GaN and is currently considered a good candidate for a lattice matched substrate for AlInGaN 
HB-LED growth. ZnO has the same wurtzite crystal structure as GaN, is nearly lattice matched to 
GaN, and can be easily doped n-type to form a conductive substrate. Lattice matched substrates 
made from ZnO have just become commercially available through hydrothermal growth. 

Growth of AlInGaN HB-LEDs is accomplished commercially with MOCVD (a short discussion of 
MOCVD was provided in Sec. 17.8 in Chap. 17). While high quality growth of AlInGaN epitaxial films 
has been demonstrated by MBE, typical HB-LED structures require 4- to 5-μm-thick films that are not 
economically realizable in MBE systems due to the slow growth rate and limited number of substrates 
per growth. MOCVD reactors are able to accommodate multiple 2″ substrates per growth (as many as 
40 in larger systems) with the necessary uniformity and control of film thickness. One of the initial chal-
lenges in AlInGaN HB-LED growth was p-type doping of GaN. The metal-organic precursor sources of 
MOCVD introduce a considerable amount of hydrogen into the films that directly compensates p-type 
acceptors. This issue was resolved through post-growth annealing at temperatures above 800°C in 
which the excess hydrogen is driven out of the epitaxial films. Upon out-diffusion of the hydrogen, the 
p-type acceptors become active and the necessary hole injection into the structures is then possible.

18.4 PROCESSING

Many of the steps covered in Sec. 17.9 of Chap. 17 are used in the fabrication of HB-LED epitaxial 
wafers. Sapphire substrates are electrically insulating, imposing the need for creating both n- and p-type 
contacts on the front of the HB-LED surface as was shown in Fig. 1. As a result, the epitaxial structure 
must be etched down to the n-GaN layer in order to make electrical contact to the n-side of the HB-LED 
structure. AlInGaN is relatively resistant to wet chemical etching and must be dry etched using reactive 
ion etching (RIE) or inductively coupled plasma (ICP) methods. RIE/ICP is capable of high etch rates 
that are anisotropic, meaning that they are capable of etching vertically down into the structure with 
little to no lateral etching. SiC substrates are electrically conductive and thus allow for the n-contact to 
be formed on the back side of the substrate without the need for etching of the front surface.

The typical fabrication process for AlInGaN HB-LEDs utilizes four lithographic steps. These 
include the mesa etch, SiO2 passivation, n-contact, and p-contact layers. A top view and associated 
cross section of a standard HB-LED device are given in Fig. 3, indicating these layers. Prior to the 

FIGURE 3 Top view and cross-section schematic of a standard 
nitride HB-LED. A mesa is etched to allow for contact to the n-type 
underlayer. A semitransparent contact on top of the mesa is used to pro-
mote uniform hole injection due to poor hole mobility in the p-GaN.

Sapphire substrate

Epilayers

Semitransparent
contact

SiO2
passivation

MESA

Ti/Al/Pt/Au
n-contact

Ti/Pt/Au p-contact
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first lithographic step a semitransparent top contact is deposited on the surface (p-side) of the entire 
epi wafer. This is necessary in order to achieve uniform current injection across the device due to the 
higher resistivity of the p-GaN in comparison to the n-GaN. The most common semitransparent con-
tacts are Ni/Au and indium tin oxide (ITO), with Ni/Au being the most widely used. Once the semi-
transparent contact is formed the lithographic steps are then carried out. The mesa etch is a dry etch step 
to access the n-GaN layers for the n-type contact as required when using sapphire substrates. The SiO2
passivation step covers the side walls of the mesa and protects its lateral edges. Once the passivation is 
in place, the last two lithographic steps define the n- and p-type contacts to the device through a lift-
off process. Common metallizations are Ti/Al/Pt/Au for the n-contact and Ti/Pt/Au for the p-contact 
to the semitransparent contact underlayer. To separate the individual LEDs on the fabricated wafer, the 
substrate must first be thinned from its typical 400 μm thickness to on the order of 80 to 100 μm using 
a multiple step wafer polishing method on automated multiwafer polishers. Once thinned, singulation 
of the individual die is accomplished either by a scribe and break method or by using laser separation. 
The sawing method typically employed for other III–V LEDs is not possible due to the substantial 
hardness of sapphire and SiC that greatly limits their ability to be cut using a dicing saw.

18.5 SOLID-STATE LIGHTING

The current push towards energy conservation has created a considerable interest in the replace-
ment of conventional lighting by solid-state LED fixtures. LEDs offer the potential to considerably 
reduce power consumption while maintaining the necessary lumen output for lighting. Generating 
white light from HB-LEDs is typically accomplished by one of two methods as depicted in Fig. 4. 
The first method, shown in Figs. 4a and b, utilizes an AlInGaN-LED in conjunction with one or 
more phosphors. When a UV-LED is used, the UV light emission is absorbed and re-emitted by a 
mixture of red, green, and blue phosphors. As indicated in Fig. 4a the phosphors down-convert the 
UV light (dashed line) to visible light (solid line), and when the appropriate ratio of phosphors is 
used, white light is emitted. A more common LED/phosphor combination used for general illu-
mination is the combination of a blue (~465 nm) AlInGaN-LED and a yttrium aluminum garnet 
(YAG) phosphor such as cerium doped Y3Al5O12. In this approach (Fig. 4b) a portion of the blue 
LED emission is absorbed by the YAG phosphor and down-converted to the yellow spectral region. 
When the proper ratio of YAG phosphor is used, the resulting binary complimentary output of 
the blue LED and yellow YAG phosphor creates white light as perceived by observers. The second 
method for white light emission is preferred when color tuning is necessary, such as in outdoor dis-
plays. As indicated in Fig. 4c, by using red, green, and blue LEDs, one can create white light when the 
appropriate ratio of each is selected. This RGB approach has the added benefit of allowing the user 
to create any color within the associated color gamut by balancing the ratio of the individual LEDs. 

FIGURE 4 Methods for white light generation using HB-LEDs. White light is 
achieved by using a HB-LED and phosphors (a and b), or the combination of a red, 
green, and blue HB-LED (c).
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This method also allows for active adjustment of the color temperature of white light emission 
which is not possible using the LED/phosphor approach. 

The primary figure of merit for solid-state lighting is the luminous efficacy of the fixture. 
Luminous efficacy refers to the ratio of lumen output from the source to the power input, and has 
the units of lumens per Watt (lm/W). Conventional incandescent and fluorescent lights have typical 
luminous efficacies of 15 lm/W and 70 lm/W, respectively, varying somewhat depending on manu-
facturer. As of early 2008, currently available LED-based replacements have luminous efficacies 
as high as 80 lm/W, exceeding compact fluorescents. By comparison, lab demonstrations of white 
LEDs are commonly breaking 120 lm/W, with the expectation of reaching 150 lm/W in the near 
future. Despite these accomplishments the added cost of solid-state white lighting has slowed the 
market acceptance. A common cost comparison is the first cost of a light source, typically measured 
in terms of the cost per kilolumen (klm). Incandescent and fluorescent light sources fall in the $0.5 
to $3.00 per klm, while current light emitting diode sources fall easily in the $20 to $30 per klm 
range. Considerable progress in efficiency continues to climb and it is expected that as the luminous 
efficacy and lifetime of solid-state white LEDs continues to rise that the cost per kilolumen will 
decrease while market acceptance increases. 

18.6 PACKAGING

HB-LEDs chips for standard current use (20 to 70 mA) have lateral geometries on the order of 
350 × 350 μm2. Such LED chips are commonly packaged similarly to IR-LEDs in a 5-mm T1-3/4 
format, as shown in Figs. 21 and 22 in Chap. 17. For AlInGaP HB-LEDs the substrate is conductive 
and silver filled epoxy is used for attaching the die to the lead frame to form one of the contacts. The 
other contact is formed using standard ball wire bonding to the top of the LED chip. For AlInGaN 
HB-LEDs, commonly grown on insulating sapphire substrates, two wire bonds are required to make 
the electrical connections to the lead frame. Silver-filled epoxy is still used for such LEDs since the 
sapphire is transparent and emission can be effectively redirected upward from the epoxy surface 
below the chip. In addition to the 5-mm T1-3/4 package, a considerable number of new surface mount 
device (SMD) packages have become available to support the introduction of HB-LEDs into the 
consumer hand-held device market. A schematic of a typical SMD package is provided in Fig. 5. The 
LED is placed on a metal lead frame that is encased in a plastic outer shell. Once the HB-LED has 
been die bonded into the package with silver-filled epoxy, it is then wire bonded and encapsulated 
with transparent epoxy for protection. Such SMD packages are typically several millimeters on a 
side; however, smaller versions with formats nearly identical to chip resistors are available that have 

Metal lead frame for
backside soldering

Plastic encasement

HB-LED chip

FIGURE 5 Schematic of a standard surface mount device 
(SMD) package for HB-LEDs.
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very small form factors providing the low profile necessary for applications such as cell phone key 
pad backlighting. 

In recent years the push for solid-state white lighting has resulted in a transition to larger HB-LED 
chip sizes and an increase in the operating current densities. The latter brings new constraints to 
packaging due to the increased need for thermal management in an effort to keep the junction 
temperature of the HB-LED as low as possible. While the traditional packaging formats have proven 
very effective for standard drive current use, they are not suitable for high drive current applications 
using large area HB-LEDs since they do not provide adequate thermal management. This has forced 
a significant change in not only the design of packaging for high drive current, large area HB-LEDs, 
but also the devices themselves. Most HB-LEDs use sapphire substrates that provide very poor 
heat dissipation from the LED junction due to the low thermal conductivity of sapphire. This has 
been overcome by using a flip chip approach, where the LED chip is flipped over onto a carrier and 
attached using solder bump methods similar to the silicon IC industry. A rough schematic of a flip 
chip geometry is shown in Fig. 6. The HB-LED chip is designed to support multiple solder bump 
attachments to the submount. A highly reflective metal layer is formed on the p-side of the device to 
redirect light emission through the backside of the device. The solder bumps affix the LED die firmly 
to the submount and create the electrical connections to the metal traces below, allowing for subse-
quent wire bonding between the submount and the external leads of the package. The solder bumps 
also serve as a route for efficient heat transfer from the LED junction to the submount enabling the 
junction temperature of the LED chip to remain low under high drive current conditions. There are 
a variety of external package geometries that have been developed to support flip chip HB-LEDs 
with no specific convention between manufacturers. Among the main considerations in the package 
design has been the encapsulant around the LED and providing a low thermal resistance path to the 
external housing. Standard clear epoxies that are used in conventional packages typically cannot with-
stand temperatures much above 100°C. In flip chip high drive packages this can be easily exceeded 
and would cause thermal damage to conventional epoxies. This has led many companies to develop 
a variety of new high-index encapsulants, such as silicones, that are able to withstand the higher 
temperature demands of high drive solid-state lighting. Low thermal resistance packaging has also 
followed many new routes such as packages with copper tungsten metal bases, metal core board, and 
high thermal conducting insulating materials (e.g., BeO and AlN).

Sapphire substrate

Submount

AlInGaN epilayers
Solder bump

Metal reflector

Metal traces

FIGURE 6 Cross-section schematic of the flip chip 
geometry used for high-power nitride LEDs. Flip chip 
packaging allows for increased heat dissipation from 
the LED junction, enabling them to be driven at much 
higher current densities.
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19.1

19

19.1 GLOSSARY

 A Constant approximating the slope of gain versus current or carrier density

 C Capacitance

 c Speed of light

 D Density of states for a transition

 Dc Density of states for the conduction band

Dv Density of states for the valence band

 d Active layer thickness

 deff Effective beam width in the transverse direction

 dG Guide layer thickness

 dg/dN  Differential gain

 E Energy of a transition

 Ec Total energy of an electron in the conduction band

 Eg Bandgap energy

 En The nth quantized energy level in a quantum well

En
c The nth quantized energy level in the conduction band

En
v The nth quantized energy level in the valence band

 Ev Total energy of a hole in a valence band

 e Electronic charge

 Fc Quasi-Fermi level in the conduction band

 Fv Quasi-Fermi level in the valence band

 fc Fermi occupation function for the conduction band

 fd Damping frequency

 fo Resonant frequency of an LRC circuit

 fp Peak frequency
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 fr Resonance frequency

 fv Fermi occupation function for the valence band

 g Model gain per unit length

 gth Threshold modal gain per unit length

 H Heavyside function

 h Refers to heavy holes

� Plank’s constant divided by 2p
 I Current

 Ioff DC bias current before a modulation pulse

 Ion Bias current during a modulation pulse

 Ith Threshold current

 J Current density

 Jo Transparency current density

 Jth Threshold current density

 K Constant dependent on the distribution of spectral output function

k Wavevector

 k Boltzmann constant

 L Inductance

 L Laser cavity length

 Lc Coherence length

 Lz Quantum well thickness

 l Refers to light holes

|M|2 Matrix element for a transition

 m Effective mass of a particle

 mc Conduction band mass

 mr Effective mass of a transition

 mv Valence band mass

 N Carrier density

 No Transparency carrier density

 neff Effective index of refraction

 nr Index of refraction

 nsp Spontaneous emission factor

 P Photon density

 Poff Photon density before a modulation pulse

 Pon Photon density during a modulation pulse

 R Resistance

 RF Front facet refl ectivity

 RR Rear facet refl ectivity

 T Temperature

 w Laser stripe width

a Absorption coeffi cient

a Linewidth enhancement factor

ai Internal loss per unit length

b Spontaneous emission factor

Γ Optical confi nement factor
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Δf1/2 Frequency spectral linewidth

ΔlL Longitudinal mode spacing

Δl1/2 Half-width of the spectral emission in terms of wavelength

l Wavelength

lo Wavelength of the stimulated emission peak

td Turn-on time delay

tp Photon lifetime

ts Carrier lifetime

19.2 INTRODUCTION

This chapter is devoted to the performance characteristics of semiconductor lasers. In addition, 
some discussion is provided on fabrication and applications. In the first section we describe some of 
the applications being considered for semiconductor lasers. The following several sections describe 
the basic physics, fabrication, and operation of a variety of semiconductor laser types, including 
quantum well and strained layer lasers. Then we describe the operation of high-power laser diodes, 
including single element and arrays. A number of tables are presented which summarize the char-
acteristics of a variety of lasers. Next we discuss the high-speed operation and provide the latest 
results, after which we summarize the important characteristics dealing with the spectral properties 
of semiconductor lasers. Finally, we discuss the properties of surface emitting lasers and summarize 
the latest results in this rapidly evolving field.

More than 260 references are provided for the interested reader who requires more information. 
In this Handbook, Chap. 17 (LEDs) also contains related information. For further in-depth reviews 
of semiconductor lasers we refer the reader to the several excellent books which have been written 
on the subject.1–5

19.3 APPLICATIONS FOR SEMICONDUCTOR LASERS

The best-known application of diode lasers is in optical communication systems. However, there are 
many other potential applications. In particular, semiconductor lasers are being considered for high-
speed optical recording,6 high-speed printing,7 single- and multimode database distribution systems,8 
long-distance transmission,9 submarine cable transmission,10 free-space communications,11 local 
area networks,12 Doppler optical radar,13 optical signal processing,14 high-speed optical microwave 
sources,15 pump sources for other solid-state lasers,16 fiber amplifiers,17 and medical applications.18

For very high-speed optical recording systems (>100 MB/s), laser diodes operating at relatively 
short wavelengths ( m)λ <0 75. μ  are required. In the past few years, much progress has been made in 
developing short-wavelength semiconductor lasers, although the output powers are not yet as high 
as those of more standard semiconductor lasers.

One of the major applications for lasers with higher power and wide temperature of operation is 
in local area networks. Such networks will be widely used in high-speed computer networks, avionic 
systems, satellite networks, and high-definition TV. These systems have a large number of couplers, 
switches, and other lossy interfaces that determine the total system loss. In order to maximize the 
number of terminals, a higher-power laser diode will be required.

Wide temperature operation and high reliability are required for aerospace applications in flight 
control and avionics. One such application involves the use of fiber optics to directly link the flight con-
trol computer to the flight control surfaces, and is referred to as fly-by-light (FBL). A second application 
involves the use of a fiber-optic data network for distributing sensor and video information.

Finally, with the advent of efficient high-power laser diodes, it has become practical to replace flash 
lamps for the pumping of solid-state lasers such as Nd:YAG. Such an approach has the advantages 
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of compactness and high efficiency. In addition, the use of strained quantum well lasers operating at 
0 98. μm has opened significant applications for high-gain fiber amplifiers for communications oper-
ating in the 1.55- mμ  wavelength region.

19.4 BASIC OPERATION

Lasing in a semiconductor laser, as in all lasers, is made possible by the existence of a gain mecha-
nism plus a resonant cavity. In a semiconductor laser the gain mechanism is provided by light gen-
eration from the recombination of holes and electrons (see Fig. 1). The wavelength of the light is 
determined by the energy bandgap of the lasing material. The recombining holes and electrons are 
injected, respectively, from the p and n sides of a p-n junction. The recombining carriers can be gen-
erated by optical pumping or, more commonly, by electrical pumping, i.e., forward-biasing the p-n
junction. In order for the light generation to be efficient enough to result in lasing, the active region 
of a semiconductor laser, where the carrier recombination occurs, must be a direct bandgap semi-
conductor. The surrounding carrier injection layers, which are called cladding layers, can be indirect 
bandgap semiconductors. For a discussion of semiconductor band levels see any solid-state physics 
textbook such as that by Kittel.19 For a more detailed discussion of carrier recombination see Chap. 17 
in this Handbook.

For a practical laser, the cladding layers have a wider bandgap and a lower index of refraction 
than the active region. This type of semiconductor laser is called a double heterostructure (DH) laser, 
since both cladding layers are made of a different material than the active region (see Fig. 2). The 
first semiconductor lasers were homojunction lasers,21–24 which did not operate at room tempera-
ture; it is much easier to achieve lasing in semiconductors at low temperatures. Today, however, all 
semiconductor lasers contain heterojunctions. The narrower bandgap of the active region confines 
carrier recombination to a narrow optical gain region. The sandwich of the larger refractive index 
active region surrounded by cladding layers forms a waveguide, which concentrates the optical 
modes generated by lasing in the active region. For efficient carrier recombination the active region 
must be fairly thin, typically on the order of 1000 Å, so a significant fraction of the optical mode 
spreads into the cladding layers. In order to completely confine the optical mode in the semiconduc-
tor structure, the cladding layers must be fairly thick, usually about 1 mμ .

FIGURE 1 Schematic diagram of the recombination of 
electrons and holes in a semiconductor laser.
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The resonant cavity of a simple semiconductor laser is formed by cleaving the ends of the structure. 
Lasers are fabricated with their lasing cavity oriented perpendicular to a natural cleavage plane. For 
typical semiconductor materials this results in mirror reflectivities of about 30 percent. If necessary, 
the reflectivities of the end facets can be modified by applying dielectric coatings to them.25 For appli-
cations where it is not possible to cleave the laser facets, it is also possible to etch them,26–28 although 
this is much more difficult and usually does not work as well. Laser cavity lengths can be anywhere 
from about 50 to 2000 μm, although commercially available lasers are typically 200 to 1000 μm long.

Unpumped semiconductor material absorbs light of energy greater than or equal to its bandgap. 
When the semiconductor material is pumped optically or electrically, it reaches a point at which it 
stops being absorbing. This point is called transparency. If it is pumped beyond this point, it will 
have optical gain, which is the opposite of absorption. A semiconductor laser is subject to both 
internal and external losses. For lasing to begin, i.e., to reach threshold, the gain must be equal to 
these optical losses. The threshold gain per unit length is given by

  g
L R Ri

F R
th ln= +

⎛
⎝⎜

⎞
⎠⎟

α 1

2

1
  (1)

where ai is the internal loss per unit length, L is the laser cavity length, and RF and RR are the front 
and rear facet reflectivities. (For semiconductor lasers, gain is normally quoted as gain per unit 
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FIGURE 2 (a) Schematic diagram of a simple double heterostructure laser and (b) cross-
sectional view showing the various epitaxial layers. (After Ref. 20.)
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length in cm−1. This turns out to be very convenient, but unfortunately is confusing for people in 
other fields, who are used to gain being unitless.)

The internal loss is a material parameter determined by the quality of the semiconductor layers. 
Mechanisms such as free-carrier absorption and scattering contribute to ai.

1 The second term in Eq. (1) 
is the end loss. A long laser cavity will have reduced end loss, since the laser light reaches the cavity 
ends less frequently. Similarly, high facet reflectivities also decrease the end loss, since less light leaves 
the laser through them.

For biases below threshold, a semiconductor laser emits a small amount of incoherent light 
spontaneously (see Fig. 3). This is the same type of light emitted by an LED (see Chap. 17). Above 
threshold, stimulated emission results in lasing. The relationship between lasing emission and the 
bias current of a healthy semiconductor laser is linear. To find the threshold current of a laser this 
line is extrapolated to the point at which the stimulated emission is zero (see Fig. 3).

For further discussion of optical gain in semiconductors, see under “Quantum Well Lasers” later 
in this chapter. For more detail, see one of the books that has been written about semiconductor 
lasers.1–5

19.5 FABRICATION AND CONFIGURATIONS

In order to fabricate a heterostructure laser, thin semiconductor layers of varying composition must 
be grown on a semiconductor substrate (normally GaAs or InP). There are three primary epitaxial 
methods for growing these layers: liquid phase epitaxy (LPE), molecular beam epitaxy (MBE), and 
metalorganic chemical vapor deposition (MOCVD), which is also called organometallic vapor phase 
deposition (OMVPE).

Most of the laser diode structures which have been developed were first grown by LPE.29 For a 
description of LPE see Chap. 17. Most commerically available lasers are grown by LPE; however, it 
is not well suited for growing thin structures such as quantum well lasers, because of lack of control 
and uniformity, especially over large substrates.30 MBE and MOCVD are better suited for growths of 
thin, uniform structures.

Threshold 
current

Spontaneous 
emission

0
0

Lasing 
(stimulated 
emission)

Current

Li
gh

t

FIGURE 3 An example of the light-versus-current relation-
ship of a semiconductor laser illustrating the definition of thresh-
old current.
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MOCVD31,32 is basically a specialized form of chemical vapor deposition. In MOCVD, gases 
reacting over the surface of a substrate form epitaxial layers; some of the gases are metalorganics. 
MOCVD is well suited for production environments, since epitaxial layers can be grown simulta-
neously on multiple large-area substrates and quickly, compared to MBE. It is expected that more 
commercial laser diodes will be grown by MOCVD in the future.

In the simplest terms, MBE30,33–35 is a form of vacuum evaporation. In MBE growth occurs 
through the thermal reaction of thermal beams of atoms and molecules with the substrate, which is 
held at an appropriate temperature in an ultrahigh vacuum. MBE is different from simple vacuum 
evaporation for several reasons: the growth is single crystalline; the growth is much more controlled; 
and the vacuum system, evaporation materials, and substrate are cleaner.

With MOCVD the sources are gases, while with MBE they are solids. There are advantages and 
disadvantages to both types of sources. With gaseous sources the operator must work with arsine 
and/or phosphine, which are extremely hazardous gases. Solid-source phosphorus, however, is very 
flammable. Also, with MBE balancing the ratios of arsenic and phosphorus is extremely difficult; 
therefore, MOCVD is the preferred method for growth of GaInAsP and InP. MBE is a slower growth 
process (on the order of 1 to 2 μm/h) than MOCVD. MBE therefore has the control necessary to 
grow very thin structures (10 Å), but MOCVD is more efficient for production. MBE has a cleaner 
background environment, which tends to make it better suited for growths at which background 
impurities must be kept at a minimum. Newer growth techniques,36,37 which combine some of the 
advantages of both MBE and MOCVD, are gas source MBE, metalorganic MBE (MOMBE), and 
chemical beam epitaxy (CBE). In these growth techniques the background environment is that of 
MBE, but some or all of the sources are gases, which makes them more practical for growth of phos-
phorus-based materials.

Double heterostructure (DH) semiconductor lasers can be fabricated from a variety of lattice-
matched semiconductor materials. The two material systems most frequently used are GaAs/AlxGa1-xAs 
and In1−xGaxASyP1-y/InP. All of these semiconductors are III–V alloys. The GaAs/AlxGa1-xAs mate-
rial system has the advantage that all compositions of AlxGa1-xAs are closely lattice-matched to GaAs, 
which is the substrate. For GaAs-based lasers, the active region is usually GaAs or low-Al-concentration 
AlxGa1-xAs (x< 0.15), which results in lasing wavelengths of 0.78 to 0.87 μm. AlxGa1-xAs quantum well 
lasers with wavelengths as low as 0.68 μm have been fabricated,38 but the performance is reduced.

In the In1-xGaxAsyP1-y/InP material system, the active region is In1-xGaxAsyF1-y and the cladding 
layers and substrate are InP. Not all compositions of In1-xGaxAsyP1-y are lattice-matched to InP; x
and y must be chosen appropriately to achieve both lattice match and the desired lasing wavelength.4 
The lasing wavelength range of InP-based lasers, 1.1 to 1.65 μm, includes the wavelengths at which 
optical fibers have the lowest loss (1.55 μm) and material dispersion (1.3 μm). This match with fiber 
characteristics makes In1−xGaxAsyP1-y/InP lasers the preferred laser for long-distance communica-
tion applications. InP-based lasers can also include lattice-matched In1−x−yAlxGayAs layers,39–42 but 
the performance is reduced.

There is a great deal of interest in developing true visible lasers for optical data storage appli-
cations. (AlxGa1−x)05In05P lasers43–46 lattice-matched to GaAs have proven superior to very short 
wavelength GaAs/AlxGa1−xAs lasers. Higher Al concentration layers are cladding layers and a low Al 
concentration layer or Ga05In05P is the active region. In this material, system lasers with a lasing wave-
length as low as 0.63 μm which operate continuously at room temperature have been fabricated.46

In order to fabricate a blue semiconductor laser, other material systems will be required. Recently, 
lasing at 0.49 μm at a temperature of 77 K was demonstrated in a ZnSe- (II–VI semiconductor) 
based laser.47

Very long-wavelength (>2 μm) semiconductor lasers are of interest for optical communication 
and molecular spectroscopy. The most promising results so far have been achieved with GaInAsSb/
AlGaAsSb lattice-matched to a GaSb substrate. These lasers have been demonstrated to operate con-
tinuously at 30°C with a wavelength of 2.2 μm.48

Lead salt lasers (Pb1−xEuxSeyTe1−y, Pb1−xSnxSe, PbS1−xSe, PbS1−xSnxTe, Pb1−xSrxS) can be fabricated 
for operation at even longer wavelengths,4,49–52 but they have not been demonstrated at room tem-
perature. Progress has been made, however, increasing the operating temperature; currently Pb1−x
EuxSeyTe1−y/PbTe lasers operating continuously at 203 K with a lasing wavelength of 4.2 μm have been 
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demonstrated.53 Other very long-wavelength lasers are possible; recently, HgCdTe lasers with pulsed 
operation at 90 K and a lasing wavelength of 3.4 μm have been fabricated.54

Laser Stripe Structures

We have discussed the optical and electrical confinement provided by a double heterostructure par-
allel to the direction of epitaxial growth; practical laser structures also require a confinement struc-
ture in the direction parallel to the substrate.

The simplest semiconductor laser stripe structure is called an oxide stripe laser (see Fig. 4a). The 
metallic contact on the n-doped side of a semiconductor laser is normally applied with no defini-
tion for current confinement; current confinement is introduced on the p side of the device. For a 
wide-stripe laser, a dielectric coating (usually SiO2 or Si3N4) is evaporated on the p side of the laser. 
Contact openings in the dielectric are made through photolithography combined with etching of 
the dielectric. The p metallic contact is then applied across the whole device, but makes electrical 
contact only at the dielectric openings. A contact stripe works very well for wide stripes, but in nar-
row stripes current spreading is a very significant drawback, because there is no mechanism to pre-
vent current spreading after the current is injected. Also, since the active region extends outside of 
the stripe, there is no mechanism to prevent optical leakage in a contact-stripe laser. Lasers like this, 
which provide electrical confinement, but no optical confinement, are called gain-guided lasers.

Another type of gain-guide laser is an ion bombardment stripe (see Fig. 4b). The material out-
side the stripe is made highly resistive by ion bombardment or implantation, which produces lattice 
defects.55 Implantation causes optical damage,56 so implantation should not be heavy enough to reach 
the active region.

A more complicated stripe structure with electrical and optical confinement is required for an 
efficient narrow-stripe laser. A number of structures which accomplish the necessary confinement 
have been developed. These structures are called index-guided lasers, since optical confinement is 
achieved through a change in refractive index.

The buried heterostructure laser (BH) was first developed by Tsukada.57 To form a BH stripe, a 
planar laser structure is first grown. Stripe mesas of the laser structure are formed by photolithogra-
phy combined with etching. For a GaAs-based BH laser, AlGaAs is then regrown around the lasing 
stripe. Figure 4c is a schematic diagram of a buried heterostructure. Since the active region is com-
pletely surrounded by AlGaAs, a BH has tight optical confinement. If the regrown layers are doped 
to produce a reverse-biased junction or are semi-insulating, a BH laser can also provide good cur-
rent confinement. There are many variations on the BH structure. In some cases the active region 
is grown in the second growth step (see Fig. 4d). The tight optical confinement of BH lasers allows 
practical fabrication of very narrow stripes, on the order of 1 to 2 μm.

There are many other stripe structures that provide weaker optical confinement than a buried 
heterostructure. One of the simplest and most widely used of these is the ridge waveguide laser 
(RWG) (Fig. 4e). After epitaxial growth, most of the p-cladding layer is etched away, leaving a mesa 
where the lasing stripe will be. Only this mesa is contacted, which provides electrical confinement. 
The change in surrounding refractive index produces an effective change in refractive index in 
the active region beyond the mesa and provides optical confinement. Other stripe structures are 
described later in this chapter under “High-Power Semiconductor Lasers.”

Another type of laser stripe is one in which confinement is provided by the p-n junction. The 
best-known laser of this type is the transverse junction stripe58–60 (see Fig. 4f ). In order to fabricate a 
TJS laser, both cladding layers are grown as n-AlGaAs. Zn diffusion is then used to create a p-n junc-
tion and contacts are applied on either side of the junction. In this laser the current flows parallel to 
the substrate rather than perpendicular to it. In a TJS laser the active region is limited to the small 
region of GaAs in which the Zn diffusion front ends.

The examples of laser stripe structures described here are GaAs/AlGaAs lasers. Long-wavelength 
laser structures (InP-based) are very similar,4 but the active region is InGaAsP and the cladding lay-
ers are InP. With an n-InP substrate the substrate can be used as the n-type cladding, which allows 
greater flexibility in designing structures such as that illustrated in Fig. 4d. For a more detailed dis-
cussion of GaAs-based laser stripe structures see Casey and Panish2 or Thompson.3
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19.6 QUANTUM WELL LASERS

The active region in a conventional DH semiconductor laser is wide enough (~1000 Å) that it acts as 
bulk material and no quantum effects are apparent. In such a laser the conduction band and valence 
band are continuous (Fig. 5a). In bulk material the density of states, D(E), for a transition energy E
per unit volume per unit energy is26
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FIGURE 4 Schematic diagrams of GaAs/AlGaAs stripe laser structures. (a) Oxide stripe laser; (b) ion bom-
bardment laser; (c) buried heterostructure (BH) laser; (d) variation on buried heterostructure laser; (e) ridge 
waveguide (RWG) laser; and ( f ) transverse junction stripe (TJS) laser.
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where Eg is the bandgap energy, � is Plank’s constant divided by 2p, l and h refer to light and heavy 
holes, and mr is the effective mass of the transition which is defined as

  
1 1 1

m m mr c v

= +   (3)

where mc is the conduction band mass and mv is the valence band mass. (The split-off hole band and 
the indirect conduction bands are neglected here and have a negligible effect on most semiconduc-
tor laser calculations.)

If the active region of a semiconductor laser is very thin (on the order of the DeBroglie wave-
length of an electron) quantum effects become important. When the active region is this narrow 
(less than ~200 Å) the structure is called a quantum well (QW). (For a review of QWs see Dingle,61 
Holonyak et al.,62 Okamoto,63 or the book edited by Zory.64) Since the quantum effects in a QW are 
occurring in only one dimension they can be described by the elementary quantum mechanical 
problem of a particle in a one-dimensional quantum box.65 In such a well, solution of Schrödinger’s 
equation shows that a series of discrete energy levels (Fig. 5b) are formed instead of the continu-
ous energy bands of the bulk material. With the approximation that the well is infinitely deep, the 
allowed energy levels are given by

  E
n

mLn
z

= ( )π� 2

22
  (4)

where n = 1, 2, 3, . . . , m is the effective mass of the particle in the well, and Lz is the quantum well 
thickness. Setting the energy at the top of the valence band equal to zero, the allowed energies for an 
electron in the conduction band of a semiconductor QW become E = Eg + En

c , where En
c  is En with m
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FIGURE 5 Schematic diagrams of (a) the density of states for a quantum well (solid line) and 
for a bulk DH (dotted line) and (b) quantized energy levels in a quantum well for n = 1 and 2 for the 
conduction band and for the light and heavy hole bands. (After Ref. 63.)
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equal to mc. The allowed energies for a hole in the valence band are then E En
v= − , where En

v is En with 
m equal to mv. The allowed transition energies E are limited to

  E E E E
mg n

c
n
v

r

= + + + �2k2

2
  (5)

where k is the wavevector, rigorous k-selection is assumed, and transitions are limited to those with 
Δ =n 0.

This quantization of energy levels will, of course, change the density of states. For a QW the den-
sity of states is given by
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where H is the heavyside function. The difference in the density of states directly affects the modal 
optical gain generated by the injection of carriers. The modal gain is proportional to the stimulated 
emission rate:1,66,67

 g E N
D E M f E N f E N

E
c v( , )

( )| | ( ( , ) ( , ))
=

−
α

Γ 2

  (7)

where I is the optical confinement factor, |M|2 is the matrix element for the transition, N is the car-
rier density of either electrons or holes (the active region is undoped so they have equal densities), 
and fc(E, N) and fv(E, N) are the Fermi occupation factors for the conduction and valence bands. 
(For a detailed review of gain in semiconductor lasers see Ref. 67.)

The optical confinement factor Γ  is defined as the ratio of the light intensity of the lasing mode 
within the active region to the total intensity over all space. Since a QW is very thin, ΓQW will be 
much smaller than ΓDH. ΓDH is typically around 0.5 whereas for a single QW, ΓQW is around 0.03.

The Fermi occupation functions describe the probability that the carriers necessary for stimu-
lated emission have been excited to the states required. They are given by1,19

  f E N
E E F kTc c
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+ + −
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  (8)

and

  f E N
E F kTν ν
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+ − −
1

1 exp /
  (9) 

where k is the Boltzmann constant, T is temperature, Ec is the energy level of the electron in the 
conduction band relative to the bottom of the band (including both the quantized energy level and 
kinetic energy), Ev is the absolute value of the energy level of the hole in a valence band, and Fc and 
Fv are the quasi-Fermi levels in the conduction and valence bands. Note that Ec and Ev are dependent 
on E , so fc and fv are functions of E. fc and fv are also functions of N through Fc and Fv. Fc and Fv are 
obtained by evaluating the expressions for the electron and hole densities:

  N D E f E dEc c c c c= ∫ ( ) ( )   (10)

and

  N D E f E dE= ∫ ν ν ν ν ν( ) ( )   (11)

where Dc(Ec) and Dv(Ev) are the densities of states for the conduction and valence bands and follow 
the same form as D (E) for a transition.
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In Fig. 6, the results of a detailed calculation68 based on Eq. (7) for the threshold modal gain as a 
function of threshold carrier density are plotted for a 100-Å single QW. The corresponding curve for 
a DH laser with an active region thickness of 1000 Å is also shown. The gain curves for the QWs are 
very nonlinear because of saturation of the first quantized state as the carrier density increases. The 
transparency carrier density N0 is the carrier density at which the gain is zero. From Fig. 6 it is clear 
that the transparency carrier densities for QW and DH lasers are very similar and are on the order 
of 2 × 1018 cm-3.

The advantage of a QW over a DH laser is not immediately apparent. Consider, however, the 
transparency current density Jo. At transparency28

  J
N L e

o
z

s

= 0

τ
  (12)

where Lz is the active layer thickness, e is the charge of an electron, and ts is the carrier lifetime near 
transparency. ts is approximately 2 to 4 ns for either a QW or a DH laser. Since N0 is about the same 
for either structure, any difference in Jo will be directly proportional to Lz. But Lz is approximately 
10 times smaller for a QW; therefore, Jo will be approximately 10 times lower for a QW than for a 
conventional DH laser. (A lower Jo will result in a lower threshold current density since the threshold 
current density is equal to Jo plus a term proportional to the threshold gain.) Note that this result 
is not determined by the quantization of energy levels; it occurs because fewer carriers are needed 
to reach the same carrier density in a QW as in a DH laser. In other words, this result is achieved 
because the QW is thin!

In this discussion we are considering current density instead of current. The threshold current 
density (current divided by the length and width of the stripe) is a more meaningful measure of the 
relative quality of the lasing material than is current. Current depends very strongly on the geometry 
and stripe fabrication of the device. In order to eliminate geometry-induced variations, current den-
sity is normally measured on broad-area (50 to 150 μm wide) oxide stripe lasers (see earlier under 

0
0

10

20

30

40

50

60

70

80

3 5 7

Threshold carrier density (1018/cm3)

T
h

re
sh

ol
d 

m
od

al
 g

ai
n

 (
cm

–1
)

9 11 13

Lz = 1000 Å

Lz = 100 Å

FIGURE 6 Threshold modal gain as a function of threshold carrier density for a 
conventional (Al, Ga)As double heterostructure with an active region thickness of 1000 Å 
and for a 100-Å single quantum well. (From Ref. 68.)
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“Fabrication and Configurations”). With a narrow stripe the current spreads beyond the intended 
stripe width, so it is difficult to accurately measure the current density.

Figure 7 shows the results of a detailed calculation68 of the threshold modal gain versus the 
threshold current density for a DH laser with an active region thickness of 1000 Å and for a 100-Å 
single QW. The potential for lower threshold current densities for QW lasers is clear for threshold 
gains less than that where the curve for the DH laser intercepts those of the QWs. With low losses, 
the threshold current of a QW laser will be substantially lower than that of a DH laser, since the 
threshold gain will be below the interception point.

To get an appreciation for how the threshold current density of a single QW will compare to that 
of a DH laser, consider that near transparency, the modal gain is approximately linearly dependent 
on the current density:

  g J A J Jo( ) ( )= −   (13)

where A is a constant which should have a similar value for either a QW or a DH laser (this can be 
seen visually on Fig. 7). Taking Eq. (13) at threshold we can equate it to Eq. (1) and solve for Jth (the 
threshold current density):

  J J
A AL R Ro

i

F R
th In= + +
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α 1

2

1
  (14)

α i is related primarily to losses occurring through the interaction of the optical mode with the 
active region. In a QW, the optical confinement is lower, which means that the optical mode inter-
acts less with the active region and ai tends to be smaller. Let’s substitute in the numbers in order to 
get an idea for the difference between a QW and a DH laser. Reasonable values are69 AQW ~0.7A-1 cm, 
ADH ~0.4 A-1 cm, Jo

QW ~50 A/cm2, Jo
DH ~500 A/cm2, α i

QW ~2 cm-1, α i
DH ~15 cm−1, L ~400 μm, and 

for uncoated facets RF = RR = 0.32. Substituting in we get J th
QW ~95 A/cm2 and J th

DH ~610 A/cm2.

FIGURE 7 Threshold modal gain as a function of threshold current density for a con-
ventional (Al, Ga)As double heterostructure with an active region thickness of 1000 Å and 
for a 100-Å single quantum well. (From Ref. 68.)
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It is clear that changes in the losses will have a more noticeable effect on threshold current for a 
QW than for a DH laser since losses are responsible for a more significant portion of the threshold 
current of a QW laser. The gain curve of a QW laser saturates due to the filling of the first quan-
tized energy level, so operating with low losses is even more important for a QW than is illustrated 
by the above calculation. When the gain saturates, the simple approximation of Eq. (13) is invalid. 
Operating with low-end losses is also important for a QW, since they are a large fraction of the total 
losses. This explains why threshold current density results for QW lasers are typcially quoted for long 
laser cavity lengths (greater than 400 μm), while DH lasers are normally cleaved to lengths on the 
order of 250 μm. High-quality broad-area single QW lasers (without strain) have threshold current 
densities lower than 200 A/cm2 (threshold current densities as low as 93 A/cm2 have been achieved69–71), 
while the very best DH lasers have threshold current densities around 600 A/cm2.72 The end loss can 
also be reduced by the use of high-reflectivity coatings.25 The combination of a single QW active 
region with a narrow stripe and high-reflectivity coatings has allowed the realization of submilliam-
pere threshold current semiconductor lasers68,69,73 and high-temperature operation.74,75,76

A disadvantage of QW lasers compared to DH lasers is the loss of optical confinement. One of 
the advantages of a DH laser is that the active region acts as a waveguide, but in a QW the active 
region is too thin to make a reasonable waveguide. Guiding layers are needed between the QW and 
the (Al, Ga)As cladding layers. As the bandgap diagram of Fig. 8 illustrates, a graded layer of inter-
mediate aluminum content can be inserted between the QW and each cladding layer. The advan-
tage of this structure, which is called a graded-index separate-confinement heterostructure (GRIN 
SCH),77,78 is separate optical and electrical confinement. The carriers are confined in the QW, but 
the optical mode is confined in the surrounding layers. The grading can be either parabolic (as 
illustrated in Fig. 8) or linear. Experimentally it has been found that the optimum AlAs mole frac-
tion x for layers around a GaAs QW is approximately 0.2.79 Typically, each additional layer is on the 
order of 2000 Å thick. In order to confine the optical model, the cladding layers need a low index 
of refraction compared to that of an x = 0.2 layer. In a simple DH laser, the cladding layers typically 
have x between 0.3 and 0.4, but for good confinement in an x = 0.2 layer, more aluminum should be 
incorporated into the cladding layers; x should be between 0.5 and 0.7.

In the discussion so far we have considered only single QWs. Structures in which several quan-
tum wells are separated by thin AlGaAs barriers are called multiquantum wells (MQWs) and also 
have useful properties. For a given carrier density, an MQW with n QWs of equal thickness, Lz has 
gain which is approximately n times the gain for a single QW of the same thickness Lz, but the current 
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FIGURE 8 Schematic energy-band diagram for a GRIN SCH 
single QW.
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density is also approximately increased by a factor of n.80 The transparency current density will be 
larger for the MQW than for the single QW since the total active region thickness is larger. Figure 9 
shows that, as a function of current density, the gain in the single QW will start out higher than that 
in the MQW because of the lower transparency current, but the gain in the MQW increases more 
quickly so the MQW gain curve crosses that of the single QW at some point.81

Which QW structure has a lower threshold current will depend on how large the losses are for a 
particular device structure and on where the gain curves cross. The best structure for low threshold 
current in a GaAs-based laser is normally a single QW, but for some applications involving very 
large losses and requiring high gain an MQW is superior. For applications in which high output 
power is more important than low current an MQW is appropriate. An MQW is also preferred for 
high-modulation bandwidth (see “Spectral Properties” later in this chapter).

An advantage of a QW structure over a bulk DH laser is that the lasing wavelength, which is 
determined by the bulk bandgap plus the first quantized energy levels, can be changed by changing 
the quantum well thickness [see Eq. (4)]. A bulk GaAs laser has a lasing wavelength of about 0.87 μm, 
while a GaAs QW laser of normal thickness (60 to 120 Å) has a lasing wavelength of 0.83 to 0.86 μm. 
Further bandgap engineering can be introduced with a strained QW.67,81,82

Strained Quantum Well Lasers

Normally, if a semiconductor layer of significantly different lattice constant is grown in an epitaxial 
structure, it will maintain its own lattice constant and generate misfit dislocations. If this layer is 
very thin, below a certain critical thickness,81,83–85 it will be distorted to match the lattice constant 
(perpendicular to the substrate) of the surrounding layers and will not generate misfit locations. A 
layer with thickness above the critical thickness is called “relaxed,” one below is called “strained.”

Straining a semiconductor layer changes the valence-band structure. Figure 10a shows the band 
structure of an unstrained III–V semiconductor, while Fig. l0b and c show the band structure under 
biaxial tension and compression, respectively.81,82 For the unstrained semiconductor, the light and 

FIGURE 9 Threshold modal gain as 
a function of threshold current density for 
(Al, Ga) As single QW and MQWs with 2, 3, 
4, and 5 QWs. Each QW has a thickness of 
100 Å. (From Ref. 80.)
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heavy hole bands are degenerate at k = 0( )Γ . Strain lifts this degeneracy and changes the effective 
masses of the light and heavy holes. In the direction parallel to the substrate the heavy hole band 
becomes light and the light hole band becomes heavy. Under biaxial tension (Fig. l0b) the bandgap 
decreases and the “heavy” hole band lies below the “light” hole band. Under biaxial compression the 
bandgap increases and the “heavy” hole band lies above the “light” hole band.

Figure 10 is a simplification of the true band structure.81,82 The bands are not really exactly 
parabolic, especially the hole bands, and strain increases the nonparabolicity of the hole bands. The 
details of the band structure can be derived using k p⋅  theory.86–90

For a GaAs-based QW, strain can be introduced by adding In to the QW. Since InAs has a larger 
lattice constant than GaAs, this is a compressively strained QW. In the direction of quantum con-
finement the highest quantized hole level is the first heavy hole level. This hole level will, therefore, 
have the largest influence on the density of states and on the optical gain. The effective mass of holes 
in this level confined in the QW is that parallel to the substrate and is reduced by strain. The reduc-
tion of the hole mass within the QW results in a reduced density of hole states [see Eq. (6)].

The reduction in density of hole states is a significant improvement. In order for a semiconduc-
tor laser to have optical gain (and lase), f E N f E Nc ( , ) ( , )− ν  must be greater than zero [see Eq. (7)]. 
In an unstrained semiconductor the electrons have a much lighter mass than the heavy holes; the 
holes therefore have a higher density of states than the electrons. Fc and f E Nc ( , ) change much more 
quickly with the injection of carriers than Fv and f E Nν ( , ). Since approximately equal numbers of 
holes and electrons are injected into the undoped active layer, reducing the mass of the holes by 
introducing compressive strain reduces the carrier density required to reach transparency and there-
fore reduces the threshold current of a semiconductor laser.91

This theoretical prediction is well supported by experimental results. Strained InGaAs single-QW 
lasers with record-low threshold current densities of 45 to 65 A/cm2 have been demonstrated.92–95 
These very high-quality strained QW lasers typically have lasing wavelengths from 0.98 to 1.02 μm, 
QW widths of 60 to 70 Å, and In concentrations of 20 to 25 percent. InGaAs QWs with wavelengths 
as long as 1.1 μm have been successfully fabricated,96,97 but staying below the critical thickness of the 
InGaAs layers becomes a problem since the wavelength is increased by increasing the In concentration. 
(With higher In concentration the amount of strain is increased and the critical thickness is reduced.)

Strained InGaAs QWs have another advantage over GaAs QWs. Strained QW lasers are more 
reliable than GaAs lasers, i.e., they have longer lifetimes. Even at high temperatures (70 to 100°C), 
they are very reliable.75,76 The reasons for this are not well understood, but it has been suggested 
that the strain inhibits the growth of defects in the active region.98–100 Improving the reliability of 
GaAs-based lasers is of great practical significance since GaAs lasers are generally less reliable than 
InP-based lasers.4,101,102
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FIGURE 10 Schematic diagrams of the band structure of a III–V semiconductor: (a) unstrained; (b) under 
tensile strain; and (c) compressively strained. (After Ref. 81.)
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Up to this point our discussion of QW lasers has been limited to GaAs-based QW lasers. QW 
lasers can also be fabricated in other material systems. GaInP/AlGaInP visible lasers have been 
improved significantly with the use of a single strained QW active region.103–105 These are also 
compressively strained QWs formed by adding excess In to the active region. This is a much less 
developed material system than GaAs, so recent results such as 215 A/cm2 for a single strained 
Ga0.43In0.57P QW103 are very impressive.

Long-Wavelength (1.3 and 1.55 lm) Quantum Well Lasers

Long-wavelength (InGaAsP/InP) QWs generally do not perform as well as GaAs-based QWs; how-
ever, with the advent of strained QW lasers significant progress has been made. Narrow bandgap 
lasers are believed to be significantly affected by nonradiative recombination processes such as Auger 
recombination4,106–108 and intervalence band absorption.109 In Auger recombination (illustrated in 
Fig. 11) the energy from the recombination of an electron and a hole is transferred to another car-
rier (either an electron or a hole). This newly created carrier relaxes by emitting a phonon; therefore, 
no photons are created. In intervalence band absorption (IVBA) a photon is emitted, but is reab-
sorbed to excite a hole from the split-off band to the heavy hole band. These processes reduce the 
performance of long-wavelength QW lasers enough to make an MQW a lower threshold device than 
a single QW. As illustrated by Fig. 9, this means that the threshold gain is above the point where the 
gain versus current density curve of a single QW crosses that of an MQW. Good threshold current 
density results for lasers operating at 1.5 μm are 750 A/cm2 for a single QW and 450 A/cm2 for an 
MQW.110

Long-wavelength QW lasers can be improved by use of a strained QW. For these narrow bandgap 
lasers strain has the additional benefits of suppressing Auger recombination111,112 and intervalence 
band absorption.111 Several groups have demonstrated excellent results with compressively strained 
InGaAsP/InP QW lasers.113–115 Compressively strained single QW lasers operating at 1.5 μm have 
been demonstrated with threshold current densities as low as 160 A/cm2.115

Surprisingly, tensile strained InGaAsP/InP QW lasers also show improved characteristics.115–117 
Tensile strained QW lasers operating at 1.5 μm have been fabricated with threshold current densi-
ties as low as 197 A/cm2.16 These results had not been expected (although some benefit could be 
expected through suppression of Auger recombination), but have since been explained in terms 
of TM-mode lasing118,119 (normally, semiconductor lasers lase in the TE mode) and suppression of 
spontaneous emission.118
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FIGURE 11 Schematic diagrams of band-to-band Auger recombination processes. (After Ref. 4.)

19_Bass_v2ch19_p001-050.indd 19.17 8/21/09 3:50:42 PM



19.18  SOURCES

Long-wavelength semiconductor lasers are more sensitive to increases in operating temperature 
than GaAs-based semiconductor lasers. This temperature sensitivity has been attributed to the 
strong temperature dependence of Auger recombination106–108 and intervalence-band absorption.109 
The use of a strained QW should therefore improve the high-temperature operation of these lasers. 
This is in fact the case the best results are reported for tensile strained QW lasers with continuous 
operation at 140°C.115,117

In summary, the use of QW active regions has significantly improved the performance of semi-
conductor lasers. In this section we have emphasized the dramatic reductions in threshold current 
density. Improvements have also been realized in quantum efficiency,119 high-temperature opera-
tion,74–76,115,117 modulation speed (discussed later in this chapter), and spectral linewidth (discussed 
later). We have limited our discussion to quantum wells. It is also possible to provide quantum 
confinement in two directions, which is called a quantum wire, or three directions, which is called a 
quantum dot or quantum box. It is much more difficult to fabricate a quantum wire than a QW, but 
quantum wire lasers have been successfully demonstrated.121 For a review of these novel structures 
we refer the reader to Ref. 122.

19.7 HIGH-POWER SEMICONDUCTOR LASERS

There are several useful methods for stabilizing the lateral modes of an injection laser.123–129 In this 
section, we will discuss techniques for the achievement of high-power operation in a single spatial 
and spectral mode. There are several physical mechanisms that limit the output power of the injec-
tion laser: spatial hole-burning effects lead to multispatial mode operation and are intimately related 
to multispectral mode operation, temperature increases in the active layer will eventually cause the 
output power to reach a maximum, and catastrophic facet damage will limit the ultimate power 
of the laser diode (GaAlAs/GaAs). Thus, the high-power laser designer must optimize these three 
physical mechanisms to achieve maximum power. In this section, we discuss the design criteria for 
optimizing the laser power.

High-Power Mode-Stabilized Lasers 
with Reduced Facet Intensity

One of the most significant concerns for achieving high-power operation and high reliability is 
to reduce the facet intensity while, at the same time, providing a method for stabilizing the laser 
lateral mode. Over the years, researchers have developed four approaches for performing this task: 
(1) increasing the lasing spot size, both perpendicular to and in the plane of the junction, and at 
the same time introducing a mechanism for providing lateral mode-dependent absorption loss 
to discriminate against higher-order modes; (2) modifying the facet reflectivities by providing a 
combination of high-reflectivity and low-reflectivity dielectric coatings; (3) eliminating or reducing 
the facet absorption by using structures with nonabsorbing mirrors (NAM); (4) using laser arrays 
and unstable resonator configurations to increase the mode volume. Techniques 1 and 2 are the 
commonly used techniques and will be further discussed in this section. Techniques 3 and 4 (laser 
arrays) will be discussed shortly.

Given the proper heat sinking, in order to increase the output power of a semiconductor GaAlAs/
GaAs laser, we must increase the size of the beam and thus reduce the power density at the facets for 
a given power level. The first step in increasing the spot size involves the transverse direction (per-
pendicular to the junction). There are two approaches for accomplishing this, with the constraint of 
keeping threshold current low: (1) thinning the active layer in a conventional double-heterostructure 
(DH) laser (Fig. 12a) below 1000 Å and (2) creating a large optical cavity structure (Fig. 12b).

Thinning the active layer from a conventional value of 0.2 to 0.03 μm causes the transverse-mode 
spot size to triple for a constant index of refraction step, Δnr.

130 The catastrophic power level is pro-
portional to the effective beam width in the transverse direction, deff , the asymmetric large optical 
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cavity (A-LOC) concept3,131 involves the epitaxial growth of an additional cladding layer referred to 
as the guide layer (dG), with index of refraction intermediate between the n-AlGaAs cladding layer 
and the active layer. By using a relatively small index of refraction step ( Δnr = 0 1. ) versus 0.20 to 
0.30 for DH lasers, it is possible to force the optical mode to propagate with most of its energy in the 
guide layer. The effective beam width for the A-LOC can be approximately expressed as

  d d dA Geff = +   (15)

where dA is the active layer thickness. Mode spot sizes in the transverse direction of approximately 
1.5 μm can be achieved.

Important Commercial High-Power Diode Lasers

In the last few years, several important high-power laser geometries have either become commer-
cially available or have demonstrated impressive laboratory results. Table 1 summarizes the charac-
teristics of the more important structures. It is evident that the structures that emit the highest cw 
(continuous wave) power (>100 mW), QW ridge waveguide (QWR), twin-ridge structure (TRS), 
buried TRS (BTRS), current-confined constricted double-heterostructure large optical cavity (CC-
CDH-LOC), and buried V-groove-substrate inner stripe (BVSIS)) have several common features: 
(1) large spot size (CDH-LOC, TRS, BTRS, QW ridge), (2) low threshold current and high quantum 
efficiency, and (3) a combination of low- and high-reflectivity coatings. All the lasers with the high-
est powers, except for the CDH-LOC, use the thin active laser design. A recent trend has been the 
use of quantum well-active layers.

Figure 13 contains schematic diagrams for five of the more common DH laser designs for high 
cw power operation, and Fig. 14 shows plots of output power versus current for various important 
geometries listed in Table 1.

The CC-CDH-LOC device with improved current confinement136 (Fig. 13a) is fabricated by one-
step liquid-phase epitaxy (LPE) above a mesa separating two dovetail channels. Current confinement 
is provided by a deep zinc diffusion and a narrow oxide stripe geometry. The final cross-sectional 

FIGURE 12 Schematic diagrams of the two most commonly used heterostructure configura-
tions for fabricating high-power laser diodes: (a) DH structure and (b) layer large-optical cavity struc-
ture. The deff calculations are after Botez.130
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FIGURE 13 Geometries for several important high-power diode 
lasers. (a) Constricted double-heterostructure large-optical cavity laser 
(CDH-LOC);136 (b) channel substrate planar laser (CSP);127 (c) broad-area 
twin-ridge structure (BTRS);134 (d) twin-channel substrate mesa (TCSM); 
and (e) inverted CSP.
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geometry of the device is very dependent on the exact substrate orientation and LPE growth condi-
tions.145 By properly choosing these conditions, it is possible to grow a convex-lens-shaped active 
layer (Al0.07Ga0.93As) on top of a concave-lens-shaped guide layer (Al0.21Ga0.79As). The combination 
of the two leads to a structure with antiwaveguiding properties and a large spot size. Discrimination 
against higher-order modes is provided by a leaky-mode waveguide. The cw threshold current is in 
the range of 50 to 70 mA. Single-mode operation has been obtained to 60 mW under 50 percent 
duty cycle, and the maximum cw power from the device is 165 mW. The power conversion efficiency 
at this power level is 35 percent considering only the front facet.

The channeled substrate planar (CSP) laser127 (Fig. 13b) is fabricated by one-step LPE above a 
substrate channel. The current stripe is purposely made larger than the channel to ensure uniform 
current flow across the channel. However, this leads to some waste of current and thus a lower dif-
ferential efficiency than other similar high-power laser structures (BVSIS, BTRS). Lateral mode con-
trol is very effectively obtained by the large difference in the absorption coefficient a between the 
center and edges of the channel and by changes in the index of refraction that result from changes in 
the geometry. By proper control of the active and n-cladding layer thicknesses, it is possible to obtain 
Δa ≅ 1000 cm−1 (see Ref. 146) and Δnr ≅ 10−2. Threshold currents are in the range of 55 to 70 mA. The 
transverse far field is relatively narrow due to the very thin active layer. Researchers from RCA have 
obtained power levels in excess of 150 mW (cw) with a CSP-type laser.137 A detailed study of the CSP 
laser has been presented by Lee et al., in a recent publication.147

Matsushita133 has also developed a CSP-like structure called the twin-ridge structure (TRS) that 
uses a 400-Å active layer thickness (Fig. 13c). The structure has demonstrated fundamental-mode 
cw power to 200 mW and single-longitudinal-mode cw power to 100 mW. The maximum avail-
able power for the TRS laser is 115 mW, and threshold currents are in the range of 80 to 120 mA. 
It appears that even though their geometry is similar to that of the CSP, lasers with ultrathin and 

High-power laser types

LOC = Large optical cavity
TA = Thin active layer
NAM = Nonabsorbing mirror
QW = Quantum well
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FIGURE 14 Plots showing output power versus cw current for the major high-power 
laser diodes. The maximum power in a single spatial mode is in the range of 100 to 150 mW 
and total cw power can approach 200 mW.
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planar-active layers have been fabricated. It should be further pointed out that one of the keys to 
achieving ultrahigh power from CSP-like structures is the achievement of ultrathin (<1000 Å) active 
layers that are highly uniform in thickness. Small nonuniformities in the active layer thickness lead 
to a larger Δnr difference, and thus a smaller lateral spot size, which will lead to lower power levels 
and reduced lateral mode stability.

Metalorganic chemical vapor deposition (MOCVD, discussed earlier) has been used to fabri-
cate lasers with higher layer uniformity, which leads to a reduced spectral width and more uniform 
threshold characteristics. Several MOCVD laser structures with demonstrated high-power capability 
are schematically shown in Fig. 13, and their characteristics are summarized in Table 1. Figure 13d
shows the twin-channel substrate mesa (TCSM) laser.140 The fabrication consists of growing a DH 
laser structure over a chemically etched twin-channel structure using MOCVD. Optical guiding is 
provided by the curvature of the active layer. The TCSM laser has achieved cw powers of 40 mW in a 
single spatial mode and 65 mW in a single longitudinal mode. The inverted channel substrate planar 
(ICSP) laser135 is schematically shown in Fig. 13e. This structure is one MOCVD version of the very 
successful CSP structure (Fig. 13b).141 The ICSP laser has achieved powers in excess of 150 mW 
(50 percent duty cycle) in a single spatial mode and a 100-mW (cw) catastrophic power level.

More recently, quantum well lasers using the separate carrier and optical confinement (see previ-
ous section, “Quantum Well Lasers”) and ridge waveguide geometries have been used for producing 
power levels in excess of 150 mW (cw) in a single spatial mode.143,144 The QW ridge resembles a 
standard RWG (Fig. 4e), but with a QW active region. Such laser structures have low threshold cur-
rent density and low internal absorption losses, thus permitting higher-power operation.

Future Directions for High-Power Lasers

Nonabsorbing Mirror Technology The catastrophic facet damage is the ultimate limit to the power 
from a semiconductor laser. In order to prevent catastrophic damage, one has to create a region 
of higher-energy bandgap and low surface recombination at the laser facets. Thus, the concept of 
a laser with a nonabsorbing mirror (NAM) was developed. The first NAM structure was demon-
strated by Yonezu et al.148 by selectively diffusing zinc along the length of the stripe, except near the 
facets. This created a bandgap difference between the facet and bulk regions and permitted a three- 
to fourfold increase in the cw facet damage threshold and a four- to fivefold increase in pulse power 
operation.149 More recent structures have involved several steps of liquid-phase epitaxy.150,151

The incorporation of the NAM structure is strongly device dependent. For example, in the dif-
fused device structures, such as deep-diffused stripe (DDS)148 and transverse junction stripe (TJS) 
lasers, NAM structures have been formed by selective diffusion of zinc in the cavity direction.149 
The n-type region will have a wider bandgap than the diffused region, and thus there will be little 
absorption near the facets. However, most index-guided structures require an additional growth step 
for forming the NAM region.150,151 The NAM structures in the past have suffered from several prob-
lems: (1) Due to their complex fabrication, they tend to have low yields. Furthermore, cw operation 
has been difficult to obtain. (2) Cleaving must be carefully controlled for NAM structures having 
no lateral confinement, in order to avoid excessive radiation losses in the NAM region. The NAM 
length is a function of the spot size. (3) The effect of the NAM structure on lateral mode control has 
not been documented, but could lead to excessive scattering and a rough far-field pattern.

It is now becoming more clear that the use of a NAM structure will be required for the reliable 
operation of high-power GaAlAs/GaAs laser diodes. Experimental results152 appear to indicate that 
laser structures without a NAM region show a decrease in the catastrophic power level as the device 
degrades. However, most of the approaches currently being implemented require elaborate pro-
cessing steps. A potentially more fundamental approach would involve the deposition of a coating 
that would reduce the surface recombination velocity and thus enhance the catastrophic intensity 
level.153,154 Such coatings have been recently used by researchers from Sharp and the University of 
Florida to increase the uncoated facet catastrophic power level by a factor of 2.155,156

Recently, the use of NAM technology has been appearing in commercial products. The crank 
transverse junction stripe (TJS) laser (a TJS laser with NAM) can operate reliably at an output 
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power of 15 mW (cw), while the TJS laser without the NAM can operate only at 3 mW (cw).147 The 
Ortel Corporation has developed a buried heterostructure (BH) laser with significantly improved 
output power characteristics compared to conventional BH lasers.142 The NAM BH laser is rated at 
30 mW (cw)142 compared to 3 to 10 mW for the conventional BH/LOC device.

Last, the use of alloy disordering, whereby the bandgap of a quantum well laser can be increased 
by diffusion of various types of impurities (for example, Zn and Si),157 can lead to a very effective 
technique for the fabrication of a NAM structure. Such structures have produced an enhancement 
of the maximum pulsed power by a factor of 3 to 4.

High-Power 1.3/1.48/1.55-lm Lasers Previous sections have discussed high cw power operation 
from (GaAl)As/GaAs laser devices. In the past several years there have been reports of the increasing 
power levels achieved with GaInAsP/InP lasers operating at l = 1.3 μm. The physical mechanisms 
limiting high-power operation in this material system are quite different than those for GaAlAs/
GaAs lasers. The surface recombination at the laser facets is significantly lower than in GaAlAs/GaAs, 
and thus catastrophic damage has not been observed. Maximum output power is limited by either 
heating or carrier leakage effects. With the advent of structures having low threshold current density 
and high quantum efficiency, it was just a matter of time before high-power results would become 
available. Furthermore, since facet damage is not a problem, the only real need for facet coatings is 
for improving the output power from one facet and sealing the device for improved reliability.

In Fig. 15, we schematically show the two most common long-wavelength laser structures that 
have demonstrated high cw power operation. In Fig. 15a, the double-channel planar buried het-
erostructure (DC-PBH) is systematically shown.158,159 The structure requires a two-step LPE growth 
process. The first step is the growth of the first and top cladding layers in addition to the active layer. 
This is followed by the etching of the structure, which is followed by a regrowth to form the block-
ing and contact layers. LPE growth of this material system is such that if the mesa region is narrow 
enough, no growth occurs on top of it during the deposition of the blocking layer, and this occurs 
for mesa widths of less than ~5 μm. Low threshold current is achieved due to the narrow mesa 
geometry and the good carrier and current confinement.

The DC-PBH has proved to be a laser structure with excellent output characteristics and high 
reliability. NEC has been able to obtain thresholds as low as 10 mA with 70 percent quantum effi-
ciency. Degradation rates of the order of 10−6/h for an output power of 5 mW at a temperature of 
70°C have also been obtained. More recently, NEC has obtained 140-mW power in a single spatial 
mode.158 Lasers at 50 mW and 25°C have been placed on lifetest and show relatively low degradation 
rates after several hundred hours. Degradation rates at 20 and 30 mW (50°C) are 1.3 × 10−5/h and 
2.22 × KT−5/h, respectively. TRW has also worked with DC-PBH/PBC-(planar buried cresent) type 
laser diodes and has obtained 100 mW(cw).159 A summary of the various high-power l = 1.3-μm 
laser diode structures and characteristics is given in Table 2.

The other structure that has demonstrated high cw power is the buried crescent laser first inves-
tigated by Mitsubishi (Fig. 15b).160 The structure is grown using a two-step LPE process and a p
substrate. The final structure resembles a channel laser with an active layer that tapers to zero near 
the edges of the channel. The tapering provides good carrier and optical confinement. Researchers 
from Oki with a structure similar to the Mitsubishi structure have demonstrated maximum power 
levels of 200 and 140 mW in a single spatial mode.162 Lifetests163 on these lasers demonstrated 
a mean time to failure of ~7 × 105/h (at 20°C) at 75 percent of the maximum cw output power 
(maximum = 25 to 85 mW). These results appear to indicate that 1.3-μm lasers are reliable for 
high-power applications.

A more recent development has been the use of multiquantum well (MQW) high-power lasers 
in the 1.5 to 1.55-μm wavelength band. The use of an MQW ridge waveguide structure has pro-
duced power levels of ~170 mW (cw).164 The MQW structure consists of five wells of InGaAs, 60 Å 
thick, separated by four GaInAsP barriers of 100-Å thickness. The two thicker, outermost barriers 
of GaInAsP provide a separate confinement heterostructure (SCH) waveguide. In addition, buried 
heterostructure (BH) lasers165 with power levels in excess of 200 mW have been achieved by incor-
porating strain into MQW structures. A review article by Henshall describes the state of the art in 
more detail.166
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FIGURE 15 Schematic diagrams of the most prominent LPE-based 
1.3-μm laser structures: (a) Double-channel planar-buried heterostructure 
(DC-PBH)158,159 and (b) buried crescent.160,161

TABLE 2 Summary of Mode-Stabilized High-Power Laser Characteristics (GaInAsP/InP)∗†

  Manufacturer   Max. Power Spatial
   [Reference]  Geometry   Construction (mW) Quality Ith (mA)

Mitsubishi (160) PBC Two-step LPE (p-subst.) 140 SSM (70) 10–30
NEC [157, 158] DC-PBH Two-step LPE 140 SSM (140) 10–30
OKI [161, 162] VIPS Two-step LPE (p-subst.) 200 SSM (200) 10–30
TRW/EORC [159] DC-PBH type Two-step LPE 100 SSM (70) 10–30
TRW/EORC [159] PBC Two-step LPE (p-subst.) 107 SSM (78) 10–30
STC [164] MQW MOCVD 170 — —
ATT [165] MQW BH MBE 200 — —

∗DC-PBH Double-channel planar buried heterostructure
MQW Multiquantum well
PBC Planar buried cresent
SSM Single spatial mode
†Approaches for high-power GaInAsP/InP lasers:
 • Tight current confinement to reduce the threshold current
 • Facet coatings (reflector/low reflecting front facet)
 • Diamond heat sinking
 • Long cavity length

19_Bass_v2ch19_p001-050.indd 19.25 8/21/09 3:50:44 PM



19.26  SOURCES

High-Power Strained Quantum Well Lasers Over the last several years, there has been extensive 
research in the area of strained layer quantum well high-power lasers. As with GaAs QW high-power 
lasers, the geometry is typically a QW ridge. Table 3 summarizes some of the latest single-spatial-
mode high-power results.

Thermal Properties An important parameter in the operation of high-power laser diodes is the 
optimization of thermal properties of the device. In particular, optimizing the laser geometry for 
achieving high-power operation is an important design criterion. Arvind et al.167 used a simple one-
dimensional thermal model for estimating the maximum output power as a function of laser geom-
etry (cavity length, active layer thickness substrate type, etc.). The results obtained for GaInAsP/InP 
narrow stripe PH lasers were as follows:

• Maximum output power is achieved for an optimum active layer thickness in the 0.15-μm 
region. This result applies only to nonquantum well lasers.

• Significantly higher output powers (25 to 60 percent) are obtained for lasers fabricated on p sub-
strates compared to those on n substrates. The result is based on the lower electrical resistance of 
the top epitaxial layers in the p substrate compared to n substrate.

• Significantly higher output powers (~60 percent) are obtained for lasers mounted on diamond 
rather than silicon heat sinks as a result of the higher thermal conductivity of diamond com-
pared to silicon, 22 versus 1.3 W/(°C-cm).

• Significantly higher output powers (~100 percent) are obtained for lasers having a length of 700 μm 
compared to the conventional 300 μm. The higher power results from the reduced threshold cur-
rent density and thermal resistance for the longer laser devices.

A plot of the calculation and experimental data from Oki162 is given in Fig. 16. Note that there 
are no adjustable parameters in the calculation.

An important conclusion from the thermal modeling is that longer cavity semiconductor lasers 
(700 to 1000 μm) will be able to operate at higher heat sink temperatures when the power level is 
nominal (~5 mW) compared to shorter cavity devices (~100 to 300 μm). In addition, the reliability 
of the longer cavity devices is also expected to be better. More recent calculations and experimental 
results using strained layer lasers have verified this.95

Semiconductor Laser Arrays

One of the most common methods used for increasing the power from a semiconductor laser is 
to increase the width of the emitting region. However, as the width is increased, the occurrence of 
multilateral modes, filaments, and lateral-mode instabilities becomes more significant. A far-field 
pattern is produced that is not diffraction-limited and has reduced brightness. The most practi-
cal method to overcome this problem is to use a monolithic array of phase-locked semiconductor 
lasers. Such lasers have been used to generate powers in excess of 10 W (cw)170 and over 200 W171 
from a single laser bar.

TABLE 3 High-Power GaInAs Strained Layer Quantum Well Lasers

   Threshold Max. Power in  Max. cw
  Laser Group Ridge Width Wavelength Current Single Spatial Mode Power
   [Reference] (μm) (μm) (mA) (mW) (mW)

JPL [168] 6 0.984–0.989 13 — 24
JPL [168] 3 0.978 8 116 400
NTT [169] 3 0.973–0.983 9 115 500
Spectra Diode [170] 4 0.9–0.91 ~20 180 350
Boeing [76] 4 0.98 10–15 150 440
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It was not until 1978 that Scifres and coworkers172 first reported on the phase-locked operation 
of a monolithic array consisting of five closely coupled proton-bombarded lasers. The original cou-
pling scheme involved branched waveguides, but this was quickly abandoned in favor of evanescent 
field coupling by placing the individual elements of the array in close proximity (Fig. 17a). More 
recently, arrays of index-guided lasers173 have been fabricated; one example is shown in Fig. 17b.

Recent emphasis has been on achieving higher cw power and controlling the output far-field dis-
tribution. Some of the more significant events in the development of practical semiconductor laser 
arrays are summarized in Table 4.

The subject of array-mode stability has become of great interest. In a series of significant papers, 
Butler et al.190 and Kapon et al.191 recognized that to a first approximation, an array can be modeled 
as a system of n weakly coupled waveguides. The results indicate that the general solution for the 
field amplitudes will consist of a superposition of these array modes. The analytic results permitted, 
for the first time, a simple explanation for the observed far-field patterns and provided a means for 
designing device structures that would operate in the fundamental array mode (i.e., all elements in 
phase). This particular mode will provide the greatest brightness.

Many techniques have been used for improving array-mode selection179,188,192,197 and thus achiev-
ing a well-controlled spatial mode. Two of the more successful earlier techniques involve (1) incor-
poration of optical gain in the interelement regions (gain coupling of the laser array179–184,193) and 
(2) use of interferometric techniques that involves Y-coupled junctions.186,188,192

The gain-coupled arrays achieve mode selectivity by introducing optical gain in the interelement 
regions and thus increasing the gain of the fundamental array mode since this mode has a signifi-
cant portion of its energy in the interelement regions. The first demonstration of this approach was 
the twin-channel laser (TCL) developed by re searchers from TRW;180,181 since then, there have been 
other demonstrations.182,184,193

The theoretical foundations of the Y-coupled junction were first described in a paper by Chen 
and Wang.192 Mode-selectivity is accomplished because the in-phase mode adds coherently at each Y 
junction, while the out-of-phase mode has destructive interference, since the single waveguides after 
the Y junction can support only the fundamental mode. Similar interferometric and mode-selective 
techniques have been used in the development of optical modulators.198
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FIGURE 16 Calculation of maximum output power per facet as a function 
of device length for n-p-substrate-type lasers and different heat sinks.167 Note the 
increased power level achieved for longer lasers and p-type substrates.
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FIGURE 17 Schematic diagrams showing two types of laser array structures: (a) Gain-
guided phased array using quantum well-active layers and grown by MOCVD175 and (b) index-
guided phased array using CSP-LOC structures grown by LPE.173

TABLE 4 Summary of High-Power Phase-Locked Laser Arrays∗

   Laser Group No. of   Max. Power Max. Power
    [Reference] Elements Material System Type of Array∗ (mW)  (mW) Far Field

Xerox, 1978 [172] 5 GaAlAs-GaAs GG 60 (P) 130 (P) SL (2°)
HP, 1981 [174] 10 GaAlAs-GaAs IG 1W(P) 1400 (P) DL
Xerox, 1982 [175] 10 GaAlAs-GaAs GG 200 (P) 270 (cw) SL (1°)
Xerox, 1983 [176] 40 GaAlAs-GaAs GG 800 (P) 2600 (cw) DL
RCA, 1983 [173] 10 GaAlAs-GaAs IG 400 (P) 1000 (P) DL
Siemens, 1984 [177] 40 GaAlAs-GaAs GG — 1600 (cw) DL
Bell Labs, 1984 [178] 10 GaAlAs-GaAs IG — — DL
TRW, 1984 [179–181] 2 GaAlAs-GaAs IG 75 (cw) 115 (cw) SL (4–6°)
UC Berkeley, 1982 [182] 10 GaAlAs-GaAs IG — 200 SL (2–7°)
Cal-Tech, 1984 [183] 5 GaAlAs-GaAs IG — — SL (3°)
Xerox/Spectra  10 GaAlAs-GaAs Offset stripe GG 575 (P) — SL (1.9°)
 Diode, 1985 [184]
Bell Labs, 1985 [185] 10 InGaAsP-InP GG 100 (cw) 600 SL (4°)
Sharp, 1985 [186] 2 GaAlAs-GaAs IG; Y-C 65 (cw) 90 (cw) SL (4.22°)
Mitsubishi, 1985 [187] 3 GaAlAs-GaAs IG 100 (cw) 150 (cw) SL (3.6°)
Xerox/Spectra  10 GaAlAs-GaAs IG(Y-C) stripe GG 200 (cw) 575 (P) SL (3°)
 Diode, 1986 [188]
TRW [189] 10 GaAlAs-GaAs ROW 380 (cw) 1500 (P) — SL (0.7°)

∗GG Gain guided P Pulsed
IG Index guided DL Double lobe
Y-C Y-coupled SL Single lobe
ROW Resonant optical waveguide
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Finally, the most recent mode control mechanism for laser arrays involves the resonant phase-
locking of leaky-mode elements.189 With a properly optimized geometry, the fundamental array 
mode has significant mode discrimination analogous to the high discrimination found in single-
element leaky-mode devices. Recent results indicate power levels in excess of 360 mW (cw) in the 
fundamental array mode, and the beam broadens to ~2 times diffraction limited for output powers 
of ~500 mW (cw).

At the present time, it is not clear which technique will be most useful for achieving stable, fun-
damental array mode operation. The gain-coupling concept works well for two or three elements.199 
However, array-mode selection described by the difference in gain between the first and second 
array modes rapidly decreases as the number of array elements increases beyond two or three.199 The 
Y junction and leaky-mode approaches do not appear to have the same limitations. The resonant 
leaky-mode arrays appear to have the most promising performance at high-power levels; however, 
the structures are complex and thus yield and reliability need to be more fully addressed.

Two-Dimensional, High-Power Laser Arrays

There has been a significant amount of research activity in the past few years in the area of very 
high-power diode lasers.200–205 The activity has been driven by the significant reductions in thresh-
old current density of GaAlAs/GaAs lasers that can be achieved with metalorganic chemical vapor 
deposition (MOCVD), utilizing a quantum well design. Threshold current densities as low as 200 
to 300 A/cm2 with external efficiencies exceeding 80 percent have been achieved using GRIN-SCH 
quantum well lasers.200,201 CW powers of ~6 to 9 W have been achieved from single-laser bars. Such 
power levels correspond to a maximum of 11 W/cm from a single-laser bar. Table 5 lists some of the 
more recent results on very high-power diode laser arrays.

In order to increase the output power from laser array structures, researchers have investigated 
the use of a two-dimensional laser array. One particular configuration, referred to as the “rack-stack 
approach,” is schematically shown in Fig. 18. In essence, the approach involves stacking a linear 
array of edge emitters into a two-dimensional array. The two-dimensional arrays are fabricated203 
by (1) cleaving linear arrays of laser diodes from a processed wafer, (2) mounting the bars on heat 
sinks, and (3) stacking the heat sinks into a two-dimensional array.

As shown in Table 5, the main players in this business are McDonnell-Douglas and Spectra 
Diode Labs. The largest stacked204 two-dimensional array has been manufactured by McDonnell-
Douglas and has an active area with five laser bars 8 mm in length. The array was operated with 
150-μs pulses to the limit of the driver204 at pulse repetition rates of 20 to 666 Hz. Approximately 
2.5 kW/cm2 was obtained at 20 Hz (average power ~300 W) and 0.9 kW/cm2 at 666 Hz (average 
power ~92 W). Higher output powers will be obtained as a result of achieving the ultimate limits in 

TABLE 5 Summary of High-Power Laser Array Results∗

   Power Slope Power
  Laboratory     Maximum Efficiency Efficiency Density
  [Reference]  Array Type  Output Power (%) (W/A) (W/cm2)

General Electric [201] ID array 80 W (200-μs pulse; 20 0.9 80
   10–100 Hz)
McDonnell-Douglas  Broad stripe 6 W (cw) (W = 300 μm) 38 0.91 200
 [203, 204]  (L = 1200 μm)
 2D: 4 bars, 8 mm 15 W (cw) 15 — 50
 2D: 5 bars, 8 mm 320 W (0.3% DF†) — — 2560
Spectra Diode [170]  ID array 8 W (cw) — — —
 ID array 134 W (150-μs pulse) 49 1.26 134

∗All high-power laser structures are fabricated using MOCVD and quantum well design. 
†DF = Duty factor.
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threshold current density and optical losses in the individual with advances in nonabsorbing mir-
ror and active cooling techniques. Some recent progress has been seen in the latter with the use of 
etched silicon grooves for fluid flow, which function as radiator elements to remove the heat.

19.8 HIGH-SPEED MODULATION

In many applications semiconductor lasers are modulated in order to carry information. 
Semiconductor laser dynamics are usually described by the rate equations for the photon and car-
rier densities:3–5,205,206
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where N is the carrier density, P is the photon density, I is the current, e is the charge of an electron, 
d is the active layer thickness, L is the laser cavity length, w is the laser stripe width, c is the speed of 
light, nr is the refractive index of the active region, g is the threshold modal gain, Γ is the optical con-
finement factor, ts is the carrier lifetime, b is the spontaneous emission factor, and tp is the photon 
lifetime of the cavity. [When these equations are written in terms of total gain instead of modal gain, 
Γ does not appear in Eq. (16), but multiplies the gain in Eq. (17).]
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FIGURE 18 Schematic diagram of the two-dimensional rack-stack laser array architec-
ture. (Courtesy of R. Solarz, Lawrence Livermore.)
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where ai is the internal loss and RF and RR are the front- and rear-facet reflectivities, b is the ratio 
of spontaneous emission power into the lasing mode to the total spontaneous emission rate.207 
(Do not confuse b with the other spontaneous emission factor, which is used in linewidth theory 
and is defined as the ratio of the spontaneous emission power into the lasing mode to the stimu-
lated emission power of the mode.)

When a semiconductor laser is modulated there is some delay before it reaches a steady state. 
Because it takes time for a carrier population to build up, there will be a time delay td before the 
final photon density Pon is reached (see Fig. 19). Once Pon is reached, additional time is required 
for the carrier and photon populations to come into equilibrium. The output power therefore goes 
through relaxation oscillations before finally reaching a steady state. This type of oscillation has 
many parallels in other second-order systems,208 such as the vibration of a damped spring or an RLC 
circuit.

The frequency of these relaxation oscillations, fr is called the relaxation, resonance, or corner fre-
quency. By considering small deviations from the steady state where N = Nth + ΔN and P = Pon + ΔP, 
we can solve Eqs. (16) and (17) for fr with the result:5,205
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where dg/dN is the differential modal gain. For bulk double-heterostructure lasers the gain is lin-
early dependent on the carrier density and (c/nr)dg/dN is replaced by A, where A is a constant. As 
discussed earlier in the chapter, the gain-versus-carrier-density relationship of a quantum well is 
nonlinear, so A is not a constant for a QW laser.

Ion

I

Pon

1/fr

Ith

Ioff

td

Poff

t

t

P

(a)

1/fr

Ion

Ith

Pon

td

Poff

Ioff

t

t

I

P

(b)

FIGURE 19 Schematic diagrams of the turn on delay and relaxation oscillations for a semiconductor laser 
(a) prebiased below threshold and (b) prebiased above threshold. (After Ref. 206.)
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Let us return our attention to the turn on delay td between a current increase and the beginning 
of relaxation oscillations as illustrated in Fig. 19. If the initial current Ioff is below Ith, the initial pho-
ton density Poff can be neglected in Eq. (16). Assuming an exponential increase in carrier density we 
can derive206
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Since ts is on the order of several nanoseconds, td is usually very large for semiconductor lasers with 
Ioff below Ith. For example, with ts = 4 ns, Ion = 20 mA, Ith = 10 mA, and Ioff = 5 mA, td will be 1.6 ns. If 
a short current pulse is applied to a laser biased below threshold, td may be so long that the laser barely 
responds (see Fig. 20). When a current pulse ends, it takes time for the carrier population to decay. If 
another identical pulse is applied before the carrier population decays fully, it will produce a larger 
light pulse than the first current pulse did. This phenomenon, which is illustrated in Fig. 20, is called 
the pattern effect.209 The pattern effect is clearly undesirable as it will distort information carried by the 
laser modulation. The pattern effect can be eliminated by prebiasing the laser at a current sufficient 
to maintain a carrier population; for most semiconductor lasers this will mean prebiasing at or above 
threshold. In order to modulate with a prebias below threshold, Ion must be much greater than Ith. For 
most lasers this will require an unpractically large Ion, but if Ith is very low, it may be possible.211,212

Even a semiconductor biased above threshold will have a nonzero td before it reaches its final 
photon density. Equations (16) and (17) may be solved for td above threshold:206
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td will be much shorter for a prebias above threshold. For example if fr = 5 GHz, Ion = 40 mA, Ioff = 
15 mA, and Ith = 10 mA, td = 60 ps. td will be shortest for large Pon and Poff , so the shortest time 
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FIGURE 20 An illustration of the pattern effect for a 
AlGaAs laser diode with a 280 Mbit/s 10111 return to zero pattern. 
(From Ref. 210.)
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delays will be achieved for small-scale modulation at high photon density. For digital applications in 
which fairly large-scale modulation is required, the maximum modulation speed of a semiconduc-
tor laser is to a large extent determined by td.

For very high-speed microwave applications, lasers are prebiased at a current greater than the 
threshold current and modulated at high frequencies through small amplitudes about the continu-
ous current prebias. The frequency response of a semiconductor laser has the typical shape expected 
from a second-order system. (For a discussion of the frequency response of a second-order system 
see Ref. 208.) The laser amplitude response is fairly uniform at frequencies less than the relaxation 
oscillation frequency. At fr the response goes through a resonance and then drops off sharply. The 
relaxation oscillation frequency is therefore the primary intrinsic parameter determining the modu-
lation bandwidth. The actual useful bandwidth is generally considered to be the frequency at which 
the response of the laser drops by 3 dB. Figure 21 is an example of the frequency response of a semi-
conductor laser under amplitude modulation.213,214 In this example, the maximum 3-dB bandwidth 
is 16 GHz. If the 3-dB bandwidth is measured in electrical dB, as in our example, it is located at 
approximately 1.55fr. Sometimes the 3-dB frequency is quoted as that at which the optical power is 
reduced by a factor of 2; this actually corresponds to 6 dB in electrical power and occurs at approxi-
mately 1.73fr. The 0-dB frequency occurs at approximately 1.41fr.

213–215

The description of the relaxation oscillation frequency given here is rather simplistic since 
it is based on rate equations, which consider only one type of carrier, neglect the spatial depen-
dances of the carrier and photon distributions, and neglect the effects of carrier diffusion and 
nonlinear gain. In addition, the spontaneous emission term of Eq. (17) was neglected in the 
derivation. The neglected effects are particularly important when considering damping of the 
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FIGURE 21 The small-signal modulation response of a 1.3-μm InGaAsP-constricted mesa laser for differ-
ent bias levels. The cavity length is 170 μm and the stripe width is 1 μm. Inset: Schematic diagram of a 1.3-μm 
InGaAsP-constricted mesa laser. (From Refs. 213 and 214.)
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relaxation oscillations.204–206 With significant damping215 the measured peak frequency fp will be 
more accurately determined by

  f f
f

p r
d2 2
2

4
= −   (22)

where fd is the damping frequency.
We have also neglected, however, the electrical parasitics of the laser and its operating circuit 

(bonding wires, etc.). Figure 22 is a simple equivalent circuit, which describes the parasitic elements 
influencing a semiconductor laser. Here L is the inductance of bond wire, R is the laser resistance 
including contact resistance, and C is capacitance primarily due to bonding-pad capacitance and 
capacitance of the current-confining structure of the laser stripe.213,214 The 50-Ω resistance is 
included to represent a 50-Ω drive. The resonant frequency of this circuit is
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The circuit is strongly damped so no resonance peak occurs; instead, the response simply drops 
off.205,218 The amplitude response of a modulated semiconductor laser will begin to drop off at fre-
quencies at which the response of the parasitics drops off even if the intrinsic peak frequency of the 
laser is higher. Therefore, the maximum practical modulation bandwidth may be determined by fo
instead of fr. Figure 23 shows the modulation response of a semiconductor laser strongly affected by 
parasitics.219

The most significant parasitic limiting the performance of a semiconductor laser is normally the 
capacitance.205 In order to achieve high speeds, the laser stripe must be very narrow [see Eq. (18)]; 
practical narrow stripe lasers are often some form of buried heterostructure (see Fig. 4c). The sub-
strate doping and confinement-layer doping of buried heterostructure form a parallel plate capacitor. 
In order to reduce the capacitance the laser can be fabricated on a semi-insulating substrate,205,218 
the confinement layers can be semi-insulating,124 the active area of the device can be isolated from 
the confinement layers by etching trenches on either side of it,124,125 or the confinement layers can be 
replaced by a thick dielectric layer such as polyimide.213,214 The inset on Fig. 21 is a schematic dia-
gram of the high-speed laser stripe whose frequency response is shown in Fig. 21.

Assuming that the parasitics have been minimized, consider how a semiconductor laser can be 
optimized for high-speed operation. As already mentioned, minimizing the stripe width is desirable. 
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FIGURE 22 Simple equivalent circuit 
of the parasitics affecting the modulation of 
a semiconductor laser.
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Figure 21 illustrates that increasing the photon density (or equivalently the current) increases the 
speed. Of course, there will be a limit as to how much the photon density can be increased; when 
the photon density of a semiconductor laser is increased, eventually a maximum power is reached 
at which the laser fails due to catastrophic facet damage. InGaAsP/InP lasers have a higher threshold 
for catastrophic facet damage than AlGaAs/GaAs lasers; InGaAsP/InP lasers, therefore, tend to have 
higher bandwidths.214

Consideration of Eq. (19) shows that decreasing the cavity length will also increase the 
speed.205,213,214,218,219 (Decreasing the length reduces tp.) Increasing dg/dN will also increase the 
speed. With a bulk active region dg/dN is approximately constant, so use of a short cavity length 
will not affect it. As illustrated in Fig. 6, however, dg/dN of a QW laser will decrease with increasing 
threshold gain, and therefore with decreasing cavity length. A single QW laser will, therefore, make a 
relatively poor high-speed laser. An MQW laser, however, will have higher dg/dN than a single QW. 
In the past, the highest modulation bandwidths were achieved with InGaAsP/InP bulk active region 
InGaAsP/InP lasers213,214,222,223 with the best results on the order of 24 GHz223 for room-temperature 
CW measurements. The advent of strained MQW lasers has, however, recently resulted in higher 
bandwidths because strain increases dg/dN.224–226 Strained GaAs-based In0.3Ga0.7AsMQW lasers with 
bandwidths as high as 28 GHz have been demonstrated.226

So far our discussion has dealt only with the amplitude response to modulation. The phase and 
lasing wavelength (or optical frequency) are also affected by modulation. Figure 24 is an example 
of the phase response which accompanies the amplitude response of a semiconductor laser under 
modulation.
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FIGURE 24 The modulation response of a proton stripe laser 
at various bias currents: (a) amplitude response and (b) phase. The 
threshold current is approximately 80 mA. (From Ref. 205.)
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Assuming that a semiconductor laser lases in a single longitudinal mode under static conditions, 
high-frequency modulation can cause it to shift to another mode or to become multimode.227 The 
tendency to become multimode increases with the depth of modulation. For many applications 
single-mode operation under modulation is required. In this case a laser with built-in frequency 
selectivity such as a distributed feedback laser228 (DFB) (see “Spectral Properties” following) can be 
used to maintain single-mode operation. Even with single-mode operation under modulation the 
linewidth of the lasing mode will be broadened.206,227 This broadening which is often called chirp, is 
discussed in more detail in the next section.

While the frequency changes associated with small-scale modulation are generally undesirable in 
amplitude modulation (AM), they can be utilized for frequency modulation206,229,230 (FM). In digital 
systems, FM is often called frequency shift keying (FSK). FM requires only a very small amplitude 
modulation, so it normally refers to the effect of modulation on a single mode. In FM modulation, 
very fine shifts in optical frequency are detected; frequency stabilized lasers such as DFB lasers230 as 
well as standard semiconductor lasers will show an FM response. Typically, FM response shows a 
low frequency decay below fr and a resonance at fr

206,229 (see Fig. 25).
If the reader requires more in-depth information on high-speed modulation of semiconductor 

lasers, the book by Petermann206 or the review by Lau and Yariv205 will be particularly helpful. For a 
recent review of the state of the art see the tutorial by Bowers.215 References 3, 4, and 5 also contain 
chapters on high-speed modulation.

19.9 SPECTRAL PROPERTIES

One of the most important features of a semiconductor laser is its high degree of spectral coherence. 
There are several aspects to laser coherence. First, the laser must have spatial coherence in the various 
transverse directions. This is usually accomplished by controlling both the geometry and the lateral-
mode geometry using a structure with a built-in index as discussed earlier under “Fabrication and 
Configurations.” In order to achieve high spectral coherence, the semiconductor laser must oper-
ate in a single longitudinal mode. There are four technical approaches for accomplishing this:231,232 
(1) coupled cavity, (2) frequency selective feedback, (3) injection locking, and (4) geometry control. 
The various techniques for achieving spectral control are described in Fig. 26.

TJS

100
0.01

0.1

1

10

100

1 K 10 K 100 K 1 M 10 M 100 M 10 G1 G

CSP

BH

Modulation frequency (Hz)

N
or

m
al

iz
ed

 fr
eq

u
en

cy
 d

ev
ia

ti
on

 
(G

H
z/

m
A

)

FIGURE 25 The FM response of TJS, BH, and channeled substrate planar (CSP) lasers. All 
the lasers are biased at 1.2 times threshold. (From Ref. 229.)
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The temporal coherence of the laser is related to the spectral width of the stimulated emission 
spectrum by

  L Kc =
Δ
λ
λ

0
2

1 2/

  (24)

where K is a constant dependent on the distribution of spectral output function, Lc is coherence 
length, λ0 is the wavelength of the stimulated emission peak, and Δλ1 2/  is the halfwidth of the spec-
tral emission. K = 1 for rectangular, K = 0.32 for a lorentzian, and K = 0.66 for a gaussian.

The spectral linewidth, Δf1/2 , for a single longitudinal mode can be expressed as233

  Δ = −
⎛
⎝⎜

⎞
⎠⎟

+
−

f
n J

Jp
1 2

1

2

4
1 1/ ( )

sp

thπτ
α   (25)

where nsp is the spontaneous emission factor, defined as the ratio of spontaneous to stimulated emis-
sion in the lasing mode, τ p  is the cavity lifetime, and α  is the linewidth enhancement factor.

FIGURE 26 Eleven major designs for single-frequency lasers. The three in the top row and the first in the second row 
are coupled cavity lasers; the next three are frequency-selective-feedback lasers; the next is an injection-locked laser; the last 
one in the third row is a geometry-controlled laser. The left two are hybrid designs. (From Ref. 232.)
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Typical linewidths for a solitary single-longitudinal-mode laser are in the range of 5 to 20 MHz. 
Narrower linewidths can be achieved by using some of the techniques described in Fig. 26. More 
recently, the use of QW lasers, as described earlier, has led to a significant reduction in the linewidth 
enhancement factor and the corresponding laser linewidths.234 Typical linewidths in the range of 0.9 
to 1.3 MHz have been achieved.

Coupled cavity lasers make up a family of devices, whereby spectral control is achieved by rein-
forcing certain wavelengths which resonate in several cavities.235 A typical configuration is shown 
in Fig. 26, whereby the long cavity is cleaved into two smaller cavities. By properly controlling the 
length ratios and the gap width, good longitudinal mode discrimination (better than 20-dB side-
mode suppression) can be obtained.

Another important technique is the use of an external resonant optical cavity (frequency-selective 
feedback) as shown in Fig. 27. This technique has been used by researchers at Boeing to achieve 
extremely narrow linewidth ( )/Δ −f1 2 1 2∼ KHz  single-longitudinal-mode operation.236

Frequency-selective feedback can also be achieved by using either a distributed feedback (DFB) 
or distributed Bragg reflector (DBR) laser. As shown in Fig. 26, it differs from other types of lasers in 
that the feedback is provided by a grating internal to the diode laser. By using a DFB/DBR in combi-
nation with a long external cavity, it is possible to achieve linewidths below 1 MHz in a monolithic 
diode.237

Injection-locked lasers have also been under investigation at several research labs.238 In this 
technique, a low-power, single-frequency laser, which does not have to be a semiconductor laser, is 
coupled to a single-mode semiconductor laser by injecting the continuous wave emission of a single 
wavelength of radiation into the laser’s cavity.

The last technique for achieving single-longitudinal-mode operation involves the geometry-
controlled cavity. Basically, this involves a short cavity 50 μm or less in length, since the longitudinal-
mode spacing ΔλL in a semiconductor laser is given by128

  Δ =λ
λ

L n L
0
2

2 eff

  (26)

where neff is the effective index of refraction and L is the cavity length. Then if L< 50 mm, Δ >λL 20 Å 
and the gain available to modes away from the gain maximum falls rapidly, the laser operates in a 

FIGURE 27 Semiconductor laser using resonant optical feedback.
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single longitudinal mode. However, the width of the spectral model can still be rather large as dic-
tated by Eq. (25), unless special precautions are made (e.g., ultrahigh mirror reflectivities).

19.10 SURFACE-EMITTING LASERS

Monolithic two-dimensional (2D) laser arrays are key to many important applications such as mas-
sive parallel data transfer, interconnect, processing, computing, and high-power, diode-pumped, 
solid-state lasers. Conventional lasers, as described in previous sections, require a pair of parallel 
crystalline facets (by cleaving) for delineating the laser cavity, thus limiting laser emission parallel 
to the junction plane. In this section, we describe laser structures and fabrication techniques which 
allow light to emit perpendicular to the junction plane, namely, surface-emitting lasers (SEL). SEL 
structures are com patible with monolithic 2D laser array integration and requirements.

There are three designs for the fabrication of surface-emitting lasers and arrays: (1) in-plane laser 
with a 45° mirror, (2) in-plane laser with a distributed grating coupler, and (3) vertical cavity laser. 
The main body of the first two structures is very similar to the conventional cavity design with the 
axis parallel to the junction plane (in-plane). Light is coupled out from the surface via an integrated 
mirror or grating coupler. The third structure is an ultrashort cavity (10 μm) “microlaser” requiring 
no cleaving and compatible with photodiode and integrated-circuit processing techniques. High-
density, surface-emitting laser arrays of this type have been demonstrated jointly by AT&T and 
Bellcore.239 The following subsections will summarize each of the three structures.

Integrated Laser with a 45ç Mirror

The development of this SEL structure requires the wafer processing of two 90° laser mirrors as 
well as a 45° mirror for deflecting the laser output from the junction plane as shown in Fig. 28. Dry 
etching techniques such as reactive ion (beam) etching (RIE), chemical-assisted ion beam etching 
(CAIBE), and ion beam milling are usually used for the fabrication. In combination with a mass-
transport process,240 a smooth parabolic sidewall has been demonstrated for the 45° mirror of 
InGaAsP/InP lasers.
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FIGURE 28 Monolithic in-plane-cavity surface-emitting lasers with 45° mirrors: 
(a) Junction-down and (b) junction-up configurations. (From Ref. 241.)
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This approach for an SEL takes advantage of well-established layer structure growth for typical 
lasers. The laser performance relies on the optical quality and reliability of the facet mirrors formed. 
The etched-mirror lasers have been improved over the past decade to the stage very comparable with 
the cleaved lasers. Two-dimensional, high-power (over 1 W) laser arrays have been demonstrated by 
both TRW241 and MIT Lincoln Laboratory.240 These structures would require injection-locking or 
other external optical techniques in order to achieve coherent phased array operation as mentioned 
in the high-power laser section.

Distributed Grating Surface-Emitting Lasers

Distributed feedback (DFB) (see under “Spectral Properties,” discussed earlier) and distributed Bragg 
reflector (DBR) lasers were proposed and demonstrated in the early 1970s. It is well known that for the 
second-order gratings fabricated in the laser, the first-order diffraction will be normal to the grating 
surface, as shown in Fig. 29. Since early demonstrations, it has taken over 10 years for both the appli-
cations and processing techniques to become mature. Low-threshold, high-reliability DFB lasers with 
true single-mode characteristics are readily fabricated. The critical issue involved in the fabrication of 
the laser structure is the fabrication of the gratings with a period on the order of 2000 Å. Holographic 
interference techniques with an Ar+ or He-Cd laser are generally used in many laboratories. The fabri-
cation of large-area gratings with good throughput can be easily achieved by this technique. Another 
technique involves direct electron-beam writing, which is effective for design iterations.

The development of DBR structure with second-order gratings for surface-emitting lasers did 
not occur until it was funded by the U.S. Air Force pilot program. This type of laser does not require 
discrete mirrors for the laser action, so that one could link an array of the lasers with residual in-
plane light injection (leaking) across neighboring lasers for coherent operation. A near-diffraction-
limited array operation has been demonstrated with this type of SEL. The concept was recently used 

FIGURE 29 Grating surface-emitting laser array. Groups of 10 parallel ridge-guide lasers are 
laterally coupled in each gain section. (From Ref. 242.)
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for a high-power MOPA (master oscillator power amplifier) laser amplifier demonstration with the 
slave lasers’ grating slightly off the resonant second-order diffraction condition. High-power laser 
arrays of this type have been demonstrated by SRI DSRC242 and Spectra Diode Laboratories.243 

Coherent output powers of 3 to 5 W with an incremental quantum efficiency in excess of 30 percent 
have been obtained with the array.

Vertical Cavity Lasers

The term “vertical” refers to the laser axis (or cavity) perpendicular to the wafer surface when it is 
fabricated. Conventional lasers have a relatively long cavity, on the order of 250 μm. It is not practi-
cal to grow such a thick layer for the laser. From the analysis, if we reduce the cavity length down to 
10 μm, one needs to have a pair of very high reflectivity mirrors to make it lase at room tempera-
ture. To satisfy these conditions, researchers at Tokyo Institute of Technology244 have used a metal 
thin-film or a quarter-wavelength stack of dielectric layers (Bragg reflectors) of high- and low-index 
material for the mirror post to the growth of laser layers. The advances in epitaxial growth tech-
niques allow an accurate control of semiconductor layer compositions and thicknesses such that 
Bragg reflectors with 99.9 percent reflectivity can be attained. Therefore, a complete vertical cavity 
laser structure as shown in Fig. 30 consisting of a gain medium- and high-reflectivity (more than 
10 periods of alternate layers due to incremental index difference) mirrors can be grown successfully 
in one step by MBE or MOCVD techniques.

It is important to optimize the structure for optical gain. To maximize the modal gain, one can 
locate the standing wave field peak at the thin quantum well-active layer(s) (quantum well lasers 
were discussed earlier in this chapter) to form a resonant periodic gain structure.245 The issue associ-
ated with the semiconductor superlattice Bragg reflectors is the built-in carrier resistance across the 
abrupt heterojunction discontinuity. Without modifying the structure, the series resistance is on 
the order of several hundred to a thousand ohms. There have been two techniques applied to lower 
the resistance, namely, the use of graded junctions246 and peripheral Zn diffusion247 for conducting 
current to the active region. Both have demonstrated improvement over the original design.

The laser size is defined by etching into a circular column that can be mode-matched to a single-
mode fiber for high coupling efficiency. It is desirable that the lasers can be planarized. Proton-
bombardment-defined lasers248 with good performance and high yield have been obtained. 
Meanwhile, the small size of the laser has resulted in low threshold currents close to 1 mA.249 The 
differential quantum efficiency has been improved from a few percent to more than 30 percent; 
the output power level, modulation frequency, and maximum operating temperature have also 
increased over the past several years. As mentioned previously, the advantage of this SEL structure 
is the potential of high packing density. Bellcore researchers250 have demonstrated a novel WDM 
(wavelength division multiplexing) laser source with a good histogram of wavelength distribution. 
The grading of layer thickness across the wafer during a portion of growth translates into differ-
ent lasing wavelengths. Two-dimensional, individually addressable lasers in a matrix form have also 
been demonstrated.251 In the future, 2D laser arrays operating at a visible wavelength will be very 
useful for display and optical recording/reading applications. The performance characteristics of 
vertical cavity SELs reported are shown in Table 6.

19.11 CONCLUSION

In this chapter we have introduced the basic properties of semiconductor lasers and reviewed some 
areas of the field, including high-power operation, high-speed operation, coherence, and surface-
emitting lasers. We have particularly emphasized the advantages of quantum well lasers and strained 
quantum well lasers. Up until very recently, all the major laser diodes were fabricated using GaAs/
GaAIAs and GaInAsP/InP heterostructures. However, there have been such significant advances in 
the use of strained quantum wells that these lasers have performance levels which exceed, in many 
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cases, that found for the unstrained lasers. Coupled with the measured excellent reliability results 
and better output power/temperature performance, these types of lasers will experience a high 
demand in the future. High-power strained InGaAs/GaAs quantum well lasers are also of interest 
because their lasing wavelength range includes 0.98 μm, which makes them useful for pumping 
erbium-doped fiber amplifiers.17

Another trend in the future will be the extension of commercial semiconductor lasers to a 
wider variety of lasing wavelengths. Just as with the standard lasers, strained quantum wells result 
in significant performance improvements in these more novel laser systems. Shorter wavelength 
( . )λ < 0 75 μm  lasers with high output powers are of interest for high-density optical recording 
and printing. In the last few years, much progress has been made in developing short-wavelength 
semiconductor lasers. In the near future, practical visible wavelength lasers will be in the red-to-
yellow range, but progress has begun on even shorter wavelengths in the blue. Recent work on very 

(a)
n+-GaAs substrate

500 Å Al0.5Ga0.5As

500 Å Al0.5Ga0.5As
100 Å GaAs

22 Periods

28 Periods

l/2 p+ GaAs
l/4 p-AlAs
l/4 p-GaAs
l/4 p-AlAs

l/4 p-GaAs

l/4 n-AlAs
l/4 n-GaAs

l/4 n-AlAs
l/4 n-GaAs
l/4 n-AlAs

l/4 p-AlAs
800 Å p-Al0.5Ga0.5As

800 Å n Al0.5Ga0.5As
80 Å In0.2Ga0.8As QW

(b)

Light out

23 Period AlAs/GaAs 
graded-barrier 
Be-doped mirror

28.5 Period 
AlAs/GaAs 
graded-barrier 
Si-doped mirror

80 Å
InGaAs 

quantum well

N-type GaAs 
substrate

Au probe pad

Polyimide

AR coating

FIGURE 30 Vertical cavity surface-emitting laser with (a) layer structure and 
(b) device geometry. (From Ref. 249.)

19_Bass_v2ch19_p001-050.indd 19.42 8/21/09 3:50:50 PM



SEMICONDUCTOR LASERS  19.43

long-wavelength ( . )λ >2 0 μm  GaInAsSb/AlGaAsSb lasers is also very promising. Long wavelengths 
( . )>1 55 μm  are of interest for eye-safe laser radar, metrology, and medical instrumentation.

Currently, commercial lasers are of the edge-emitting variety, but two-dimensional surface-
emitting laser arrays have advanced considerably in the past few years. When they reach maturity, 
they will be used for pixel interconnect and display applications.

In a limited chapter such as this it is impossible to cover all areas of the field of semiconductor 
lasers in depth. One of the most important areas neglected is that of tunable lasers.255–257 Single-
mode tunable DFB and DBR lasers are of great interest for future coherent optical transmission 
systems. These lasers lase in a single longitudinal mode, but that mode can be tuned to a range of 
frequencies.

Another area not discussed in detail here is amplifiers. Amplifiers are of great interest for 
long-haul communication systems, for example, submarine cable systems. Amplifiers can be laser 
pumped fiber amplifiers17 or laser amplifiers.258–262 A laser amplifier has a structure similar to that of 
a semiconductor laser and has some optical gain, but only enough to amplify an existing signal, not 
enough to lase on its own.

It is hoped that the information presented in this chapter will satisfy readers who are interested 
in the basics of the subject and will give readers interested in greater depth the understanding neces-
sary to probe further in order to satisfy their specific requirements.
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20.1

20

20.1 INTRODUCTION

It is considered an easy task to control waveforms down to a few cycles with electronic circuits, at 
frequencies in the megahertz range. Ultrafast optics has seen the development of the same capabil-
ity at optical frequencies, i.e., in the peta Hertz range. Laser pulses of a few optical cycles (pulse 
duration of a few femtoseconds) are routinely generated, with a suboptical cycle accuracy. The high 
power of these ultrashort bursts of electromagnetic radiation have led to new type of high field 
interactions. Electrons ejected from an atom/molecule by tunnel or multiphoton ionization can be 
recaptured by the next half optical cycle of opposite sign. The interaction of the returning electron 
with the atom/molecule is rich of new physics, including high harmonic generation, generation of 
single attosecond pulses of attosecond pulse trains, scattering of returning electrons by the atom/
molecule, etc. Generation, amplification, control, and manipulation of optical pulses is an impor-
tant starting point for these high field studies.

As compared to fast electronics, ultrafast optical pulses have reached a considerable higher level 
of accuracy. Pulse trains can be generated, of which the spacing between pulses (of the order of 
nanoseconds) is a measurable number of optical cycles (one optical cycle being approximately 2 fs in 
the visible). The frequency spectrum of these pulse trains is a frequency comb, of which each tooth 
can be an absolute standard with a subhertz accuracy. These frequency combs have numerous appli-
cations in metrology and physics—for instance, determining the eventual drift of physical constants, 
or in astronomy, a considerable improvement in the determination of Doppler shifts of various 
sources. In addition to the high level of accuracy and control in time and frequency, the femtosec-
onds sources have a remarkable amplitude stability. This stability is the result of nonlinear intracav-
ity losses being minimum for a particular intensity.

This chapter starts with a detailed description of an optical pulse and an optical pulse train. 
Nonlinear mechanisms are described that can be exploited to control pulse duration, chirp, intensity 
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20.2  SOURCES

of the mode-locked lasers. In particular, a mode-locked laser with two intracavity pulses will be dis-
cussed, and its analogy with a quantum mechanical two-level system.

20.2 DESCRIPTION OF OPTICAL PULSES 
AND PULSE TRAINS

Single Optical Pulse

In this first section we will summarize the essential notations and definitions used throughout the 
chapter. Ideally, a mode-locked laser emits a continuous train of identical ultrashort pulses. To this 
infinite series of identical pulses corresponds, in the frequency domain, a finite (but large) number 
of equally spaced modes, generally referred to as a frequency comb. Inside the laser typically, only one 
pulse circulates. The shape of an intracavity pulse results from a steady-state equilibrium between 
various mechanisms of pulse stretching (saturable gain, dispersion), compression (saturable absorp-
tion, combination of self-phase modulation, and dispersion), amplification, and losses.

The pulse is characterized by measurable quantities which can be directly related to the electric 
field. A complex representation of the field amplitude is particularly convenient in dealing with 
propagation problems of electromagnetic pulses.

The complex spectrum of the pulse �E( )Ω ∗ is defined by taking the complex Fourier transform F
of the real electric field E t t t t( ) ( )cos[ ( )]:= +ε ω ϕ  

  � � �E E t E t e dt E ei t i( ) { ( )} ( ) ( ) ( )Ω ΩΩ Φ Ω= = = =−
−∞

∞

∫F εε ω ε( ) ( )Ω ΔΩ− = �   (1)

In the definition (1), | ( )|�E Ω  denotes the spectral amplitude and Φ Ω( ) is the spectral phase Since 
E(t) is a real function, its Fourier transform is symmetric, and its negative frequency part can be 
considered as redundant information. We will therefore choose to represent the light pulse by either 
the positive frequency function �E E ei( ) ( ) ( )Ω Ω Φ Ω=  (defined as being equal to zero for Ω<0) or its 
complex inverse Fourier transform in the time domain

  � � �E t E e d t e t ei t i t( ) ( ) ( ) ( )= = =
∞

∫
1

2

1

2

1

20π
ε εωΩ ΩΩ ii t t[ ( )]ω ϕ+   (2)

The relation with the real physical measurable field E(t) is

  E t E t t t t( ) ( ) ( )cos[ ( )]= + = +� c.c. ε ω ϕ   (3)

The latter part of Eq. (2) defines a pulse envelope function ε( ),t  a carrier frequency ω  and a phase 
ϕ( ).t  The decomposition is somewhat arbitrary, since the instantaneous frequency is given by

  ω ω ϕ( ) ( )t
dt

t= + 4
  (4)

In general, the carrier frequency w will be chosen such that the average contribution from the phase 
factor ϕ( )t  is zero:

  ϕ
ε ϕ

ε
( )

( ) ( )

( )
t

t t dt

t dt
= =−∞

∞

−∞

∞
∫
∫

2

2
0

	
  (5)

∗Complex quantities related to the field will be represented with a tilde.
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For pulses of a few optical cycles, the variation of the phase factor can often be neglected 
across the pulse, and ϕ ϕ( )t e= is constant. Even for a single pulse, the phase factor ϕe is of prac-
tical significance, when a nonlinear phenomena traces the electric field under the envelope of 
a pulse of only a few cycle duration. If the phase ϕe is zero, the time dependence of the electric 
field is symmetric, with a peak in the center at t = 0, larger than the two opposite maxima at 
t T= ± /2. If the phase ϕ πe = /2, the time dependence of the electric field is antisymmetric, with 
equal opposite extrema at t = ±π /4. These two pulses can give a different response in highly 
nonlinear phenomena. Let us consider for instance the shortest pulse that can be generated at 
800 nm, which has a full width at half maximum (FWHM) of the intensity of 2.5 fs. Its com-
plex electric field envelope can be written as �ε ε ϕ( ) ( )exp[ ( ) ],t t T i e= − +0

22 2/ /  which corresponds 
to the real electric field E t t T t T e( ) exp[ ( ) ]cos[ ( ) ]= − +ε π ϕ0

22 2 2/ /  which is plotted as a solid line 
in Fig. 1 for ϕ πe = / 2 (left) and ϕ πe = / 2 (right). If we consider that this pulse is used to excite 
a seven-photon process (for instance a seven-photon ionization), the driving function for that 
process is the seventh power of the field, which is plotted as a dotted line in Fig. 1. One can 
see that the different values of ϕe  make a significant difference on how the process is driven. 
For ϕe = 0, the excitation is a single spike, as close approximation as practical to a δ-function. 
In the case of ϕ πe = /2 (right), the excitation consists in a succession of positive and negative 
spikes.

Train of Pulses

The “ideal” mode-locked laser emits a train of identical pulses, at equal time interval. The period of 
the pulse train is τRT ,  defined as the separation between two successive envelopes. In the particu-
lar case that the pulse separation is an integer number of optical cycles τ νRT NT N= = /  (T being 
the light period and ν ω π= /( )2  the optical frequency) the successive pulses are identical. This will 
generally not be the case, and there will be a phase shift ϕ ωτ πp RT N= ≠ 2  between successive pulses. 
The complex electric field of the total pulse train �Ept  is

  � � � �E t e t t e tpt
i t

RT
i

RT
p( ) [ ( ) ( ) ( )= + − + −ω ϕε ε τ ε τ2 ee i p2 ϕ + ]�  (6)

0 2–2 4–4

Time (in optical periods)

0 2–2 4–4

Time (in optical periods)

1

0

–1

1

0

–1

FIGURE 1 Comparison of a two-cycle pulse with ϕe = 0 (left) and ϕ πe = /2 
(right). The solid line traces the instantaneous electric field normalized to the peak 
value of its envelope, as a function of time in units of the optical period. The dotted 
lines correspond to the seventh power of the electric field, which would be driving a 
seven photon process.
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20.4  SOURCES

where �ε ε ϕ( ) ( )t t ei e=  is the electric field of one particular pulse. The nth pulse has the phase factor 
exp[ ( )],i ne pϕ ϕ+  different from the previous and next pulse. To the change in phase between suc-
cessive pulses ϕ p , corresponds a frequency:

  f
p

RT
0

1

2
=

π
ϕ
τ

  (7)

This frequency is called the carrier to envelope offset. The carrier to envelope offset is an important 
parameter of pulse trains, where the change in phase from pulse to pulse is a measurable quantity, 
independent of the duration of the individual pulse in the train.

One can “idealize” to the extreme the concept of a pulse train, by considering an infinite train of 
d-functions, equally spaced by the period of the train τRT , as shown in Fig. 2a. The Fourier trans-
form of this ideal pulse train shown in Fig. 2b is an identical picture in the frequency domain: a 
comb of infinite extent (because the pulses were d-function in time), with d-function teeth (because 
of the infinite extent of the train).

Since the comb extends to infinity, there is no particular tooth that can be called an average fre-
quency. Each mode νm of index m carries the same weight, and corresponds in the time domain to 
an infinite sine wave, which is a particular term of a Fourier series representation of d-function. The 
first tooth at frequency ν0 0= f  represents the carrier to envelope offset defined above. The corre-
sponding carrier to envelope phase ϕe  defined previously can be identified in the time domain, even 
with a train of d -functions. The harmonic wave corresponding to the mode ν2 is shown in Fig. 2a,∗ 
and the phase ϕe is identified as the phase at which each d -function crosses the harmonic field. In 
the sketch of Fig. 2a, ϕe = 0 for the first pulse, and ϕ p is then the carrier to envelope phase ϕe of the 
second pulse as indicated in the figure.

A somewhat more mundane train of pulses of finite duration t † is sketched in Fig. 3a. In the 
frequency domain (Fig. 3b), the infinite pulse train is represented by a finite frequency comb. The 

E
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ct
ri

c 
fi

el
d

Time

E
le

ct
ri

c 
fi

el
d

Frequency1/tRT
nav

jc tRT

(a)

(b)

f0 =
jc

2ptRT

FIGURE 2 Idealized infinite train of d-function pulses (a), and 
its Fourier transform (b). In (a), the carrier to envelope phase ϕe of the 
first pulse is assumed to be zero.

∗This harmonic wave sketched is associated with n2 because there are two periods between pulses. In the Fourier spectrum of 
a train of d-functions, any mode nn can be chosen as being the “average frequency”.

†When not otherwise specified, the pulse duration will be the full width at half maximum (FWHM) of the pulse intensity 
profile. 
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envelope of the comb is the Fourier transform of the envelope of a single pulse of the train, thus 
of extension ≈1/τ . The teeth of the frequency comb are no longer d-functions, but sharp peaks of 
width 1/tc, where tc is the coherence time of the pulse train. The carrier to envelope phase ϕ p is 
indicated for a pulse of the time sequence in Fig. 3a. Note that this phase is changing from one pulse 
to the next. The rate of change ϕ πτp RT/( )2  is the frequency f0, which is indicated in the frequency 
picture by the lowest frequency tooth of the extension (dashed lines in Fig. 3b).

The angular frequency wm of the mth mode of the comb is given by

  ω π π
τm

RT

f m= +2
2

0   (8)

In the case of a train of pulses of finite duration, the frequency f0 is no longer a real tooth of the 
comb, but the first mode of an extension of the frequency comb beyond the pulse bandwidth as 
shown by the dotted line in (Fig. 3b).

It can be seen from this definition that f0 is indeed the change of phase per round-trip between 
the envelope and the carrier. By definition of τRT , the pulse envelope peaks exactly at the same 
locations after one round-trip. With respect to this envelope, the shift of phase of the mode m is 
obtained by multiplying Eq. (8) by tRT :

  ω τ π τ πm RT RTf m= +2 20   (9)

which, after substitution of the definition of f0 Eq. (7), is indeed the phase jp defined earlier.

Soliton Solution and Steady-State Pulse Train

As mentioned in the introduction, if a laser is to generate a pulse of well defined duration and 
shape, there has to be compression and broadening mechanisms that balance each other, and lead to 

E
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d

Time

E
le

ct
ri

c 
fi

el
d

Frequency

tRT

t

Δnh = 1/t

f0

Δn = 1/tcoherence

tcoherence

je

1/tRT

FIGURE 3 (a) Train of pulses of finite duration t. The succes-
sive pulse envelope repeats every τRT. Within the coherence time of 
the train Tcoherence , it is the same carrier at the optical frequency that 
is modulated by the successive envelopes. (b) The Fourier transform 
of the pulse train shown in (a).
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a stable pulse. The mechanisms that lead to an emergence of a pulse out of noise in a laser cavity are 
usually dissipative, i.e., the pulse that emerges dissipates a minimum amount of energy by nonlin-
ear loss mechanisms and extracts the maximum amount of gain from the active laser medium. We 
will consider in this section only nondissipative interaction that plays a dominant role for the stable 
formation of the shortest pulses. First we consider the evolution of a single pulse as it propagates 
through a cavity. Next we will study the formation of a pulse train with a similar nondissipative 
model.

Evolution of a Single Pulse in an “Ideal” Cavity When a laser is in continuous operation, the 
cavity gain and losses are in equilibrium. In the case of femtosecond mode-locked lasers, the 
major pulse-shaping mechanism is a combination of self-phase modulation and dispersion at 
each round-trip. The self-phase modulation results from a nonlinear index of refraction n2I 
(I being the intensity in W/cm2, n2 being the nonlinear index in cm2/W of a nonlinear element 
of length � in the cavity). The dispersion k″ results from the frequency dependence of the aver-
age index of refraction naν defined previously, and is characterized by the second derivative of a 
cavity averaged k vector with respect to frequency. In what follows, for simplicity, we will neglect 
higher-order terms in Kerr effect and in dispersion. The evolution of a pulse in the mode-locked 
laser cavity can be considered as a propagation (of a nondiffracting beam) through an infinite 
lossless medium, with a positive Kerr nonlinearity (n2 >0) and a negative dispersion (as can be 
introduced with intracavity prisms1 or chirped mirrors2 in the cavity). The pulse evolution gen-
erally converges toward a steady-state solution, designated as “solitons,” which can be explained 
as follows. The nonlinearity is responsible for spectral broadening and up-chirp. Because of the 
anomalous dispersion, k″ <0, the high-frequency components produced in the trailing part of 
the pulse, travel faster than the low-frequency components of the pulse leading edge. Therefore, 
the tendency of pulse broadening owing to the exclusive action of group velocity dispersion can 
be counterbalanced. To determine the approximate parameters of that solution, let us assume a 
Gaussian pulse ε ε τ( ) exp[ ( / ) ],t t G= −0 0

2  and let us state that the chirp produced in the pulse center 
by the nonlinearity and the dispersion are of equal magnitude (but of opposite sign). Under this 
equilibrium condition the pulse circulates in the cavity without developing a frequency modula-
tion and spectral broadening. The effect of group velocity dispersion is to create a pulse broad-
ening and a down-chirp (in a medium of negative dispersion). The change (per round-trip) of 
the second derivative of the phase versus time, at the center of the pulse, is given, in a first-order 
approximation, by Ref. 3:

  Δ ∂
∂

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
=

′′

=

2

2
0 0

4

4ϕ
τ

( )

( )

t

t

k
P

t G

aν   (10)

where ′′ =k d k da a /ν ν
2 2Ω  is the second-order dispersion averaged over the cavity of perimeter P, which 

is < 0 for an optical element with negative dispersion. Assuming that the cavity contains an element 
with a nonlinear index n = n0 + n2I of length �Kerr, the phase induced by self-phase modulation, near 
the center of the Gaussian pulse, is

  Δϕ
π
λ

π
( ) ( )t k

n
I

n I
NL t= − ⋅ = ≈=
 




Kerr Kerr

Ke
0

2 2 02 4 rrr

λ τ
t

G0
2

  (11)

where we have used a quadratic approximation for the Gaussian near t = 0. Taking the second deriv-
ative yields the chirp induced by phase modulation at the pulse center:

  Δ ∂
∂

⎛
⎝⎜

⎞
⎠⎟
≈

2

2
2 0

0
2

8ϕ π
λτ

( )t

t

n I

G


Kerr   (12)
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The peak intensity of the pulse (at t = 0) is I0 0
2

02= =ε η η μ/ /; ε  being the characteristic impedance 
of the medium. Expressing that the chirps induced by phase modulation [Eq. (12)] and dispersion 
[Eq. (10)] should cancel each other leads to

  I
k

n

P
G0 0
2

22
τ

λ
π

= −
′′a

Kerr

ν



  (13)

This expression leads to a value for the pulse duration given by

  τ
λ
πG

k

n I

P
0

2

2 02
=

′′a

Kerr

ν



  (14)

In a Ti:sapphire laser, n2 =10.5 ⋅ 1016 cm2/W; the crystal length is typically � = 4 mm, and a well-
designed laser can produce a train of 10 fs pulses with an intracavity average power of the order 
of 10 W. These numbers can be used in Eq. (14) to determine the negative cavity dispersion ′′kaν 
required for stable laser operation.

How Unequally Spaced Modes Lead to a Perfect Frequency Comb The physical reason for a non-
zero carrier to envelope offset f0 is the dispersion of the laser cavity in which a pulse is circulating. 
The components of the laser cavity impose different group velocities on the pulse. We can define an 
average group velocity ng = P/tRT of the pulse envelope, where P represents twice the length of a lin-
ear cavity, or the perimeter of a ring cavity. That group velocity is different from the phase velocity 
c n/ aν (naν being the linear index of refraction averaged over the laser components). The two quanti-
ties are related by

  
1

ν
ω

ωg

n

c c

dn

d
= +a aν ν

Ω
  (15)

Note that these quantities naν and ng are function of the spectral frequency of the pulse. The 
“ideal mode-locked laser” considered in this section already poses a conceptual dilemma. Mode-
locking is generally described as putting the modes of a laser cavity in phase. If the cavity has dis-
persion, we have seen that the mode-comb issued from the laser does not start at zero frequency 
but with a frequency offset f0. Keeping in mind that a cavity with dispersion has unequally spaced 
modes, is contradictory to the fact that the frequency comb has rigourously equally spaced teeth.∗ 
To resolve this apparent contradiction, we will look at the pulse train formation, and discuss how an 
initially irregular set of modes can lead to a perfect frequency comb.

As shown above, a minimum negative cavity dispersion ′′kaν is required for stable mode-locked 
operation. Such a cavity dispersion implies that the index of refraction naν is frequency (wavelength) 
dependent, hence the spacing of the cavity modes c n P/ a[ ( ) ]ν Ω  varies across the pulse spectrum.

The laser is modeled by a circulating pulse, which enters a Kerr medium of thickness �, resulting 
in phase modulation at each passage, and a medium that represents the linear dispersive proper-
ties of the cavity. We will assume that the balance of gain and losses maintains a constant Gaussian 
shape for the envelope of the circulating pulse. At each passage through the cavity, the phase of the 
pulse is modified in the time domain through the Kerr effect, and in the frequency domain through 
dispersion. We consider first the modulation in the time domain:

  ϕ
π

λ
τ( ) ( / )t k

n
I eNL

t G= − = − −




Kerr
Kerr2 2

0
2 2

  (16)

∗A fact that has been verified experimentally with millihertz accuracy.4
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where tG is the 1/e half-width of the pulse electric field envelope (the FWHM of the intensity is tp =  

τG2 2ln ). Ignoring at this point the influence of dispersion (which will be introduced after Fourier 
transformation into the frequency domain), the pulse train issued from the laser can be represented by

  ε τ ϕ τ ω( ) ( )t e eq
iq t

q

i tq− −

=

∞

∑
0

  (17)

where tq is the time of arrival of the center of gravity of the successive pulses. At this point tq is not 
set to any value. It is assumed here that at t = 0, the first pulse is unmodulated. Using a parabolic 
approximation for the Gaussian intensity profile, the time-dependent phase is

  ϕ τ
π

λ
τ

τ
τ

τ
( )t

n I t
a

t
q

q

G

q

G

− ≈
−⎛

⎝
⎜

⎞

⎠
⎟ =

−⎛

⎝

4 2 0

2

Kerr ⎜⎜

⎞

⎠
⎟

2

  (18)

The Fourier transform of the pulse train given by Eq. (17) is

  ε τ τ( )ΔΩ ΔΩ ΔΩe ei iq

q

q k
2 2

0=

∞

∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (19)

where
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  (20)

The width of the Gaussian pulse spectrum, broadened by the Kerr effect, is the inverse of the 
characteristic time tk. Let us now take dispersion into account. The operation representing the dis-
persion of the cavity is a product of the spectral field by exp[ ( ) ],−ik Paν ΔΩ  where −k Paν( )ΔΩ ∗ is the 
phase change per round-trip. The combined Kerr effect and dispersion, in the frequency domain, 
leads to the output spectral field:

  ε ε τ τ
out

a( ) ( ) ( )ΔΩ ΔΩ ΔΩ ΔΩ ΔΩ= −

=
e e ei iq iqk P

q

q k
2 2

ν

00

∞

∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (21)

Expanding the wave vector kaν (ΔΩ) in series, to second order:

  

k P k P k P k P

k

a a a a

a

ν ν ν ν

ν

( ) ( )

(

ΔΩ ΔΩ ΔΩ ΔΩ= = + ′ + ′′

=

0
2

2

ΔΔΩ ΔΩ ΔΩ= + +
′′

0
2

2)P
k P

RTτ aν   (22)

∗In the argument of kaν , the light frequency w is taken as origin (ΔΩ = 0) of the frequency scale.
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where the derivatives ′kaν  and ′′kaν  are calculated at the light frequency ω( ).ΔΩ= 0  Note that 
′ = =k Pg RTa / /ν 1 ν τ  [cf. Eq. (15)] are material properties independent of the index q, as is the cavity 

perimeter P. The modes of the cavity are not equally spaced. The parameter k″ characterizes the 
departure from equal spacing. Substituting (22) in Eq. (21),

  ε ε τ ττ

out
a( ) ( ) ( ) (ΔΩ ΔΩ ΔΩ ΔΩ= − − ′′e ei q iq kq RT k

2 2
νPP

q

/2

0

)

=

∞

∑
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (23)

The conditions

  τk

k P
2

2
= −

′′aν   (24)

  τ τq RTq= +( )1   (25)

leads to modes that are exactly equally spaced. The inverse Fourier transform of the frequency comb 
becomes then

  �ε ε ε τ ε τout
a( ) ( ) ( ) ( )t t t e t eRT

ik P
RT= + − + −− −ν0 2 2kk Paν0 +�   (26)

This last equation corresponds indeed to the description of the ideal frequency comb, with equally 
spaced pulses in time and frequency, and a carrier to envelope phase shift of ϕ p k P= − aν0 . In the case 
of small Kerr modulation, a <<1, it can easily be verified that the condition in Eq. (24) is identical to 
the soliton Eq. (14). Indeed, substituting

  τ
τ π τ

λk
G Ga

a

n I k P
2

2

2
2 0

2

4 1

4

4 2
=

+
≈ =

′′
( )


Kerr aν   (27)

which is indeed equivalent to Eq. (14). One can thus conclude that the mechanism that leads to an 
equal spacing for the teeth of the frequency comb emitted by the laser is the same Kerr effect respon-
sible for creating maximum intracavity pulse compression.

20.3 PULSE EVOLUTION TOWARD STEADY STATE

A Simple Model

In the previous section we have considered the dispersive mechanisms that ultimately give the 
final shape in amplitude and phase to the steady-state pulse. This mechanism dominates in the sub-
picosecond regime, where dissipative mechanism have reached equilibrium. Other elements play 
a decisive role in initiating the mode-locking, which are usually referred to as the passive mode-
locking elements. The latter can most often be represented by intensity-dependent intracavity loss. 
Larger losses at low intensity imply that the laser has less gain—and may be below threshold—for 
low-intensity continuous wave (cw) radiation than for pulses with higher peak intensity. This leads 
to the emergence of a pulse out of the amplified spontaneous emission noise of the laser. Rather 
than concentrating on the primary process of formation of a precursor of a pulse from random 
noise, let us follow the evolution of the pulse from its birth from noise until it has blossomed into 
a fully shaped stable laser pulse. In this intermediate stage of the evolution toward steady state, the 
main shaping elements are dissipative, as opposed to the purely dispersive interaction considered in 
the previous section. We will look for simple evolution equations for the pulse energy W I t dt= −∞

∞
∫ ( ) , 

with I(t) being the pulse intensity. The element responsible for saturable losses (gain) should have 

20_Bass_v2ch20_p001-030.indd 20.9 8/21/09 3:55:45 PM
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typically a linear loss (gain) factor at low energies, and a constant loss (gain) at higher energies. We thus 
have, at low energies: dW dz W/ = ∓α . At large energies W W dW dz Ws s� ∓: / =  where Ws is the satura-
tion energy for the chosen geometry. The simplest differential equation to combine these two limits is

  
dW

dz
W eg

W W= −⎡
⎣

⎤
⎦α sg

/ sg1   (28)

Equation (28) is written for a medium with a linear gain ag and a saturation energy Wsg. It can 
be integrated to yield the energy W2 at the end of the amplifier of thickness dg, as a function of the 
input energy W1:

  W G W W W W e eg gd W W
2 2 1 1 1 1 1= = − −{ }( , ) ln ( )sg

/ sgα   (29)

A similar equation applies to the saturable absorber, with a negative absorption coefficient –aa
and a smaller saturation energy Wsa:

  W A W W W W e ea ad W W
2 2 1 1 1 1 1= = − −{ }( , ) ln ( )sa

/ saα   (30)

The dominant linear loss element is the output coupler, with (intensity) reflectivity r. The trans-
fer function for that element is simply

  W L W W W rW2 2 1 1 1= =( , )   (31)

and the energy of the output pulse is ( ) .1 1− r W  The evolution of the pulse energy in a single round-
trip can be simply calculated from the product of all three transfer functions given by Eqs. (29), 
(30), and (31). For instance, if we consider a ring laser with the sequence: mirror, gain, and absorber, 
the pulse energy W4 after the absorber is given by the product A W W G W W L W W( , ) ( , ) ( , ).4 3 3 2 2 1  One 
can also express the relation between the energy W4 and the pulse energy W1 before the output mir-
ror by the algebraic relation:

  1 1 1 14 1+ − = + −{ }a e g e
W W rW W

W W
[ ] [ ]

/ /
/

sa sg
sg sa   (32)

where a da a= −exp{ }α  is the linear small-signal attenuation of the passive element and g dg g= exp{ }α  
is the linear small-signal amplification.

High-Gain Oscillators

Unlike laser amplifiers, where it is desirable to use a gain medium with as high a saturation energy 
density as possible, mode-locked oscillators will often use high-gain laser media. These are opposite 
requirements: the larger the amplification cross section σ g ,  the larger the gain α σg gN= Δ , and the 
smaller the saturation energy density Ws g=�ω σ/( ).2  Both numbers a and g can be large, and the 
reflectivity of the output coupler r can be even lower than 50 percent. Examples are dye lasers, semi-
conductor lasers with tapered amplifiers, and to a smaller extend the T:sapphire laser. As a result, the 
order of the elements matters in the design of the laser, and in its performances. To illustrate this 
point, let us assume that the passive element is totally saturated in normal operation. In full satura-
tion, the input energy W(0) is related to the output energy W(d) by

  W d W d Wa a( ) ( )= −0 α sa   (33)
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Given an initial energy W1, the energy W4 for a single passage through three different sequences 
of the same elements is given below. For the sequence mirror-absorber-gain

  e g eW W rW d W Wa a4 11 1/ /sg sa sg= − −⎡
⎣

⎤
⎦

−( )α   (34)

For the sequence absorber-mirror-gain

  e g eW W r W d W Wa a4 11 1/ /sg sa sg= − −⎡
⎣

⎤
⎦

−( )α   (35)

For the sequence absorber-gain-mirror

  e g e
W W W d W W

r
a a4 11 1

1/ /
/

sg sa sg= − −⎡⎣ ⎤⎦{ }−( )α   (36)

Let us take a numerical example for a high-gain system such as the flash-lamp pumped Nd:
glass laser, with W W d da a g gsa sg/ = = =0 1 1 1 5. , , .α α  and output coupling of r = 0 5. . For an initial 
energy W W1 0 5/ sg = . , we find for the sequence absorber-mirror-gain W W4 0 689/ sg = . , and for the 
sequence absorber-gain-mirror W W4 0 582/ sg = . . The order of the elements, the relative saturation 
of the gain to that of the passive element, as well as the output coupling influence the stability and 
output power of the laser, as shown in Ref. 5. The evolution of the pulse in the cavity can be cal-
culated by repeated applications of products of operations such as A W W G W W L W W( , ) ( , ) ( , )4 3 3 2 2 1  
for the sequence (passive element, gain, output coupler), starting from a minimum value of W1 
above threshold for pulsed operation, and recycling at each step the value of W4 as the new input 
energy W1. Figure 4 shows the growth of intracavity pulse energy as a function of the round-trip 
index j, for different orders of the elements. The initial pulse energy is 1 percent of the saturation 
energy Wsg in the gain medium. The saturation energy and optical thickness of the absorbing 
medium are, respectively, W Wsa sg= 0 8.  and αa ad =1 2. . The linear gain is α g gd =1 5.  and the output 
coupling r = 0 8. . 
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FIGURE 4 Intracavity pulse energy versus round-trip index j. 
The solid, dashed, and dotted lines correspond to the sequence 
m(irror)–a(bsorber)–g(ain), a–g–m and a–m–g, respectively.
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The main point of this exercise is that the order of the elements is important, a fact confirmed 
by measurement on moderate-gain lasers such as Ti:Al2O3. Such dependence on the order of the ele-
ments indicates that analytical theories based on the approximation of infinitesimal change per ele-
ment and per cavity round-trip are not quite adequate. Numerical codes have been developed that 
attempt to include all physical phenomena affecting pulse shape and duration. Unfortunately, the 
shear number of these mechanisms makes it difficult to reach a physical understanding of the pulse-
generation process, or even identify the essential parameters. Therefore, the most popular approach 
is to construct a simplified analytical model on a selected mechanism.

20.4 COUPLING CIRCULATING PULSES 
INSIDE A CAVITY

Pulse Train Interferometry

A pulse train combines the temporal resolution of a single pulse, and the spectral resolution of a cw 
beam. It is therefore not surprising that new interferometric technique can be developed exploiting 
these properties.

Because the ratio of pulse duration to the period of the train is generally less than 1:105, inter-
ferences of pulse trains of different repetition rates will not be considered here. We will instead 
focus on a situation where two pulse trains of identical repetition rate, but different carrier to 
envelope phase, are made to interfere. It will be shown in the next section how pulse trains of 
identical repetition rate are generated. The experimental arrangement for pulse train interferom-
etry is depicted in Fig. 5. The two pulse trains are combined by a beam splitter, and their relative 
delay adjusted in an optical delay line, in order to have superposition of the pulse envelopes on the 
detector. If the carrier to envelope phase is identical for both pulse trains, the detector will simply 
register a constant signal, with an amplitude dependent on the relative phase of the two trains at the 
detector.

If instead the two pulse trains have a different carrier to envelope phase, successive pulses will 
interfere differently. The envelope of the interfering pulse trains, as seen by the detector, will be 
modulated at the frequency f f01 02− ,  where f01 and f02 are the carrier to envelope offsets of either 
pulse trains.

fs pulses

A

B

D

Beat 
note

Time

FIGURE 5 Interference of two pulse trains of the same repetition rate. An optical delay line is required to 
ensure temporal overlap of the pulses in either train.
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Interwoven Pulse Trains Generated 
by Two Intracavity Pulses

We have seen the interference of pulse trains. These can be generated by a laser cavity. Inside 
the laser, there are then two or more pulses circulating in the cavity. The interactions of these 
two pulses will determine the relative properties of the pulse trains. The common picture of 
the mode locked laser is that of a resonator cavity with gain in which a single pulse circulates. 
It is interesting to consider, both from the point of view of fundamental understanding of the 
laser operation and applications to sensors, the situation where several pulses circulate in the 
cavity. Mode-locking with multiple pulses/round-trip is sometimes referred to as “harmonic 
mode-locking” 6–10. Techniques of harmonic mode-locking have been developed for telecom-
munications, where a pulse rate of over a GHz is desirable. The fundamental clock remains the 
round-trip time, which may typically be of the order of 100 MHz. If there are m pulses in the 
cavity, there will be m values of interpulse delay, which, in the frequency domain, will mean 
some splitting of the modes, which, is small, may be seen as a slight broadening of the tooth of 
the comb.

In the following we will consider only the case of two pulses circulating in the cavity, separated 
exactly by half the cavity round-tip time. Such a situation is encountered in bidirectional ring lasers, 
but also in linear cavities. Of particular interest is to determine the type of coupling that may or may 
not exist between the two pulses, and the resulting correlation between the two pulse trains. As will 
be the case in most sensor applications,11 we will assume in the following that the two pulses experi-
ence a relative shift in phase δ  at each round-trip.

Locking Two Pulse Trains by Backscattering

Whether in a ring or linear laser, the two circulating pulses will meet at two points of the cavity. 
Unless the meeting point is in vacuum, there will be some coupling introduced by the medium in 
which the pulses meet. The most common case is that of a medium with random scattering. Using 
the plane wave description of Eq. (2), the backscattering component �r rij ij= exp( )θ  of scattering will 
couple the pulse with field envelope �ε j into the pulse with field envelope �εi : 

  

∂
∂

∂
∂

�
� � �

�
�

ε δ
τ

ε
τ

ε

ε
τ

1
1 12 2

2
21

2

1

1

t
i r

t
r

RT RT

RT

= +

= �� �ε δ
τ

ε1 22
− i

RT

  (37)

Of particular interest here is the impact of the coupling on the phase of the two fields, since the 
balance of saturable gain and losses will in general restore a steady-state value of the pulses energy. 
Expressing the fields in terms of amplitude and phase as in Eq. (2) in the system of Eqs. (37), and 
taking the difference of the imaginary parts, yields:

  
∂

∂
∂
∂

( )
[ sin( )

ϕ ϕ ψ δ
τ ε ε τ

ε θ ψ2 1

1 2
1
2

21

−
= = + −

t t

r

RT RT

−− +ε θ ψ2
2

12sin( )]   (38)

In the absence of coupling ( ),r = 0  the carrier frequency of the two pulses would differ by 	ψ δ τ= / RT , 
a frequency difference that can easily be detected by beating the two output pulse trains of the laser 
(corresponding to either pulse in the cavity) against each other on a detector.
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Distributed Backscattering In presence of a sufficient coupling r ≠ 0, there is generally a solution 
∂ ∂ψ / t  to Eq. (38), such that the two circulating pulses are identical, only differing by a phase factor. 
If we take for instance the particular case of θ θ12 21 0= = , the constant phase difference is ψ 0 given by

  sinψ
ε ε

ε ε
δ

0
1 2

1
2

2
2

2

2
=

+ r
  (39)

Any backscattering such that

  r ≥
+

δε ε
ε ε

1 2

1
2

2
2

  (40)

will lock the carrier frequency of the two waves to each other. This implies that the mode frequen-
cies, the repetition rates, and the CEO of the two pulse trains are identical.

Interface Coupling A reciprocal backscattering, where θ θ12 21=  is the norm when dealing with dis-

tributed scattering of a solid, liquid, or gaseous medium.12,13 The situation is different however in a 
short pulse laser, where the meeting points of the two pulses are localized rather than being distrib-
uted over the whole length of the laser resonator. In the case of the mode-locked laser, the backscat-
tering can be due to an interface, in which case � � �r r r21 12= − = −∗ ∗ ; and θ θ π θ π21 12= + = + . This type of 
coupling does not prevent lock-in, since Eq. (38) becomes
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1
2

2
2[ ]sin( )   (41)

which, for sufficient large r, still has a lock-in solution ψ 0 for which ∂ ∂ψ / t = 0.  

Phase Conjugated Coupling Not all couplings lead to identical mode frequencies of the two output 
pulse trains of the laser. In a phase conjugated coupling, a fraction rc of the complex conjugate of 
one field is coupled into the other field. Such a phase conjugated coupling14 does preserve the phase 
identity of each intracavity pulse. The coupled equations for the two pulses are then
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 (42)

Subtracting the imaginary parts of this equation:

  
∂
∂
ψ δ

τt RT

=   (43)

and there is no “lock-in” possible with this type of coupling.

Repetition Rate Coupling It has been observed that the repetition rate in both directions can be 
locked by a saturable absorber. The mechanism by which the average group velocity of the two 
pulses are locked to each other is described below. This mechanism leaves the carrier frequencies of 
the two pulses uncoupled.
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To appreciate this envelope coupling, let us consider a saturable absorber of smaller longitudinal 
dimensions than the optical pulse, as sketched in Fig. 6. In the figure, the meeting point of the two 
pulses is on the left of the saturable absorber. Therefore, the pulse A entering from the left enters first 
the absorber, and its leading edge is attenuated. The absorption is saturated when the two pulses meet 
in the absorber. The pulse B coming from the left is still partly in the absorber when pulse A has left 
the absorber. Therefore, its tail will be more absorbed. The net effect is a shift of the center of gravity of 
both pulses, such that at the next round-trip they will meet closer to the middle of the absorber.

20.5 DESIGNS OF CAVITIES WITH TWO 
CIRCULATING PULSES

The properties of interwoven intracavity pulses have been discussed in the preceding sections. A few 
examples of laser cavity designs where two pulses are circulating independently are presented next.

Ring Dye Laser

In a bidirectional ring laser, two pulses circulate in opposite direction. The first realization was a dye 
laser,15,16 in which the gain is provided by a jet of Rhodamine 6G in ethylene glycol (pumped by an 
argon ion laser). A saturable absorber jet of DODCI∗ has three functions: (i) to mode-lock the laser, 

z
t1

t2

t3

t4

t5

AB

FIGURE 6 Representation of the intracavity pulses entering a satu-
rable absorber. The pulses are plotted as a function of space (z) at succes-
sive times. The saturable absorber is initially at the left of the pulse crossing 
point. Because of mutual saturation, there is only significant absorption 
when only one of the pulses is present in the absorber. Therefore, the lead-
ing edge of pulse A is attenuated more, resulting in an apparent slowing 
down of the pulse. Similarly, the trailing edge of pulse B is absorbed more, 
resulting in an apparent acceleration of that pulse. The effect of the absorp-
tion combined with mutual saturation is to “pull” the pulse crossing point 
toward the center of the absorber.

∗Di-oxa-di-carbo-cyanide-iodide.
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(ii) to ensure bidirectional operation of the laser, and (iii) to define and maintain the pulse crossing 
point of the envelopes. Bidirectional operation is favored over unidirectional operation because, for 
the same pulse energy and duration, a single pulse will suffer more intracavity losses than two pulses 
creating a standing wave by crossing in the absorber.3 The pulse crossing point is set and maintained 
by the mechanism just described in Section “Locking Two Pulse Trains by Backscattering”. The satu-
rable absorber has to be located approximately 1/4 cavity perimeter (P/4) away from the gain jet, in 
order for each counter-circulating pulse to enter the gain medium at equal time interval (P/2c). The 
phase difference per round-trip between the clockwise (CW) and counter-clockwise (CCW) pulses 
is measured by combining the CW and CCW pulses on a detector.

Ti:Sapphire Ring Laser with Saturable Absorber

A similar cavity configuration has been used with a Ti:sapphire laser as a gain medium, and a satu-
rable absorber jet of HITCI∗ for repetition rate synchronization between the two counter-circulating 
pulses. A sketch of such a cavity is shown in Fig. 7.

The nonlinear index of the gain medium results in a lensing effect, which can be approximated 
by a positive lens colocated with the gain medium. In mode-locked operation, Kerr lensing induces 
a positive lens at the location of the gain medium, which modifies the beam size distribution. For 
the empty cavity, the beam size versus position is represented by the solid line in the graph of 
Fig. 8. The beams size distribution modified by the self-lensing in the gain rod is indicated by the 
dotted line in the figure. An aperture located at the position A1 will favor mode-locked operation, 
since the losses will decrease with intensity. An aperture located at A2 will create increasing losses 
with intensity. This negative feedback stabilizes the mode-locked laser operation. Kerr lensing, 
which could be considered as an instantaneous saturable absorption,3 is the technique commonly 
used to generate the shortest pulses with Ti:sapphire lasers. It is however not a preferred technique 
for achieving stable bidirectional operation, when, as is typically the case, the active element for Kerr 
lensing is the gain medium. There is a competition in the gain medium between mutual Kerr lens-
ing, favoring bidirectional operation (with the pulses crossing in the gain medium) and mutual gain 
saturation favoring unidirectional operation, with the latter generally dominating. An experimental 
study of a Kerr-lens mode-locked Ti:sapphire laser18 showed unidirectional operation, switching 
direction periodically (approximately every 0.1 second). The operation became bidirectional after 
insertion of a dilute saturable absorber jet inside the cavity.18

Absorber

A1

A2

Pump

Gain

FIGURE 7 Ti:sapphire mode-locked ring laser mode-
locked with a saturable absorber jet. Four prisms are used 
for the control of cavity dispersion.17

∗Hexa-methyl-indo-carbo-cyanide-iodide.
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The use of a liquid saturable absorber flowing at high velocity (several meters per second) 
through a narrow nozzle (typically 100 μm thick and 5 mm wide) is essential to ensure the absence 
of phase coupling between the two pulses. If the saturable absorber were a nonmoving solid, the 
coupling by scattering would result in a mutual locking of the carrier frequency of the two pulses, as 
discussed in section “Locking Two Pulse Trains by Backscattering.” In the case of the moving fluid of 
the absorbing dye jet, θ12 and θ21 are both random functions of time, varying much faster than ψ .  
Over the time scale that the variation of ψ  is negligible, the last terms of Eq. (38) average to zero. 
Therefore, the dead band has been eliminated, as has been verified experimentally.19

Ring Laser with Additional Kerr Crystal

Another technique to achieve bidirectional operation for a Kerr-lens mode-locked laser20,21 is to 
insert a nonlinear crystal (for which the nonlinear phase shift is larger than that produced in the gain 
medium) 1/4 cavity perimeter away from the gain medium. The laser cavity is sketched in Fig. 9.
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FIGURE 8 Calculation of the cavity mode as a function of 
position along the cavity, for the empty cavity (solid line) and 
the cavity modified by nonlinear lensing at the position of the 
gain medium (dotted line).

FIGURE 9 Ring laser mode-locked with a nonlinear crystal (ZnS).
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The modification to the nonlinear index of refraction due to two counter-propagating fields of 
direction i and j is

 n n I Ii
i j2 2 2= +( )   (44)

The factor 2 on the right hand side of Eq. (44) reflects the well-known act that cross-phase modula-
tion is twice as effective as self-phase modulation for the same intensity.22 Assuming equal intensity 
in the counter-propagating fields and similar waists for single pulse operation versus bidirectional 
operation yields the following approximate relationship for the nonlinear index of refraction in the 
ZnS crystal for single pulse (unidirectional) versus double pulse (bidirectional) operation:
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⎦
⎥  (45)

Because the overlap region of the pulse envelopes is approximately the pulsewidth/c, the mutual 
Kerr-lens will dominate only if the length of the Kerr medium is not much longer than the pulse-
width. Depending on the pulsewidth and crystal thickness, there may be enough nonlinearity to 
distinguish between single-pulse operation and bidirectional operation. To enhance the mutual 
Kerr effect, a crystal of ZnS was chosen, because its nonlinear index is 50 times larger than that of 
Ti:sapphire.21 Pulses as short as 60 fs were generated, meeting in the ZnS crystal used as a nonlinear 
element. Because the two countercirculating pulses have different intensities, a differential phase 
shift between the two directions results in a difference of cavity modes of 60 kHz. In addition to the 
relative shift of the modes, this laser system has the additional complexity that the center of spectral 
envelope of either countercirculating pulse is shifted by 2 nm.

Imperfection in the ZnS crystal used as nonlinear element resulted in coupling of the beams by 
scattering. The amount of coupling can be measured through the spectrum of the beat note of the 
two pulse trains. Such a spectrum shows for instance a fundamental at 60 kHz and harmonics at 
120 kHz and 180 kHz. Such a spectrum can lead to the lock-in frequency between the two beams,23 
which in the case of the experiment cited is 1.8 kHz.21

Linear Lasers

Considering the ring laser sketched on the top of Fig. 7, it is possible to visualize stretching the cavity 
by the two mirrors at the extreme left and right, while keeping the perimeter constant. The limit of 
the stretched out ring is a linear cavity in which two pulses circulate.

As an example, let us consider a linear cavity used to measure with high accuracy the electro-
optic coefficient.24 The laser cavity is similar to the typical linear cavity mode-locked Ti:sapphire 
laser, but with a saturable absorber (a jet of HITCI dye dissolved in ethylene gylcol) placed in the 
center of the cavity, as sketched in Fig. 10. As in the case of the ring laser discussed above, Kerr-
lens mode-locking does not appear to be possible with double pulse operation. Instead, a saturable 
absorber is positioned in the middle of the cavity by translating one of the end mirrors. The dis-
tance that the end mirror can be translated while maintaining double pulses is about 2 cm, in excess 
of the pulse length of approximately 0.6 mm (2-ps pulses). The 2-cm distance is a 120-ps delay and 
corresponds to the lifetime of the dye. The dye concentration is not a critical parameter and can be 
varied over a broad range without affecting the performance of the laser. The 140-MHz output from 
one end of the laser, detected on a fast photodiode, is filtered, its frequency divided by 2 in an ECL 
logic. The resulting 70-MHz signal is which yielded a 70-MHz sinusoidal signal. Finally the signal is 
amplified again and applied to synchronize the measurement to be performed. In the case of mea-
surement of an electro-optic coefficient, the 70-MHz signal is applied directly to electrode on the 
crystal to be measured, in parallel with a 50-ohm terminator.24

Whether to use a ring or linear cavity depends on the quantity to be measured. The ring laser is 
sensitive to rotation, and to fresnel drag in one of its arms.25 Without any rotation or modulation a 
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mode-locked ring laser normally has a beat frequency offset of at least 100 Hz and often as high as 
100 kHz.26 This is a result of the asymmetry in the CW and CCW pulse. Because of the nonlinear 
intracavity elements, the order in which the pulse encounters the optical elements will affect the 
pulsewidth and pulse amplitude.3,27,28 Any variation in pulse amplitude or pulsewidth will be seen as 
a beat signal. Since the pulses in a linear cavity travel through the same optical elements in the same 
order, there is no asymmetry. Therefore, one advantage of a linear cavity versus a ring geometry is 
the improvement in the frequency offset.

As the electronic delay of the signal applied to the sample is varied, the beat note shows a sinusoi-
dal dependence, as shown in Fig. 11, which is a plot of the beat frequency versus the delay. The opti-
mum timing occurs when one pulse sees a voltage on the sample of +V0 and the second pulse sees 

a voltage of −V0 at the sample. The line plotted in Fig. 11 is not a fit, but a plot of V c
L0

2
2 0sin ,π τ φ−( )  

where the fixed phase φ0 was the only free parameter.

Delay

D

Phase measure

a

D1

÷2A Phase adjust

Gain

T

HITCI jet

FIGURE 10 Linear laser mode-locked with a saturable absorber to produce two pulses/cavity 
round-trip. The end mirror on the left is on a translation stage T, in order to set the position of the satu-
rable absorber in the middle of the cavity. The saturable absorber is a jet of HITCI dissolved in ethylene 
glycol, between two focusing elements. The output pulse train, recorded on a photodiode, reduced to half 
frequency, is used to synchronize a phase measurement. Each of the two intracavity pulses experience a 
different phase shift per round-trip, hence a different carrier frequency. The two intracavity pulses are 
extracted from the cavity with a beam splitter, and recombined after an appropriate optical delay. The two 
interfering pulse trains show a beat signal on the detector D.
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FIGURE 11 Delay dependence of the beat note frequency.
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Optical Parametric Oscillators

The coupling between oppositely circulating beams in a ring laser is eliminated if a laser operates 
with ultrashort pulses∗ circulating in opposite direction and crossing in a nonscattering medium 
such as vacuum or air. It is however quite a challenge to find means to couple the pulse envelopes, 
without introducing any phase coupling. One solution described in the previous sections is to cou-
ple the pulses in amplitude in a medium that moves transversally to the beam, such as a jet of liquid 
saturable absorber. Another solution is the synchronously pumped optical parametric oscillator 
(OPO), which offers the possibility to decouple relative phase and repetition rates of the oscillating 
signals, without the need for any moving element.

A simple configuration is that of an OPO-pumped extracavity by a Ti:sapphire mode-locked 
laser, as sketched in Fig. 12. The position of the crossing point of the two circulating pulses in the 
OPO is simply determined by the timing of the pump pulses, rather than by a saturable absorber19 
or a nonlinear crystal.21 The mode frequencies are still set by the cavity. Another advantage over 
other systems is the tunability, which is important for applications such as detecting ultra low mag-
netic fields, where the laser radiation has to be tuned to a narrow atomic transition.

∗Pulse duration t in the range from femtoseconds to a few picoseconds, pulse length Ct much shorter than any linear dimen-
sion in the cavity.

D
OPO cavity

l/2

Faraday rotator

Beam 
expander

Slow

Ti:sapphire

Servo 
control

Fast

BS
M1

M3M2

FIGURE 12 Illustration of the OPO cavity pumped by the Ti:sapphire laser. The 
reflected and transmitted parts of the beam splitter BS are focused into the periodi-
cally poled lithium niobate crystal via the two branches of an antiresonant ring. The 
beams should destructively interfere at the antiresonant ring output, which is moni-
tored with a CCD. Since all the radiation is, in exact alignment, reflected back into the 
laser, a two-stage optical isolator is required to prevent disruption of the mode-locked 
operation. The nonlinear crystal is a 0.8-mm-long periodically poled lithium niobate 
(PPLN) crystal with a period of 19.75 μm, temperature stabilized at 353 K to prevent 
photorefractive damage and achieve quasi-phase-matching condition for generation 
of a signal of 1.35 μm with an average power of 30 mW per direction. The difference 
between the two optical paths from the beam splitter to the crystal determines the 
crossing point of the signal pulses in the OPO cavity. The two output pulses are made 
to interfere on a detector D after an optical delay line brings them in coincidence. A 
four-prism sequence sends the pulse spectrum onto a pair of detectors. The difference 
between the two detected signals is amplified and applied to a piezo to stabilize the 
cavity length.
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A periodically poled LiNbO3 crystal (PPLN) is excited by a “pump pulse” at an optical frequency 
ω p to provide gain at a “signal” frequency ωs through the process ω ω ωp s i= +  where ωi is the “idler.” 

The OPO is an oscillator which uses the gated gain at ωs . Therefore, as opposed to a conventional 
gain medium, in an OPO, the timing, direction, and position of the gain are determined by the 
time of arrival, k vector and focal spot location of the pump pulse in the parametric crystal. A Ti:
sapphire laser provides a train of gating pump pulses of 200-fs duration at 789 nm, 143-MHz rep-
etition rate, and 400-mW average power. The cavity of the pump laser is in a ring configuration, and 
operates unidirectionally. Such a configuration is less sensitive to feedback than a linear cavity. A 
double stage Faraday isolator (providing −60-db isolation) is still required to prevent the feedback 
from the OPO antiresonant ring pumping arrangement (Fig. 12)29,30 from destroying the mode-
locked operation. The sensitivity of the OPO wavelength to cavity mismatch can be exploited to sta-
bilize the synchronously pumped OPO. Indeed, since the repetition rate of the OPO is fixed by the 
pump laser, the signal wavelength will adjust to a value for which the round-trip rate matches the 
pump rate.31,32 As a result, any fluctuation of OPO cavity length relative to that of the pump cavity 
will be translated into a change in wavelength of the OPO laser. In the arrangement skeched in Fig. 12, 
motions of the spectrum are detected by spectrally dispersing (with 4 prisms) an expanded output 
from the counter-clockwise OPO beam. The signal spectrum, centered at 1.35 μm, is split into two 
parts and collected by a pair of lenses into two infrared photodiodes (Fig. 12). The difference signal 
of the two detectors monitoring two spectral components on either side of the pulse spectrum is 
sent through a high-gain amplifier ( )ω3 1db = kHz  to drive piezoelectric transducers (PZT) translat-
ing an OPO (slow servo loop) and a Ti:sapphire mirror (fast servo loop).

The beat note observed with the configuration of Fig. 12 has a bandwidth of tens of kilohertz,33 
because of the extreme (nanometer) sensitivity of the OPO to the pump spot position, as demon-
strated experimentally in reference.34 The beat note bandwidth is thus fundamentally due to fluctua-
tions in the gain spot position for either circulating pulse, due to the beam pointing instability of 
the pump laser. The basic remedy is to make the two pump spots part of the same spatial mode of a 
cavity. One solution that has been implemented34 is to insert the OPO crystal inside the cavity of the 
pump laser. Implementation of an OPO pumped intracavity by a linear Ti:sapphire laser is shown 
in Fig. 13. Four LaKL21 prisms are incorporated in the pump cavity to compensate the group veloc-
ity dispersion (GVD) from the Ti:sapphire crystal, the PPLN crystal, and other intracavity elements 
such as lenses and mirrors. This four-prisms configuration was necessitated by the desire to have 
large GVD compensation (needed because of the large positive GVD of LiNbO3) and a reasonably 
short cavity length (1/2 of the perimeter of the OPO cavity). Two quantum wells (MQW) of AlGaAs 
on top of a mirror structure are used in the cavity as a saturable absorber to mode-lock the laser. The 

OPO Crystal

Signal

MQW

Pump

D

Ti:sapphire

FIGURE 13 Illustration of the intracavity OPO pumped by the Ti:sapphire 
laser. The main control of the GVD compensation is the prism spacing L2.
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Ti:sapphire laser radiation consists of 200-fs pulses centered at 785 nm, repetition rate of 95 MHz. 
The OPO crystal is a 3-mm-long Brewster cut PPLN crystal (HC Photonics, Taiwan) with a period of 
19.4 μm (quasi-phase matching for signal near 1.36 μm), which is temperature stabilized at 408 K 
to prevent photorefractive damage. Attempts to use OPO crystals cut near normal incidence and 
antireflection coated failed, because the Ti:sapphire mode-locked operation was prevented by the 
smallest feedback from the antireflection coating. This feedback problem was completely eliminated 
through the use of a Brewster angle cut, but at the price of a considerably more difficult alignment 
procedure. Because of the Brewster angle cut of LiNbO3, the idler, the pump radiation and its second 
harmonic all exited the crystal at a different angle, and could not be used for alignment of the OPO 
cavity (the OPO cavity mirrors were reflecting at the signal wavelength of 1.4 μm and at the second 
harmonic of the pump).

20.6 ANALOGY OF A TWO-LEVEL SYSTEM

In the previous section, some methods for mode-locking a laser with two intracavity pulses were 
described. Inside the cavity, these two pulses can couple to each other in diverse ways which were 
analyzed in Sec. 20.4. The purpose of circulating two pulses in a laser cavity is that intracavity per-
turbations created by the quantity to be measured will alter the carrier frequency of a pulse, a shift 
in frequency that can easily be detected by interfering the output pulse trains. The laser itself is used 
as an interferometer, with the remarkable properties that the phase shift occurring in the cavity is 
transformed in a frequency shift. There are numerous factors influencing the accuracy as well as the 
sensitivity of a measurement performed intracavity. A better understanding of the two pulse per 
cavity laser can be reached by noting the complete analogy with a quantum mechanical two-level 
system. In the quantum mechanical situation an atomic or molecular system can be in one or two 
quantum states | ,k〉  with k = 1 and 2, of energy ±ω0 2/ . Each of these states correspond to pulse |2〉 
and pulse |2〉 in the laser cavity. For instance, in a ring laser, one of the states would correspond to 
a counterclockwise circulating pulse, the other to the clockwise circulating pulse. The interaction of 
a two-level system with a near resonant field is the most thoroughly studied problem in atomic and 
molecular physics. Techniques developed to achieve sublinewidth resolution in atomic physics may 
be transposed to the laser situation, and, thanks to the analogy, lead to methods to enhance the reso-
lution of intracavity laser sensors.

Review of Coherent Interaction of Two-Level Systems

Considering the case of two level with a dipole allowed transition, in presence of a near resonant 
electromagnetic field E t i t= +1 2/ c.c.�ε ω( )exp( )  In presence of this electric field, the state of the 
atomic/molecular system is described by the wavefunction ψ , a solution of the time-dependent 
Schrödinger equation:

  H i
t

ψ ψ
= �

∂
∂   (46)

with the total Hamiltonian given by

  H H H H p E t= + ′ = − ⋅0 0 ( )   (47)

where p is the dipole moment. In the standard technique for solving time dependent problems, the 
wave function ψ  is written as a linear combination of the basis functions | :k〉  

  ψ( ) ( )|t a t kk
k

= 〉∑   (48)
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This expression for ψ  is inserted in the time dependent Schrödinger Eq. (46). Taking into account 
the normalization conditions for the basis functions ψ k ,  one finds the coefficients ak have to satisfy 
the following set of differential equations:

  
da

dt
i a

i
p e e ak

k k
j

k j
i t i t

j= − + +∑ ∗ −ω ε εω ω

2� , [ ]� �
 
   (49)

where pk,j are the components of the dipole coupling matrix for the transition k j→ ,  and ak are the 

amplitudes of the eigenstates. Phase and amplitude relaxation have been neglected so far and will 
be introduced later. It should be noted that Eq. (49) is of a quite general nature, is ideally suited to 
numerical integration, and is not limited to two level systems. Similarly, the laser analogy can be 
extended to lasers with more than two intracavity pulses. We will consider here only two levels, with 
a very small detuning Δω ω ω ω= −0 0� : 

  Δω ω ω= −0   (50)

Consistent with the approximation of small detuning, we replace the set of coefficients ak, which 
have temporal variations at optical frequencies, by the “slowly varying” set of coefficients ck, using 
the transformation:

  a e ck
ik t

k= − ω
   (51)

Inserting in the pair of Eqs. (49), leads to the pair of differential equations for the two coefficients ck:

  
d

dt

c
c

i i
p

i
p

i
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2

2

1

2
1

2 2
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2

  (52)

where κ ε ε| | | |� �=( / )p �  (p being the dipole moment of the single photon transition) is the Rabi 
frequency.

The Laser as a Two-Level System

The two-level system considered above is isolated, hence the total population is conserved. The ana-
logue of the electromagnetic field coupling states |1〉 and |2〉 is a conservative intracavity coupling 
� �r r12 21= − ∗ . Such a type of coupling can only be considered in the case of mode-locked lasers, where 
the localization of the radiation in the cavity enables one to select a truly conservative coupling. The 
coupling, localized at the crossing point of the two circulating pulses, can be produced by the back-
scattering at a dielectric interface† between two media a and b, for which � �r rab =  and � �r rba = − ∗. It can 
easily be verified that the total intensity change introduced by this coupling is zero, as expected for 
a conservative coupling. In fact, the phase relation between the two reflections at either sides of the 
interface is a consequence of energy conservation.

In the analogy of the laser, the coefficients ci(t) correspond to the complex field amplitudes �εi 
(the tilde indicating a complex quantity) of each pulse circulating in the ring cavity (round-trip 

†In the case of a linear laser with two pulses/round-trip, the conservative coupling is only possible when there are two cross-
ing points in the cavity, and that the interface is located at one of the crossing points.
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time τ RT ). The state of the system is also defined by ψ ε ε( ) ( )| ( )| .t t t= 〉+ 〉� �
1 21 2  The evolution equa-

tion of these fields are

  
d

dt

r r
r r

RT

�
�

� �
� �

�ε
ε τ

1

2

11 12

21 22

1⎛
⎝⎜

⎞
⎠⎟

=
⎛
⎝⎜

⎞
⎠⎟

εε
ε τ

1

2

1
�

⎛
⎝⎜

⎞
⎠⎟

= ⋅
RT

R E|| || || ||   (53)

In order to have an equivalence between Eqs. (52) and (53), the matrix ||R|| should be Anti-
Hermitian, which, in addition to the condition � �r r21 12= − ∗ , imposes and that �rkk  be purely imaginary. 
It can also easily be verified that this is the only form of interaction matrix for which energy is con-
served d dt/ | | | | .� �ε ε1

2
2

2 0+( ) =  The real parts of the diagonal elements of the matrix ||R|| represent gain 
and loss in the cavity. In steady state, the gain and loss are in equilibrium, and the real parts of �rkk  are 
zero. A gain (or absorber) with a recovery (relaxation) time longer than τ RT /2 will cause transients in 
population. The laser equivalent to the detuning Δω  is a differential phase shift for the pulses |1〉  and 
|2〉 in the cavity. Such a differential phase shift is introduced either by rotation in a ring laser,15,16 or 
with an electro-optic modulator in a linear laser.24 In the latter case, the electro-optic phase modula-
tor imposes an opposite phase shift ( )Δ Δφ φ/ and /2 2−  for either pulse, thereby modifying the reso-
nance of the cavity for the pulse �ε1 by Δ Δω φ τ/ /2 2= ( ),RT  and for pulse �ε2 by − = −Δ Δω φ τ/ /2 2( ).RT  
These detuning terms contribute to the diagonal terms of the matrix ||R||: � �r r i11 22 2= − = Δφ/ . 

The analogy between the laser and a two-level system applies also to the set of density matrix 
equations. These can be obtained by rewriting Eq. (53) in terms of the intensities in either sense of 
rotation ρ ε ε22 2 2= ∗� �  and ρ ε ε11 1 1= ∗� � , and the quantities ρ ε ε12 1 2= ∗� �  and ρ ε ε21 2 1= ∗� � : 

  
d

dt
r

TRT

( )
Re( )

( )ρ ρ
τ

ρ
ρ ρ22 11

12 21
22 11

1

4
−

= − −
−

/
�   (54)

  
d

dt
i r

TRT
RT

ρ
τ

ωτ ρ ρ ρ
ρ21

21 12 22 11
21

2/
( )= − + − −∗Δ �   (55)

where, as in the case of the two-level system interacting with a near resonant field, phenomenological 
relaxation times T1 and T2 have been introduced. One recognizes here Bloch’s equation for a two-level 
system driven off-resonance by a step function Rabi frequency of amplitude �r RT/τ .35 The difference in 
intensities ( )ρ ρ22 11−  is the direct analogue of the population difference between the two levels. The off-
diagonal matrix element ρ21 is the interference signal obtained by beating the two outputs of the laser 
on a detector. As in the case of the two-level system, one can introduce phenomenological relaxation 
times T1 for the energy relaxation (diagonal matrix element) and T2 for the coherence relaxation (off-
diagonal matrix elements). As for the quantum mechanical two-level system, 1/T2 is the homogeneous 
component of the linewidth of the beat note between the two pulse trains. There is also an “inhomoge-
neous” component to that linewidth, which has as physical origin the mechanical vibration of the laser 
components, causing random fluctuations of the beat note. Because of mechanical vibrations, each 
pulse sees random differences in the cavity length caused by mirror motion over a time of τ RT /2). 

Table 1 summarizes the main points of the analogy between a laser with two pulses/cavity and 
the coherent interaction of a two-level system with a near resonant electromagnetic field.

Experimental Demonstration of the Analogy

The most typical manifestation of a two-level system interacting with a step function electromag-
netic pulse is Rabi cycling, which is a periodic transfer of population from one state to the other. To 
observe such a periodic transfer, the system should be in one of the two states at t = 0. One method 
to prepare the ring laser with one state (direction) dominating, is to feedback one direction into the 
other outside of the cavity (Fig. 14). The output pulse from one direction is extracted, and fed back 
(<1 percent) with a mirror, after appropriate optical delay, into the opposite direction. By using a 
fast switch (turn-off time of less than the cavity round-trip time of 10 ns) at the Pockel’s cell, the 
coupling can be turned off, to let the counter-circulating fields evolve in the cavity.

20_Bass_v2ch20_p001-030.indd 20.24 8/21/09 3:55:50 PM



ULTRASHORT OPTICAL SOURCES AND APPLICATIONS  20.25

TABLE 1 Summary of the Analogy between a Two-Level System and the Laser with Two 
Circulating Intracavity Pulses

 Two-Level System Laser

Basic states  | ; ,k k〉 =1 2 | ,k k〉 =1 2

 corresponding to energy level ±
ω0
2

 Intracavity pulses 1, 2
   selected by geometry

Coupling through  Near-resonant E-field at w Backscattering at interface
 Detuning  Δw = w0 − w Δw = Δf tRT
 Slowly varying Δw << w Δw << 1/tRT

Wave function  y (t) = a1(t)|1〉 + a2(t)|2〉 y (t) = e1(t)|1〉 + e2(t)|2〉
Density matrix  rkk − akak

∗ Populations   ρ ε εkk k k= ∗� (Intensities)
 elements rkk = − aiaj

∗      ρ ε εij i i= ∗� (beat signal)

Phase
modulator

|r11|

|r22|

|r21|

G
A
I
N

M

P

D

(a) (b) (c)

Δ

–Δf/2

Δf/2

e1
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~
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~ e1
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r12
~ e2

~

FIGURE 14 Sketch of the ring laser used to demonstrate the analogy with a two-level 
system. In the bidirectional mode-locked ring laser two circulating pulses meet in a saturable 
absorber jet. Three successive positions: (a), (b), and (c) of the two pulses are shown. An inter-
face, positioned at or near the opposite crossing point of the two pulses, controls the amplitude 
of the coupling parameter �rij

. The circulating intensities in the laser, measured for each direc-
tion by quadratic detectors, are the diagonal elements (populations) of the density matrix of 
the equivalent two-level system. The absence of phase modulation corresponds to the two 
levels being on resonance, driven at the Rabi frequency ( )p/h ε by a resonant field (the Rabi 
frequency ( )p h/ ε κ ε=  corresponds to the frequency r RT12 /τ  in the ring laser analogy). The 
backscattering at the interface provides thus coherent coupling (Rabi cycling) between the two 
states, while other noncoherent decays tend to equalize the population in the two directions, 
and washes out the phase information. The detuning Δω corresponds to the phase difference 
per round–trip Δφ τ/ RT , imposed by an electro-optic phase modulator driven exactly at the 
cavity round-trip time. A beat-note detector measuring the interference between the two fields, 
records the off-diagonal matrix element. A combination of a Pockel’s cell M and polarizer P
controls a feedback of the clockwise pulse into the counterclockwise one.
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Rabi Cycling on Resonance In the measurements that follow, the system is “at resonance”; (i.e., 
Δω = 0). An example of “Rabi cycling” is shown in Fig. 15. The counterclockwise intensity ( )ρ22  is 
plotted as a function of time [(Fig. 15a)]. The clockwise intensity ρ11 (not shown) is complemen-
tary. The system is prepared so that the ρ11 is initially populated ( . , . ).ρ ρ11 220 8 0 2= =  As the feedback 
that creates the initial state is switched off at t = 1 ms, there is a fast (approximately 10 μs) transient. 
This risetime reflects combined dynamics of the gain and cavity, as the laser adapts to the different 
(now symmetrical) cavity losses. This risetime corresponds roughly to the fluorescence lifetime of 
the upper state of Ti:sapphire. The “Rabi cycling” of the “population difference” ρ ρ22 11−  is plotted 
in Fig. 15b. One can also record the beat note frequency (off-diagonal element | |)ρ12  as sketched in 
Fig. 14. As can easily be seen from the Bloch vector model of Feynman et al.,35 the oscillation of the 
diagonal elements and the off-diagonal elements are 90° out of phase. This property can indeed be 
seen in Fig. 16a. The Rabi frequency | |/�r RTτ  can be varied by changing the position of the scattering 
surface, as shown in Fig. 16b. The maximum value measured36 for this interface corresponds to a 
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FIGURE 15 The evolution of the intensities are shown after switching the Pockels’ cell. (a) The 
counterclockwise direction is shown—the intensity at clockwise direction is 180° out of phase with 
this graph, with population dropping from the maximum initial value. The fast initial transient reflects 
the gain and cavity dynamics associated with the sudden change in cavity loss at the switching time. 
Thereafter, a slow oscillation due to population transfer or Rabi oscillation between two directions is 
observed. (b) Population difference showing the Rabi cycling.
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FIGURE 16 (a) Comparison of the oscillation of the population difference ρ ρ22 11−  and the off-diagonal 
element (beat note) ρ12. (b) Rabi frequency as a function of position of the glass at the meeting point of the 
two directions. Translation of the glass-air interface along the beam results in different values of coupling �r . 
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backscattering coefficient of | |�r ≈ ⋅ −1 10 6. Note that the Rabi frequency provides a direct measurement 
of very minute backscattering coefficients, without the need to trace a complete gyroscopic response 
as in Refs. 36 and 37.

In the case of a two-level system, the phenomenological “longitudinal” and “transverse” relax-
ation times have been identified as energy relaxation time (fluorescence decay) and phase relaxation 
time (due for instance to atomic collisions). Figure 17 shows a measurement of the decay of the Rabi 
oscillation for the diagonal and off-diagonal elements. The decay is measured by fitting the Fourier 
transform of the measurement to a Lorentzian, and measuring its FWHM. The values are 27 and 
30 Hz. As noted previously, there are at least two origins to the decay of the off-diagonal element: 
vibration of mirrors, and coupling through absorption (gain). The latter affects equally the diagonal 
and off-diagonal elements. The former can be seen as a type of “inhomogeneous broadening,” since 
it has its origin in random cavity length fluctuation, expressed as randomness in the value of Δω. 
The approximately 30-Hz bandwidth of both decays is consistent with 0.3-μm amplitude vibrations 
at 100 Hz of cavity components, causing differential cavity fluctuations of 0.3 pm/round-trip.

The role of the gain coupling is particularly important in the present Ti:sapphire laser because 
of the long-gain recovery time. A better candidate for this analogy would be a dye or semiconduc-
tor laser for which the gain lifetime is shorter than the cavity round-trip time. An OPO provides an 
even better situation, since the gain exists only at the time of pumping.

Rabi Cycling Off-Resonance

If the radiation of amplitude ε  (Rabi frequency κε) is off-resonance with a two-level system by an 

amount Δω , the Rabi frequency becomes κ ε ω2 2 2+ Δ . In the case of the ring laser, we can control 
the off-resonance amount Δω  with a Pockel’s cell (Fig. 14), the initial condition is set favorable to the 
counter-clockwise direction as shown in Fig. 15a. The Rabi cycling is measured indeed to correspond 

to | | /�r 2 2 2τ ω+ Δ . In resonance case Δω = 0), measurement of ρ12 leads to r RT/ Hz Hz.τ = ±138 15  

With Δω  of 171 Hz 12 Hz,±  the off-resonant measurement is r RT/ Hz Hz,τ = ±237 21  which follows 
the behavior of an off-resonance two-level system.

Impact of the Analogy

The analogy between two-level and laser systems may be more than just a scientific curiosity. A thorough 
understanding of two-level systems led to powerful spectroscopic techniques, using sophisticated 
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FIGURE 17 (a) Measurement of the decay of the Rabi oscillations ρ ρ22 11−  and ρ21. (b and c) The Fourier transforms 
of the relative measurements are shown on the right.
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pulse sequences. Rather than using optical pulses, sublinewidth molecular spectroscopy has been 
successfully realized by pulsing the detuning by the Stark shifts.38–40 In the case of the ring laser, 
similar pulse sequences can be applied to the detuning. The information sought in spectroscopy is 
contained in the measurement of | |ρ12 , as a function of the driving field (measurement of the Rabi 
frequency κε  leading to the determination of the dipole moment) or detuning Δω. In the case of 
the ring laser, the measurement of | |ρ12  is linked to the properties of some sample inserted in the 
cavity.11 Any resolution enhancing technique that has been devised in spectroscopy, such as the 
Ramsey fringes,41, 42 could be transposed to a laser phase sensor with two intracavity pulses.

20.7 CONCLUSION

This chapter started with a mathematical description of short optical pulses and optical pulse train. 
Basic physics of short pulse generation in a mode-locked laser are discussed. It is shown in particu-
lar that the mechanism by which a steady-state pulse is generated inside the laser, is also responsible 
for creating equally spaced modes in the frequency domain. It is shown that pulse train interfer-
ometry combines the properties of temporal and spatial resolution. The laser can be used as a most 
sensitive interferometer, when the reference and sample pulses are circulating in the same cavity. 
Measurements of extreme sensitivity can be performed by interfering the two pulse trains emitted 
by such a laser. The exquisite sensitivity to phase results from the fact that a phase shift is trans-
posed into a frequency shift inside the active cavity. Exploitation of such lasers as sensors requires a 
thorough understanding of the coupling between the two intracavity pulses. A new modeling of the 
laser with two intracavity pulses is introduced by making an analogy with a quantum mechanical 
two-level system. Beyond its physical elegance, this analogy inspires new sensitivity enhancement 
techniques for the use of the two-pulse per cavity laser sensor.
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21.1 GLOSSARY

 A electric fi eld envelope of a laser pulse 

 E kinetic energy of an electron in a laser fi eld

 eL electric fi eld strength of a laser pulse at a given time

 Emax maximum kinetic energy of an electron

 εx  electric fi eld strength of an attosecond XUV pulse at a given time

 f0 carrier-envelope offset frequency of a frequency comb

 frep repetition frequency of a pulse train

 G temporal gate function

 jCE carrier-envelope phase (also called absolute phase) of a laser pulse

 h Planck constant

 � Planck constant divided by 2p
 I laser

 Ip ionization potential of an atom

 l0 center wavelength of a laser pulse

 S trace of the frequency-resolved optical gating

 t time delay between a laser pulse and an attosecond XUV pulse 

 Up ponderomotive potential of an electron in a laser fi eld

 vc frequency of the cutoff harmonic order

 w0 carrier angular frequency of a laser pulse
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21.2 INTRODUCTION

Since the invention of the laser in 1960, the duration of coherent optical pulses has decreased from 
hundreds of microseconds1,2 to 6 femtoseconds in the first 27 years.3 Such tremendous progress 
was driven by the desire to generate high peak power, study dynamics in matter, increase the speed 
of telecommunications, and many other applications. However, by the year 1987, the optical pulse 
length was approaching the limit, i.e., one optical cycle of visible light, which is a few femtoseconds. 
The bandwidth required to support such few-cycle pulses is generated by perturbative nonlinear 
interactions such as self-phase modulation. 

The characteristic time scale of electron motion in atoms is one atomic unit of time, which is 
24.2 attoseconds. One attosecond is 10–18 seconds. In the Bohr’s model of the atom, the electron 
orbital time around the hydrogen nucleus is 152 attoseconds. The study of electron dynamics in 
atoms and molecules called for optical pulses with attosecond duration.4–6 In the frequency domain, 
a transform-limited Gaussian pulse with 24 attosecond full width at half maximum (FWHM) 
corresponds to a 73 eV FWHM power spectrum, which is much broader than the entire visible 
light range. In other words, attosecond pulses are inherently XUV light or x rays. The duration of 
such extremely short pulses was first measured in 2001.7,8 The required ultrabroad spectrum was 
obtained by using a nonperturbative nonlinear optics process called high-order harmonic genera-
tion, discovered in 1987–1988.9,10 

High Harmonic Generation

When a linearly polarized, short-pulse laser beam with an intensity on the order of 1014 W/cm2 
interacts with noble gases, odd harmonics of the fundamental frequency—up to tens or even 
hundreds in order—emerge in the output beam,11,12 as depicted in Fig. 1. The intensity of the 
first few order harmonics decreases quickly as the order increases, then the intensity remains 
almost unchanged over many harmonic orders, forming a plateau. Finally, the signal cuts off 
abruptly at the highest order. The broad width of the plateau provided the required spectral 
bandwidth to support attosecond pulses. The appearance of the intensity plateau is the signa-
ture of this nonperturbative laser-atom interaction, which can be described by a semiclassical 
model. 

FIGURE 1 High-order harmonic spectrum.
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Semiclassical Model 

It is also called three-step or two-step model, rescattering model. The electric field acting on an atom 
changes sinusoidally within one laser cycle. As the laser intensity reaches the level of 1014 W/cm2, the 
field near the peak of the oscillation is comparable to the atomic Coulomb field. The superposition 
of the laser field and the Coulomb field transforms the potential well that binds the electron into a 
potential barrier. As a result, the electron in the ground state tunnels through the barrier (the first 
step). The freed electron moves in the laser field like a classical particle and its trajectory can be calcu-
lated using Newton’s second law. In one laser cycle, the electron first moves away from the nucleus, 
then is driven back when the force changes direction. During the returning journey, the electron 
can acquire kinetic energy up to hundreds of electron volts (the second step). Finally, the electron 
recombines with the parent ion with the emission of a photon (the third step).13,14 

When all electrons released near one peak of a laser cycle are considered, the emitted photons 
form an attosecond pulse. Since there are two field maxima in one laser cycle, two attosecond pulses 
are generated. For a laser pulse that contains many cycles, an attosecond pulse train is produced. The 
pulse train corresponds to discrete harmonic peaks in the frequency domain. In other words, high 
harmonic generation and the attosecond pulse train are two manifestations of the same nonpertur-
bative interaction. 

The photon energy of the cutoff harmonic order, hvc, is determined by the maximum kinetic 
energy of the electron gained in the laser field, Emax. It can be shown that hv I E I Uc p p p= + ≈ +max .3  
Here Ip is the ionization potential of the atom and Up is the ponderomotive potential of the elec-
tron in the laser field. Apparently, the width of the plateau and therefore the minimum attosecond 
pulse duration is limited by hvc. The cutoff order is also affected by the depletion of the ground state 
population due to the ionization.15

Ponderomotive Potential 

The ponderomotive potential is the cycle-averaged kinetic energy of an electron in a laser field, 
U eV Ip[ ] . ,= × ⋅−9 33 10 14

0
2λ  where I is the laser intensity in W/cm2 and l0 is the center wavelength of 

the laser in micrometer. It is clear that the cutoff photon energy of the high harmonic spectrum can 
be extended by using longer wavelength driving lasers.16 

Strong Field Approximation 

A fully quantum three-step model was developed in 1994.17 It is valid when the ponderomotive 
potential is much larger than the ionization potential. It assumes that the harmonic emission is the 
result of the dipole transition between the ground state and the continuum states only, with the 
excitation states playing no role. Solving the Schrödinger equation results in an analytical solution of 
the dipole moment, from which one can obtain both the phase and the intensity of each harmonic 
order. The model reveals that there are two quantum trajectories that contribute to each plateau 
harmonic. One is called the long trajectory and the other is the short trajectory. The phase of each 
harmonic depends on the laser intensity. The intensity dependence of the dipole phase (also called 
intrinsic phase) is different for the two trajectories.

Quantum Trajectories

By solving the equation of motion, it can be shown that an electron released right at the peak of the 
laser field will return to the starting point one cycle later, with zero kinetic energy. As the releasing 
time from the field peak increases, the returning energy increases first, reaches the maximum value 
(3 Up), then decreases to zero. Therefore electrons releasing at two different moments can come back 
to the parent ion with the same kinetic energy, which corresponds to the same harmonic order.13,14 
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The electron that starts the journey earlier returns later. Its path is called the long trajectory. The 
other one is the short trajectory. Quantum mechanically, there are many trajectories contribute to 
each harmonics (Feynman’s path-integral), but the dominating contributions are from the two 
trajectories corresponding to the classical ones.17

Phase-Matching

The semiclassical model and the strong field approximation describe the single atom response. 
To generate a high-intensity high harmonic beam, many atoms must contribute to the output 
constructively.18 Ionization of the atom is unavoidable in high harmonic generation because it is 
the first step of the process. In highly ionized gas targets, the phase velocity of the laser field (and 
thus the polarization) is greater than that of the harmonic field. The resulting phase mismatch can 
be compensated for by several approaches. One of them utilizes the intensity dependent phase.19 In 
most cases, only the short trajectory is phase matched. Nevertheless, low laser to harmonic conver-
sion efficiency is still a major problem that needs to be solved. The spatial coherence of the high 
harmonic/attosecond train beam is excellent when the phase matching conditions are fulfilled. The 
divergence angle of the XUV beam is smaller than the driving laser beam.12

Single Isolated Pulses

The attosecond pulse train corresponding to high order harmonics is useful for some applications. 
In general, however, single isolated attosecond pulses are required for performing pump-probe 
experiments with arbitrary delay between the pump and the probe pulses. Such pulses can be gener-
ated by suppressing all the pulses in the train except one, which can be accomplished by using single-
cycle driving lasers20 or pulse extraction switches with a subcycle opening time.21 Also the pulses 
from the gas target are positively chirped.22 Dispersion compensation over a broad XUV spectral 
range is a major challenge. By 2008, the shortest single isolated pulses, which were generated from 
neon gas by using 3.3-fs driving lasers centered at 720 nm, were 80 attoseconds and contained ∼0.5 nJ 

of energy.23 Their spectrum was centered at 80 eV. 

21.3 THE DRIVING LASER

There are several basic requirements on the driving lasers for the generation of single isolated attosec-
ond pulses. First, the intensity at the focus must be high enough, on the order of 1014 to 1015 W/cm2, 
which is a faction of an atomic unit of intensity (3.55 × 1016 W/cm2). The corresponding pulse energy 
is 100 μJ or higher. The spectral bandwidth of the attosecond pulses is proportional to the driving 
laser intensity. Second, the laser pulse duration must be short enough. The ionization of the target 
atoms by the laser field before the cycle where the attosecond pulse is generated must not deplete the 
ground state population completely. Depending on the generation scheme, acceptable laser pulses 
range from 3 to 30 fs. Third, the carrier-envelope phase needs to be stabilized. Since the single atto-
second pulses are generated in a faction of the laser cycle, a shift in the carrier-envelope phase results 
in shot-to-shot variations of the attosecond pulses. Finally, the repetition rate of the laser should be 
high, on the order of kilohertz. Many attosecond characterization and application schemes rely on 
photoelectron measurements. There is an upper limit on the number of electrons per shot to avoid 
the space charge effect. Thus the signal count rate is primarily determined by the repetition rate. The 
energy stability of high-repetition-rate lasers is also better than those with low repetition rates. 

High power lasers pulses with duration around 30 fs can be generated with chirped pulse ampli-
fication. Pulses down to ~4 fs with submillijoule energy can be obtained by spectral broadening in 
hollow-core fibers filled with gases, followed by dispersion compensation using chirped mirrors or 
phase modulators,24–27 as illustrated by the block diagram in Fig. 2. 
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Chirped Pulse Amplification (CPA)

Ti:Sapphire is a commonly used gain medium for femtosecond lasers primarily because of its broad 
gain bandwidth.28 Its center wavelength is ~800 nm, which corresponds to a ~2.6-fs optical period. 
Femtosecond oscillators that use Ti:Sapphire as the gain medium can generate pulses with nano-
joule level energy. Direct amplification of the pulse to millijoule level may cause damage to the laser 
crystal. In a chirped amplifier, the pulses from the oscillator are stretched to hundreds of picosec-
onds to lower the peak power. Then the pulses are amplified in multipass or regenerative amplifiers. 
The high energy pulses are finally compressed to femtosecond duration.29,30 Most high energy (>5 mJ) 
lasers use grating pairs to stretch and compress pulses.

Carrier-Envelope Phase

The effects of the magnetic field of the laser on high harmonic generation can be ignored because 
the electron velocity during the three-step journey is much slower than the speed of light. The elec-
tric field of a linearly polarized laser pulse can be expressed as eL(t) = A(t)cos(w0t + jCE). Here A(t)
is the pulse envelope, w0 is the carrier frequency, jCE is the carrier-envelope (CE) phase that specifies 
the offset between the peak of the pulse envelope and the closest maximum of the oscillating field. 
To stabilize the carrier-envelope phase of the laser pulses from chirped pulse amplifiers followed by 
the hollow-core fiber compressors, the carrier-envelope offset frequency of the oscillator must first 
be stabilized. Furthermore, the CE phase drifts in the chirped pulse amplifier and in the hollow-core 
fiber compressor must be compensated.31,32 

Carrier-Envelope Offset Frequency

The technique for stabilizing carrier-envelope offset frequency was originally developed for fre-
quency metrology in 2000.33,34 Most femtosecond oscillators used for seeding amplifiers work 
at a repetition rate frep ~80 MHz. The oscillator output is a femosecond pulse train that corre-
sponds to a frequency comb. The frequency of the nth tooth of the comb is f0 + nfrep, where f0 is 
the frequency of the zeroth tooth. The rate of carrier-envelope phase change is determined by the 
offset frequency f0, which can be stabilized by using f-to-2f technology. For this to work, the laser 
spectrum must cover an octave. The f0 is measured by beating the 2nth tooth with the frequency 
doubled nth tooth, that is f0 = 2[ f0 + nfrep] – ( f0 + 2nfrep). It was found that f0 can be stabilized by 
controlling the pump power to the gain medium of chirped mirror based oscillators. When f0 is 
fixed to frep/m, the CE phase of every mth pulse from the oscillator is the same. It is common prac-
tice to choose m = 4.

FIGURE 2 A carrier-envelop phase stabilized, few-cycle laser system.
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Carrier-Envelope Phase of Chirped Pulse Amplifiers

The oscillator pulses with the same CE phase are switched out by a Pockels cell and sent to Ti:Sapphire 
amplifiers that operate at kilohertz repetition rates. When grating pairs are used to stretch and 
compress laser pulses for the chirped pulse amplification, a submicrometer change of separation 
between gratings can lead to a 2p CE phase shift.35 This effect has been used to correct the slow CE 
phase variation introduced by the amplifier components. It was accomplished by measuring the CE 
phase variation after the amplifier and using the measured signal for feedback control of the grat-
ing separation.36 The CE phase error of CPA systems can be controlled to <200 mrad over hours. 
The relative CE phase variation can be measured by a single shot f-to-2f interferometer, whereas the 
absolute phase value can be determined by a phasemeter (discussed below), which measures elec-
trons from the above-threshold ionization of atoms by the laser pulses.

Single Shot f-to-2f Interferometer

The laser pulse from the hollow-core fiber compressor is a white-light continuum that can cover an 
octave spectral range. One can select a narrow range near 1000 nm and frequency double it to inter-
fere with the light around 500 nm. The interferogram in the frequency domain is a sinusoidal fringe. 
The period of the fringe pattern is inversely proportional to the delay between the two interfering 
pulses. A CE phase shift will cause the fringes to shift. Thus by measuring the interferogram with a 
spectrometer, the CE phase variation can be measured.37 

Carrier-Envelope Phasemeter

In the three-step semiclassical model, the attosecond photon pulses are generated by the recombina-
tion of the returning electrons. A returning electron can also scatter away from the parent ion. The 
kinetic energy distribution of the rescattered electrons after the laser field vanishes can extend to 
10Up. There is also a plateau in the electron spectrum similar to the high harmonic spectrum. This 
electron emission process is called above-threshold ionization. The angular distribution of the elec-
trons is concentrated along the field polarization direction. When the laser pulse is only a few cycles 
long, the number of plateau electrons flying to one direction can be different from those to the oppo-
site direction. The asymmetry depends on the carrier-envelope phase of the laser. Thus, by simulta-
neously measuring electrons in two directions, the absolute CE phase value can be determined.38 

21.4 ATTOSECOND PULSE GENERATION

A typical attosecond pulse generation setup consists of a kilohertz femtosecond Ti:Sapphire laser 
system, a vacuum chamber where the gas target is located, and an XUV spectrometer/attosecond 
streak camera that characterizes the pulses in the spectral domain and the time domain, as shown 
in Fig. 3. The attosecond pulses are XUV or soft x-ray light that cannot propagate in air because of 
high absorption. The gas density in the laser interaction region is on the order of 1017 to 1018 atoms/cm3. 
The interaction length is typically a few millimeters for gas cells or gas jets. It should be smaller than 
the Rayleigh range of the focusing laser beam, so that the carrier-envelope phase does not change 
significantly due to the Gouy phase shift inside the target. The target is located after the focal point 
to achieve good phase-matching. 

Attosecond Pulse Train

Such pulses are generated with linearly polarized laser pulses that contain many optical cycles. 
When only the fundamental frequency is used, the spacing between two neighboring harmonic 
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peaks is two-photon energies. In the time domain, the spacing between adjacent pulses is one-half 
of an optical cycle; 1.3 fs for Ti:Sapphire lasers.7,39 The amplitude changes from pulse to pulse. 
Since many-cycle lasers (>20 fs) can be generated directly from high power (terawatt) chirped 
pulses amplifiers, the attosecond pulse energy can be high enough to perform nonlinear physics 
experiments.40 

Two-Color Gating

When the many-cycle driving laser is a combination of the fundamental frequency and its second 
harmonic, the breaking of symmetry of the laser field leads to the generation of both odd and even 
high harmonics and thus the spacing between two neighboring harmonic peaks is one photon-
energy. In the time domain, the spacing between adjacent pulses becomes a full optical cycle.41 
Such pulse trains are useful for performing experiments using the powerful attosecond streaking 
technique. 

Amplitude Gating

As the driving laser approaches a single optical cycle, the cycle-to-cycle field amplitude variation 
becomes significant. When the carrier-envelope phase of the pump laser is set to zero, the spectrum 
of the attosecond pulses generated near the peak of the laser pulse envelope extends to a shorter 
XUV wavelength range as compared to the adjacent attosecond pulses emitted when the laser field is 
weaker. As a result, the high-order harmonic spectrum becomes a continuum in the cutoff region.20 
Discrete harmonics remain in other portions of the spectrum. The shorter the driving laser is, the 
broader the XUV continuum becomes. A single isolated attosecond pulse as short as 80 attoseconds 
was obtained by selecting the continuum region of the XUV spectrum with a high-pass filter, using 
<4-fs pump lasers.21 The scaling of the attosecond pulse energy is limited by the maximum energy 
of the driving laser from the hollow-core fiber compressor. Combining this type of gating with the 
two-color gating can relax the requirement of the laser pulse duration. 

Polarization Gating

In the plateau region, four attosecond pulses are produced in one laser cycle taking into account 
both the long and short trajectory’s contributions. However, only the two pulses from the short tra-
jectory can be phase matched on axis. Consequently, the spacing between pulses is still half of a laser 
cycle. Single isolated attosecond pulses can be extracted by a scheme called polarization gating.21 It uses 
a laser field with a rapid change of ellipticity. Since XUV attosecond pulses can only be efficiently 
generated with linearly polarized driving fields, a single attosecond pulse is emitted if the laser field 

FIGURE 3 Setup for generating attosecond pulses and measuring their 
spectrum.
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is linearly polarized in only a short time range and elliptically polarized in the other portion of the 
driving pulse. The time range over which the attosecond pulse is generated is called the polariza-
tion gate. So far, single isolated XUV pulses as short as 130 attoseconds were generated with this 
method using 5 fs pump lasers.42 For the same driving laser pulse duration, polarization gating has 
the potential to generate shorter attosecond pulses because it can create a broader continuum in the 
plateau region.43 

Double Optical Gating

The few-cycle laser pulses used in amplitude gating and polarization gating are difficult to generate 
daily. A method called double optical gating was proposed to allow the generation of single isolated 
attosecond pulses with longer pump lasers.44 It is a combination of the two-color gating and the 
polarization gating. A second harmonic field is added to the fundamental field in order to break the 
symmetry of the field and increases the spacing between the adjacent attosecond pulses to one opti-
cal cycle. When the polarization gating is applied, the polarization gate width equals one optical cycle 
to select one isolated XUV pulse. The depletion of the ground state population by the leading edge 
of the laser pulses can be significantly reduced with this scheme; as a result, multicycle lasers can 
be used. This scheme has been demonstrated with laser pulses as long as 20 fs. Since such lasers do 
not necessarily need hollow-core fiber compressors, they are much easier to operate. The laser pulse 
energy can also be much higher, which is important for the energy scaling of the attosecond pulses. 

21.5 ATTOSECOND PULSE CHARACTERIZATION 

Measurement of the optical pulse duration requires a temporal gate. For femtosecond lasers, non-
linear optics phenomena such as second harmonic generation can serve as the gating, which is 
the foundation of widely implemented autocorrelation and the frequency-resolved optical gating 
(FROG) techniques.45 The intensity of the attosecond pulses is not high enough to generate second 
harmonic light yet. Most of the methods for determining the width of the attosecond pulses require 
the measurements of photoelectrons or ions. The XUV beam is focused to a gas target to generate 
the photoelectrons/ions. The charged particles are detected by a time-of-flight spectrometer. A second 
beam, either an XUV or an intense laser beam is also focused to the same target, overlapping spa-
tially and temporally with the first beam. The interaction of the two pulses in the gas serves as the 
temporal gate. A typical setup is shown in Fig. 4, where the attosecond XUV pulses are generated in 
the first gas target and are measured in the second gas target. Similar apparatus have been used for 
studying electron dynamics in atoms.

FIGURE 4 Setup for measuring the attosecond pulse duration.

Electron 
detector

Ion 
detector

2nd gas 
target

Focusing 
mirror

1st gas 
target

Lens or 
mirror

Laser

Beam 
splitter

Holed
mirror

XUV

Laser

Delay 
line

21_Bass_v2ch21_p001-012.indd 21.8 8/18/09 12:42:21 PM



ATTOSECOND OPTICS  21.9

Second-Order Autocorrelator or FROG

This technique resembles the second harmonic autocorrelation in femtosecond optics. Ionization of 
atoms (such as helium) or Coulomb explosion of molecules (such as N2) by nonresonant two-photon 
absorption can serve as the nonlinearity. The ion signal as a function of the time delay between the 
two attosecond pulses is measured to yield the second order autocorrelation function.40 By assuming 
a certain pulse shape, the pulse duration can be obtained by fitting the autocorrelation trace. The 
interferometric second-order autocorrelations have been used to characterize attosecond pulse trains 
generated with low-repetition rate femtosecond lasers with tens of millijoule pulse energy. 

When the photoelectron kinetic energy spectrum is measured as a function of the delay, a two-
dimensional frequency-resolved optical gating pattern is obtained. Both the phase and pulse profile 
of subfemtosecond pulses can be reconstructed using this method.46

RABITT (Reconstruction of Attosecond Beating by 
Interference of Two-Photon Transition)

When the attosecond pulse train is generated with the fundamental wave of kilohertz lasers, the 
intensity of the XUV light may not be strong enough to cause measurable nonlinear effects. A cross-
correlation method based on the two-color above-threshold ionization was developed to determine 
the duration of the pulses in the train.7 A high harmonic beam interacting with atomic gases alone 
will generate photoelectron peaks separated by two laser photon-energies. Adding a dressing laser 
with intensity of 1011 W/cm2 generates an electron sideband located in the middle of two peaks. By 
measuring sideband intensity as a function of the delay between the XUV pulse and the dressing 
laser, relative phase between adjacent harmonics can be determined. Combining this with the high 
harmonic power spectrum, one can deduce the attosecond pulse duration. This approach assumes 
that the width of all the pulses in the train is the same. 

Attosecond Streak Camera

The photoelectron replicas generated by attosecond XUV pulses have durations shorter than the 
optical cycle of the driving lasers. When the photoelectrons are released in the presence of a laser 
field, their momentum after the laser pulse is gone will be different from the initial value. The 
momentum shift is determined by the vector potential of the laser field at the time the electron is 
released. Thus, the leading edge of the electron pulse will gain an additional momentum that is 
different from the electron in the trailing edge. By measuring the momentum distribution of photo-
electrons, the width of the photoelectron pulse (and thus the XUV pulse) can be determined.47,48 The 
required laser intensity is on the order of 1012 to 1013 W/cm2. This approach is similar to the pico-
second optical streak camera. It has been used to measure single isolated attosecond pulses and the 
pulse trains generated from the two-color gating. It is, however, difficult to measure pulses with half 
laser cycle spacing with this method.

FROG-CRAB (Frequency-Resolved Optical Gating for 
Complete Reconstruction of Attosecond Bursts)

The momentum streaking of the photoelectrons in a laser field can also be described as the phase 
shift of an electron wave packet. The phase shift of the electron wave by the laser field can be con-
sidered as a temporal phase gate, G(t). When the photoelectron spectrum is measured as a function 
of the delay t between the XUV field εx t( ) and the laser field, a FROG trace is obtained, given by 

S E dt t G t ex
j E I tp( , ) ( ) ( ) .( ) /τ ε τ= −

−∞

∞ +∫ �
2

 Here E is the energy of the photoelectron. Such a spectrogram 

can be processed using a FROG retrieval algorithm to fully characterize the XUV pulse as well as the 
electric field of the near IR laser pulse.49,50 This method works well for measuring both attosecond 
pulse trains and single isolated pulses.
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22.1 INTRODUCTION AND OVERVIEW

For laser applications in which measurement precision is a key feature, frequency-stabilized lasers 
are preferred, if not essential. This observation was true in the gas laser days when the 10−6 fractional 
Doppler width set the uncertainty scale. Now we have diode-pumped solid state lasers with fractional 
tuning range approaching 10−2 or more, and laser diode systems with several percent tuning. Such 
tuning is useful to find the exact frequency for our locking resonance, but then stabilization will be 
essential. Locking to cavities and atomic references can provide excellent stability, even using a widely 
tunable laser source. Indeed, laser frequency stability between independent systems has been demon-
strated at 1 × 10−15 in 1 s averaging time, and more than a decade better at 300 seconds. This incredible 
performance enhancement is possible because of a feedback system, beginning from measurement of 
the laser’s frequency error from our chosen setpoint, suitable processing of this error signal by a filter/
amplifier system, and finally application of a correction signal to an actuator on the laser itself, which 
changes its frequency in response. While such feedback in response to performance may be the most 
important principle in evolution, in machines and lasers feedback enables the design of lighter, less 
costly systems. The accuracy is obtained, not by great bulk and stiffness, but rather by error correction, 
comparing the actual output against the ideal. This continuous correction will also detect and suppress 
the system’s internal nonlinearity and noise. The performance limitation ultimately is set by imprecision 
of the measurement, but naturally there is a lot of care required to get into that domain: we must have a 
very powerful and accurate correction effort to completely hide the original sins.

This chapter is our attempt to lead the worker newly interested in frequency control of lasers on a 
guided tour of stabilized lasers, ideally providing enough insight for recruiting yet another colleague into 
this wonderful arena. As nonlinear optics becomes just part of our everyday tools, the buildup cavities 
which enhance the nonlinear couplings are taking on a more critical role: this is the reason that we focus 
on the taming of piezoelectric-based (PZT-based) systems. We then cover locking with other transduc-
ers, and present some details about their construction and use. We consider the frequency discriminator, 
which is a key element for these control systems. The chapter concludes with description of the design 
and performance of several full practical systems, including subhertz linewidth systems.

∗Matthew S. Taubman is now with the Pacific Northwest National Laboratories, Richland WA. 
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22.2  SOURCES

Quantifying Frequency Stability

In thinking about the stability of our lasers, one may first wonder whether time- or frequency-
domain pictures will be more powerful and instructive. Experience shows that time-domain per-
turbations of our lasers are usually associated with unwelcome sounds—door slamming, telephone 
bells, and loud voices. Eventually these time-localized troubles can be eliminated. But what remains 
is likely the sum of zillions of smaller perturbations: none too conspicuous, but too many in number 
to attack individually. This perspective leads to a frequency-domain discussion where we can add the 
Fourier amplitudes caused by the many little sources. Eventually we are led to idealize our case to a 
continuum of spectrally-described perturbations. This physical outlook is one reason we will mainly 
be specifying our performance measures in the frequency domain: We have already removed the few 
really glaring problems and now begin to see (too) many small ones.

Another important issue concerns the nifty properties of Mr. Fourier’s description: in the fre-
quency domain, cascaded elements are represented by the multiplication of their individual transfer 
functions. If we had chosen instead the time domain, we would need to work with convolutions, 
nonlocal in time. Today’s result in time is the sum of all previous temporal events that have the 
proper delay to impact us now. So it seems clear that frequency domain is good for analysis. What 
about describing the results?

Frequency versus Time: Drift—the Allan Variance Method

At the other end of our laser stabilization project, describing the results, it is convenient to measure 
and record the frequency as a function of time. We can measure the frequency averaged over one-
second gating time, for example, and stream 100 points to a file. This would be a good way to see the 
variations around a mean for the 1-second time intervals. This measurement could be repeated using 
a succession of gate times, 3 s, 10 s, 30 s, 100 s. . . . Surely it will be attractive to make this measure-
ment just once and numerically combine the data to simulate the longer gate times. Thinking this 
way brings us a new freedom: we can process this data to recover more than just the mean and the 
standard deviation. Of course, we can expect to eventually see some drift, particularly over long times. 
When we look at the drift and slowly varying laser frequency, one wishes for a method to allow us to 
focus on the random noise effects which are still visible, even with the extended gate times. This is 
where the resonance physics is, while the drift is mainly due to technical problems. Dave Allan intro-
duced the use of first differences, which has come to be called the Allan Variance method.1 If we take 
the difference between adjacent samples of the measured frequency, we focus on the random processes 
which are averaged down to small, but not insignificant values within each gate time t. These first dif-
ferences (normalized by 1/√2 to account for random noise in each entry) form a new data set which is 
first-order insensitive to long-term processes such as drift which dominate the directly recorded data.

Essentially the Allan Variance calculation presents us with a display of the laser’s fractional fre-
quency variation, sy, as a function of the time over which we are interested. At medium times, say t 
of a few seconds, most laser stabilization systems will still be affected by the random measurement 
noise arising from shot noise and perhaps laser technical noise. At longer times the increased signal 
averaging implies a smaller residual fluctuation due to random processes. It is easy to show that the 
dependence of sy versus t can be expected to be 1/t 1/2, in the domain controlled by random (white) 
noise. The Allan deviation also has a great utility in compressing our statement of laser stability: we 
might say, for example, “the (in-)stability is 2 × 10−12 at 1 second, with the 1/t 1/2 dependence which 
shows that only random noise is important out to a time of 300 s.”

Allan Deviation Definition

With a counter linked to a computer, it is easy to gather a file of frequency values fi measured in suc-
cessive equal gate time intervals, tg. Usually there is also some dead time, say td, while the counter-to-
computer data transfers occur via the GPIB connection. This leads to a sample-to-sample time interval 

22_Bass_v2ch22_p001-028.indd 22.2 8/24/09 11:30:08 AM



LASER STABILIZATION  22.3

of ts = tg + td. Allan variance is one half of the average squared difference between adjacent samples, and 
the usually quoted quantity, the Allan Deviation, is the square root of this averaged variance,
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The dependence of sy upon the measuring time t contains information essential for diagnosis of 
the system performance. These values for several times can be efficiently calculated from the (large) 
data set of frequencies observed for a fixed minimum gate time by adding together adjacent mea-
surements to represent what would have been measured over a longer gate time. (This procedure 
neglects the effects of the small dead-time td , which are negligible for the white frequency noise 1/√t 
of usual interest but, for systems with drift and increased low-frequency noise, the dead-time effects 
can seriously impact the apparent results.) In any case, fewer samples will be available when the syn-
thetic gate time becomes very long, so the uncertainty of this noise measurement increases strongly. 
Usually one insists on three or four examples to reduce wild variations, and so the largest synthetic 
gate time tmax will be taken to be the total measurement time/3. For a serious publication we might 
prefer 5 or 10 such synthetic measurements for the last point on the graph.

The Allan Deviation has one curiosity in the presence of a distinct sinusoidal modulation of 
the laser’s frequency: when the gate time is 1/2 the sinusoid’s period, adjacent samples will show 
the maximum deviation between adjacent measurements, leading to a localized peak in sy versus t. 
Interestingly, there will be “ghosts” or aliases of this when the gate time/modulation period ratio 
is 1/4, 1/8, and so on. For longer gate times compared with the modulation, some fractional cycle 
memories can be expected also. So a clean slope of –1/2 for a log-log plot of sy versus t shows that 
there is no big coherent FM process present.

Historically, Allan Variance has been valuable in locating time scales at which new physical pro-
cesses must be taken into account. For example, at long times it is usual for a laser or other stable 
oscillator to reach a level of unchanging sy versus t. We speak of this as a “flicker” floor. It arises 
from the interplay of two opposing trends: the first is the decreasing random noise with increas-
ing t (decreasing sy versus t). At longer times one sees an increasing sy versus t, due to drifts in the 
many system parameters (electronic offsets, temperature . . .), which make our lasers lock at points 
increasingly offset from the ideal one. If we wait long enough, ever larger changes become likely. So 
for several octaves of time, the combination of one decreasing and one increasing contribution leads 
to a flat curve. Eventually significant drift can occur even within one measurement time, and this 
will be mapped as a domain of rising sy increasing as the +1 power of t.

It is useful to note that the frequency/time connection of the Allan Variance transformation 
involves very strong data compression and consequently cannot at all be inverted to recover the 
original data stream in the way we know from the Fourier transform pair. However in the other 
direction, we can obtain the Allan Deviation from the Phase Spectral Density.2

Spectral Noise Density

As noted earlier, when the number of individual contributions to the noise becomes too large to 
enumerate, it is convenient to move to a spectral density form of representation. To carry this idea 
forward, two natural quantities to use would be the frequency deviations occurring at some rate and 
the narrow bandwidth within which they occur. To work with a quantity that is positive definite and 
has additive properties, it is convenient to discuss the squared frequency deviations <(f 2

N)> which 
occur in a noise bandwidth B around the Fourier frequency f. This Frequency Noise Power Spectral 
Density, Sf ≡ <( f 2

N)>/B, will have dimensions of Hz2 (deviation2)/Hz (bandwidth). The summation 
of these deviations over some finite frequency interval can be done simply by integrating Sf between 
the limits of interest.

Connecting Allan Deviation and Spectral Density Sometimes one can estimate that the system has 
a certain spectrum of frequency variations described by Sf (f ), and the question arises of what Allan 
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Deviation this would represent. We prefer to use the Allan presentation only for experimental data. 
However Ref. 2 indicates the weighted transform from Sf to Allan Variance.

Connecting Linewidth and Spectral Density A small surprise is that an oscillator’s linewidth gener-
ally will not be given by the summation of these frequency deviations! Why? The answer turns on 
the interesting properties of Frequency Modulated (FM) signals. What counts in distributing power 
is the Phase Modulation Index b, which is the peak modulation-induced phase shift or, equivalently, 
the ratio of the peak frequency excursion compared with the modulation rate. Speaking of pure tone 
modulation for a moment, we can write the phase-modulated field as
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where Ω is the “carrier” frequency, and w = 2p f and its harmonics are the modulation frequencies. 
The frequency offset of one of these “sidebands,” say the nth one, is n times the actual frequency of 
the process’ frequency f. The strength of the variation at such an nth harmonic decreases rapidly for 
n > b according to the Bessel function Jn(b). We can distinguish two limiting cases.

Large excursions, slow frequency rate This is the usual laboratory regime with solid state or 
HeNe and other gas lasers. The dominant perturbing process is driven by laboratory vibrations 
that are mainly at low frequencies (5–200 Hz). The extent of the frequency modulation they pro-
duce depends on our mechanical design, basically how efficient or inefficient an “antenna” have 
we constructed to pick up unwanted vibrations. Clearly a very stiff, lightweight structure will have 
its mechanical resonances at quite high frequencies. In such case, both laser mirrors will track with 
nearly the same excursion, leading to small differential motion, i.e., low pickup of the vibrations in 
the laser’s frequency. On the other hand, heavy articulated structures, particularly mirror mounts 
with soft springs, have resonances in the low audio band and lead to big FM noise problems. A 
typical laser construction might use a stiff plate, say 2 inches thick of Al or honeycomb-connected 
steel plates. The mirror mounts would be clamped to the plate, and provide a laser beam height of 
2 inches above the plate. Neglecting air pressure variations, such a laser will have vibration-induced 
excursions (<f 2

N >)1/2 of << 100 kHz. An older concept used low expansion rods of say 15 mm 
diameter Invar, with heavy Invar plates on the ends, and kinematic but heavy mirror mounts. This 
system may have a vibration-induced linewidth (<f 2

N >)1/2 in the megahertz range. Only when the 
“rods” become several inches in diameter is the axial and transverse stiffness adequate to suppress 
the acceleration-induced forces. With such massive laser designs we have frequency excursions of 
tens to thousands of kilohertz, driven by low-frequency laboratory vibrations in a bandwidth B < 1 kHz. 
In this case (<f 2

N >)1/2 >> B, and the resulting line shape is Gaussian. The linewidth is given by Ref. 3, 
ΔfFWHM = [8 ln(2) (<f 2

N >) ]1/2 ≅ 2.355 (<f 2
N >)1/2.

The broadband fast, small excursion limit This is the domain in which we can usually end up if 
we can achieve adequate servo gain to reduce the vibration-induced FM. Since the drive frequency of 
the perturbation is low, it is often feasible to obtain a gain above 100, particularly if we use a speedy 
transducer such as an acousto-optic modulator (AOM) or an electro-optic modulator (EOM). In 
general we will find a noise floor fixed, if by nothing else than the broadband shot noise which forms 
a minimum noise level in the measurement process. Here we can expect small frequency excursions 
at a rapid rate, (<f 2

N >)1/2 << B, leading to a small phase modulation index. If we approximate that 
the Spectral Noise Frequency Density Sf = (<f 2

N >)/B is flat, with the value Sf Hz2 (deviation2)/Hz 
(bandwidth), then the linewidth in this domain is Lorentzian,3 with the ΔfFWHM = pSf = p(<f 2

N >)/B.
This summary of frequency-domain measures is necessarily brief and the interested reader may find 

additional discussion useful.3–5 A number of powerful consequences and insights flow from rework-
ing the above discussions in terms of a Phase Noise Power Spectral Density, Sf = Sf/f

2. The National 
Institute of Standards and Technology (NIST) Frequency and Time Division publishes collections 
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of useful tutorial and overview articles from time to time. The currently available volume2 covers these 
topics in more detail. Vendors of rf-domain spectrum analyzers also have useful application notes.6 

22.2 SERVO PRINCIPLES AND ISSUES7,8

Bode Representation of a Servo System

We will describe our systems by transfer functions, output/input, as a function of Fourier frequency w. 
We begin purely in the domain of electronics. The amplifier gain is G(w). The electrical feedback is 
represented as H(w). Both will have voltage as their physical domain, but are actually dimensionless 
in that they are output/input ratios. Considering that we will have to represent phase of these AC 
signals, both G(w) and H(w) will generally be complex. It will be fundamental to view these func-
tions with their dependence on frequency, for both the amplitude and phase response.

Imagine a closed loop system with this amplifier as the forward gain G(w) between input Vi and 
output Vo. Some fraction of the output is tapped off and sent back to be compared with the actual 
input. For more generality we will let H(w) represent this feedback transfer ratio. The actual input, 
minus this sampled output will be our input to our servo amplifier G(w). After a line of algebra we 
find the new gain of the closed loop—in the presence of feedback—is

 A
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V
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G H
o

i
cl = =

+
( )

( ) ( )

ω
ω ω1

 (3)

A particularly instructive plot can be made for the product G(w)H(w), called the “open loop gain,” 
which appears in the denominator. In this so-called Bode plot, the gain and phase are separately 
plotted. Also, from inspection of Eq. (3) we can learn one of the key advantages which feedback 
brings us: if the feedback factor GH were >>1, the active gain G would basically cancel out and we 
would be left with Acl ~1/H. We imagine this feedback channel will be passive, formed from nearly 
ideal nondistorting components. The noise, exact value of the gain, and distortion introduced by 
it are seen to be nearly unimportant, according to the large magnitude of 1 + GH. Gentle amplifier 
overload will lead to overtone production, but could alternatively be represented by a decrease of 
G with signal. Since the output doesn’t depend sensitively upon G anyway, we are sure these distor-
tion products and internally generated noise will be suppressed by the feedback. We can identify the 
denominator 1 + GH as the noise and distortion reduction factor.

What is the cost of this reduced dependence on the active components G(w) and their defects? 
Basically it is that the gain is reduced and we must supply a larger input signal to obtain our desired 
output. For a music system one can then worry about the distortion in the preamplifier system. 
However, we want to make quiescent lasers, without the slightest hint of noise. So it is nice that the 
amplification of internal noise is reduced.

To be concrete, the circuit of Fig. 1 represents a common building block in our servo design. It 
also represents a simple case of feedback. We show it as a current summing input node: the subtrac-
tion at the input arises here because the sign of the gain is negative. With the nearly ideal high-gain 
operational amplifiers now available, G >> 1 and we can closely approximate the closed loop gain 
by 1/H(w), yielding a flat gain above and a rising gain below some corner frequency w0 = 1/t0, with
t0 = Rf C. Remember 1/H(w) is the closed loop gain between Vo and Vi . To find the exact relationship 
between the signals Vs and Vo, we notice the related voltage-divider effect gives V H Vi s= −( ( ))1 ω , which 
leads to 

  
V

V

R

R

j

j

R

R

j

j
o

s

f

i

f

i

=−
+

=−
+( ) ( )1 1

0

0

0

0

ω
ω

ω
ω

ωτ
ωτ

  (4)

The negative sign arises from the fact that the forward gain is negative. When the corner frequency w0 is 
chosen to be sufficiently high, we may have to consider the bandwidth issue of the OpAmp: G(w) could 
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start to roll off and no longer satisfy the approximation of G >> 1. A more complex network is needed 
to compensate for the gain roll-off and that is exactly the topic of feedback we wish to cover below.

Phase and Amplitude Responses versus Frequency

We can plot9 the gain magnitude and phase of this elementary feedback example in Fig. 1, where we 
can see the flat gain at high frequencies and the rising response below w0. Our laser servo designs 
will need to echo this shape, since the drift of the laser will be greater and greater at low frequencies, 
or as we wait longer. This will require larger and larger gains at low frequencies (long times) to keep 
the laser frequency nearby our planned lock point. The phase in Fig. 1 shows the lag approaching 
90° at the lowest frequencies. (An overall minus sign is put into the subtractor unit, as our circuit 
shows an adder.) The time-domain behavior of this feedback system is a prompt inverted output, 
augmented later by the integration’s contribution.

As a first step toward modeling our realistic system, Fig. 2 shows the laser included in our control 
loop. The servo system’s job is to keep the laser output at the value defined by the reference or setpoint 
input. Some new issues will arise at the high-frequency end with the physical laser, as its piezo-electric 
transducer (PZT) will have time delay, finite bandwidth, and probably some resonances. 
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FIGURE 1 Phase and amplitude response of a Proportional-Integral (PI) amplifier circuit. The PI func-
tion is implemented using an inverting OpAmp.
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FIGURE 2 Model of laser system, including frequency 
noise, as part of a servo control loop.
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One way we should expand the model is to include the laser’s operation as a frequency trans-
ducer, converting our control voltage to a frequency change. Probably the laser will have some 
unwanted frequency noises, and in Fig. 3 we can indicate their unwanted contributions arriving 
in the optical frequency discriminator, which functions like a summing junction. The emitted 
laser field encounters an optical frequency discriminator and the laser frequency is compared with 
the objective standard, which we will discuss below. In our diagram we show this laser frequency 
discriminator’s role as an optical frequency–to–voltage converter element. More exactly, laser fre-
quency differences from the discriminator’s reference setpoint are converted to voltage outputs. Laser 
amplitude noises (due to the intrinsic property of the laser itself or external beam propagation) and 
vibration effects on the discriminator will appear as undesired additive noises also. 

The first simple idea is that the feedback loop can be closed when the servo information, carried 
as a voltage signal in our amplifier chain, is converted to a displacement (in meters) by the PZT, 
then into laser frequency changes by the laser’s standing-wave boundary condition. As the length 
changes, the “accordian” in which the waves are captive is expanded or compressed, and along with 
it the wavelength and frequency of the laser’s light. 

A second truth becomes clear as well: there is freedom in designating the division into the for-
ward gain part and the feedback path part. Actually, we probably would like the laser to be tightly 
locked onto the control cavity/discriminator, and then we will tune the whole system by chang-
ing the set point, which is the discriminator’s center frequency. This leads us to view the optical 
frequency discriminator as the summing junction, with the amplifier and PZT transducer as the 
forward gain part. The output is taken as an optical frequency, which would be directly compared to 
the setpoint frequency of the discriminator. So the feedback path H = 1.

We should consider some magnitudes. Let KPZT represent the tuning action of the PZT transducer, 
expressed as displacement meter per volt. A typical value for this would be KPZT = 0.5 nm/V. The laser 
tunes a frequency interval c/2L for a length change by l/2, so the PZT tuning will be ~600 V/order at 
633 nm.

  K K
c

LV PZT= 2

2λ
  (5)

So we obtain a tuning sensitivity KV ~ 800 kHz/V tuning for a foot-long laser, assuming a disk-type 
PZT geometry. See the section below on PZT design.

Measurement Noise as a Performance Limit—It Isn’t

Usually our desire for laser stability exceeds the range of the possible by many orders, and we soon 
wonder about the ultimate limitations. Surely the ultimate limit would be due to measurement 
noise. However, we rarely encounter the shot-noise-limited case, since the shot noise-limited S/N of 
a 100 μW locking signal is ~6 × 106 in a 1 Hz bandwidth. (See section on “The Optical Cavity-Based 
Frequency Discriminator” later.) Rather we are dealing with the laser noise remaining because our 
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Amp Amp

Servo HVSetpoint drifts

Amplitude noise

Quantum noise

Amplifier 
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Mechanical 
noise

Optical beam

PZT

Frequency setpoint

FIGURE 3 Detailed model of a frequency-controlled laser.
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servo gain is inadequate to reduce the laser’s intrinsic noise below the shot noise limit, the clear cri-
terion of gain sufficiency. So our design task is to push up the gain as much as possible to reduce the 
noise, limited by the issue of stability of the thus-formed servo system.

Closed-Loop Performance Expectations When Transducer 
Resonance Limits the Usable Gain

Servo Stability: Larger Gain at Lower Frequencies, Decreasing to Unity Gain and Below Our need 
for high gain is most apparent in the low-frequency domain ~1 kHz and below. Vibrations abound 
in the dozens to hundreds of hertz domain. Drifts can increase almost without limit as we wait lon-
ger or consider lower Fourier frequencies. Luckily, we are allowed to have more gain at low frequen-
cies without any costs in stability. At high frequencies, it is clear we will not help reduce our noise 
if our correction is applied too late and so no longer has an appropriate phase. One important way 
we can characterize the closed-loop behavior of our servo is by a time delay tdelay. Here we need to 
know the delay time before any servo response appears; a different (longer) time characterizes the 
1/e response. The latter depends on the system gain, while the ultimate high-speed response possible 
is controlled by the delay until the first action appears. A good criterion is that the useful unity gain 
frequency can be as high as ft = 1/(2p tdelay), corresponding to 1 rad extra phase-shift due to the delay. 
Below this ultimate limit we need to increase the gain—increase it a lot—to effectively suppress the 
laser’s increased noise at low frequencies. This brings us to address the closed-loop stability issue.

Closed-Loop Stability Issues

One can usefully trace the damping of a transient input as it repetitively passes the amplifier and 
transducer, and is reintroduced into the loop by the feedback. Evidently stability demands that the 
transient is weaker on each pass. The settling dynamics will be more beautiful if the second-pass 
version of the perturbation is reduced in magnitude and is within say ±90° of the original phase. 
Ringing and long delay times result when the return phasor approaches −1 times the input signal 
vector, as then we are describing a sampled sinewave oscillation. These time-domain pictures are 
clear and intuitive, but require treatment in terms of convolutions, so here we will continue our dis-
cussion from the frequency-domain perspective that leads to more transparent algebraic forms. We 
can build up an arbitrary input and response from a summation of sinusoidal inputs. This leads to 
an output as the sum of corresponding sinusoidal outputs, each including a phase shift. 

In our earlier simple laser servo example, no obvious limitation of the available closed-loop 
gain was visible. The trouble is we left out two fundamental laboratory parasites: time delay, as just 
noted, and mechanical resonances. We will usually encounter the mechanical resonance problem in 
any servo based on a PZT transducer. For design details, see the “Practical Issues” section. A reason-
able unit could have its first longitudinal resonance at about 25 kHz, with a Q ~10. In servo terms, 
the actual mechanical PZT unit gives an added 2-pole roll-off above the resonance frequency and a 
corresponding asymptotic phase lag of 180°. Including this reality in our model adds another trans-
fer function RPZT = w0

2/(w0
2 + 2w h w0 + w 2), where w0 is 2p times the resonance frequency, and

h = 1/2Q is the damping factor of the resonance. This response is shown in Fig. 4.
We now talk of stabilizing this system. The elements are the laser and some means to correct its 

frequency, a frequency discriminator to measure the difference between the actual and the setpoint 
frequencies, and a feedback amplifier. Here we propose to do the frequency control by means of a 
PZT transducer to change the laser frequency. For the present discussion, we assume the frequency 
discriminator has a flat response. For the feedback amplier, the first appealing option is to try a 
pure integrator. The problem then is that we are limited in gain by the peakheight of the resonance 
which must remain entirely below unity gain to avoid instability. In Fig. 5 case (a) we see that the 
unity gain frequency is limited to a value of 1.5 kHz. Some margin is left to avoid excessive ringing 
near the resonant frequency, but it is still visible in the time domain. Techniques that help this case 
include a roll-off filter between the unity gain and PZT resonance frequencies.
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Figure 5 shows the “open loop” gain function GH of the feedback equation, and the correspond-
ing phase response. We already noted the dangerous response function of −1 where the denominator 
of Eq. (3) vanishes. In the time-domain iterative picture, the signal changes sign on successive passes 
and leads to instability/oscillation. We need to deal with care as we approach near this point in order 
to obtain maximum servo gain: it is useful to consider two stability margins. The phase stability margin 
is the phase of the open-loop function when the gain is unity. It needs to be at least 30°. The gain
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FIGURE 4 The amplitude and phase response of a tubular PZT transducer 
and an 8-mm-diameter by 5-mm-thick mirror. The resonance is at 25 kHz with a 
Q of 10. 
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FIGURE 5 (a) Integrator gain function alone. Gain must be limited so that gain is <1 even at the resonance. (b) Single-
pole low pass at 6 kHz inserted. Now unity gain can increase to 6 kHz and time response is ~3-fold faster. Small arrows in the 
graph indicate the phase margin at the unity gain frequency (gain = 0 dB) and gain margin at a phase shift of –180°.
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margin is the closed loop gain when the phase is 180°. In Fig. 5 case (a) we see that the phase is not 
shifted very much until we really “sense” the amplitude increase from the resonance. So this reso-
nance may tend to fix an apparently solid barrier to further servo improvement. But as shown in Fig 5 
case (b), just a low-pass to push down the PZT resonance is very helpful.

In fact, there are many ways of improving the low frequency gain of this system. They include: 
(1) imposing yet another high frequency roll-off (or multi-pole low pass filter) just before the resonance 
thus pushing its height down and allowing the open loop transfer function to come up, (2) adding 
lag compensators before the resonance to push the low frequency gain up while keeping the high 
frequency response relatively unchanged, (3) adding a lead compensator just above the resonance to 
advance the phase and increase the unity gain point, (4) or placing a notch at the resonant frequency 
to “cut it out” of the open loop transfer function. The last two options in this list are quite promising 
and are discussed in more detail below.

Proportional Integral Derivative (PID) Controller versus Notch Filters Like many “absolute” bar-
riers, it is readily possible to shoot ahead and operate with a larger closed loop bandwidth than that 
represented by the first PZT resonance. The issue is that we must control the lagging phase that 
the resonance introduces. A good solution is a differentiator stage, or a phase lead compensator, 
which could also be called a high frequency boost/gain-step circuit. In Fig. 6 case (a) we show the 
Bode plot of our PZT-implemented laser frequency servo, based on a PID (Proportional Integral 
Differentiator) controller design. Just a few moments of design pay a huge benefit, as the unity gain 
frequency has now been pushed to 40 kHz, almost a factor of 2 above the PZT’s mechanical reso-
nance. For this PID controller example, unity gain occurs at a 7-fold increased frequency compared 
with Fig. 5 case (b). Thus at the lower frequencies we would hope to have increased the servo gain 
by a useful factor of 7x or 17 dB. However, comparison of Fig. 5 (b) and 6 (a) shows that the low fre-
quency gain is hardly changed, even though we greatly increased the servo bandwidth. 

So, how do we go forward? We could in principle continue to increase the gain and unity gain 
frequency, but this is not really practical, however, since we will again be limited by additional 
structure resonances that exist beyond the first resonance. Also, the Derivatives needed to tame 
these resonances cost low frequency gain, and it is hard to win overall system performance. To make 

1 10 100

–90

–180

0

90

Frequency (kHz)

1 10 100
–20

0

20

40

Frequency (kHz)

P
h

as
e 

(d
eg

re
e)

G
ai

n
 (

dB
)

(a)

(b)

(a)

(b)

Magnitude

Phase
0.05 0.1 0.15

Time (ms)
0

0

0.2

0.4

0.6

0.8

1

1.2

A
m

pl
it

u
de

Step response

(a)

(b)

FIGURE 6 Two methods of working through and beyond a resonance. (a) PID controller where the Derivative term advances 
the phase near the resonance. (b) Adding a notch is a better approach, where the notch function approximates the inverse of the 
resonance peak. Transient response settles much more quickly. Again, we use the small arrows in the graph to indicate the phase 
margin at the unity gain frequency.
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progress, we use a notch as an alternative technique to suppress the resonance. Now a D term is not 
needed, and we can conserve the gain at low frequencies. The notch filter, combined with a PI stage, 
gives unity gain at higher frequencies, and increases gain for low ones. See Fig. 6 case (b). Then Fig. 7 
compares adding another PI stage to the two cases of Fig. 6, adding a PID in (a) and a Notch plus PI 
in (b). The time-domain approach, shown in Fig. 7, shows case (b) settles rather nicely. And the gain 
has increased more than 20 dB at frequencies of 1 kHz and below. So this is very encouraging.

While we have come to the cascaded-integrators approach cautiously in this discussion, in fact 
at least 2 integrators would always be used in practice. Workers with serious gain requirements, 
for example, the LIGO and VIRGO interferometric gravitational wave detector groups, may 
use the equivalent of 4 cascaded integrators! Such a design is “conditionally stable” only, meaning 
that the gain cannot be smoothly reduced or increased. Such aggressive stabilizer designs have their 
place, but not for a first design!

“Rule of Thumb” PID Design for System with a Transducer Resonance Optimizing servo perfor-
mance is an elegant art, turned into science by specification of our “cost function” for the system 
performance shortcomings. In the case that we wish to minimize the time-integrated magnitude of 
the residuals following a disturbance, one comes to the case studied by Ziegler and Nichols for the 
PID controller used in a system with a combined roll-off and time delay.8 Such a case occurs also in 
thermal controllers. With only the P term, one first looks for the frequency fosc where the system first 
oscillates when the gain is increased. The PD corner is then set 1.27× higher than this fosc, the P gain 
is reset at 0.6 of the oscillation gain, and the PI corner is set at 0.318 times the oscillation frequency. 
This “rule of thumb” design of the phase compensation produces a transient response which settles 
reasonably well, so as to minimize the Time Integrated Error. For phase-locking lasers, a cost func-
tion with more emphasis on long-lasting errors leads to another kind of “optimum” tuning, but with 
qualitatively similar results.

When a notch is used to suppress the resonance, there is no longer an anomalous gain at the res-
onant frequency and one is returned to the same case as in its absence. A reasonable servo approach 
to using two PI stages is to design with only one, achieving the desired unity gain frequency. The 
second PI is then added to have its corner frequency at this same point or up to 10-fold lower in 
frequency, depending on whether we wish the most smooth settling or need the highest feasible 
low frequency gain. Figures 6b and 7 show the Bode plot of such designs, along with the system’s 
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closed-loop transient response. An elegant strategy is to use adaptive clamping to softly turn on the 
extra integrator stage when the error is small enough, thus dynamically increasing the order of the 
controller when it will not compromise the dynamics of recovery.

22.3 PRACTICAL ISSUES

Here we offer a number of important tidbits that are useful background material for a successful 
application of the grand schemes discussed above.

Frequency Discriminators for Laser Locking—Overview

So far we have devoted our main effort to addressing the issues of the feedback scheme. Of equal 
importance is the subject of frequency reference system. After all, a good servo eliminates intrinsic 
noises of the plant (laser), and replaces them with the measurement noise associated with the ref-
erence system. Indeed, development of prudent strategies in high precision spectroscopy and the 
progress of laser stabilization have been intimately connected to each other through the years,10 with 
the vigorous pursuit of resolution and sensitivity resulting in amazing achievements in both fields. 

To stabilize a laser, one often employs some kind of resonance information to derive a frequency/
phase-dependent discrimination signal. The resonance can be of material origin, such as modes of 
an optical interferometer; or of natural origin, such as atomic or molecular transitions. If the desired 
use of a stabilized laser is to be an optical frequency standard, its long-term stability or reproduc-
ibility will be key, so the use of a natural resonance is preferred. Reproducibility is a measure of the 
degree to which a standard repeats itself from unit to unit and upon different occasions of opera-
tion. The ultimate reproducibility is limited to the accuracy of our knowledge of the involved transi-
tions of free atoms or molecules. The term “free” means the resonance under study has a minimum 
dependence on the laboratory conditions, such as the particle moving frame (velocity), electromag-
netic fields, collisions, and other perturbations. To realize these goals, modern spectroscopy has 
entered the realm of quantum-limited measurement sensitivities and exquisite control of internal 
and external degrees of freedom of atomic motions. 

A careful selection of a high-quality resonance can lead to superior system performance and 
high working efficiency. For example, the combined product of the transition quality factor Q and 
the potential signal-to-noise ratio (S/N) is a major deciding factor, since this quantity controls the 
time scale within which a certain measurement precision (fractional frequency) can be obtained. 
This importance is even more obvious when one considers the waiting time for a systematic study 
is proportional to the inverse square of (Q × S/N). A narrower transition linewidth of course 
also helps to reduce the susceptibility to systematic errors. The resonance line shape is another 
important aspect to explore. By studying the line shape we will find out whether we have come to 
a complete understanding of the involved transition and whether there are other unresolved small 
lines nearby ready to spoil our stabilization system. 

Sometimes it may not be sufficient to use the natural resonance alone for stabilization work, or 
may not be necessary. The saturation aspect of the atomic transition limits the attainable S/N. To 
stabilize a noisy laser we need to use, for example, an optical resonator, which can provide a high-
contrast and basically unlimited S/N of the resonance information. Careful study of the design and 
control of the material properties can bring the stability of material reference to a satisfactory level. 
See below for a more detailed discussion on this topic. 

Ideally, a resonance line shape is even symmetric with respect to the center frequency of the reso-
nance, and deviations from this ideal case will lead to frequency offsets. However, for the purpose 
of feedback, the resonance information needs to be converted to an odd symmetric discriminator 
shape: we need to know in which direction the laser is running away from the resonance. A straightfor-
ward realization of an error signal using direct absorption technique is to have the laser tuned to the side 
of resonance.11 The slope of the line is used to convert the laser frequency noise to amplitude information 
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for the servo loop. This technique is essentially a DC approach and can suffer a huge loss in S/N due 
to the low-frequency amplitude noise of the laser. A differential measurement technique using dual 
beams is a requirement if one wishes to establish a somewhat stable operation. With a dual beam 
approach, the information about the laser noise can be measured twice and therefore it is possible 
to completely eliminate the technical noise and approach the fundamental limit of shot noise using 
clever designs of optoelectronic receivers. Conventional dual beam detection systems use delicate 
optical balancing schemes,12 which are often limited by the noise and drift of beam intensities, resid-
ual interference fringes, drift in amplifiers, and spatial inhomogenity in the detectors. Electronic 
auto-cancellation of the photodetector currents has provided near shot noise-limited performance.13 
Although this process of input normalization helps to increase S/N of the resonance, the limitation 
on the locking dynamic range remains a problem. The servo loop simply gets lost when the laser is 
tuned to the tail or over the top of the resonance. Further, it is found that transient response errors 
basically limit the servo bandwidth to be within the cavity linewidth.14 Another effective remedy 
to the DC measurement of resonances is the use of zero-background detection techniques, for 
example, polarization spectroscopy.15,16 In polarization spectroscopy the resonance information is 
encoded in the differential phase shifts between two orthogonally polarized light beams. Heterodyne 
detection between the two beams can reveal an extremely small level of absorption-induced polariza-
tion changes of light, significantly improving the detection sensitivity. However, any practical polar-
izer has a finite extinction ratio (e) which limits the attainable sensitivity. Polarization spectroscopy 
reduces the technical noise level by a factor of √e, with e ~ 10−7 for a good polarizer. Polarization 
techniques do suffer the problem of long-term drifts associated with polarizing optics. 

Modulation techniques are of course often used to extract weak signals from a noisy background. 
Usually noises of technical origins tend to be more prominent in the low frequency range. Small 
resonance information can then be encoded into a high-frequency region where both the source 
and the detector possess relatively small noise amplitudes. Various modulation schemes allow one to 
compare on-resonant and off-resonant cases in quick succession. Subsequent demodulations (lock-
in detection) then simultaneously obtain and subtract these two cases, hence generating a signal 
channel with no output unless there is a resonance. Lorentzian signal recovery with the frequency 
modulation method has been well documented.17 The associated lock-in detection can provide the 
first, second, and third derivative type of output signals. The accuracy of the modulation waveform 
can be tested and various electronic filters can be employed to minimize nonlinear mixing among 
different harmonic channels and excellent accuracy is possible. In fact, the well-established 633-nm 
HeNe laser system18 is stabilized on molecular iodine transitions using this frequency dither tech-
nique and third harmonic (derivative) signal recovery. Demodulation at the third or higher order 
harmonics helps to reduce the influence of other broad background features.19 The shortcoming 
of the existence of dither on the output beam can be readily cured with an externally implemented 
“un-dithering” device based on an AOM.20 However, in this type of modulation spectroscopy the 
modulation frequency is often chosen to be relatively low to avoid distortions on the spectral profile 
by the auxiliary resonances associated with modulation-induced spectral sidebands. An equivalent 
statement is that the line is distorted because it cannot reach an equilibrium steady state in the face 
of the rapidly tuning excitation. This low-frequency operation (either intensity chopping or deriva-
tive line shape recovery) usually is still partly contaminated by the technical noise and the achievable 
signal-to-noise ratio (S/N) is thereby limited. To recover the optimum signal size, large modulation 
amplitudes (comparable to the resonance width) are also employed, leading to a broadened spec-
tral linewidth. Therefore the intrinsic line shape is modified by this signal recovery process and the 
direct experimental resolution is compromised. 

A different modulation technique was later proposed and developed in the microwave magnetic 
resonance spectroscopy and similarly in the optical domain.21–23 The probing field is phase-modulated 
at a frequency much larger than the resonance linewidth under study. When received by a square-law 
photodiode, the pure FM signal will generate no photocurrent at the modulation frequency unless a res-
onance feature is present to upset the FM balance. Subsequent heterodyne and rf phase-sensitive detec-
tion yield the desired signal. The high sensitivity associated with the FM spectroscopy is mainly due to 
its high modulation frequency, usually chosen to lie in a spectral region where the amplitude noise level 
of the laser source approaches the quantum (shot noise) limit. The redistribution of some of the carrier 
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power to its FM sidebands causes only a slight penalty in the recovered signal size. Another advantage 
of FM spectroscopy is the absence of linewidth broadening associated with low-frequency modulation 
processes. The wide-spread FM spectra allows each individual component to interact with the spectral 
features of interest and thereby preserves the ultrahigh resolution capability of contemporary narrow-
linewidth lasers.

Since its invention, FM spectroscopy has established itself as one of the most powerful spec-
troscopic techniques available for high-sensitivity, high-resolution, and high-speed detection. The 
high bandwidth associated with the radio frequency (rf) modulation enables rapid signal recovery, 
leading to a high Nyquist sampling rate necessary for a high-bandwidth servo loop. The technique 
has become very popular in nonlinear laser spectroscopy,24 including optical heterodyne satura-
tion spectroscopy,23 two-photon spectroscopy,25 Raman spectroscopy,26 and heterodyne four-wave 
mixing.27 Recent developments with tunable diode lasers have made the FM technique simpler 
and more accessible. The field of FM-based laser diode detection of trace gas and remote sensing is 
rapidly growing. In terms of laser frequency stabilization, the rf sideband based Pound-Drever-Hall 
locking technique28 has become a uniformly adopted fast stabilization scheme in the laser commu-
nity. The resonance-based error signal in a high-speed operating regime is shown to correspond to 
the instantaneous phase fluctuations of the laser, with the atom or optical cavity serving the purpose 
of holding the phase reference. Therefore a properly designed servo loop avoids the response time 
of the optical phase/frequency storage apparatus and is limited only by the response of frequency-
correcting transducers. 

In practice some systematic effects exist to limit the ultimate FM sensitivity and the resulting 
accuracy and stability. Spurious noise sources include residual amplitude modulation (RAM), excess 
laser noise, and étalon fringes in the optical system.29 A number of techniques have been developed 
to overcome these problems. In many cases FM sidebands are generated with electro-optic modula-
tors (EOM). A careful design of EOM should minimize the stress on the crystal and the interference 
between the two end surfaces (using angled incidence or antireflection coatings). Temperature con-
trol of the EOM crystal is also important and has been shown to suppress the long-term variation 
of RAM.30 The RAM can also be reduced in a faster loop using an amplitude stabilizer31 or a tuning 
filter cavity.32 The étalon fringe effect can be minimized by various optical or electronic means.33 An 
additional low-frequency modulation (two-tone FM34) can be used to reduce drifts and interference 
of the demodulated baseline.

In closing this section, we note that a laser is not always stabilized to a resonance but is some-
times referenced to another optical oscillator.35 Of course the working principle does not change: 
one still compares the frequency/phase of the laser with that of reference. The technique for acquir-
ing the error information is however more straightforward, often with a direct heterodyne detection 
of the two superposed waveforms on a fast photo detector. The meaning of the fast photo detector 
can be quite extensive, sometimes referring to a whole table-top system that provides THz-wide 
frequency gap measurement capabilities.36–38 Since it is the phase information that is detected and 
corrected, an optical phase locked loop usually provides a tight phase coherence between two laser 
sources. This is attractive in many measurement applications where the relative change of optical 
phase is monitored to achieve a high degree of precision. Other applications include phase-tracked 
master-slave laser systems where independent efforts can be made to optimize laser power, tunabil-
ity and intrinsic noise. 

The Optical Cavity-Based Frequency Discriminator

It is difficult to have both sensitive frequency discrimination and short time delay, unless one uses the 
reflection mode of operation: these issues have been discussed carefully elsewhere.28 With ordinary 
commercial mirrors, we can have a cavity linewidth of 1 MHz, with a contrast C above 50 percent. 
We can suppose using 200 μW optical power for the rf sideband optical frequency discriminator, lead-
ing to a dc photo current i0 of ~100 μA and a signal current of ~25 μA. The shot noise of the dc current 

is i ein = 2 0  in a 1-Hz bandwidth, leading to an S/N of ~4 × 106. The frequency noise-equivalent would 

then be 250 milliHertz/√Hz. If we manage to design enough useful gain in the controller to suppress 
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the laser’s intrinsic noise below this level, the laser output frequency spectrum would be character-
ized by this power spectral density. Under these circumstances, according to the earlier discussion in 
the Introduction and Overview Section, the output spectrum would be Lorentzian, of width ΔνFWHM = 
p Sf = p (0.25 Hz)2/Hz ~ 0.8 Hz. One comes to impressive predictions in this business! But usually 
the results are less impressive.

What goes wrong? From measurements of the servo error, we can see that the electronic lock is 
very tight indeed. However, the main problem is that vibrations affect the optical reference cavity’s 
length and hence its frequency. For example measurements show the JILA Quiet Room floor has 
a seismic noise spectrum which can be approximated by 4 × 10−9 m rms/√Hz from below 1 Hz to 
about 20 Hz, breaking there to an f −2 roll-off. Below 1 Hz the displacement noise climbs as f −3. 
Horizontal and vertical vibration spectra are similar. Accelerations associated with these motions 
lead to forces on the reference cavity that will induce mechanical distortion and hence frequency 
shifts. To estimate the resulting frequency shift, simple approximate analysis leads to a dynamic frac-
tional modulation of the cavity length l by the (colinear) acceleration a, as

 
Δ Δl

l

f

f

a l

Yaxial = − = ρ ε
2

 (6)

where Y ~70 GPa is the Young’s modulus and r ~2.2 gm/cm3 is the density for the ULE (or Zerodur) 
spacer. The factor e (–1 < e < 1 ) is a geometrical design factor. For example, suppose the cav-
ity is hanging vertically, suspended from the top. Then the cavity is stretched by its weight, and
e = 1. Using l = 10 cm and a = 1 g, we expect Δ l/l = – Δf /f ~ 1.5 × 10−8 →~8.7 MHz/g, supposing 
l = 532 nm. (This is equivalent to 885 kHz/ms−2.) If the cavity were vertical, but supported from 
below, it would be in compression and e = –1. Evidently there is an interesting regime in which the 
cavity is supported near its middle height, where there will be a strong cancelation of the net vertical 
length change. We return below to this case where e ~0. 

First, let us suppose our reference cavity bar is uniformly supported horizontally from a flat 
horizontal surface. Even in this transverse case, vertically accelerating the interferometer produces 
length changes through the distortion coupling between the transverse compression and lengthwise 
extension, the effect of “extrusion of the toothpaste.” So the longitudinal displacement of Eq. (6) is 
reduced by this Poisson ratio s = 0.17. Also the vertical weight now comes from the cavity’s height, 
which is now really the spacer’s diameter j, typically about 5-fold less than the length. So we have 

 
Δl
l

a
Ytransverse = ϕρσ

2
 (7)

We come to a predicted sensitivity then of ~300 kHz/g for vertically applied uniform force (equivalent 
to 30 kHz/ms−2 ).

Some important things have been so far left out of this discussion. For one, to make a stable refer-
ence cavity the details of the mounting and cavity support can be very important, since the expan-
sion coefficient of the metal vacuum envelope is likely three orders of magnitude greater than that 
of ULE near its critical temperature-stable point. To prevent the vacuum shell’s dimensional expan-
sion from causing stresses in the cavity, it makes sense to use a pendulum suspension of the cavity. 
With two loops around the horizontal bar, forming a dual pendulum suspension, the cavity motion 
is mainly restricted to the axial direction, and the horizontal acceleration forces at high frequency 
are filtered down. Now we have the question: 

What should be the spacing B between the two suspension loops? Put them close together and the 
expansion of the metal outer shell has even less impact on the cavity length. But the cavity rod 
(or bar, or tube) now takes on a stronger static bend, which shortens the cavity and the resulting 
cross-term in the cosine projection leads to a first-order length response with vertical acceleration 
noise. Furthermore, the bending-induced misalignment of the cavity mirrors means the intracavity 
resonant mode will displace laterally across the mirror surface to again have the optimal standing-
wave buildup. Certainly the mirrors are rather nicely polished on their surfaces, but at least one is 
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a curved surface. So with our greedy dream of 10−15 frequency stability, wiping the beam vertically 
across the curvature will introduce disastrous optical length changes.

What about a wider spacing of the supports? Luckily for us the “two-point suspension problem” 
was addressed by G. B. Airy in the nineteenth century. He established that a support-spacing-to-
length ratio of B/L = 0.577 was an ideal design for such a suspension, as it restored the parallelism 
of the two end faces of the measurement bar. A series of JILA experiments explored this domain.39 
These showed a vertical acceleration sensitivity of the horizontally suspended bar of 2200 kHz/ms−2 at 
B/L = 0.11, reduced to 150 kHz/ms−2 at the Airy spacing B/L = 0.577. Our “theory” in Eq. (7) doesn’t 
consider static bending of the bar, but would lead to 90 kHz/ms−2 if scaled for the 5.7 × 7.1 × 27.7 cm 
dimensions of our cavity’s spacer-bar (suspended with the 5.1-cm direction vertical). Regrettably, 
the sign of the vibration-induced response was not determined: cavity bending shortens the optical 
path, while vertical squeezing would lengthen it.

Integrating the acceleration produced by the mid-band floor vibration spectrum quoted above 
leads to a broadband noise of a few dozen hertz in both H and V planes. Left out however is the
1 milli-“g” vibration near 30 Hz due to ac motors in JILA (Pepsi refrigerators!). So we should have a 
vibration-induced linewidth of something like 1/2 kHz, which correlates adequately well with expe-
rience. Passive air-table antivibration measures suppress this vibration (acceleration) spectrum to 
~2 × 10−6 ms−2/√Hz, again roughly flat over 2 to 20 Hz band by filtering the floor’s vibrational noise 
above ~2 Hz Fourier frequency. The calculated Fourier frequency at which the phase modulation 
processes have removed 1/2 the laser carrier power (approximate half-linewidth of the locked laser) 
is ~1 Hz, but nonmodeled noise led to experimental values more like 5 Hz. Elegant passive vibration-
damping suspensions at NIST have led to record-level subhertz cavity-locked laser linewidths.40 It 
has been suggested that much of the remaining noise is associated with thermal mechanical dis-
placement noise in the mirror coatings.41 Later measurements confirmed that the thermal noise was 
indeed the dominant source limiting the laser linewidth.42

Returning to the cavity-mounting problem, we introduced the symmetry factor e in the axial 
direction, because it is clear that holding the cavity in the midplane seems wise. Then the acceleration-
induced net length change would tend be cancelled: one half of the length is under compression, the 
other half is under tension at a particular moment in the ac vibration cycle. We denote this cancella-
tion by symmetry as e, with –1 ≤ e ≤ 1. Some experiments were made with short vertically mounted 
cavities.43 The hand-assembly of the central disk limited the observed asymmetry value for our 
vertical mountings to a ~20-fold reduction of the vibration sensitivity (e ≥ 0.05), to about ~10 kHz/ms−2, 
measured at the Nd fundamental wavelength. It was directly possible to observe subhertz laser beats! 
A computer design44 for a more optimal cavity is shown as Fig. 8. 

Quantum Resonance Absorption45

Establishing a long-term stable optical frequency standard requires a natural reference of atomic or 
molecular origin. Historically, the use of atomic/molecular transitions was limited to those that had 
accidental overlap with some fixed laser wavelengths. With the advent of tunable lasers, research on 
quantum absorbers has flourished. A stabilized laser achieves fractional frequency stability

δ
τ

v

v Q S N
=

1 1 1

/

where Q is the quality factor of the transition involved, S/N is the recovered signal-to-noise ratio of 
the resonance information, and t is the averaging time. Clearly one wishes to explore the limits on 
both resolution and sensitivity of the detected signal. The nonlinear nature of a quantum absorber, 
while on one hand limiting the attainable S/N, permits sub-Doppler resolutions. With sensitive 
techniques such as FM-based signal modulation and recovery, one is able to split a MHz scale line-
width by a factor of 104 to 105, at an averaging time of 1 s or so. Sub-Hertz long-term stability can 
be achieved with carefully designed optical systems where residual effects on baseline stability are 
minimized. However, a pressing question is: How accurate is our knowledge of the center of the 
resonance? Collisions, electromagnetic fringe fields, probe field wavefront curvature, and probe 
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power can all bring undesired linewidth broadening and center shifts. Distortion in the modula-
tion process and other physical interactions can produce asymmetry in the recovered signal line 
shape. These issues will have to be addressed carefully before one can be comfortable talking about 
accuracy. A more fundamental issue related to time dilation of the reference system (second-order 
Doppler effect) can be solved in a controlled fashion: one simply knows the sample velocity accu-
rately (e.g., by velocity selective Raman process), or the velocity is brought down to a negligible level 
using cooling and trapping techniques. 

The simultaneous use of quantum absorbers and an optical cavity offers an attractive laser sta-
bilization system. On one hand, a laser prestabilized by a cavity offers a long phase-coherence time, 
reducing the need of frequent interrogations of the quantum absorber. In other words, information 
of the atomic transition can be recovered with an enhanced S/N and the long averaging time trans-
lates into a finer examination of the true line center. On the other hand, the quantum absorber’s 
resonance basically eliminates inevitable drifts associated with material standards. The frequency 
offset between the cavity mode and atomic resonance can be bridged by an AOM. In this case the 
cavity can be made of totally passive elements: mirrors are optically contacted to a spacer made of 
ultralow expansion material such as ULE or Zerodur. In case that the cavity needs to be made some-
what tunable, an intracavity Brewster plate driven by Galvo or a mirror mounted on PZT is often 
employed. Of course, these mechanical parts bring additional thermal and vibrational sensitivities 
to the cavity, along with nonlinearity and hysteresis. Temperature tuning of a resonator is potentially 
less noisy but slow. Other tuning techniques also exist, for example, through the use of magnetic 
force or pressure (change of intracavity refractive index or change of cavity dimension by external 
pressure). An often-used powerful technique called frequency-offset-locking brings the precision rf 
tuning capability to the optical world.14

Transducers

PZT Transducer Design: Disk versus Tube Designs We will usually encounter the mechanical reso-
nance problem in any servo based on a PZT transducer: Small mirrors clearly are nice as they can 
have higher resonance frequencies. A mirror, say 7.75 mm Φ × 4 mm high, might be waxed onto a 

FIGURE 8. Computer model of vibration-
resistant optical reference cavity.

22_Bass_v2ch22_p001-028.indd 22.17 8/24/09 11:30:12 AM



22.18  SOURCES

PZT disk 10 mm diameter × 0.5 mm thick. The PZT, in turn, is epoxied onto a serious backing plate. 
This needs to be massive and stiff, since the PZT element will produce a differential force between 
the mirror and the backing plate. At short times there will be a “reduced mass” kind of splitting of 
the motion between the mirror and the support plate. At lower frequencies, one hates to get a lot 
of energy coupled into the mirror mount since it will have a wealth of resonances in the sub-kHz 
range. For this size mirror, the backing plate might be stainless steel, 1 inch diameter by ~3/4 inch 
wedged thickness, and with the PZT deliberately decentered to break down high Q modes. The piston 
mode will be at ~75 kHz. 

Tubular PZT Design Often it is convenient to use a tubular form of PZT, with the electric field 
applied radially across a thin wall of thickness t. This gives length expansion also, transverse to 
the field using a weaker d31 coefficient, but wins a big geometric factor in that the transverse field 
is generating a length response along the entire tube height h. The PZT tube could be 1/2 inch
diameter by 1/2 inch length, with a wall thickness t =1.25 mm. This geometry leads to a ~7-fold sen-
sitivity win, when d31 ≈ 0.7 d33 is included. Typical dimensions for the mirror might be 12.5 mm 
diameter × 7 mm high. The PZT tube also is epoxied onto a serious backing plate. For the high 
voltage isolation of the PZT electrodes at the tube ends, a thin sheet (say < 0.5 mm) of stiff ceramic, 
alumina for example, will suffice. An alternative way to provide the electrical isolation of the ends 
involves removing the silver electrodes for several millimeters at the end. A new technique uses a 
diamond-charged tubular core drill mounted into a collet in a lathe. The active tool face projects 
out only 2 mm so that handheld PZT grinding leads to clean electrode removal, inside and out. This 
end of the PZT tube is attached to the backing mass with strong epoxy. The mirror is attached to the 
open PZT tube end with melted wax. This is vastly better than epoxy in that it does not warp the 
optic, and the small energy dissipation occurs at the best place to damp the Q of the PZT assembly. 
If done well, this unit will have its first longitudinal resonance at about 25 kHz, with a Q ~10. As 
noted above, in servo terms, the actual mechanical PZT unit gives an added 2-pole roll-off above the 
resonance frequency and a corresponding asymptotic phase lag of 180°. So it is useful to design for 
high resonant frequency and low Q.

Comparing disk and tubular designs, the disk approach can have a three-fold higher resonance 
frequency, while the tubular design is ~7-fold more sensitive. Perhaps more important is the tube’s 
reduced stiffness, moving the PZT/mirror resonance down into the 20-kHz domain. This brings us 
to the subject of spectral shaping of the amplifier gain and limitations of servo performance due to 
electronic issues.

Amplifier Strategies for PZT Driver We enjoy the tubular PZT for its large response per volt and 
its relatively high resonance frequencies. But it gives a problem in having a large capacitance, for 
example, of 10 nf in the above design. Even with the high sensitivity of 70 V/order, achieving a tight 
lock requires high frequency corrections and can lead to a problem in supplying the necessary ac 
current, supposing that we ask the HV amplifier alone to do the job. An apparent answer is to use 
a pair of amplifiers, one fast and the other HV, separately driving the two sides of the PZT. This 
alone doesn’t solve the problem, as the big high-frequency ac current is only returned via the HV 
amplifier. The answer is to use a crossover network on the HV amplifier side. A capacitor to ground, 
of perhaps 3- or 5-fold larger value than the PZT will adequately dump the fast currents coming 
through the PZT’s capacitance. A resistor to this PZT/shunt capacitor junction can go to the HV 
amplifier. Now this HV amp has indeed more capacitance to drive, but is only needed to be active 
below a few hundred hertz where the current demand becomes reasonable. An alternative topology 
sums the two inputs on one side of the PZT.

Other Useful Transducers—Slow but Powerful Commercial multiple wafer designs utilize 100 or 
more thin PZT sheets mechanically in series and electrically in parallel to produce huge excursions 
such as 10 μm for 100 V. Of course the capacitance is ~0.1 μF and the stability leaves something to 
be desired. These are useful for applications that can tolerate some hysteresis and drift, such as grat-
ing angle tuning in a diode laser. When a large dynamic range is needed to accommodate wide tun-
ing range or to correct for extensive laser frequency drifts at low frequencies, a galvo-driven Brewster 
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plate can be used inside the optical cavity. Typically a Brewster plate inflicts an insertion loss less than 
0.1 percent if its angular tuning range is limited within ±4°. Walk-off of the optical beam by the tun-
ing plate can be compensated with a double-passing arrangement or using dual plates. In the JILA-
designed Ti:Sapphire laser, we use the combination of PZT and Brewster plate for the long-term
frequency stabilization. The correction signal applied to the laser PZT is integrated and then fed 
to the Brewster plate to prevent saturation of the PZT channel. At higher frequencies we use much 
faster transducers, such as AOM and EOM, which are discussed below. 

Temperature control of course offers the most universal means to control long-term drifts. 
Unfortunately the time constant associated with thermal diffusion is usually slow and therefore the 
loop bandwidth of thermal control is mostly limited to Hertz scale. However, thoughtful designs 
can sometimes push this limit to a much higher value. For example, a Kapton thin-film heater tape 
wrapped around the HeNe plasma tube has produced a thermal control unity gain bandwidth in 
excess of 100 Hz.46 The transducer response is reasonably modeled as an integrator above 0.3 Hz 
and excessive phase shifts associated with the thermal diffusion does not become a serious issue 
until ~200 Hz. This transfer function of the transducer can be easily compensated with an electronic 
PI filter to produce the desired servo loop response. Radiant heating of a glass tube by incandescent 
lamps has achieved a time delay <30 ms and has also been used successfully for frequency control 
of HeNe lasers.47 If a bipolar thermal control is needed, Peltier-based solid state heat pumps (ther-
moelectric coolers) are available and can achieve temperature differences up to 70°C, or can transfer 
heat at a rate of 125 W, given a proper configuration of heat sinking. Parallel use of these Peltier 
devices results in a greater amount of heat transfer while a cascaded configuration achieves a larger 
temperature difference. 

Combining various servo transducers in a single feedback loop requires thorough understand-
ing of each actuator, their gains and phase shifts, and the overall loop filter function one intends to 
construct. Clearly, to have an attractive servo response in the time domain, the frequency transfer 
functions of various gain elements need to crossover each other smoothly. A slow actuator may 
have some resonance features in some low-frequency domain, hence the servo action needs to be 
relegated to a faster transducer at frequency ranges beyond those resonances. The roll-off of the 
slow transducer gain at high-frequencies needs to be steep enough, so that the overall loop gain can 
be raised without exciting the associated resonance. On the other hand, the high-frequency channel 
typically does not have as large a dynamic range as the slow ones. So one has to pay attention not 
to overload the fast channel. Again, a steep filter slope is needed to rapidly relinquish the gain of 
the fast channel toward the low-frequency range. However, we stress here that the phase difference 
between the two channels at the crossover point needs to be maintained at less than 90°. In the end, 
predetermined gains and phase shifts will be assigned to each transducer so that the combined filter 
function resembles a smooth single channel design. Some of these issues will be addressed briefly in 
the section below on example designs. 

Servo Design in the Face of Time Delay: Additional Transducers Are Useful As one wishes for 
higher servo gain, with stability, it means a higher closed-loop bandwidth must be employed. 
Eventually the gain is sufficiently large that the intrinsic laser noise, divided by this gain, has become 
less than the measurement noise involved in obtaining the servo error signal. This should be suffi-
cient gain. However, it may not be usable in a closed-loop scenario, due to excessive time delay. If we 
have a time delay of tdelay around the loop from an injection to the first receipt of correction infor-
mation, a consideration of the input and response as vectors will make it clear that no real servo 
noise suppression can occur unless the phase of the response at least approximates that required to 
subtract from the injected error input to reduce its magnitude on the next cycle through the system. 
A radian of phase error would correspond to a unity-gain frequency of 1/(2p tdelay), and we find this 
to be basically the upper useful limit of servo bandwidth. One finds that to correct a diode laser or 
dye laser to leave residual phase errors of 0.1 rad, it takes about 2 MHz servo bandwidth. This means 
a loop delay time, at the absolute maximum, of tdelay = 1/2p 2MHz = 80 ns. Since several amplifier 
stages will be in this rf and servo-domain control amplifier chain, the individual bandwidths need 
to be substantially beyond the 12 MHz naively implied by the delay spec. In particular rf modula-
tion frequencies need to be unexpectedly large, 20 MHz at least, and octave rf bandwidths need to 
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be utilized, considering that the modulation content can only be 1/2 the bandwidth. Suppression of 
even-order signals before detection is done with narrow resonant rf notches.

Of course a PZT transducer will not be rated in the nanosecond regime of time delay. Rather, one 
can employ an AOM driven by a fast-acting Voltage-Controlled Oscillator to provide a frequency 
shift. Unfortunately the acoustic time delay from the ultrasonic transducer to the optical interac-
tion seems always to be 400 ns, and more if we are dealing with a very intense laser beam and wish 
to avoid damage to the delicate AO transducer. The AOM approach works well with diode-pumped 
solid state lasers, where the bandwidth of major perturbations might be only 20 kHz. By double-
passing the AOM the intrinsic angular deflection is suppressed. Usually the AOM prefers linear 
polarization. To aid separation of the return beam on the input side, a spatial offset can be provided 
with a collimating lens and roof prism, or with a cat’s-eye retroreflector. Amplitude modulation or 
leveling can also be provided with the AOM’s dependence on rf drive, but it is difficult to produce a 
beam still at the shot noise level after the AOM.

The final solution is an EOM phase modulator. In the external beam, this device will produce a 
phase shift per volt, rather than a frequency shift. So we will need to integrate the control input to 
generate a rate of change signal to provide to the EOM, in order to have a frequency relationship 
with the control input.48 Evidently this will bring the dual problems of voltage saturation when the 
output becomes too large, and a related problem, the difficulty of combining fast low-delay response 
with high-voltage capability. The standard answer to this dilemma was indicated in our PZT section, 
namely, one applies fast signals and high-voltage signals independently, taking advantage of the fact 
that the needed control effort at high frequencies tends to cover only a small range. So fast low-
voltage amplifier devices are completely adequate, particularly if one multipasses the EOM crystal
several times. A full discussion of the crossover issues and driver circuits will be prepared for another 
publication.

Representative/Example Designs

Diode-Pumped Solid State Laser Diode-pumped solid state lasers are viewed as the most prom-
ising coherent light sources in diverse applications, such as communications, remote detection, 
and high precision spectroscopy. The diode-pumped Nd:YAG laser is probably the most highly 
developed of the rapidly expanding universe of diode-pumped solid state lasers, and it has enjoyed 
continuous improvements in its energy efficiency, size, lifetime, and intrinsic noise levels. The laser’s 
free-running linewidth of ~10 kHz makes it a straightforward task to stabilize the laser via an optical 
cavity or an optical phase locked loop. In our initial attempt to stabilize the laser on a high finesse
(F ~ 100,000, linewidth ~ 3 kHz) cavity, we employ an external AOM along with the laser internal 
PZT which is bonded directly on the laser crystal. The frequency discrimination signal between 
the laser and cavity is obtained with 4-MHz FM sidebands detected in cavity reflection. The PZT 
corrects any slow but potentially large laser frequency noise. Using the PZT alone allows the laser 
to be locked on the cavity. However, the loop tends to oscillate around 15 kHz and the residual 
noise level is more than 100 times higher than that obtained with the help of an external AOM. The 
AOM is able to extend the servo bandwidth to ~150 kHz, limited by the propagation time delay of 
the acoustic wave inside the AOM crystal. The crossover frequency between the PZT and AOM is 
about 10 kHz. Such a system has allowed us to achieve a residual frequency noise spectral density of 
20 mHz/√Hz. The laser’s linewidth relative to cavity is thus a mere 1.3 mHz,49 even though the noise 
spectral density is still 100 times higher than the shot noise. This same strategy of servo loop design 
has also been used to achieve a microradian level phase locking between two Nd:YAG lasers.50

It is also attractive to stabilize the laser directly on atomic/molecular transitions, given the 
low magnitude of the laser’s intrinsic frequency noise. Of course the limited S/N of the recovered 
resonance information will not allow us to build speedy loops to clean off the laser’s fast frequency/
phase noise. Rather we will use the laser PZT alone to guide the laser for a long-term stability. An 
example here is the 1.064 μm radiation from the Nd:YAG, which is easily frequency doubled to 532 
nm where strong absorption features of iodine molecules exist.51,52 The doubling is furnished with 
a noncritical phase-matched KNbO3 crystal located inside a buildup cavity. 160 mW of green light 
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output is obtained from an input power of 250 mW of IR. Only mW levels of the green light are 
needed to probe the iodine saturated absorption signal. Low vapor pressure (~0.5 Pa) of the iodine 
cell is used to minimize the collision-induced pressure shift and to reduce the influence on baseline 
by the linear Doppler absorption background. The signal size decreases as the pressure is reduced. 
However, this effect is partly offset due to the reduced resonance linewidth (less pressure broadening) 
which helps to increase the slope of the frequency locking error signal. A lower pressure also helps 
to reduce power-related center frequency shifts since a lower power is needed for saturation. With 
our 1.2-m long cells, we have achieved an S/N of 120 in a 10-kHz bandwidth, using the modulation 
transfer spectroscopy.53 (Modulation transfer is similar to FM except that we impose the frequency 
sideband on the saturating beam and rely on the nonlinear medium to transfer the modulation 
information to the probe beam which is then detected.) Normalized to 1-s averaging time, this S/N 
translates to the possibility of a residual frequency noise level of 10 Hz when the laser is locked on 
the molecular resonance, given the transition linewidth of 300 kHz. We have built two such iodine-
stabilized systems and the heterodyne beat between the two lasers permits systematic studies on each 
system and checks the reproducibility of the locking scheme.54 With a 1 second counter gate time, 
we have recorded the beat frequency between the two lasers. The standard deviation of the beat fre-
quency noise is ~20 Hz, corresponding to ~14-Hz rms noise per IR laser, basically a S/N limited per-
formance. The beat record can be used to calculate the Allan standard deviation: starting at 5 × 10−14 
at 1 second, decreasing with a slope of 1/√t up to 100 second. (t is the averaging time.) After 100-s the 
deviations reach the flicker noise floor of ~5 × 10−15. At present, the accuracy of the system is limited 
by inadequate optical isolation in the spectrometer and the imperfect frequency modulation process 
(residual amplitude noise, RAM) used to recover the signal. This subject is under intense active study 
in our group.55 

External Cavity Diode Lasers Diode lasers are compact, reliable, and coherent light sources for many 
different applications.56 The linewidth of a free-running diode laser is limited by the fundamental 
spontaneous emission events, enhanced by the amplitude-phase coupling inside the gain medium. 
With a low-noise current driver, a typical milliwatt scale AlGaAs diode laser has a linewidth of 
several MHz. To reduce this fast frequency noise, one typically employs an external cavity formed 
between one of the diode laser facets and a grating (or an external mirror that retroreflects the first-
order grating diffraction).57–59 This optical feedback mechanism suppresses the spontaneous emis-
sion noise, replaced by much slower fluctuations of mechanical origin. The linewidth of the grating-
stabilized external cavity diode laser (ECDL) is usually between 100 kHz and 1 MHz, determined by 
the quality factor of the optical feedback. The ECDL also offers much better tuning characteristics 
compared against a solitary diode. To do such tuning, the external grating (or the mirror that feeds 
the grating-dispersed light back to the laser) is controlled by a PZT for scanning. Synchronous tun-
ing of the grating dispersion and the external cavity mode can be achieved with a careful selection of 
the grating rotation axis position. Similarly, this PZT-controlled grating can be used to stabilize the 
frequency of an ECDL. However, owing to the low bandwidth limited by the mechanical resonance 
of PZT, a tight frequency servo is possible only through fast transducers such as the laser current or 
intracavity phase modulators.

This hybrid electro-optic feedback system is attractive, and ECDLs have been demonstrated to 
show hertz level stability under a servo bandwidth of the order of 1 MHz. For a solitary diode, feed-
back bandwidth of tens of megahertz would have been needed in order to bring the frequency noise 
down to the same level. However, considering that the optical feedback has a strong impact on the 
laser frequency noise spectrum, one finds the frequency response of the compound laser system is 
clearly dependent upon the optical alignment. Therefore, for each particular ECDL system, we need 
to measure the frequency response function of the laser under the optimally aligned condition. We 
are dealing with a multichannel feedback system (e.g., PZT plus current), so that designing smooth 
crossovers between different transducers requires knowledge of the transfer functions of each trans-
ducer. Normally the current-induced FM of a solitary diode has a flat response up to ~100 kHz, and 
then starts to roll off in the region between 100 kHz and 1 MHz, initially with a single-pole charac-
ter. This is due to the time response of the current-induced thermal change of the refractive index 
inside the diode. (At a faster time scale, the carrier density variation will remain and then dominate 
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the laser frequency response.) Design of a fast feedback loop needs to take into account this intrin-
sic diode response. Fortunately the time delay associated with the current response is low, typically 
below 10 ns. 

In our example system, the frequency discrimination signal of the ECDL is obtained from a 100 kHz 
linewidth cavity with a sampling frequency of 25 MHz. The error signal is divided into three paths: 
PZT, current modulation through the driver, and direct current feedback to the diode head. The 
composite loop filter function is shown in Fig. 9. The crossover between the slow current channel 
and the PZT usually occurs around 1 kHz, in order to avoid the mechanical resonance of the PZT at 
a few kHz. In our system, the frequency response of the PZT/grating is 10 GHz/V. To furnish this in-
loop gain of ~1000 at 1 kHz, we need to supply an electronic gain of 0.1, given that the error signal 
has a slope of 1 V/1 MHz.

Toward the lower frequency range, the PZT gain increases by 40 dB/decade (double integrators) 
to suppress the catastrophically rising laser frequency noise. It is obvious from Fig. 9 that the inter-
mediate current channel tends to become unstable at a few hundred kHz, due to the excessive phase 
shift there. The fast current loop, bypassing the current driver to minimize additional time delay 
and phase shift, has a phase lead compensator to push the unity gain bandwidth to 2 MHz. With this 
system we can lock the ECDL robustly on the optical cavity, with a residual noise spectral density of 
2 Hz/√Hz, leading to a relative linewidth of 12 Hz. The achieved noise level is about 100 times higher 
than the fundamental measurement limit set by shot noise. We note in passing that when an ECDL 
gradually goes out of alignment, the previously adjusted gain of the current loop will tend to make 
the servo oscillate so we know a new alignment is needed. The laser FM sideband used to generate 
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FIGURE 9 The combined loop filter function for ECDL frequency stabilization.
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the locking signal is produced directly by current modulation. An electronic filter network is 
employed to superimpose the slow servo, fast servo, and modulation inputs to the diode. Exercise 
caution when accessing the diode head, as a few extra mA current increase can lead to drastic output 
power increase and melted laser facets, all in 1 μs!

Since 2000 this art of locking diode lasers to cavities has been progressing rapidly and in many 
labs worldwide. To note just one recent measurement of subhertz linewidths, we may note the 
results60 in JILA, where two diode lasers were locked to two independent vertical cavities, giving 10−15 
frequency stability at 1-second averaging time. In another Boulder collaboration, subhertz optical 
beat linewidths have been measured61 between a JILA diode laser source at 689 nm and another sta-
bilized laser used as the local oscillator for the Hg+ clock, at a different wavelength of 1126 nm, and 
located 4 km away in the NIST labs. Two optical frequency Combs were employed, along with a Nd:
YAG laser whose wavelength could be transmitted by the 4-km fiber link. (This Comb technology 
seems to have gone quickly from being a research topic to a reliable and versatile tool!)

22.4 SUMMARY AND OUTLOOK

The technology of laser frequency stabilization has been refined and simplified over the years and 
has become an indispensable research tool in any modern laboratories involving optics. Research on 
laser stabilization has been and still is pushing the limits of measurement science. Indeed, a number 
of currently active research projects on fundamental physical principles benefit a great deal from 
stable optical sources and will need a continued progress of the laser stabilization front.62 Using 
extremely stable phase coherent optical sources, we will be entering an exciting era when the LISA 
interferometer will achieve picometer resolution over a five million kilometer distance in space63 and 
a few Hertz linewidth of an ultraviolet resonance will be probed with a high S/N.64, 65 One has to be 
optimistic looking at the stabilization results of all different kinds of lasers. To list just a few exam-
ples of cw tunable lasers, we notice milliHertz linewidth stabilization (relative to a cavity) for diode-
pumped solid state lasers; dozen milliHertz linewidth for Ti:Sapphire lasers; and sub-Hertz line-
widths for diode and dye lasers. Long-term stability of lasers referenced to atoms and molecules66 
has reached mid 10−16 levels in an averaging time as short as ~300 s. Phase locking between different 
laser systems is now routinely employed, even for diode lasers that have fast frequency noise. 

An important new capability comes from the accurate frequency transfer via noise-compensated 
optical fiber, which allows groups to collaborate in the testing of their state-of-the-art systems, thus 
tapping into the fruits of our neighbors’ achievements in stabilizing lasers.67 The Optical Comb 
makes it possible to use nearly any stable frequency as the reference. The fiber transport allowed 
measurement of the inaccuracy issues affecting four potential atomic clocks, based on a trapped Hg+ 
ion,68 Al+ trapped ions,68 on cold and free Ca atoms,69 and on cold Sr atoms confined in an optical 
lattice.66 Measurements confirmed that the Sr, Hg+, and Al+ systems can be expected to yield sub-
1 × 10−16 independent reproducibility (the same quality as accuracy, except for the authority of Cs 
definition as the unit of time.) Thus for the first time there is not one, but even three(!) frequency 
reference systems which surpass the performance of the present best standard in Physics, namely the 
Cs Fountain Clock. Likely there will be other optically-based systems (such as Yb in a lattice70) which 
may soon be in this performance category. Clearly there will be great laser and physics fun coming 
in the next times! For example, an extended series of comparisons between Hg+ and Al+ was carried 
out at NIST under strict conditions, and provided a < 1 × 10−16 /year checking for possible drift in 
the fundamental “constants” of physics.68 By the way, do you believe that the frequencies of nuclear 
Mössbauer transitions will stay at the same frequency, as measured by these atomic frequency 
sources? With the rapid progress in producing VUV Combs by Higher Harmonic Generation,71, 72 
one can begin to dream about coherent Mössbauer spectroscopy so we can find out. In the optical 
comparisons, we’re looking in the seventeenth decimal digit now!

Another highway toward fundamental physics involves precision laser spectroscopy of simple 
atoms, such as H and He+, but laser cooling is a challenge due to the low available power. The excit-
ing program73 at MPQ in Munich can now generate enough VUV 121.5-nm light to begin this story!
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Quantum noise is the usual limit of the measurement process and therefore may be the limit of 
the stabilization process as well. To circumvent the quantum noise altogether is an active research 
field itself.74 We, however, have not reached this quantum limit just yet. For instance, we have already 
stated that the Nd:YAG laser should be able to reach microHertz stability if the shot noise is the true 
limit. What have we done wrong? A part of the deficiency is due to the inadequacy of the measure-
ment process, namely the lack of accuracy. This is because the signal recovery effort—modulation 
and demodulation process—is contaminated by spurious optical interference effects and RAM asso-
ciated with the modulation frequency. Every optical surface along the beam path can be a potential 
time bomb to damage the modulation performance. In cases that some low contrast interference 
effects are not totally avoidable, we would need to have the whole system controlled in terms of the 
surrounding pressure and temperature. The degree to which we can exert control of course dictates 
the ultimate performance. The second fundamental limitation appears to be thermally generated 
mechanical noise of the optical coatings, which was already noted,41,42 but there are already schemes 
being discussed to buy us another decade or two.

22.5 CONCLUSIONS AND RECOMMENDATIONS

It becomes clear that there are many interlinking considerations involved in the design of laser 
stabilization systems, and it is difficult to present a full description in an chapter such as this. Still 
it is hoped that the reader will see some avenues to employ feedback control methods to the laser 
systems of her current interest. We are optimistic that some of this technology may become com-
mercially available in the future, thus simplifying the user’s task.
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23.1 GLOSSARY

Section 23.3

  a ak k, †  annihilation, creation operator for photons in the kth mode

 A Einstein coeffi cient for spontaneous emission

 Ak(r) kth electric mode function at position r

23.1

23

∗Deceased.
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 B Einstein coeffi cient for absorption and stimulated emission

 B(r, t) magnetic fi eld at position r and time t

 Bk(r) kth magnetic mode function at position r
 c speed of light

 ek polarization unit vector of the kth mode

  E⊥ ( ,r t)  transverse electric fi eld at position r and time t

 h, � Planck’s constant [� = h/(2p)]

 k, k wave vector, its length

 (d k) three-dimensional volume element in k space

 kB Boltzmann’s constant

 nk propagation unit vector of the kth mode

 N photon number operator

 Ne number of excited-state atoms

 Ng number of ground-state atoms

 r position vector

 (dr) three-dimensional volume element in r space

 t, dt time, time interval

 T temperature

 U1ph energy density for a one-photon state

 dV volume element

  | , |vac vac〉 〈   ket and bra of the photon vacuum

 w 2   mean square energy fl uctuations

 W spectral-spatial energy density of blackbody radiation

ak coherent state amplitudes

 |{ }α c 〉  ket of a coherent state

djk Kronecker’s delta symbol

 δ⊥ ( )r   transverse delta function at r (a dyadic)

e0 dielectric constant [ . ]ε μ0 0
2 8 854= × −1/( ) 10 F/m2c   

m0 permeability constant (4p × 10−7 H/m)

n, dn light frequency, frequency interval

nk frequency of the kth mode

 �ph   statistical operator of the photon fi eld

r probability amplitude for refl ection

t probability amplitude for transmission

 ψ ψk jk,   probability amplitudes of the one-photon, two-photon states

 |{ } , |{ }ψ ψ1 2〉 〉  kets for one-photon, two-photon states

∇ gradient vector differential operator

Section 23.4

 A destruction operator for the fi eld

 � laser gain coeffi cient

 a, a† photon ladder operators

 � laser saturation parameter

  b bk k, †  destruction and creation operators for the reservoir modes

 � largest eigenvalue of the laser equation
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 F(t) fi eld noise operator

 Fa(t), Fγ noise operators associated with gain and loss, respectively

 F(1, x, y) hypergeometric function

 g radiant frequency stating the strength of atom-photon coupling

 gk couping coeffi cient between reservoir and fi eld

 G(1) (t0 + t, t0) fi eld correlation function

�, �0, �1 total, free, and interaction hamiltonians for atom-fi eld interaction

 k wave vector for the fi eld

 K kick operator

� superoperator for cavity damping

 M(t) superoperator describing the effect of a single inverted atom on the fi eld

 n n, 2   mean and mean squared number of photons in a laser

 nm maximum of the photon distribution of a laser

 nth mean number of photons in a thermal reservoir

 Nex number of atoms traversing the cavity during the lifetime of the cavity fi eld

 N(ti , t, t) notch function

 p transition dipole moment

 p(n) photon distribution function

 P(t) distribution function for the interaction times

 q a nonnegative integer

 Q Mandel Q function

 r atom injection rate inside a laser and micromaser

 S(w) spectrum of the laser fi eld

 T temperature

 tm measurement time

 U time evolution operator

 Uaf(t) atom-fi eld time evolution operator

� interaction picture Hamiltonian

a(t, t′) gain function of a laser

 Γ   atomic decay rate via spontaneous emission

 γ γ γ, ,a b  atomic decay rates

dnn′ Kronecker delta function

nk frequency of the reservoir mode

 σ σ+ −,   ladder operators for a two-level atom

 σ z   atomic inversion operator

w0 radiant frequency of an atomic transition

 λ   eigenvalue

 λ j   eigenvalues of the laser equation

r(t) reduced density operator for the fi eld

 ρat
  total density operator for the atom-fi eld system

 ρnn′  matrix elements of the fi eld density operator

 ρn
k( )  off-diagonal density matrix element

k cavity loss rate

χ square of the ratio of vacuum Rabi frequency and the atomic decay rate

q(t) step function

f(t) phase of the fi eld
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Section 23.5

 a, b, c, d parameters appearing in Table 1

 E electric fi eld strength

 E   mean fi eld

 F(M), F0 free energy of a ferromagnet, its value for M = 0

 gk undefi ned in Eqs. (126) and (127)

 G(E), G0 free energy of a laser, its value for E = 0

 H external magnetic fi eld

 Hn0 heating rate

 K one-fourth the spontaneous emission rate

 Kn0 cooling rate

 n0 number of atoms in the Bose-Einstein condensate

〈 〉n0   mean number of atoms in the condensate

〈 〉	n0   time derivative of 〈 〉n0

〈 〉nk n0
  average number of atoms in the kth excited state, given n0 atoms in the condensate

 N total number of Bose atoms

 N ′, N ″ normalization constants in Table 1

 M magnetization of a ferromagnet

 P(M) probability density for a ferromagnet

 P(E) probability density for a laser

 P(a, a∗) P representation for the fi eld

 S injected signal

 Tc critical temperature

 Wk heat bath density of states

 x, y x = Re a, y = Im a
 X zero-fi eld susceptibility of a ferromagnet

 Z(T, N) canonical partition function

a eigenvalue of the coherent state |α〉 
e scaled temperature (inversion) of a ferromagnet (laser) in Fig. 9

z(3) Riemann’s zeta function z(3) = 1.2020569 …

h scaled thermodynamical variable (in Fig. 9)

 〈 〉ηk   average occupation number of the kth heat bath oscillator

 Θ( )  Heaviside’s unit step function

k undefi ned in Eq. (15)

x laser analog of X

 ρn n0 0,   probability for having n0 atoms in the condensate

 	ρn n0 0,   time derivative of ρn n0 0,  

s population inversion

st threshold inversion

 Φe( )η   scaled thermodynamical potential (in Fig. 9)

Ω trap frequency

Section 23.6

 A phase-shifted destruction operator for a free-electron laser (FEL)

 cb, cc probability amplitudes for atom to be in levels |b〉 and |c〉, respectively
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�(q) phase diffusion function

	 slowly varying fi eld amplitude

 g coupling constant for the electron-fi eld interaction in an FEL

 j parameter for the gain in an FEL

 k wavevector for the laser fi eld in an FEL

� linear gain (i = j) and cross-coupling ( )i j≠  Liouville operators

 m mass of electron

 O A A( , )†   arbitrary operator containing A A, †  

 p electron momentum

 p  eigenvalue of electron momentum operator

 Pb, Pc probability of atom being in states |b〉 and |c〉, respectively

 Pemission probability of emission of radiation

 S(T) time-evolution operator for the electron-photon state

 T electron-photon interaction time


 time-ordering operator

 z electron coordinate

ai eigenvalue of the coherent state |α i 〉 
aij  constants depending upon parameters of gain medium in a correlated emission 

laser (CEL)

b normalized electron momentum

g relativistic factor for an electron

Δ atom-fi eld detuning in lasing without inversion (LWI)

n1, n2 frequencies of the two modes in a CEL

r(ti) atomic density operator at initial time ti

 ρij
( )0   initial values of the ijth atomic matrix elements

ri classical amplitude of the ith mode

 ρ( , ; , )† †a a a a1 1 2 2
  reduced density operator for the two-mode fi eld in a CEL

qi phase of the ith fi eld

w0 microwave frequency

wa, wb, wc frequencies associated with atomic levels

ls wavelength of the fi eld emitted in an FEL

lw the period of the magnetic wiggler

k gain coeffi cient

 κ κa b a c→ →,   constants depending upon the matrix elements between the relevant levels

f relative phase between atomic levels

Φ total phase angle in two-mode CEL schemes

y relative phase Φ + −θ θ1 2  

23.2 INTRODUCTION

Most lasers, and in particular all commercially sold ones, emit electromagnetic radiation whose properties 
can be accounted for quite well by a semiclassical description. In such a treatment, quantum aspects (level 
spacings, oscillator strengths, etc.) of the matter (atoms, molecules, electron-hole pairs, etc.) that constitute 
the gain medium are essential, but those of the electromagnetic field are disregarded. Quantum properties 
of the radiation are, however, of decisive importance for laser systems “at the limit” which reach funda-
mental bounds for the linewidth, for the regularity of photon statistics, or for other quantities of interest.
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Recognition and understanding of these fundamental limitations are furnished by the quan-
tum theory of the laser, whose foundations were laid in the 1960s. The two main approaches, the 
master-equation formalism and the Langevin method—equivalent in the physical contents and 
supplementing each other like spouses—can be roughly, and somewhat superficially, associated with 
the Schrödinger and the Heisenberg pictures of quantum mechanics. The master-equation method 
corresponds to the former, the Langevin approach to the latter. Both are reviewed in Sec. 23.4, but 
more room is given to the master-equation treatment. This bias originates in our intention to pres-
ent a parallel exposition for both the standard laser theory and the theory of the micromaser, which 
in turn is traditionally and most conveniently treated by master equations.

The micromaser, in which the dynamic is dominated by the strong coupling of a single mode of 
the radiation field to a single atomic dipole transition, is the prototype of an open, driven quantum 
system. Accordingly, micromaser experiments are the test ground for the quantum theory of the 
laser; therefore, micromaser theory deserves the special attention that it receives in Sec. 23.4.

As a logical and historical preparation, we recall in Sec. 23.3, the theoretical and experimental 
facts that are evidence for quantum properties of electromagnetic radiation in general, and the real-
ity of photons in particular. Some special issues are discussed in Sees. 23.5 and 23.6. In Sec. 23.5, we 
stress the analogy between the threshold behavior of a laser and the phase transition of a ferromag-
net, and note the recent lessons about Bose-Einstein condensates taught by this analogy. Section 23.6 
summarizes the most important features of some exotic lasers and masers, which exploit atomic 
coherences or the quantum properties of the atomic center-of-mass motion. Basics of the so-called 
free-electron laser are reported as well.

The quantum theory of the laser is a central topic in the field of quantum optics. An in-depth under-
standing of the various facets of quantum optics can be gained by studying the pertinent textbooks.1−18

23.3 SOME HISTORY OF THE PHOTON CONCEPT

Early History: Einstein’s Light Quanta

Planck’s formula of 190019 marks the beginning of quantum mechanics, and in particular of the 
quantum theory of light. It reads

  W
c

hv

hv k T
=

−
8

1

2

3

πν
exp( / )B

  (1)

and relates the spectral-spatial energy density W of blackbody radiation to the frequency n of the radi-
ation and the temperature T of the blackbody. Boltzmann’s constant kB and Planck’s constant h are 
conversion factors that turn temperature and frequency into energy, and c is the speed of light. A vol-
ume dV contains electromagnetic energy of the amount W dn dV in the frequency range ν ν ν.� + d  

The first factor in Eq. (1) is the density of electromagnetic modes. It obtains as a consequence of 
the classical wave theory of light and owes its simplicity to an implicit short-wavelength approxima-
tion. For wavelengths of the order of magnitude set by the size of the cavity that contains the radia-
tion, appropriate corrections have to be made that reflect the shape and size of the cavity. This is of 
great importance in the context of micromasers, but need not concern us presently.

The second factor in Eq. (1) is the mean energy associated with radiation of frequency n. It is a 
consequence of the quantum nature of light. In the limits of very high frequencies or very low ones, 
it turns into the respective factors of Wien20 and Rayleigh-Jeans:21,22
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The relevant frequency scale is set by kBT/h; at a temperature of T = 288 K it is about 6 × 1012 Hz, 
corresponding to a wavelength of 50 μm.

Ironically, Planck—whose stroke of genius was to interpolate between the two limiting forms of 
Eq. (2)—was not convinced of the quantum nature of electromagnetic radiation until much later. 
Legend has it that it was the discovery of Compton scattering in 1923 that did it.23 We are, however, 
getting ahead of the story.

The true significance of Planck’s formula, Eq. (1), started to emerge only after Einstein24 had 
drawn the conclusions that led him to his famous light-quantum hypothesis of 1905, the annus mirabilis.
In Pauli’s words,

He immediately applied [it] to the photoelectric effect and to Stokes’ law for fluorescence, later also to 
the generation of secondary cathode rays by X-rays and to the prediction of the high frequency limit in 
the Bremsstrahlung.25

Quite a truckload, indeed.
The conflict with the well-established wave theory of light was, of course, recognized immedi-

ately, and so the introduction of light quanta also gave birth to the wave-particle duality. Upon its 
extension to massive objects by de Broglie in 1923 to 1924,26–27 it was instrumental in Schrödinger’s 
wave mechanics.28

Taylor’s 1909 experiment,29 in which feeble light produced interference fringes, although at most 
one light quantum was present in the interferometer at any time, addressed the issue of wave-particle 
duality from a different angle. Its findings are succinctly summarized in Dirac’s dictum that “a photon 
interferes only with itself ”30—a statement that became the innocent victim of misunderstanding 
and misquotation in the course of time.31

Another important step was taken the same year by Einstein.32 By an ingenious application 
of thermodynamic ideas to Planck’s formula, in particular consequences of Boltzmann’s relation 
between entropy and statistics, he derived an expression for the mean-square energy fluctuations w 2 
of the radiation in a frequency interval ν ν ν� + d  and a volume dV:

  w
c

W h W d dV2
3

28
= +

⎛
⎝⎜

⎞
⎠⎟πν

ν ν   (3)

where W is the spectral-spatial density of Eq. (1), so that W dn dV is the mean energy in the fre-
quency interval and volume under consideration. The first term is what one would get if classical 
electrodynamics accounted for all properties of radiation. There is no room for the second term in a 
wave theory of light; it is analogous to the fluctuations in the number of gas molecules occupying a 
given volume. This second term therefore supports Einstein’s particle hypothesis of 1905,24 in which 
electromagnetic energy is envisioned as being concentrated in localized lumps that are somehow 
distributed over the volume occupied by the electromagnetic wave.

Wave aspects (first term) and particle aspects (second term) enter Eq. (3) on equal footing. Since 
the thermodynamic considerations have no bias toward either one, one must conclude that Planck’s 
formula, Eq. (1), is unbiased as well. Electromagnetic radiation is as much a particle phenomenon as 
it is a wave phenomenon.

Einstein left the center stage of quantum theory for some years, returning to it after complet-
ing his monumental work on general relativity. In 1913, Bohr’s highly speculative postulates33 had 
suddenly led to a preliminary understanding of many features of atomic spectra (the anomalous 
Zeeman effect was one big exception; it remained a bewildering puzzle for another decade). In the 
course, “quantum theory was liberated from the restriction to such particular systems as Planck’s 
oscillators” (Pauli25).

Here was the challenge to rederive Planck’s formula from Bohr’s postulates, assuming that they 
hold for arbitrary atomic systems. Einstein’s famous paper of 191734 accomplished just that, and 
more.

He considered radiation in thermal equilibrium with a dilute gas of atoms at temperature T. We 
shall here give a simplified treatment that contains the essential features without accounting for all 
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details of lesser significance. Suppose that the energy spacing between two atomic levels e and g equals 
hn, so that the transition from the more energetic level e to the energetically lower level g (excited 
to ground state) is accompanied by the emission of a light quantum of frequency n. According to 
Einstein, three processes are to be taken into account (see Fig. 1): spontaneous emission, absorption, 
and stimulated emission. The latter has no analog in Maxwell’s electrodynamics.

Each of the three processes leads to a rate of change of the number of gas atoms in states e and g.
Denoting these numbers by Ne and Ng we have the following contributions to their time derivatives. 
The spontaneous emission rate is proportional to the number of excited-state atoms:

Spontaneous emission  
d

dt
Ne

d

dt
N ANg e= − = −   (4)

where A is the first Einstein coefficient of the transition in question. The absorption rate is propor-
tional to the number of ground-state atoms and to the energy density W of the radiation:

Absorption  
d

dt
N

d

dt
N BWNe g g= − =   (5)

where B is the second Einstein coefficient. The stimulated emission rate is proportional to the num-
ber of excited state atoms and to the radiation energy density:

Stimulated emission  
d

dt
N

d

dt
N BWNe g e= − =   (6)

where the same B coefficient appears as in the absorption rate.
The detailed balance between states e and g therefore requires

Total  
d

dt
Ne

d

dt
N AN BWN BWNg e g e= − = − + − = 0   (7)

under the circumstances of thermal equilibrium. Therefore, W can be expressed in terms of the 
ratios A/B and Ng/Ne:

  W
A B

N N

A B

h k Tg e

=
−

=
−

/

/

/

/ B1 1exp( )ν
  (8)

where the second equality recognizes that Boltzmann’s factor relates Ne to Ng. [The absence of addi-
tional weights here is the main simplification alluded to before; if taken into account, these weights 
would also require two closely related B coefficients in Eqs. (5) and (6).] In Eq. (8) we encounter the 

e

g

1 2 3

FIGURE 1 Transitions of three 
kinds happen between the excited 
level e and the ground level g: (1) 
spontaneous emission [see Eq. (4)], 
(2) absorption [see Eq. (5)], and 
(3) stimulated emission [see Eq. (6)].
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denominator of Planck’s factor from Eq. (2), and Planck’s formula, Eq. (1), is recovered in full if the 
relation

  A
h

c
B=

8 3

3

π ν
  (9)

is imposed on Einstein’s coefficients.
The main ingredients in this derivation of Eq. (1) are the postulate of the process of stimulated 

emission, with a strength proportional to the density of radiation energy, and the relation between 
the coefficients for spontaneous emission and stimulated emission, Eq. (9).

All of this is well remembered, but there was in fact more to the 1917 paper.34 It also contains 
a treatment of the momentum exchange between atoms and light quanta, and Einstein succeeded 
in demonstrating that the Maxwell velocity distribution of the atoms is consistent with the recoil 
they suffer when absorbing and emitting quanta. Insights gained in his study of Brownian motion 
(another seminal paper of 190535) were crucial for this success. When taken together, the consider-
ations about energy balance and those concerning momentum balance are much more convincing 
than either one could have been alone.

The discovery of the Compton effect in 192323 finally convinced Bohr and other skeptics of 
the reality of the particlelike aspects possessed by light. But Bohr, who until then was decidedly 
opposed to Einstein’s light-quantum hypothesis and the consequent wave-particle duality, did not 
give in without a last try. Together with Kramers and Slater,36 he hypothesized that perhaps energy-
momentum conservation does not hold for each individual scattering event, but only in a statistical 
sense for a large ensemble. Then one could account for Compton’s data without conceding a particle 
nature to light in general, and X rays in particular. The refined measurements that were immedi-
ately carried out by Bothe and Geiger37 showed, however, that this hypothesis is wrong: energy and 
momentum are conserved in each scattering event, not just statistically.

And then there was, also in 1924, Bose’s seminal observation that it is possible to derive Planck’s 
radiation law [Eq. (1)] from purely corpuscular arguments without invoking at all the wave proper-
ties of light resulting from Maxwell’s field equations.38,39 The main ingredient in Bose’s argument 
was the indistinguishability of the particles in question and a new way of counting them—now uni-
versally known as Bose-Einstein statistics—which pays careful attention to what is implied by their 
being indistinguishable. In the case of light quanta, an additional feature is that their number is not 
conserved, because light is easily emitted and absorbed. Massive particles (atoms, molecules, etc.), by 
contrast, are conserved; therefore, as Einstein emphasized,40–42 their indistinguishability has further 
consequences, of which the phenomenon of Bose-Einstein condensation (or should one rather say 
“Einstein condensa tion of a Bose gas”?) is the most striking one.

Quantum Electrodynamics

Theoretical studies of the quantum nature of light had a much more solid basis after Dirac’s intro-
duction of quantum electrodynamics (QED) in his seminal paper of 1927.43 The basic ingredients 
of QED were all present in Dirac’s formulation, although it is true that a consistent understand-
ing of QED was not available until renormalized QED was developed 20 years later (see the papers 
reprinted in Ref. 44). In particular, the photon concept was clarified in the sense described in the 
following paragraphs.

The infinite number of degrees of freedom of the electromagnetic field—an operator field in 
QED—become manageable with the aid of a mode expansion. For the transverse part E r⊥( , )t  of the 
electric field, for example, it reads

  E r A r A r⊥
∗∑( , )=

2
[ ( ) ( )+ ( ) ( )]

0

†t
h

a t a tk
k k k k

k

ν
ε

  (10)
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The mode functions Ak(r) are complex vector functions of the position vector r that are eigen-
functions of the Laplace differential operator,

  −∇ = ⎛
⎝⎜

⎞
⎠⎟

2

2
2

A Ak
k

k
c

( ) ( )r r
πν   (11)

where the eigenvalue is determined by the frequency nk (>0) of the mode in question. The boundary 
conditions that the electric and magnetic field must obey at conducting surfaces imply respective 
boundary conditions on the Ak(r)s.

The corresponding mode expansion for the magnetic field is given by

  B r( , ) [ ( ) ( ) ( ) ( )]†t
h

ia t ia tk
k k k k

k

= − + ∗μ ν0

2
B r B r∑∑   (12)

where

  B r A r A r B rk
k

k k
k

k

c c
( ) ( ) ( ) ( )= ∇ × = ∇ ×

2 2πν πν
;   (13)

relates the two kinds of mode functions to each other.
Among others, the mode functions Ak(r) have the following important properties:

Transverse ∇⋅ =A rk( ) 0  (14a)

Orthonormal ( ) ( ) ( )d j k jkr A r A r∗ ⋅ =∫ δ  (14b)

Complete A r A r r rk k
k

( ) ( ) ( )∗
⊥′ = − ′∑ δ  (14c)

The same statements hold for the Bk(r)s as well. The property in Eq. (14a) states the radiation-
gauge condition. The integration in Eq. (14b) covers the entire volume bounded by the conducting 
surfaces just mentioned; the eigenvalue equation Eq. (11) holds inside this volume, the so-called 
quantization volume. In the completeness relation in Eq. (14c), both positions r and r′ are inside the 
quantization volume, and δ⊥  is the transverse delta function, a dyadic that is explicitly given by

  δ
π⊥ = ⋅ −

⎛
⎝⎜

⎞
⎠⎟∫( )

( )

( )
exp( )r

k
k r

kkd
i

k2
1

3 2
  (15)

where 1 is the unit dyadic and k = ⋅k k  is the length of the wave vector k integrated over. The 
transverse character of δ⊥( )r  ensures the consistency of the properties in Eqs. (14a) and (14c).

The time dependence of E⊥( , )r t  and B(r, t) stems from the ladder operators ak(t) and ak(t),
which obey the bosonic equal-time commutation relations

  [ , ] [ , ] [ , ]† † †a a a a a aj k j k jk j k= = =0 0δ   (16)

The photon number operator

  N a ak k
k

= ∑ †   (17)

has eigenvalues N′ = 0, 1, 2, . . . ; its eigenstates with N′ = 1 are the one-photon states, those with N ′ =
2 are the two-photon states, and so on. The unique eigenstate with N′ = 0 is the photon vacuum. 
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We denote its ket by | vac〉. It is, of course, the joint eigenstate of all annihilation operators ak with 
eigenvalue zero:

  a kk | vac〉 = 0 for all   (18)

Application of the creation operator ak
† to | vac〉 yields a state with one photon in the kth mode:

  a kk
† | {vac〉 = state with 1 photon of the type }}   (19)

More generally, the ket of a pure one-photon state is of the form

  �{ } | | |†ψ ψ ψ1
2 1〉 = 〉 =∑ ∑k k

k
k

k

a vac with   (20)

where | |ψ k
2 is the probability for finding the photon in the kth mode. Similarly, the kets of pure 

two-photon states have the structure

  |{ } | |† †

,

ψ ψ ψ ψ ψ2

1

2
〉 = 〉 =∑ jk j k

j k
jk kja a vac with and jjk

j k

|
,

∑ =2
1   (21)

and analogous expressions apply to pure states with 3, 4, 5, . . . photons.
Einstein’s light quanta are one-photon states of a particular kind. In a manner of speaking, they 

are localized lumps of electromagnetic energy. In technical terms this means that the energy density

  

U t1 1
2

0
0 22

2ph /( , ) { } |: ( )r E B= +
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
ψ ε

μ
⎥⎥
⎥

= ⋅ + ⋅∑

:|{ }

( )
,

ψ

ψ ψ ν ν

1

2

h
j k j k k j k j

j k

∗ ∗ ∗A A B B

 

 (22)

is essentially nonzero in a relatively small spatial region only. The time dependence is carried by 
the probability amplitudes ψ k , the spatial dependence by the mode functions Ak and Bk. An arbi-
trarily sharp localization is not possible, but it is also not needed. The pair of colons :: symbolize the 
injunction to order the operator in between in the normal way: all creation operators ak

† to the left of 
all annihilation operators ak. This normal ordering is an elementary feature of renormalized QED.

At high frequencies, or when the quantization volume is unbounded, the eigenvalues of −∇2 in 
Eq. (11) are so dense that the summations in Eqs. (10), (12), and (14b) are effectively integrations, 
and the Kronecker delta symbol in Eq. (14b) is a Dirac delta function. Under these circumstances, it 
is often natural to choose plane waves

  A r e n r B r n ek k
k

k k k ki
c

i( ) exp ( ) exp∼ ∼
2 2πν

⋅
⎛
⎝⎜

⎞
⎠⎟

×
ππνk

kc
n r⋅

⎛
⎝⎜

⎞
⎠⎟

  (23)

for the mode functions. The unit vector ek that specifies the polarization is orthogonal to the unit 
vector nk that specifies the direction of propagation.

With

  ψ πνk kt i t( ) exp( )∼ − 2   (24)

in Eq. (22), one then meets exponential factors of the form

  exp ( )i
c

ctk
k

2πν
n r⋅ −

⎡

⎣
⎢

⎤

⎦
⎥   
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As a consequence, an einsteinian light quantum propagates without dispersion, which is the antici-
pated behavior.

The one-photon energy density in Eq. (22) illustrates the general feature that quantum-mechanical 
probabilities (the ψ ks) with their interference properties appear together with the classical interfer-
ence patterns of superposed mode functions [the Ak(r)s and Bk(r)s]. In other words, interference 
phenomena of two kinds are present in QED: (1) the classical interference of electromagnetic fields 
in the three-dimensional r space, and (2) the quantum interference of alternatives in the so-called 
Fock space; that is, the Hilbert space spanned by the photon vacuum | vac〉, the one-photon states 
|{ }ψ 1 〉, the two-photon states |{ }ψ 2 〉, and all multiphoton states.

In the early days of QED, this coexistence of classical interferences and quantum interferences 
was a research topic, to which Fermi’s paper of 1929 “Sulla teoria quantistica delle frange di interfer-
enza” is a timeless contribution.45 He demonstrated, at the example of Lippmann fringes, a very gen-
eral property of single-photon interference patterns: the photon-counting rates, as determined from 
quantum-mechanical probabilities, are proportional to the corresponding classical intensities.

Electromagnetic radiation is easily emitted and absorbed by antennas, processes that change the 
number of photons. Accordingly, the number of photons is not a conserved quantity, and therefore 
states of different photon numbers can be superposed. Particularly important are the coherent states

  |{ } exp |†α α αc k k k
kk

a= − +
⎛
⎝⎜

⎞
⎠⎟∑∑1

2

2
vac   (25)

that are characterized by a set { }α c  of complex amplitudes ak. As revealed in Glauber’s 1963 
papers,46–48 they play a central role in the coherence theory of light.

Since the coherent states are common eigenstates of the annihilation operators

  ak c c k|{ } |{ }α α α=   (26)

the expectation values of the electric and magnetic field operators of Eqs. (10) and (12)

  

{ ( )} | ( , )|{ ( )}
( )

[ ( ) (α α
ν
ε

αt t t
h

tc c
k

k k
E r A r⊥ =

2 0

)) ( ) ( )]

{ ( )} | ( , )|{ ( )}

+

=

∗ ∗

⊥

∑ α

α α

k k
k

c c

t

t t t

A r

B r
μμ ν

α α0

2

h
i t i tk

k k k k
k

[ ( ) ( ) ( ) ( )]− + ∗ ∗∑ B r B r

  (27)

have the appearance of classical Maxwell fields. In more general terms, if the statistical operator �ph 
of the photonic degrees of freedom—in other words, the statistical operator of the radiation field—
is a mixture of (projectors to) coherent states

  �ph = ∑|{ } ({ } ) { } |
{ }

α α α
α

c c c

c

w   (28)

with

  w wc c

c

({ } ) ({ } )
{ }

α α
α

≥ =∑0 1and   (29)

then the electromagnetic field described by �ph is very similar to a classical Maxwell field. Turned 
around, this says that whenever it is impossible to write a given �ph in the form of Eq. (28), then 
some statistical properties of the radiation are decidedly nonclassical.

During the 20-year period from Dirac’s paper of 1927 to the Shelter Island conference in 1947, 
QED remained in a preliminary state that allowed various studies—the most important ones included 
the Weisskopf-Wigner treatment of spontaneous emission49 and Weisskopf ’s discovery that the self-
energy of the photon is logarithmically divergent50—although the not-yet-understood divergences 

23_Bass_v2ch23_p001-050.indd 23.12 8/21/09 5:07:21 PM



QUANTUM THEORY OF THE LASER  23.13

were very troublesome. The measurement by Lamb and Retherford51 of what is now universally 
known as the Lamb shift, first reported at the Shelter Island conference, was the crucial experimental 
fact that triggered the rapid development of renor-malized QED by Schwinger, Feynman, and others.

Theoretical calculations of the Lamb shift rely heavily on the quantum properties of the elec-
tromagnetic field, and their marvelous agreement with the experimental data proves convincingly 
that these quantum properties are a physical reality. In other words, photons exist. The same remark 
applies to the theoretical and experimental values of the anomalous mag netic moment of the elec-
tron, one of the early triumphs of Schwinger’s renormalized QED,52 which finally explained an 
anomaly in the spectra of hydrogen and deuterium that Pasternack had observed in 193853 and a 
discrepancy in the measurements by Millman and Kusch54 of nuclear magnetic moments.

Photon-Photon Correlations

Interferometers that exploit not the spatial intensity variations (or, equivalently, the photon-detection 
probabilities) but correlations between intensities at spatially separated positions became important 
tools in astronomy and spectroscopy after the discovery of the Hanbury-Brown-Twiss (HB&T) 
effect in 1954.55–57 A textbook account of its classical theory is given in Sec. 4.3 of Ref. 58.

In more recent years, the availability of single-photon detectors made it possible to study the 
HB&T effect at the two-photon level. The essentials are depicted in Fig. 2. Two light quanta are inci-
dent on a half-transparent mirror from different directions, such that they arrive simultaneously. 
If their frequency contents are the same, it is fundamentally impossible to tell if an outgoing light 
quantum was reflected or transmitted. This indistinguishability of the two light quanta is of decisive 
importance in the situation where one is in each output channel. The two cases both reflected and 
both transmitted are then indistinguishable and, according to the laws of quantum mechanics, the 
corresponding probability amplitudes must be added.

Now, denoting the probability amplitudes for single-photon reflection and transmission by r 
and t, respectively, the probability for one light quantum in each output port is given by

  | |ρ τ2 2 2
2 2 2

+ = ⎛
⎝⎜

⎞
⎠⎟

+
⎛
⎝⎜

⎞
⎠⎟

=1

2 2
0

i   (30)

where we make use of ρ =1 2/  and τ = i/ 2 , which are the values appropriate for a symmetric half-
transparent mirror. Thus, the situation of one light quantum in each output port does not occur. 
Behind the half-transparent mirror, one always finds both light quanta in the same output port.

(a)

Out

Out

In

In

1

2

1

2

(b)

2

1

1

2

(c)

FIGURE 2 Essentials of the Hanbury-Brown–Twiss effect at the two-photon level. (a) Two light quanta are 
simultaneously incident at a symmetric half-transparent mirror. To obtain one quantum in each output port, the 

quanta must be either both transmitted (b) or both reflected (c). The probability amplitude for (b) is ( / ) ,1 2 1 22 = /  
that for (c) is ( ) .i/ /2 1 22 = −  If the two cases are indistinguishable, the total amplitude is 1/2 − 1/2 = 0.

23_Bass_v2ch23_p001-050.indd 23.13 8/21/09 5:07:21 PM



23.14  SOURCES

If the light quanta arrived at very different times, rather than simultaneously, they would be dis-
tinguishable and one would have to add probabilities instead of probability amplitudes, so that

  ρ τ2 2 2 2
+ = 1

2   (31)

would replace Eq. (30). Clearly, there are intermediate stages at which the temporal separation is a 
fraction of the temporal coherence length and the two quanta are neither fully distinguishable nor 
utterly indistinguishable. The probability for one light quantum in each output port is then a func-
tion of the separation, a function that vanishes when the separation does.

Experiments that test these considerations59 employ correlated photon pairs produced by a 
process known as parametric downconversion. Roughly speaking, inside a crystal that has no inver-
sion symmetry a high-frequency photon is absorbed and two lower-frequency photons are emitted, 
whereby the conservation of energy and momentum imposes geometrical restrictions on the pos-
sible propagation directions of the three photons involved. Downconversion sources with a high 
luminosity are available.60,61

The HB&T effect of Fig. 2 as well as closely related phenomena are crucial in many experiments 
in which entangled photons are a central ingredient. In particular, the recent realizations62,63 of 
schemes for quantum teleportation64 and the experiment65 that demonstrated the practical feasibil-
ity of quantum-dense coding66 are worth mentioning here.

None of these exciting developments could be understood without the quantum properties of 
radiation. Since the photon concept, in the sense of the discussion of Eqs. (10), (12), (19), (20), and 
so on is an immediate consequence of these quantum properties, the existence of photons is an 
established experimental fact beyond reasonable doubt.

23.4 QUANTUM THEORY OF THE LASER

The quantum theory of laser radiation is a problem in nonequilibrium statistical mechanics. There 
are several alternative, but ultimately equivalent, approaches to the characterization of the field 
inside the resonator. As is customary in the Scully-Lamb quantum theory, we describe the state 
of the laser field by a density operator.67,68 In this section our main focus is on the review of the 
equation of motion, the so-called master equation, for this density operator as it emerges from an 
underlying physical model, with statistical considerations and some simplifying assumptions. The 
alternative procedure based on the quantum theory of noise sources introduced in Refs. 69 and 70 
and summarized in Refs. 71 to 74 will also be briefly reviewed at the end of the section. For a recent, 
more detailed overview of the quantum Langevin point of view, we refer the reader to Ref. 75.

In general, a laser model should be based on the interaction of multimode fields with multilevel 
atoms as the active medium, and a detailed consideration of all possible processes among all the 
levels involved should be given. Decay channels and decay rates, in particular, play a crucial role in 
determining the threshold inversion and, thus, the necessary pumping rates. Of course, the pump-
ing mechanisms themselves can be quite complicated. It is well established that a closed two-level 
model cannot exhibit inversion and, hence, lasing. In order to achieve inversion three- and four-level 
pumping schemes are employed routinely. On the other hand, to illustrate the essential quantum 
features a single mode field can serve as paradigm. The single-mode laser field inside the resonator 
interacts with one particular transition of the multilevel system—the lasing transition—and the role 
of the entire complicated level structure is to establish inversion on this transition—that is, to put 
more atoms in the upper level than there are in the lower one. If one is not interested in the details 
of how the inversion builds up, it is possible to adopt a much simpler approach than the consider-
ation of a multilevel-multimode system. In order to understand the quantum features of the single-
mode field it is sufficient to focus only on the two levels of the lasing transition and their interac-
tion with the laser field. In this approach, the effect of pumping, decay, and so on in the multilevel 
structure is simply replaced by an initial condition; it is assumed that the atom is in its upper state 
immediately before the interaction with the laser mode begins. Since here we are primarily interested 
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in the quantum signatures of the laser field and not in the largely classical aspects of cavity design, 
pumping mechanisms, and so on, we shall follow this simpler route from the beginning. The model 
that accounts for the resonant interaction of a two-level atom with a single quantized mode in a 
cavity was introduced by Jaynes and Cummings.76

We shall make an attempt to present the material in a tutorial way. We first derive an expres-
sion for the change of the field density operator due to the interaction with a single two-level atom, 
initially in its upper state, using the Jaynes-Cummings model. This expression will serve as the seed 
for both the laser and micromaser theories. We next briefly review how to account for cavity losses 
by using standard methods for modeling the linear dissipation loss of the cavity field due to mirror 
transmission. Then we show that with some additional assumptions the single-atom-single-mode 
approach can be used directly to derive what has become known as the Scully-Lamb master equa-
tion for the more traditional case of the laser and the micromaser. The additional assumptions 
include the Markov approximation or, equivalently, the existence of very different time scales for the 
atomic and field dynamics so that adiabatic elimination of the atoms and introduction of coarse-
grained time evolution for the field become possible. The main difference between the laser and 
micromaser theories is that the interaction time of the active atoms with the field is governed by the 
lifetime of the atoms in the laser and by the transit time of the atoms through the cavity in the micro-
maser. In the laser case, the atoms decay out of the lasing levels into some far-removed other levels, 
and they are available for the lasing transition during their lifetime on the average. In the microma-
ser case, the transit time is approximately the same for all atoms in a monoenergetic pumping beam. 
Thus, the laser involves an extra averaging over the random interaction times. If we model the ran-
dom interaction times by a Poisson distribution and average the change of the field density operator 
that is due to a single atom—the kick—over the distribution of the interaction times, we obtain the 
master equation of a laser from that of the micromaser. Historically, of course, the development was 
just the opposite: the master equation was derived in the context of the laser much earlier. However, 
it is instructive to see how the individual Rabi oscillations of single nondecaying atoms with a fixed 
interaction time, as in the micromaser, give rise to the saturating, nonoscillatory collective behavior 
of an ensemble of atoms, as in the laser, upon averaging over the interaction times. As applications 
of this fully quan tized treatment we study the photon statistics, the linewidth, and spectral proper-
ties. Finally, we briefly discuss other approaches to the quantum theory of the laser.

Time Evolution of the Field in the 
Jaynes-Cummings Model

We shall consider the interaction of a single two-level atom with a single quantized mode of a reso-
nator using the rotating-wave approximation (for a recent review of the Jaynes-Cummings model 
see Ref. 77). The arrangement is shown in Fig. 3.

FIGURE 3 Scheme of a two-level atom inter-
acting with a single mode quantized field. The text 
focuses on the resonant case, ω ω= 0 . 
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The hamiltonian for this system is given by

 � � �= +0 1   (32)

where

  �0 = +1

2 0 0� �ω σ ωz a a†   (33)

and

  �1 = ++ −�g a a( )†σ σ   (34)

Here a and a† are the annihilation and creation operators for the mode. The upper level of the las-
ing transition is denoted by |a〉 and the lower level by |b〉. The atomic lowering and raising opera-
tors are expressed in terms of the state vectors as σ σ− += = 〉〈( ) | |† b a  and the population operator as 
σ z a a b b= 〉〈 − 〉〈| | | | w0 is the frequency of the | |a b〉− 〉 transition. For simplicity we assume perfect 
resonance with the mode. Finally, g is the coupling constant between the atom and the mode. In 
terms of atomic and field quantities it is given by g p= ω ε ν0 02/ �  where p is the transition dipole 
moment and n the quantization volume (the volume of the active medium, in our case). Again, for 
simplicity, p is assumed to be real.

In the interaction picture with respect to �0, the interaction hamiltonian becomes

  �
�

�
�

=
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

= ++exp exp0
1

0i t i t
g a a

� �
� σ σ†

−−( ) ≡ �1   (35)

since �0 and �1 commute.
In the two-dimensional Hilbert space spanned by the state vectors |a〉 and |b〉 the interaction 

hamiltonian can be written as

  �1 =
⎛
⎝⎜

⎞
⎠⎟

�g
a

a
0

0†   (36)

The time evolution operator for the coupled atom-field system satisfies the equation of motion in 
this picture

  
i dU

dt
U

�
= �   (37)

and since �1 is time independent the solution is formally

  U
i

h
( ) expτ τ= −

⎛
⎝⎜

⎞
⎠⎟

�   (38)

Using the properties of the s− and s+ matrices, it is easy to show that U(t) can be written in the pre-
ceding 2 × 2 matrix representation as

  U
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  (39)
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Let us now assume that initially, at t0, the atom is in its upper state given by the atomic density 
operator �at( ) | |t a a0 = 〉〈  and the field is in an arbitrary state which, in general, can be described by 
the density operator �( )t0 , so that the joint atom-field system is characterized by the initial density 
operator � � �af at( ) ( ) ( ).t t t0 0 0= ⊗  After the interaction, � �af af( ) ( ) ( ) ( ) .t U t U0 0

1+ = −τ τ τ  Our main 
interest here is in the evolution of the field density operator. This we obtain if we trace the atom-
field density operator over the atomic states, yielding

  

� �

�

( ) [ ( )]

( ) ( )†

t t

g aa t

0

0

+ = +

=

τ τ

τ

Tr

cos cos

atom af

(( )
sin( )

( )
sin( )† †

†

†

†

†
g aa a

g aa

aa
t

g aa

aa
aτ τ τ

+ � 0

≡≡ M t( ) ( )τ � 0   (40)

Here in the last step we just introduced the superoperator M, which describes the effect of a single 
inverted atom on the field and is a key ingredient of laser and micromaser theory. The matrix ele-
ments in photon number representation take the form

  ( ( ) ) ( ) ( )M A Bnn nn nn n n n nτ τ τ� � �′ ′ ′ − ′− − ′−= + 1 1 1 1   (41)

where the coefficients are given by

  A g n g nnn′ = + ′ +( ) cos( )cos( )τ τ τ1 1   (42)

  B g n g nnn′ = + ′ +( ) sin( )sin( )τ τ τ1 1   (43)

For later purposes, we also introduce the change in the state of the field due to the interaction 
with a single inverted atom as

  � � � � � �( ) ( ) ( ) ( ) ( ) ( ) ( )t t M t t M t K0 0 0 0 01+ − = − = − ≡τ τ (( )t0   (44)

The operator K, sometimes called the kick operator, contains all the information we will need to 
build the quantum theory of the single-mode laser and micromaser. In matrix representation, 
[ ( ) ] [ ( ) ] ( )K A Bnn nn nn nn n n nτ τ δ τ� � �′ ′ ′ ′ − ′−= − + 1 1 −− ′−1 1n . 

For more elaborate systems (multimode lasers driven by multilevel atoms, for example) one can-
not give M in such a simple analytical form, but the principle remains always the same. One should 
find the superoperator M or, equivalently, the kick operator K = M − 1 which gives the action of 
a single (possibly multilevel) atom on the (possibly multimode) field from the general expression 
� � �( ) [ ( ) ( ) ( ) ( ) ]t U t t U0 0 0

1+ = ⊗ −τ τ τTratom af at af ≡≡ M t( ) ( ).τ � 0  In order to determine the full time-
evolution operator Uaf ( )τ  of the coupled atom-field system, however, one usually needs to resort to 
approximation methods, such as perturbation theory, in the more complicated multilevel-multimode 
cases.

Derivation of the Scully-Lamb Master Equation

In 1954, Gordon, Zeiger, and Townes showed that coherent electromagnetic radiation can be gener-
ated in the radio frequency range by the maser (acronym for microwave amplification by stimulated 
emission of radiation).78 The first maser action was observed in a beam of ammonia.79 The maser 
principle was extended to the optical domain by Schawlow and Townes,80 and also by Prokhorov 
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and Basov,81 thus obtaining a laser (acronym for light amplification by stimulated emission of radiation). 
A laser consists of a large ensemble of inverted atoms interacting resonantly with the electromag-
netic field inside a cavity. The cavity selects only a specific set of modes corresponding to a discrete 
set of eigenfrequencies. The active atoms—that is, the ones that are pumped to the upper level of 
the laser transition—are in resonance with one of the eigenfrequencies of the cavity in the case of 
the single-mode laser and with a finite set of frequencies in the case of the multimode laser. As dis-
cussed in the introduction to this section, for the discussion of the essential quantum features of the 
radiation field of a laser it is sufficient to confine our treatment to the single-mode case, and that 
is what we will do for the remainder of this section. A resonant electromagnetic field gives rise to 
stimulated emission, and the atoms thereby transfer their energy to the radiation field. The emitted 
radiation is still at resonance. If the upper level is sufficiently populated, this radiation gives rise to 
further transitions in other atoms. In this way, all the excitation energy of the atoms is transferred to 
the single mode of the radiation field.

The first pulsed laser operation was demonstrated by Maiman in ruby.82 The first continuous 
wave (CW) laser, a He-Ne gas laser, was built by Javan et al.83 Since then a large variety of systems 
have been demonstrated to exhibit lasing action. Coherent radiation has been generated this way 
over a frequency domain ranging from infrared to soft X rays. These include dye lasers, chemical 
lasers, solid-state lasers, and semiconductor lasers.

Many of the laser properties can be understood on the basis of a semiclassical theory. In such 
a theory the radiation field is treated classically, but the active medium is given a full quantum-
mechanical treatment. Such a theory can readily explain threshold and saturation, transient dynam-
ics, and general dependence on the external parameters (pumping and losses). It is not our aim here 
to give an account of the semiclassical theory; therefore, we just refer the reader to the ever instruc-
tive and wonderfully written seminal paper by Lamb84 and a more extended version in Ref. 67. 
Although quantum effects play only a minor role in usual practical laser applications because of the 
large mean photon numbers, they are essential for the understanding of the properties of microma-
sers, in which excited two-level atoms interact one after the other with a single mode of the radia-
tion field.85 Nevertheless, the quantum properties of the laser field are of fundamental interest as 
well. They have been thoroughly investigated theoretically with respect to the photon statistics and 
the spectrum of the laser. In particular, the quantum limitation of the laser linewidth caused by the 
inevitably noisy contribution of spontaneous emission has attracted much attention. It gives rise to 
the so-called Schawlow-Townes linewidth, which is inversely proportional to the laser intensity (see 
Ref. 80). Because of the importance of stable coherent signals for various high-precision measure-
ments, the problem of the intrinsic quantum-limited linewidth has gained renewed interest recently, 
and the investigations have been extended to cover bad-cavity lasers and several more exotic systems. 
In this review, however, we shall restrict ourselves to good-cavity lasers in which the cavity damping 
time is long compared to all other relevant time scales, and present a fully quantized theory of the 
most fundamental features.

Cavity Losses To account for the decay of the cavity field through the output mirror of the cavity, 
we simply borrow the corresponding result from reservoir theory. Its usage has become fairly stan-
dard in laser physics and quantum optics (see, for example, Refs. 67 and 68), and here we just quote 
the general expression without actually deriving it.

  
d

dt
n aa aa a a

�
� � � �

⎛
⎝⎜

⎞
⎠⎟

= ≡ − + − −
loss

th�
κ κ
2

2( )† † †

22
1 2( )( )† † †n a a a a a ath + + −� � �   (45)

This equation refers to a loss reservoir which is in thermal equilibrium at temperature T, with nth
being the mean number of thermal photons n kTth = − −[exp( / ) ]�ω0

11 , and k is the cavity damping 
rate. For the laser case, it is sufficient to take the limiting case of a zero temperature reservoir since 
�ω0�kT  and nth is exponentially small. We obtain this limit by substituting nth = 0 into Eq. (45). For 
the description of most micromaser experiments, however, we need the finite temperature version, 
since even at very low temperatures the thermal photon number is comparable to the total number 
of photons in the cavity.
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The Laser Master Equation After introducing the loss part of the master equation, we now turn 
our attention to the part that stems from the interaction with the gain reservoir. The gain reservoir 
is modeled by an ensemble of initially excited two-level atoms allowed to interact with the single-
mode cavity field. A central role in our subsequent discussions will be played by the so-called kick 
operator, K = M − 1, describing the change of the field density operator due to the interaction with 
a single atom. This quantity was introduced in Eq. (44). While in the micromaser case the effect of 
each of the atoms can be represented by the same kick operator, since in a monoenergetic pumping 
beam each atom has the same interaction time with the cavity field, this is no longer the case for a 
laser. In a typical CW gas laser, such as the He-Ne laser, atoms are excited to the upper level of the 
lasing transition at random times and, more important, they can also interact with the field for a 
random length of time. The interaction time thus becomes a random variable. Since at any given 
time the number of atoms is large (about 106 to 107 active atoms in the lasing volume of a CW He-
Ne laser), it is a legitimate approach to describe their effect on the field by an average kick operator. 
We can arrive at the interaction-time-averaged master equation quickly if we take the average of Eq. (44) 
with respect to the interaction time t :

  ( ) ( ) ( )( ( ) ) ( )M t d P M t− = −
∞

∫1 1
0

� �τ τ τ   (46)

where the distribution function for the interaction time P(t) is defined as

  P e( )τ γ γ τ= −   (47)

This distribution function corresponds to the exponential decay law. Individual atoms can decay 
from the lasing levels at completely random times, but for an ensemble of atoms the probability of 
finding an initially excited atom still in the lasing levels in the time interval ( , )τ τ τ+d  is given by 
Eq. (47). With increasing t it is increasingly likely that the atoms have decayed outside the lasing 
transition. Also note that our model corresponds to an open system: the atoms decay to other non-
lasing levels both from the upper state |a� and the lower state |b�, and, in addition, we assume that 
decay rate g is the same for both levels, as indicated in Fig. 4.

Obviously, these restrictions can be relaxed and, indeed, there are various more general models 
available. For example, the upper level |a� can have two decay channels. It can decay to the lower 
level |b� and to levels outside the lasing transition. Or, in some of the most efficient lasing schemes, 
the lower level decays much faster than the upper one, γ γb a� . In these schemes virtually no popu-
lation builds up in the lower level; hence, saturation of the lasing transition occurs at much higher 

g

g

w0

w

|a�

|b�

FIGURE 4 Scheme of a two-level atom, with 
atomic decay permitted, interacting with a single-
mode quantized field.
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intensities than in lasers with equal decay rates for both levels. These generalizations, however, are 
easily accounted for (see Ref. 67) and it is not our concern here to provide the most general treat-
ment possible. Instead, we want to focus on the essential quantum features of the laser field and 
employ the simple two-level model with equal decay rates for both.

The formal averaging in Eq. (46) can be performed most easily if we transform to a particular 
representation of the density matrix. For our purposes, the photon number representation suffices, 
although other options are readily available and some of them will be summarized briefly at the 
end of this section. Taking the n, n′ elements of Eq. (46) and using Eqs. (42) and (43), the averaging 
yields

  [( ) ]
( ) ( )

(
M

n n n n

nnn− = −
+ + ′+ + − ′

+ + +′1
1 1

1 2 1

2

�
χ χ
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2

′′+ + − ′ ′n n n nn1 2) ( )χ2 �   

       + ′
+ + ′ + − ′ − ′−

2

1 2 2 1 1

χ
χ χ2

nn

n n n n n n( ) ( )
�   (48)

where the notation χ = g 2 2/γ  is introduced. Finally, taking into account cavity losses ( )�� nn′ from 
Eq. (45), with nth = 0, we obtain the following master equation for our quantum-mechanical laser 
model:
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Here we introduced the original notations of the Scully-Lamb theory—the linear gain coefficient:

  � = 2rχ   (50)

the self-saturation coefficient:

  � �= 4χ   (51)

and the dimensionless factors:
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and
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= + + ′+ +
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2
1 1

16
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( )

n n
n n

  (53)

Equation (49) is the Scully-Lamb master equation, which is the central equation of the quantum 
theory of the laser. Along with the notations introduced in Eqs. (50) to (53), it constitutes the main 
result of this section and serves as the starting point for our treatment of the quantum features of 
the laser. Among the specific problems we shall consider are the photon statistics, which is the physi-
cal information contained in the diagonal elements, and the spectrum, which is the physical infor-
mation contained in the off-diagonal elements of the field density matrix.

The Micromaser Master Equation The development of the single-atom maser or micro-maser plays a 
particularly important role in cavity quantum electrodynamics because it realizes one of the most fun-
damental models, the Jaynes-Cummings hamiltonian. The experimental situation86 is very close to the 
idealized case of a single two-level atom interacting with a single-mode quantized field, as previously 
discussed, and allows a detailed study of fundamental quantum effects in the atom-field interaction.
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In the micromaser, a stream of two-level atoms is injected into a superconducting microwave 
cavity of very high quality Q. The injection rate r is low enough to ensure that at most only one 
atom is present inside the cavity at any given time and that most of the time the cavity is empty. The 
decay time of the high-Q cavity field is very long compared to both the interaction time t, which is 
set by the transit time of atoms through the cavity, and the inverse of the single-photon Rabi fre-
quency g−1. In typical experimental situations, however, gτ 1. Therefore, a field is built up in the 
cavity provided the interval between atomic injections does not significantly exceed the cavity decay 
time. Sustained oscillation is possible with less than one atom on the average in the cavity.

In addition to the progress in constructing superconducting cavities, advances in the selective 
preparation of highly excited hydrogenlike atomic states, called Rydberg states, have made possible 
the realization of the micromaser. In Rydberg atoms the probability of induced transitions between 
adjacent states is very large, and the atoms may undergo several Rabi cycles— that is, several peri-
odic energy exchanges between the atom and the cavity field may take place in the high-Q cavity. 
The lifetime of Rydberg states for spontaneous emission decay is also very long, and atomic decay 
can be neglected during the transit time in the cavity.

Here we set out to derive a master equation for the micromaser. For this, we consider a single-
mode resonator into which two-level atoms are injected in their upper states. Due to the different 
time scales, the effect of cavity damping can be neglected during the interaction. Then the effect of 
a single atom on the field density operator, injected at ti and interacting with the field for a time t, is 
given by Eq. (44) with t0 replaced by tt. If several atoms are injected during a time interval Δt which 
is still short on the time scale governed by the cavity decay time k−1 but long on the time scale of the 
interaction time t, then the cumulative effect on the field is simply the sum of changes

  Δ = − = −
≤ ≤ +Δ
∑� � �( ( ) ) ( ) ( ( ) ) ( )M t r M t dti

t t t t
i

i

τ τ1 1 ii
t

t t+Δ

∫   (54)

where in the last step we turned the sum into an integral by using the injection rate r as the number 
of excited-state atoms entering the cavity per unit time.

At this point we introduce some of the most important approximations of laser physics, or reser-
voir theory in general—the so-called Markov or adiabatic approximation and coarse time graining. 
These approximations are based on the existence of three very different time scales in the problem. 
First, the interaction time t for individual atoms is of the order of the inverse single-photon Rabi 
frequency g−1, and is the shortest of all. In fact, on the time scale set by the other relevant parameters, 
it appears as a delta-function-like kick to the state of the field with the kick operator K of Eq. (44). 
The second time scale is set by r −1, the average time separation between atomic injections. It is sup-
posed to be long compared to t but short compared to the cavity-damping time k  −1. Thus, we have 
the following hierarchy of timescales: τ κ� �r− −1 1. When we turned the sum in Eq. (54) into an 
integral we already tacitly assumed that there is a time scale on which the injection appears to be 
quasicontinuous. We now see that it is the time scale set by k −1. This is the time scale that governs 
the time evolution of the cavity field. In the evaluation of the integral in Eq. (54) we assume that 
Δt is an intermediate time interval such that r t− −< Δ <1 1κ . Then during this interval the state of 
the field does not change appreciably, and we can replace �( )ti  on the right-hand side of Eq. (54) 
by �( )t . This is the essential step in transforming the integral equation into a differential equation, 
and it constitutes what is called the Markov approximation. It is also called the adiabatic approxima-
tion since the field changes very slowly (adiabatically) on the time scale set by the atoms. As a result, 
�( )t  can now be taken out of the integral, and the integration in Eq. (54) yields Δ = Δ −( )� �r t M t1 ( ). 
Dividing both sides by Δt, we obtain

  
Δ
Δ

= −
�

�
t

r M( ( ) )τ 1   (55)

The left-hand side is not a true derivative; it only appears to be one on the time scale of the cavity 
decay time. However, if we are interested in the large-scale dynamics of the field, we can still regard it 
as a good approximation to a time derivative. It is called the coarse-grained derivative and the Eq. (55) 
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now properly describes the time rate of change of the field due to the interaction with an ensemble 
of active atoms, the gain reservoir.

Equation (55) gives the time rate of change of the field density operator due to the gain reservoir 
( / ) .d dt� gain  To this, we add the time rate of change of the density operator due to the cavity losses by 
hand. For the parameters of the Garching micromaser experiment, T = 0.5 K and ω π0 2 21 5/ = .  GHz, 
yielding nth = 0.15. The thermal background cannot be neglected since, as we shall see, the steady-
state field contains but a few photons. The complete master equation for the micromaser, including 
both gain and loss, is then simply the sum of Eqs. (55) and (45):

  
d

dt

d

dt

d

dt
r M
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=

⎛
⎝⎜

⎞
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+
⎛
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= −
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( ( )τ 1))� �+ �   (56)

For later purposes, we also give the master equation in matrix representation:
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Here Ann′( )τ  and Bnn′( )τ  are given by Eqs. (42) and (43). Equation (57) is identical to the one 
obtained by more standard methods87 and employed widely in the context of micromasers. It forms 
the basis for most studies (with a few notable exceptions, as discussed at the end of this section) on 
the quantum statistical properties of the micromaser and, naturally, it will be our starting point as 
well.

Physics on the Main Diagonal: Photon Statistics

To begin to bring to light the physical consequences of the laser and maser master equations, we 
shall first focus on the diagonal elements of the field density matrix �nn , which give us the photon-
number distribution since �nn p n= ( ) is the probability of finding n photons in the cavity mode. The 
case of the laser is sufficiently different from that of the micromaser that we shall deal with them 
separately.

Laser Photon Statistics Taking the diagonal n = n′ elements in Eq. (49) and regrouping the terms, 
we obtain the following equation for the photon-number probabilities:

  	p n
n

n
p n n p n

n
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( ) ( ) ( )= − +

+ +
+ + + +1

1 1
1 1
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+
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p n np n

� �/
( ) ( )κ   (58)

Here the overdot stands for the time derivative. Note that diagonal elements are coupled only to 
diagonal elements. This holds quite generally; Eq. (49) describes coupling along the same diagonal 
only. For example, elements on the first side diagonal are coupled to other elements on the first side 
diagonal, and so on, and in general only elements with the same difference n − n′ are coupled. The 
quantity k = n − n′ corresponds to elements on the kth side diagonal. Elements on different diago-
nals are not coupled, which greatly simplifies the solution of laser-related problems.

Before we begin the solution of Eq. (58), we want to give a simple intuitive physical picture of the 
processes it describes in terms of a probability flow diagram, shown in Fig. 5.

The left-hand side is the rate of change of the probability of finding n photons in the cavity. 
The right-hand side contains the physical processes that contribute to the change. Each process is 
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represented by an arrow in the diagram. The processes are proportional to the probability of the 
state they are starting from and this will be the starting point of the arrow. The tip of the arrow 
points to the state the process is leading to. There are two kinds of elementary processes: emission 
of a photon into the cavity mode (upward arrows) and loss of a photon from the cavity through 
the output mirror (downward arrows). Furthermore, the processes that start from a given state and 
end in a different one will decrease the probability of the state they are starting from and increase 
the probability of the state they are ending at. For example, the first term on the right-hand side 
describes emission of a photon into the cavity mode provided there are n photons already present 
before the emission event takes place. Since there will be n + 1 photons after the emission, this pro-
cess decreases the probability of finding n photons, hence the minus sign. The total emission rate 
�( )n+1  has a contribution from stimulated emission, the �(n) term, and another one from sponta-
neous emission, the � term. The third term on the right-hand side corresponds similarly to emis-
sion, conditioned on the presence of n − 1 photons in the cavity initially. After the emission, there 
will be n photons, hence the plus sign. The second term describes the loss of a photon through the 
cavity mirror, provided there are n photons initially. After the escape of a photon, there will be n − 1 
photons; therefore, this term decreases p(n). Finally, the last term corresponds similarly to a loss 
process, with initially n + 1 photons in the cavity. After the escape of a photon there will be n pho-
tons left, so this term increases the probability p(n) of finding n photons in the cavity.

After this brief discussion of the meaning of the individual terms, we now turn our attention to 
the solution of the equation. Although it is possible to obtain a rather general time-dependent solu-
tion to Eq. (58), our main interest here is in the steady-state properties of the field. To obtain the 
steady-state photon statistics, we replace the time derivative with zero. Note that the right-hand side 
of the equation is of the form F(n + 1) − F(n), where

  F n np n
n

n
p n( ) ( )

/
( )= −

+
−κ �

� �1
1   (59)

simply meaning that in steady-state F(n + 1) = F(n). In other words, F(n) is independent of n and is, 
therefore, a constant c. Furthermore, the equation F(n) = c has normalizable solution only for c = 0. 
From Eq. (59) we then immediately obtain

  p n
n

p n( ) ( )=
+

−
�

� �

/

/

κ
1

1   (60)

which is a very simple two-term recurrence relation to determine the photon-number distribution. 
Before we present the solution, a remark is called for here. The fact that F(n) = 0 and F(n + 1) = 0 hold 
separately is called the condition of detailed balance. As a consequence, we do not need to deal with all 
four processes affecting p(n). It is sufficient to balance the processes connecting a pair of adjacent 
levels in Fig. 5, and instead of solving the general three-term recurrence relation resulting from the 
steady-state version of Eq. (58), it is enough to solve the much simpler two-term recursion, Eq. (60).

It is instructive to investigate the photon statistics in some limiting cases before discussing the 
general solution. Below threshold the linear approximation holds. Since only very small n states are 

k(n + 1)p(n + 1) �(n + 1)p(n)

k(n)p(n) �(n)p(n – 1)

n + 1

n

n – 1

FIGURE 5 Probability flow diagram for the laser.
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populated appreciably, the denominator on the right-hand side of Eq. (60) can be replaced by unity 
in view of n� �/ �1. Then

  p n p
n
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  (61)

The normalization condition p nn ( )==
∞∑ 10  determines the constant p(0), yielding p( ) ( )0 1= −�/κ .

Finally,
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Clearly, the condition of existence for this type of solution is � <κ . Therefore, � =κ  is the thres-
hold condition for the laser. At threshold, the photon statistics change qualitatively and very rapidly 
in a narrow region of the pumping parameter. It should also be noted that below threshold the dis-
tribution function Eq. (62) is essentially of thermal character. If we introduce an effective tempera-
ture T defined by

  exp −
⎛
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⎞
⎠⎟

=
�ω

κ
0

kT

�
  (63)

we can cast Eq. (62) to the form
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This is just the photon-number distribution of a single mode in thermal equilibrium with a thermal 
reservoir at temperature T. The inclusion of a finite temperature-loss reservoir to represent cavity 
losses will not alter this conclusion about the region below threshold.

There is no really good analytical approximation for the region around threshold, although the 
lowest-order expansion of the denominator in Eq. (60) yields some insight. The solution with this 
condition is given by

  p n p
k

n

k

n

( ) ( )=
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
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∏0 1
0

� �

�κ   (65)

This equation clearly breaks down for n n> =� �/ max , where p(n) becomes negative. The resulting 
distribution is quite broad, exhibiting a long plateau and a rapid cutoff at nmax. The broad plateau 
means that many values of n are approximately equally likely; therefore, the intensity fluctuations 
are large around threshold. The most likely value of n = nopt can be obtained from the condition 

p n p n( ) ( )opt opt− =1  since p(n) is increasing before n = nopt and decreasing afterwards. This condition 
yields nopt /= −( )� �κ , which is smaller by the factor κ /� than the value obtained from the full 
nonlinear equation [cf. Eq. (70) following].

The third region of special interest is the one far above threshold. In this region, �/κ �1 and the 
n values contributing the most to the distribution function are the ones for which n�� �/ . We can 
then neglect 1 in the denominator of Eq. (60), yielding

  p n n
n

n

n

( ) exp
!

= −
⎛
⎝⎜

⎞
⎠⎟

  (66)

with n = � �2 /( ).κ  Thus, the photon statistics far above threshold are poissonian, the same as for a 
coherent state. This, however, does not mean that far above threshold the laser is in a coherent state. 
As we shall see later, the off-diagonal elements of the density matrix remain different from those of a 
coherent state for all regimes of operation.
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After developing an intuitive understanding of the three characteristically different regimes of 
operation, we give the general solution of Eq. (60), valid in all three regimes:

  p n p
kk
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  (67)

The normalization constant p(0) may be expressed in terms of the confluent hypergeometric 
function
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 (68)

In Fig. 6, the photon-number distribution is displayed for various regimes of operation.
It is interesting to note that p(n) is a product of n factors of the form (�/k)/(1 + k �/�). This 

is an increasing function of k as long as the factors are larger than 1 and decreasing afterward. The 
maximum of the distribution function can be found from the condition

  
( )

( )

�

� �

/

/

κ
1

1
+

=
nm

  (69)
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FIGURE 6 Photon statistics of the laser for various regimes of operation. Dotted line: laser 50 percent 
below threshold (�/k = 1/2), distribution thermal in character, Mandel QM = 1. Dot-dashed line: laser 10 percent 
above threshold, (�/k = 1.1), distribution is broad, QM = 5. Solid line: laser 100 percent above threshold (�/k = 2), 
distribution super-Poissonian, QM = 1. Since in the various regimes the actual photon numbers and p(n) values 
differ by several orders of magnitude, in order to comparatively display the statistics in one figure, we plot p(n)/
pmax versus n n . This way the maximum of each curve is 1 and unity on the horizontal axis corresponds to the 
average photon number. �/� = 50 is used for all plots, for illustrative purposes only. For more realistic values, 
the above-threshold distributions are much narrower on this scale.
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or

  nm =
−�

�

� κ
κ

  (70)

Clearly, for � < k the maximum is at n = 0 and the distribution is monotonically decreasing, which 
is characteristic of a thermal distribution. This is in agreement with the previous findings for the 
below-threshold region. Around �κ  the distribution quickly changes its character. The factor 
�/� governs the magnitude of the photon number while (� − k)/k is a measure of how far away 
from threshold the laser is operating. Typical values for CW gas lasers (the He-Ne laser, for example) 
are � �/ 106 and κ 106 Hz. Around threshold, �κ  and the factors appearing in p(n), given by 
Eq. (69), are effectively unity for a broad range of n. For example, for �/k = 1.001 (i.e., one-tenth 
of a percent above threshold), the factors are slightly above 1 for 1 < n < 1000. So, in the threshold 
region, the distribution very quickly changes from a thermal one, dominated by the vacuum state, 
to a broad distribution with large intensity fluctuations. Farther above thresh old the distribution 
becomes more and more peaked around nm and becomes essentially poissonian for �/k > 2.

It is easy to obtain the mean photon number n  from Eq. (67):

  n np n p
n

= =
−

+
=

∞

∑ ( ) ( )
�

�

� �

�

κ
κ

0
0

  (71)

Above threshold, p(0) � 1 and the last term becomes quickly negligible. Then n  coincides with nm,
the maximum of the distribution. We can obtain n 2 similarly. The result is

  n n2 2= +
�

�

2

κ
  (72)

Using Eq. (71), the variance can be expressed as

  σ
κ

2 2 2= − =
−

n n n
�

�
 (73)

From here we see that the variance always exceeds that of a poissonian distribution ( ),σ 2 > n  but it 
approaches one far above threshold. A good characterization of the photon-number distribution is 
given by the Mandel QM parameter:

  Q
n n

nM =
−

−
2 2

1   (74)

For our case, it is given by

  QM =
−
κ

κ�
  (75)

Since QM > 0 above threshold, the field is superpoissonian. Very far above threshold, when 
��κ , QM  approaches zero, which is characteristic of a poissonian distribution, again in agreement 
with our discussion of the far-above-threshold region.

Micromaser Photon Statistics As a first application of the micromaser master equation, Eq. (56), 
we shall study the steady-state photon statistics arising from it. To this end we take the diagonal 
n = ′n elements, and after regrouping the terms we obtain:

  

	p n N g n p n n n p n( ) sin ( ) ( ) ( )( ) (= − + + + + +ex th
2 1 1 1 1τ )) ( ) ( )

sin ( ) ( ) ( )

− +

+ − − +

n n p n

N g n p n n n

th

ex th

1

1 12 τ pp n n np n( ) ( )+ −th 1  (76)
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Here the overdot stands for derivative with respect to the scaled time ′ = =t t N rκ κ. ex /  is the num-
ber of atoms traversing the cavity during the lifetime of the cavity field, and the diagonal matrix ele-
ments of the density operator p(n) = �nn are the probabilities of finding n photons in the cavity. The 
various processes in the right-hand side of this equation are again visualized in Fig. 5. They have the 
structure F(n + 1) − F(n) where F(n + 1) corresponds to the processes connecting p(n + 1) to p(n).
In the steady state the left-hand side is zero and F(n + 1) = F(n), yielding F(n) = constant. The only 
normalizable solution to the photon statistics arises when this constant is zero, F(n) = 0. Once again, 
this is the condition of detailed balance because the probability flows between adjacent levels are 
separately balanced. More explicitly, this leads to the following recurrence relation for the photon-
number probabilities:

  p n
N g n n n

n
p n( )

sin ( )
( )=

+
+

−ex th

th

/2

1
1

τ
  (77)

The solution to this simple recurrence relation is straightforward:

  p n p
N g i i n

ni

n

( ) ( )
sin ( )

=
+

+=
∏0

1

2

1

ex th

th

/τ
  (78)

where p(0) is determined from the normalization condition p nn ( ) .==
∞∑ 10  The photon-number 

distribution p(n) versus n can be multipeaked in certain parameter regimes. This can be easily 
understood on the basis of Fig. 5. The gain processes (upward arrows) balance the loss (downward 
arrows). Since the gain is an oscillatory function of n, several individual peaks [with the property 
p(n + i) = p(n)] will develop for those values of n where the gain perfectly balances the loss. The 
resulting mean photon number (first moment of the distribution) and photon-number fluctuations 

(second moment QM) versus the scaled interaction parameter θ τ= g Nex  are displayed in Fig. 7.
The mean photon number is an oscillatory function of the scaled interaction time. The oscillations 

correspond to subsequent Rabi cycles the atoms are undergoing in the cavity as function of the inter-
action time. The first threshold occurs at q = 1; the higher ones occur where θ  is approximately an 
integer multiple of 2p. Around the thresholds the micromaser field is superpoissonian; in the param-
eter region between the thresholds it is subpoissonian, which is a signature of its nonclassicality.

FIGURE 7 (a) Mean photon number and (b) Mandel QM parameter versus interaction parameter for the micromaser, 
for Nex = 200.
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Physics off the Main Diagonal: 
Spectrum and Linewidth

In the subsection on laser photon statistics we have shown that the laser has poissonian photon 
statistics far above threshold, just as a coherent state would. However, it is erroneous to conclude 
from this that the laser field is in a coherent state far above threshold. Only the intensity of the laser 
becomes stabilized due to a delicate balance of the nonlinear gain and loss. Any deviation from the 
steady-state intensity induces a change that tries to restore the steady-state value; as a result, the 
intensity is locked to this value. The phase of the field, on the other hand, evolves freely and is not 
locked to any particular value. In fact, it performs a random walk due to the separate spontaneous 
emission events. Each such event contributes a small random phase change to the instantaneous 
phase of the field. The mean of these changes averages to zero, but the mean of the square of these 
changes remains finite. As a result, the phase undergoes a diffusionlike process and will become uni-
formly distributed over the 2p interval. Any information contained in the instantaneous phase will 
be erased in this process. The time scale for the decay of the phase information is given by the rate of 
the phase diffusion. In the following, we shall determine this characteristic time scale, the so-called 
phase diffusion constant for the laser and micromaser.

Spectral Properties of the Laser Field The decay of the phase information can be directly read out 
from the temporal behavior of the two-time correlation function of the field amplitude:

  g t t t
a t t a t

a t a t
( )

†

†
( , )

( ) ( )

( ) ( )
1

0 0
0 0

0 0

+ =
+

  (79)

With increasing time difference between their amplitudes, the fields become less and less correlated 
since spontaneous emission randomizes their phases. At steady state, the two-time correlation function 
[Eq. (79)] depends only on the time difference t and is independent of the choice of the initial time t0.

A quantum regression “theorem,”88 based on a system-reservoir factorization of the density 
matrix, was developed to permit the time evolution of the two-time correlation function at steady 
state to be calculated from the time evolution of the single-time correlation function for a Markov 
process. The unusual success of this procedure (see Ref. 89 for a comparison between experiment 
and theory for the phase linewidth, the intensity linewidth, the photo-count distribution, and the 
spectral moments) requires additional explanation. This was sup plied in a proof that regression is 
valid when the system is markovian.90 In the quantum case, the system is only approximately mar-
kovian. But this assumption has already been made in all cases for which solutions have been found. 
Therefore, it is sufficient for us to study the time evolution of the amplitude itself:

  a t n
n

nn
†( ) = +

=

∞

+∑ 1
0

� 1   (80)

At this point it is useful to define a column vector with the components � �n
k

nn k
( ) ≡ +  This way, we 

simply arrange the elements of the kth diagonal in the form of a vector. For example, elements on 
the first side diagonal correspond to k = 1, and so on. Let us note that the equation of motion for the 
off-diagonal matrix elements of the density operator can now be written in a simple matrix form

  	� �n
k

nn n
kA( ) ( )= ′ ′  (81)

where summation is implied over repeated indexes and the matrix elements Ann¢ . can be read out 
from Eq. (49). They are given by
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Clearly, Ann¢ is a tridiagonal matrix. Due to its linearity, we can look for the solution of Eq. (81) by 
the simple exponential Ansatz, � �n

k t
n

kt e( ) ( )( ) ( ).= −λ 0  With this substitution, Eq. (81) can be written in 
the form of an eigenvalue equation to determine l ,

  λ� �n
k

nn
n

n

n
kA( ) ( )= − ′

−

+

′∑
1

1

  (83)

We restrict the following treatment to k = 1 because that is what we need for the calculation of the 
g(1) correlation function. Higher-order correlation functions, g(k) with k > 1, are related to �n

k( ) with 
k > 1. From the structure of the −A matrix, one can show that all eigenvalues are positive. There is a 
smallest eigenvalue, which we denote by D. This eigenvalue will dominate the longtime behavior of 
the field amplitude, as can easily be seen from the following considerations. Let us denote the set of 
eigenvalues by { , }D jλ  with j = 1, 2, 3, . . . . Then �n t( )( )1  can be written as

  � � �n n nj jt Dt t( ) ( ) ( )( ) ( )exp( ) ( )exp(1
0
1 10 0= + −λ ))

j=

∞

∑
1

  (84)

From this we see that, indeed, the longtime behavior of the off-diagonal elements will be governed 
by the first term, since the other terms decay faster according to our assumption of D being the 
smallest positive eigenvalue. Therefore, our task is reduced to the determination of D. In order to 
obtain an analytical insight, we can proceed as follows. First, let us note that in the longtime limit all 
elements of the vector �n t( )( )1  decay the same way—they are proportional to exp (−Dt). Therefore, 
the sum of the elements also decays with the same rate, D, in this limit. It is quite easy to obtain an 
equation of motion for the sum of the elements. Start ing from Eq. (81) and using Eq. (82) for the 
case k = 1, we immediately obtain
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Here we introduced the notation � �nn
( ) ( )1

0
1

=
∞∑ =  and used the fact that ′ = + + ≈ ++� � �nn n n1 3 2/ /(8 ) 3/2 

and � � � � �nn n n+
−= + + ≈ + ≈1 3 2/ /(16 ) 3/2 since / 10 6and can therefore safely be neglected next 

to 3/2. In the longtime limit the time derivative on the left-hand side can simply be replaced by −D
due to Eq. (84). It is also plausible to assume that in the same limit those values of n will contribute 
the most that lie in the vicinity of n . Then we can expand the coefficients around the steady-state 
value of the photon number. This is certainly a good approximation in some region above threshold. 
The key point is that after the expansion the coefficients of �n

( )1  on the right-hand side become inde-
pendent of the summation index n and can be factored out from the sum. Then, after the summa-
tion, the quantity �( )1  also appears on the right-hand side of the equation:

  D
n

� �( ) ( )1 1

8
= +� κ

  (86)

From this we can simply read out the decay rate:

  D
n

=
+� κ

8
  (87)

This quantity, called the phase diffusion coefficient, plays a crucial role in determining the transient 
behavior of the laser as well as its spectral properties. It exhibits the characteristic line narrowing for 
high intensity, first found by Schawlow and Townes.80 The mean amplitude, Eq. (80), can now be 
written as

  a t e aDt† †( ) ( )= − 0   (88)
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The decay of any initial coherent component of the laser field is governed by the phase dif fusion 
constant, due to the randomization of the initial phase information. The randomization is due to 
two separate processes, as can be read out from the analytical expression, Eq. (87) of the phase dif-
fusion constant. The part proportional to the spontaneous emission rate � is due to the random 
addition of photons to the field via spontaneous emission; the part proportional to the cavity decay 
rate is due to leaking of vacuum fluctuations into the cavity through the output mirrors. Both pro-
cesses randomize the phase of the initial field; as a result, the phase performs a random walk with a 
diffusion rate given by Eq. (87). Ultimately, of course, vacuum fluctuations are also responsible for 
spontaneous emission.

The phase diffusion constant also determines the linewidth of the spectrum of the laser field. 
Using the quantum regression theorem, we immediately find that the (nonnormalized) steady-state 
field correlation function is given by

  g t t t a t t a t n i t Dt( ) †( , ) ( ) ( ) exp( )1
0 0 0 0 0+ = + = −ω  (89)

where ω0 denotes the operating frequency of the laser, as before. The power spectrum is given by the 
Fourier transform of the field correlation function:

  S g t t t e dt
n D

D
i t( ) Re ( , )

( )
( )ω

π π ω ω
ω= + =

− +
−1 1

0 0
0

2 220

∞

∫   (90)

This is a lorentzian spectrum centered around the operating frequency, ω ω= 0 . The full width at 
half-maximum (FWHM) is given by 2D. Figure 8 depicts the normalized spectrum S S( ) ( )ω ω/ 0  ver-
sus the detuning Δ= −( ) .ω ω0 /D  

It should be emphasized that our method of obtaining the preceding analytical approxi mations 
is justified only if the mean photon number is large, the photon-number distribution consists of a 
single large peak, and cross-coupling between intensity and phase, arising from the nonlinearity of 
the gain very far above threshold, is negligible. These conditions are met for a laser in some region 
above threshold. Near the threshold, however, the intensity fluctuations cannot be neglected. From 
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FIGURE 8 Laser spectrum S S( ) maxω /  versus detuning 
Δ= −( )ω ω κ0 / , for a laser 100 percent above threshold (note that 
detuning is in units of bare-cavity linewidth). For our param-
eters the spectral width D is about 1 percent of the bare-cavity 
linewidth, an example of the Schawlow-Townes narrowing
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numerical studies91 it was concluded that their contribution to the linewidth is approximately equal 
to the phase diffusion constant, and the linewidth in this region is about twice what is predicted by 
Eq. (90); i.e., it is 4D; and far above threshold (for �κ > 2), the linewidth is smaller than the pre-
diction of Eq. (90). These numerical find ings are confirmed by a recent analytical approach to the 
problem.92 One of the earliest quan tum calculations of the laser linewidth69 was based on the quan-
tum theory of noise sources.70 The laser linewidth above threshold was established to be due mostly 
to phase noise,69 and it was explained that the factor of 2, too large, was obtained by many previous 
authors because they had permitted amplitude fluctuations, which were valid near threshold but 
not far above. These ideas were confirmed by analytic calculations below and above threshold93 
and by a numerical solution of the associated Fokker-Planck equation.94,95 Moreover, the effects of 
laser detuning on the linewidth were determined without assuming that the light field decays much 
slower than the atomic decay rates. It was found that the effective linewidth was a harmonic mean 
between the field and electronic decay rates, as shown in Eq. (35) of Ref. 69.

The calculations of the phase linewidth done in this section are equivalent to the quasilinear 
approximation employed in the Langevin noise source procedure in Ref. 93 and shown in Ref. 
94 to be valid for dimensionless pump rates p > 10. Below threshold, p < −10, the components of 
the electromagnetic field can be treated as uncoupled gaussian variables, leading to the Schawlow-
Townes formula. Only the region in the immediate vicinity of threshold requires careful analysis. In 
that region, it is shown in footnote 10 in Ref. 93 that the coefficients in the Fokker-Planck equation 
can be expanded in powers of n, retaining only the first nonlinear term. The result then reduces to 
the rotating-wave Van der Pol oscillator. One advantage of this reduction is that the equation can be 
scaled in time and in amplitude, leaving the dimensionless pump parameter p as the only remaining 
parameter. This greatly reduces any subsequent numerical calculations. The ability to retain only one 
nonlinear term is based only on the requirement that we are dealing with a good oscillator—that is, 
one whose signal-to-noise ratio is large. Equivalent approximations can be introduced in the density 
matrix treatment, as well.

The assumption made here that the phase linewidth comes predominantly from the small-
est decay eigenvalue was established in Ref. 94, where the actual line shape is shown to be a sum 
of lorentzians, and the percentage from each lorentzian is calculated. The intensity fluc tuations 
are also expressed as a sum of lorentzians but several modes contribute, not just the lowest. The 
percentage in each is given in Ref. 94. Part of the reason for this is that the modes approach degen-
eracy in pairs as one moves above threshold. The lifting of such a degeneracy was shown in Ref. 96 
to be associated with a phase transition. Since our system is finite, the phase change occurs gradu-
ally and can be observed. The view of lasing as a phase transition will be explored in more detail in 
Sec. 23.5.

Spectral Properties of the Micromaser Field If we take the n, n + 1 matrix elements of Eq. (57), 
then, following the methods of the previous subsection, it is straightforward to derive the diffusion 
constant. In particular, elements of the first side diagonal can again be arranged in the form of a col-
umn vector, and this vector again satisfies an equation of motion similar to Eq. (81), with an appro-
priate redefinition of the tridiagonal matrix appearing in the equation:

  A r g n g n n nnn′ = − − + + + +{ [ cos( )cos( )] ( (1 1 2 2 1τ τ κ th )) )}+ + ′n nn1 2/ δ   

  + + + + ′+( sin( )sin( ) ( ))r g n g N n n n nnτ τ κ δ1 1 1th
  

  + + + + ′−κ δ( ) ( )( )n n n nnth 1 1 2 1  (91)

The exponential Ansatz for the decay of the column vector again turns the equation of motion into 
an eigenvalue equation for the matrix A and the longtime behavior will again be governed by the 
smallest eigenvalue, which we denote by D. Summing over all elements of the resulting eigenvalue 
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equation and replacing the coefficients on the right-hand side by their longtime value—that is, 
expanding the coefficients around n n= —will finally yield
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n
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2 1

8
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for the phase diffusion constant of the micromaser. Here n  is the mean photon number of the (single-
peaked) distribution. This expression was first derived by Scully et al.97 It leads to a lorentzian 
spectrum similar to Eq. (90) but with D appropriately replaced by that of the micromaser. It should 
be noted, however, that the analytical formula has a more restricted validity than in the case of the 
laser. Namely, in the case of the micromaser, the photon-number distribution can be multipeaked, 
and the simple expansion around the n  value corresponding to a single dominating peak may not 
hold. For this more general case several numerical approaches have been developed (see Ref. 98). 
When Eq. (92) is valid it coincides with the results of the numerical calculations.

For small values of the argument in the sine function, Eq. (92) can be cast to a form which is for-
mally identical to the usual laser phase diffusion constant 99[cf. Eq. (87)]:
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Here we introduced the small signal gain � ≡ rg 2 2τ , in analogy to the laser gain. However, for other 
values of the argument the first term in Eq. (92) may dominate, and the phase dif fusion constant 
can exceed the bare-cavity linewidth, which is a unique quantum feature of the micromaser and 
makes it distinctly different from the classical Schawlow-Townes-type behavior.

Without going into the specifics, we just mention a few other aspects of the quantum the ory of 
the micromaser. As we have just seen a steady state is reached due to the equilibrium between the 
gain and loss processes. In some cases, however, a steady state can be reached even in a lossless cavity. 
This happens if the probability flow in Fig. 5 due to the gain process is interrupted for some value of 
the interaction parameter. The upward flow is interrupted when

  g n qqτ π+ =1  (94)

and the downward flow is interrupted when

  g n qqτ π=  (95)

with q = 1, 2, . . . in both cases. They are called the upward and downward trapping state, respectively.100 
In such cases the state of the field is a number state. The signature of the number state is a large 
maximum in the linewidth at the corresponding interaction parameter. It can easily be understood 
qualitatively: since the state of the field is a number state, it cannot have any phase information. 
Therefore, the phase randomizes on a very rapid time scale; in other words, the phase correlations 
decay very rapidly, and a large phase diffusion constant ensues. Further, if the atoms are injected in 
a coherent superposition of their upper and lower levels in the cavity then, under certain conditions, 
the so-called tangent and cotangent states of the field may develop.101 Finally, it should be mentioned 
that the master equations Eqs. (49) and (56) hold only for the case when the time interval between 
consecutive atomic injections is completely random. Other arrival times statistics, including the 
case of regular injections, have been investigated by a number of authors.102 A closely related area of 
recent theoretical studies pertains to the detection of the statistical properties of the (experimentally 
inaccessible) intracavity field via monitoring the statistics of the outgoing atoms for poissonian103 as 
well as nonpoissonian104 pumping. For regular (subpoissonian) pumping, transient oscillations in 
field correlation function and a corresponding multipeaked spectrum were predicted.105
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Most of the predictions of this theory have been confirmed by experiments. For example, trap-
ping states have been observed in recent experiments by the Garching group.106 Without providing 
an exhaustive list, we just refer the reader to recent progress in the experimental department.107

Other Approaches

So far we have considered laser theory based on a density-operator approach. An equivalent 
approach to a laser theory can be formulated using a Heisenberg-Langevin approach. In this 
approach explicit equations of motion are derived for the field operator.

The quantum-noise operator formalism was presented in essentially its final form by Lax at the 
1965 meeting on the Physics of Quantum Electronics.69 There, it was applied to the laser, calculating, 
the laser linewidth in its most general form. For the general theory, see the 1966 Brandeis lecture 
notes of Lax.71

In the present formulation, our goals are more specific—namely, the Heisenberg-picture quan-
tum theory of the laser. To that end, we will here give a quantum-noise treatment along the lines of 
that followed in the previous subsection—namely, a single laser mode damped at a rate k by a (dis-
sipative) reservoir and driven by atoms injected into the laser cavity at random times tj.

First we discuss the simple example of damping of the field by a reservoir and derive the quan-
tum Langevin equation for the field operator. We then discuss the gain noise in a laser and derive 
the laser linewidth.

Damping of Field by Reservoir We consider the damping of a single-mode field of frequency n 
interacting with a reservoir consisting of simple harmonic oscillators. The system describes, for 
example, the damping of a single-mode field inside a cavity with lossy mirrors. The reservoir in this 
case consists of a large number of phononlike modes in the mirror.

The field is described by the creation and destruction operators a† and a, whereas the harmonic 
oscillators of frequency nk = ck are described by the operators bk

† and bk. The field-reservoir system 
evolves in time under the influence of the total hamiltonian:

  � = + + +
⎛
⎝⎜

⎞
⎠⎟
+ +∑� � �ω ν0

1

2

1

2
( ) († † †a a b b g abk k k

k
k k bb ak

k

†)∑   (96)

Here gk are the coupling constants and we have made the rotating-wave approximation. We are 
interested in the evolution of the field operator a. The Heisenberg equations of motion for the field 
and reservoir are

  	a t i a t i g b tk k
k

( ) ( ) ( )=− − ∑ω0  (97)

  	b t i b t ig a tk k k k( ) ( ) ( )=− −ν  (98)

The equation for bk can be formally solved, and the resulting expression is substituted in Eq. (97). In 
the Weisskopf-Wigner approximation, the annihilation operator in the interaction picture a = a(t)
exp [ ( )]i t tω0 0−  satisfies a Langevin equation

  	a a F t=− +
κ
2

( )  (99)

where

  F t i g b i t tk k k
k

( ) ( )exp[ ( )( )]=− − − −∑ 0 0 0ν ω   (100)

is a noise operator. Equation (99) clearly indicates that the damping of the field (represented by the 
term –k a/2) is accompanied by noise.
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For the damping of the single-mode field inside a cavity via transmission losses, the damping 
constant k is related to the quality factor Q of the cavity via κ ω= 0 /Q.  

Atomic (Gain) Noise and Laser Linewidth As discussed earlier, the natural linewidth of the laser 
arises due to spontaneous emission by the atoms. In the density-operator approach, a fully nonlin-
ear treatment was followed. Here, we present a simple linear analysis to calculate the laser linewidth 
in the Heisenberg-Langevin approach. We assume that the atoms are long lived, and that they inter-
act with the cavity field for a time τ . This treatment allows us to include the memory effects inside a 
laser, and is one of the simplest examples of a nonmarkovian process.108,109

We start with the hamiltonian describing the atom-field interaction:

  � � �= + + +∑F
i

i
i

g a N t t Hcatom � { ( , , ) }†σ τ  (101)

where �F  and �atom describe the field and atoms, respectively; g is the atom-field coupling constant; 
and si is the lowering operator for the ith atom; Hc is the injunction to add the Hermitian conju-
gate. The operators a and a† represent the annihilation and creation operators, and N ( , , )t ti τ is a 
notch function which has the value

  N t t
t t

i
i( , , )τ τ= ≤ <⎧

⎨
⎩
1
0

for

otherwise
  (102)

Using this hamiltonian, we write the equations for the atom-field operators in the interaction picture as

  

	

	

a ig N t t a t F t

igN

i
i

i

i

= − − +

=

∑σ τ κ

σ

κ( , , )
1

2
( ) ( )

(tt t a ti z
i, , ) ( )τ σ

 (103)

where the effects of cavity damping are determined by the cavity decay rate k and the associated 
Langevin noise source Fk . Integrating the equation for the atom operator and substituting it into 
that for the field operator, we obtain

  	a t dt t t a t a F t F t
t

( ) ( , ) ( )
1

2
( ) ( )= ′ ′ ′ − + +

−∞∫ α γ α κ  (104)

where

  α τ τ σ( ) ( , , ) ( , , ) ( )t t g N t t N t t ti i z
i

i

, ′ = ′ ′∑2   (105)

  F t ig N t t ti
i

i
i

α τ σ( ) ( , , ) ( )= − ∑  (106)

Here, the noise operator Eq. (106) may be seen to have the moments

  F tα( ) =0  (107)

   F t F t g N t t N t t ti i
i

α α τ τ σ† †( ) ( ) ( , , ) ( , , ) (′ = ′2
ii

j
j

ij

t) ( )σ∑   (108)

Because we are injecting our lasing atoms in the upper state, the atomic average is given by 
〈 〉 =σ σ δ† ( ) ( ) .i

i
j

j ijt t  After replacing the sum upon i in Eq. (108) by an integration over injection 

times tj , we find

  F t F t rg N t t t t Nα α τ τ τ†( ) ( ) { ( , , )[ ( )] (′ = ′ − − ′− −2 ′′ − ′ +t t t t, , )[ ( )]}τ τ  (109)
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where r is the atomic injection rate. The phase variance can then be calculated through the noise 
operator product:

  φ
π

φ2

0 0

1

2
( ) ( ) ( )exp { [ (†t dt dt F t F t i

t t
= − ′ ′′ ′ ′′∫ ∫ ′′ − ′′t t) ( )]}φ   (110)

On insertion of Eq. (109) into Eq. (110), the expression for the generalized maser phase diffusion 
noise 〈 〉φ2( )t  is found to be

  φ
τ τ

θ τ τ2
2 3

22 3 3
( ) ( )t

n

t t
t t=

⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

− + −
⎛
⎝

�
⎜⎜

⎞
⎠⎟

−
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

θ τ( )t   (111)

Here �= rg 2 2τ is the small-signal gain of the maser [cf. Eq. (93), with nth = 0 and using that in 
steady state �=κ]. In the case involving atoms which are injected at random times ti but which 
decay via spontaneous emission to far-removed ground states at a rate γ , a similar but more com-
plicated analysis can be carried out. The result in this case is given by

  φ γ γ2 1

2
1( ) [ ( )]t

n
t e=

⎛
⎝⎜

⎞
⎠⎟

+ −− −�
  (112)

Here �= 2 2 2rg /γ  is the small-signal gain of the laser [cf. Eq. (50)]. In both of the preceding cases, 
we find that for times t = tm small compared to the atomic lifetime, the phase diffusion is quadratic 
in the measurement time tm; that is, we now have a phase error which goes as

  Δ =
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝⎜

⎞
⎠⎟

φ
γ

2

2 2

�t

n

tm m   (113)

Therefore, we see that the quantum noise due to spontaneous emission is reduced from the 
Schawlow-Townes linewidth 2 2D n= �/  by the factor γ tm /2, which can be a significant reduc-
tion for short measurement times. For times long compared to the atomic lifetime, however, the 
Schawlow-Townes result is obtained from both Eqs. (111) and (112) as expected.

23.5 THE LASER PHASE-TRANSITION ANALOGY

Considerations involving the analogies between phase transitions in ferromagnets, superfluids, 
and superconductors have emphasized the similarities between these systems near their critical 
temperatures.110

A natural comparison can be made between second-order phase transitions, such as the order-
disorder transitions of ferromagnetic and ferroelectric materials or the vapor-liquid transition of 
a pure fluid, and the laser threshold. As we have discussed in Sec. 23.4, the state of a laser changes 
abruptly upon passing through the threshold point. This point is characterized by a threshold popu-
lation inversion.

The physical basis for this similarity becomes evident when it is recalled that the usual treatments 
of laser behavior are self-consistent theories. In the laser analysis we assume that each atom evolves in 
a radiation field due to all the other atoms, and then calculate the field produced by many such evolv-
ing atoms in a self-consistent fashion. In this way the laser problem is similar to that of a ferromagnet, 
in which each spin sees a mean magnetic field due to all the other spins and aligns itself accordingly, 
thus contributing to the average magnetic field.

Following this point of view, we can discuss the laser theory using the language of second-order 
phase transitions.
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The density matrix of the laser field obeys Eq. (49). The time dependence of the expectation 
value E  of the electric field operator E a a= +( )†  is there given by the following equation:

  	E E E= − −1

2 2
3( )�

�κ  (114)

Here we have assumed that the laser is operating close to threshold ( )� �n/ �1  so that we retain 
only the terms proportional to �. In addition, we assume E�1. We can then replace E 3 by E 3 and 
Eq. (114) becomes the well-known result of Lamb’s semiclassical theory. The steady-state properties 
of the laser oscillator are described by the following equation of state:

  ( )� �− − =κ E E3 0  (115)

The threshold condition is given by �=κ as before. Upon putting � �= =a bσ σ, , and 
κ σ σ=a t twhere is the threshold population inversion, the steady-state solution of Eq. (115) is

  

E

E
a

b

t

t

= − <

=
−⎛

⎝⎜

0 0if (below threshold)σ σ

σ σ
σ

⎞⎞
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⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

− >
1 2

0

/

if (above threshold)σ σ t

  (116)

Equation (116) is formally identical to the equation for a ferromagnet in the Weiss mean-field 
theory. The electric field E corresponds to the static magnetization M, which is the order parameter 
in the ferromagnetic transition. The quadratic polarization P E E= −( )� � 3 2/  in Eq. (115) corre-
sponds to the magnetic field H generated by a magnetization M, and the term κE /2 corresponds to 
a local magnetic field which is assumed proportional to M in the mean-field theory. Furthermore, 
the steady-state points depend σ σ− t in the same way that M in the ferromagnetic case depends on 
T − Tc, where Tc is the critical temperature. Therefore, σ σand T  correspond to T and Tc, respec-
tively. The similarity between these two systems is summarized in Table 1 and illustrated in Fig. 9.

We recall that the probability density P(M) for a ferromagnetic system with magnetization M
near a phase transition is given by, in thermal equilibrium,

  P M N
F M

k T
( )

( )= ′′ −
⎛
⎝⎜

⎞
⎠⎟

exp
B

 (117)

where

  F M c T T M dT Mc( )=
1

2
( )

1

4
− +2 4

 (118)

is the free energy. In the corresponding laser analysis, the probability density for the electromagnetic 
field P(E) is derived in the form

  P E N
G E

k
( ) exp

( )= ′ −
⎛
⎝⎜

⎞
⎠⎟Bσ

 (119)

For this purpose we transform the laser equation for the density matrix for the field [Eq. (49)] 
into an equivalent equation in terms of the P( , )α α∗  representation defined by

  ρ α α α α α= 〉〈∗∫d P2 ( , )| |  (120)

where |α〉 is an eigenstate of the annihilation operator a with eigenvalue α . The P representation 
allows us to evaluate any normally ordered correlation function of the field operators using the 
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TABLE 1 Summary of Comparison between the Laser and a Ferromagnetic System Treated in a Mean-Field 
Approximation

 Parameter Ferromagnet Laser

Order parameter Magnetization M Electric field strength E
Reservoir variable Temperature T Population inversion σ  
  Threshold inversion σ t 

Coexistence curve∗  M T T
c

d

T T

Tc
c= −
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σ σ
σ σ

σ

1 2

 

Symmetry breaking mechanism External field H Injected signal S

Critical isotherm†  M
H
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1 2/

   E
S

b t

=
⎡

⎣
⎢

⎤

⎦
⎥

2
1 2

σ
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Zero field susceptibility∗ X M
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⎞
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∂
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 ξ ≡⎛
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S 0
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   G E
a
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4
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Statistical distribution  P M N
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   P E N
G E

k
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∗Θ ( ) is Heaviside’s unit step function.
† Value of order parameter at critical point.

methods of classical statistical mechanics. The quantity P( , )α α∗  represents the probability density 
for finding the electric field corresponding to a.

Near threshold, P( , )α α∗  obeys the following Fokker-Planck equation:
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∂
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∂

P

t
P P= − − −

⎡
⎣
⎢

⎤
⎦
⎥

−
∗

α
κ α α α

α

1

2

1

2

1

2( ) | |� �

22

1

2
2( ) | |� � �− −

⎡
⎣
⎢

⎤
⎦
⎥+∗ ∗

∗κ α α α
α α

P P
P∂

∂ ∂

2

  (121)

The steady-state solution of this equation is given by

  P
k

( , )
( )| | | |α α α α∗ =

− −⎡

⎣
⎢

⎤

⎦
⎥�

� �

�
exp

/2 4 2

2
  (122)

where � is a normalization constant. The P representation can be rewritten in terms of the variables 
x = Re α  and y = Im α  as

  P x y
G x y

K
( , ) exp

( , )
= −

⎡

⎣
⎢

⎤

⎦
⎥�

σ
 (123)
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with

  G x y a x y b x yt( , ) ( )( ) ( )= − − + + +1

4

1

8
2 2 2 2 2σ σ σ   (124)

Here K = a/4 is one-fourth of the gain of one atom, a t( )σ σ κ− = −� , and bσ = �.  
We can see that the steady-state situation of the laser corresponds to the minimum value of G,

i.e., ∂ ∂ ∂ ∂G x G y/ /= =0. These solutions are x = y = 0 and | | ( ) ( )α σ σ σ2 2 2= + = −x y a bt / . Thus, for 
(σ σ− <t ) 0, the only allowed solution is x = y = 0. However, for ( )σ σ− >t 0, x = y = 0 is an unstable 
solution as the second derivative of G with respect to x and y is positive. This is seen clearly in Fig. 9, 
where we have plotted G versus x = E for y = 0.

We thus see that G behaves in essentially the same way as the free energy of a thermodynamic 
system.

It should be emphasized that in the thermodynamic treatment of the ferromagnetic order-disorder 
transition, there are three variables required: (1) magnetization M, (2) external magnetic field H,
and (3) temperature T. In order to have a complete analogy, it is important to realize that in addi-
tion to the electric-field-magnetization, population inversion-temperature correspondences, there must 
exist a further correspondence between the external magnetic field and a corresponding symmetry-
breaking mechanism in the laser analysis. As shown in Ref. 111 and illustrated in Fig. 10, this sym-
metry breaking mechanism in the laser problem corresponds to an injected classical signal S. This 
leads to a skewed effective free energy.
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FIGURE 9 Scaled thermodynamical potentials. The H = 0 version of F(M) and the 
S = 0 version of G(E) can be expressed in terms of Φε η εη η( ) 2 2= + 4 because
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are equivalent to the respective entries in Table 1. The plot shows Φε η( ) for ε =1 
(ferromagnet above, Tc, laser below threshold), ε = 0 (ferromagnet at Tc, laser at thresh-
old), and ε = −1 (ferromagnet below Tc, laser above threshold).
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An example of how the analogy can provide us with deeper insight is contained in the fact that 
we are able to guess correctly the P(E) for a laser influenced by an injected signal, by anal ogy with 
the corresponding magnetic problem in the broken symmetry mode of operation.

More recently we have been turning the tables and using the quantum laser theory to learn about 
Bose-Einstein condensation (BEC). Recent experiments on BEC in laser-cooled gases,112–114 and in 
He4 in porous gel,115 have stimulated a wealth of theoretical work116–118 on the equilibrium and non-
equilibrium properties of confined quantum degenerate gases.119–124 Presently the partition func-
tion, critical temperature, and other such quantities are of interest for N bosons in a box below Tc.
But the canonical ensemble is difficult to use in practice, because the state sums must be restricted 
to N particles. Indeed, the canonical partition function for a Bose gas of N particles at temperature 
T has not been so widely studied as one might have thought. To quote Herzog and Olshanii,

To our knowledge there is no simple analytic expression for the canonical partition function in [the 
case of N bosons in a three-dimensional trap].121

Furthermore, there are questions of principle concerning the critical temperature and the validity
of using phase-transition concepts in a mesoscopic sample having a small number of particles 
( )N 103 . In fact, Uhlenbeck pointed out to Einstein many years ago that BEC rigorously occurs 
only in the limit of infinite particle number.125 Indeed, for a finite number of atoms there is no sharp 
“critical point “ or critical temperature Tc. But the same can be said for the laser threshold. There is a 
gradual transition from disorder to order in both cases. However, as discussed later, even when fluc-
tuations are present, Tc for a Bose gas and the laser threshold inversion are well defined.

Motivated by the preceding, we extend the laser-phase transition analogy to include BEC. We 
present a new approach to the problem of N bosons in thermal equilibrium below Tc. We emphasize 
that the present work provides another example126 in which steady-state (detailed balance) solutions 
to nonequilibrium equations of motion provide a supplementary approach to conventional statisti-
cal mechanics (e.g., partition-function calculations). The present approach lends itself to different 
approximations; yielding, among other things, a simple (approximate) analytic expression for the 
ground-state density matrix for N trapped bosons and the partition function for same.

Thus, we seek a nonequilibrium equation of motion for the ground state of an ideal Bose gas in a 
three-dimensional harmonic trap coupled to the thermal reservoir, as shown elsewhere.127

  	ρ ρ ρn n n n n n n nK n K n
0 0 0 0 0 0 0 0

( 1)0 0, , ,= − + + − − −1 1 1   

     − ++ + +H n H nn n n n n n0 0 0 0 0 01 10 1 0+ ( 1)ρ ρ, ,   (125)

The cooling and heating coefficients Kn0
 and Hn0

are given by

  K W g nn k k
k

k k n0 0

2 12= +∑ π η  (126)

and

  H W g nn k k k k n
k

0 0

2 12= +∑ π η  (127)

S

H

Laser
Ferromagnet

FIGURE 10 Figure depicting the broken symmetry mode of operation 
for both a ferromagnet and a laser.
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where Wk is the heat-bath density of states, 〈 〉ηk  is the average occupation number of the kth heat-
bath oscillator, and 〈 〉ηk n0

 is the average number of atoms in the kth excited state, given n0 atoms in 
the condensate. Here the coefficient Kn0

denotes the cooling rate from the excited states to the ground 

state, and similarly Hn0
stands for the heating rate for the ground state.

The heating term is approximately

  H
k T

n mn k
k

0
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In the weak trap limit, this yields

  H
k T

n0

3

3κ ζB

�Ω
⎛
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⎞
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( )   (129)

where ζ( )3  is the Riemann zeta function and Ω  is the trap frequency. Likewise, the cooling term in 
Eq. (125) is governed by the total number of excited state bosons,

  K n N nn k n
k

0 0
0κ κ= −∑ ( )  (130)

By writing the equation of motion for 〈n0〉 from Eq. (125), using Hn0
in the weak trap limit, and 

Eq. (130) for Kn0
, we find

  	n N n n
k T
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Noting that near T n Nc , ,〈 〉 =0 we may neglect 〈 + 〉( )0
2n 1  compared to N n〈 〉0 , and neglecting the 

spontaneous emission term k (N + 1), Eq. (131) becomes
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We now define the critical temperature (in analogy with the laser threshold) such that cooling 

(gain) equals heating (loss) and 〈 〉 =	n0 0 at T = Tc ; this yields

  T
k

N
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Thus, by defining the critical temperature as that temperature at which the rate of removal of 
atoms from the ground state equals the rate of addition, we arrive at the usual definition for the 
critical temperature, even for mesoscopic systems.

23.6 EXOTIC MASERS AND LASERS

Lasing without Inversion

For a long time, it was considered that population inversion was necessary for laser action to take 
place. Recently, it has been shown both theoretically128–130 and experimentally131–134 that it is also 

23_Bass_v2ch23_p001-050.indd 23.40 8/21/09 5:07:32 PM



QUANTUM THEORY OF THE LASER  23.41

possible to achieve lasing without inversion (LWI). In LWI, the essential idea is the cancellation of 
absorption by atomic coherence and interference.

Consider a system of three-level atoms interacting with a laser field in a cavity. The simple model 
we will focus on is that of Fig. 11. The atoms have one upper level |a〉  and two lower levels |b〉 and 
| ,c〉 with energies � � �ω ω ωa b c, , and , respectively. The cavity field of frequency n can be detuned 
from the atomic transition, as shown in the figure. The transitions | | | |a b a c〉→ 〉 〉→ 〉and  are now 
induced by one classical light field of frequency n. The transition | |b c〉→ 〉 is dipole forbidden. The 
atoms are pumped at a rate ra in a coherent superposition of states

  ρ ρ ρ ρ ρ( ) | | | | | |( ) ( ) ( ) (t a a b b c ci aa bb cc bc= + + +0 0 0 00 0) ( )| | | |b c c bcb+ρ  (134)

Here ρ ααα
( )( , , )0 =a b c  are the level populations and ρ α ααα ′ ≠ ′( ) ( )0  are the atomic coherences. We give a 

simple argument to show how cancellation of absorption can lead to lasing without inversion in this 
scheme.

As the levels |b〉 and |c〉 are independent, the probability of emission is given by

  
P P Pb c

a b a c aa

emission

2 2(

= +

= +→ →| | | | ) ( )κ κ ρ2 2 0	 	
 
 (135)

where κ κa b a c→ →and  are constants which depend on the matrix element between the relevant levels 
and the coupling of the atom with the field. On the other hand, the absorption probability is given by

  
P C Cb c

bb cc bc

absorption
2= +

= + +

κ

κ ρ ρ ρ

| |

( ( ) ( )

2

0 0

	

(( ) ( ))0 0+ ρcb 	2    (136)

where ca and cb are the probability amplitudes for the states | | .b c〉 〉and  Therefore, the rate of growth 
of the laser field amplitude, under appropriate conditions, becomes

  		 �
	= − − − −

2
0 0 0 0 0( )( ) ( ) ( ) ( ) ( )ρ ρ ρ ρ ρaa bb cc bc cb  (137)

Here � is a constant. Thus, if the terms ρbc
( )0  and ρcb

( )0  cancel ρbb
( )0  and ρcc

( )0 , we have

  		 �
	=

2
0ρaa

( )   (138)

and we can have lasing even if only a small fraction of atoms is in the excited state |a〉, that is, even if 
ρ ρ ρaa bb cc< +( ).  

FIGURE 11 Level 
diagram for lasing without 
inversion.
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Physically, the lack of absorption in the three-level system considered here is a manifestation 
of quantum coherence phenomena. When an atom makes a transition from the upper level to the 

two lower levels, the total transition probability is the sum of | | | |a b a c〉 → 〉 〉 → 〉and  probabilities. 

However, the transition probability from the two lower levels to the single upper level is obtained by 
squaring the sum of the two probability amplitudes. When there is coherence between the two lower 
levels, this can lead to interference terms yielding a null in the transition probability corresponding 
to photon absorption.

Correlated (Spontaneous) Emission Laser

As discussed earlier, the fundamental source of noise in a laser is spontaneous emission. A simple 
pictorial model for the origin of the laser linewidth envisions it as being due to the random phase 
diffusion process arising from the addition of spontaneously emitted photons with random phases 
to the laser field. Here we show that the quantum noise leading to the laser linewidth can be sup-
pressed below the standard Schawlow-Townes limit by preparing the atomic systems in a coherent 
superposition of states as in the Hanle-effect and quantum-beat experiments. In such coherently 
prepared atoms, the spontaneous emission is said to be correlated. Lasers operating via such a phase-
coherent atomic ensemble are known as correlated emission lasers (CELs).135

An interesting aspect of the CEL is that it is possible to eliminate the spontaneous emission 
quantum noise in the relative linewidths by correlating the two spontaneous emission noise events.

A number of schemes exist in which quantum noise quenching below the standard limit can 
be achieved. In two-mode schemes a correlation between the spontaneous emission events in two 
different modes of the radiation field is established via atomic coherence so that the relative phase 
between them does not diffuse or fluctuate. In a Hanle laser136 and a quantum-beat laser137 this is 
achieved by pumping the atoms coherently such that every spontaneously emitting atom contrib-
utes equally to the two modes of the radiation, leading to a reduction and even vanishing of the 
noise in the phase difference. In a two-photon CEL, a cascade transition involving three-level atoms 
is coupled to only one mode of the radiation field.138 A well-defined coherence between the upper 
and lower levels | |a c〉 〉and  leads to a correlation between the light emitted by an | |a b〉 → 〉  and a 

subsequent | |b c〉 → 〉 transition.
The quantum theory of quantum-beat or Hanle-effect lasers may be conveniently cast in terms 

of the equation of motion for the density matrix describing the laser radiation field ρ( , ; , );† †a a a a1 1 2 2  
that is,

  	ρ ρ= ∑� ij
ij

  (139)

where the linear gain and cross-coupling Liouville operators are given by

   �ii ii i i ii i i ii ii ia a a a aρ α ρ α ρ α α= − + − +∗ ∗1

2
[ ( )† † †ρρai ]   (140)

  �12 12 2 1 21 2 1 12 21 1

1

2
ρ α ρ α ρ α α= − + − +∗ ∗[ ( )† † †a a a a a ρρa ei

2] Φ   (141)

  �21 21 1 2 1 2 2 1

1

2
ρ α ρ α ρ α α ρ= − + − +∗ ∗[ ( )† † †a a a a a ai i i ]]eiΦ

  (142)

Here α ij  are constants that depend on the parameters of the gain medium such as detunings, Rabi 
frequency of the driving field, and so on. When the coherent mixing of levels |a〉 〉and |b  is produced via 
a microwave signal having frequency ω0, the phase angle φ  is given by Φ( ) ( )t t= − − −ν ν ω φ1 2 0  where 
φ is the (microwave determined) atomic-phase difference φ φa b− . In the case of polarization-induced 
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coherent mixing, the phase angle is Φ( ) ( ) ,t t= − −ν ν φ2 2  where φ  is again the relative phase between 
levels |a〉 〉and |b  but determined this time by the state of elliptic polarization of the pump light 
used to excite the atoms.

The Liouville equation (31) for the reduced-density operator for the field can be converted into 
an equivalent Fokker-Planck equation by introducing coherent state representation for a1 and a2 and 
the P representation P( , )α α ∗  for r. If we define the coherent states as

  a ii i| , | | , | ; ,α α α α α1 2 1 2 1 2〉 = 〉 =  (143)

where α  is an arbitrary complex number, and we represent α i as

  α ρ θi i ii i= =exp( ); ,1 2   (144)

then the Fokker-Planck equation in terms of ρ θi i,  will contain a term which describes diffu sion of 
relative phase θ θ θ= −1 2 as

  	P P= ∂
∂
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2
0

θ
[ ( ) ]�   (145)
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  (146)

and ψ θ θ θ= + −Φ 1 2 with i  being the phase of the ith field. The diffusion constant � for the relative 
phase vanish for ψ ρ ρ α α α α= = = = = ∗0 1 2 11 22 12 21, , and , thus leading to CEL action.

Free-Electron Laser

A coherent emission of radiation in a free-electron laser (FEL) is due to the bunching of a relativistic 
electron beam propagating along a periodic magnetic structure. The electrons experience a Lorentz 
force and thus follow oscillating orbits and radiate. This spontaneous emission coupled with the 
periodic magnetic structure give rise to a periodic ponderomotive potential. The electrons bunch 
together and radiate coherently.139 The spontaneous emission pattern of a relativistic electron of 
energy E mc= γ 2 with γ �1 is mostly in the forward direction. For a magnetic wiggler of period 
λW , the spectrum in the forward direction is symmetric about the wavelength λ λ γs W≅ /2 2. Thus, 
a change of the periodicity of the wiggler λW can be used to tune the coherent light emitted by the 
FEL over a very wide range.

Many interesting features of FEL can be understood classically. However, the quantum-statistical 
properties of radiation emitted by FEL exhibit many interesting features such as squeezing and sub-
poissonian statistics.140–142

Here we describe a free-electron amplifier in the small-signal noncollective regime. Such an FEL 
can be described by the one-electron nonrelativistic Bambini-Renieri hamiltonian which refers to a 
moving frame, where the laser and the wiggler frequencies coincide with ω = ck/2 143.  In this frame, 
resonance occurs when the electron is at rest; therefore, the electron can be treated nonrelativisti-
cally. The hamiltonian is given by

  � = + + −
p

m
A A i g A A

2

2
� �ω † †( )  (147)
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with A = a exp (ikz). Here a is the annihilation operator of the laser field, p and z are the electron’s 
momentum and coordinate with [ , ] , [ , ] , [ , ] ,†z p i A A p A kA= = =� �1  m is the effective mass of the 
electron, and

  g
e B

mk V
=

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

2

0

1 2
2

ε ω�

/

  (148)

with V the quantization volume and B the magnetic-field strength of the wiggler field in the moving 
frame. In Eq. (147) we have already taken the classical limit of the wiggler field. By transforming to 
the interaction picture we obtain

 � I ig
it k kp
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2 2

2 ⎪⎪
(149)

We now consider an initial state made up by an electron with momentum p and the field vacuum, 
i.e., | ,in〉 = 〉p p� 0  

 p p p p� �, ,0 0= (150)

 A p� , 0 0=  (151)

 A p p k† , ,� �0 1= −�  (152)

The final-state expectation value of any operator O(A, A†) is then

 out| |out , 0 ( ) ( ) , 0O p s T OS T p= | |†   (153)

where
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2
 (154)

is the time-evolution operator for the electron-photon state.
The evaluation of Eq. (153) is straightforward in the small-signal limit along the lines given in 

Ref. 141, and we obtain
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  β =
kp

m
  (157)
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In our notation, the gain of the free-electron laser is proportional to − j j∂ ∂/ β . Hence, Eqs. (155a) 
and (155b) show that, depending on the sign of the gain, either A1 or A2 is squeezed while, because 
of Eq. (155c), minimum uncertainty is maintained. Here, we have defined squeezing with respect to 
the operator A instead of the annihilation operator a of the radiation field. This must be so because 
we employ electron-photon states, and the annihilation of a photon always comes up to increasing 
the momentum of the electron by �k. Finally, Eq. (155d) shows that we have subpoissonian, pois-
sonian, or superpoissonian statistics if the electron momentum is below resonance ( )β < 0 , at reso-
nance ( )β = 0 , or below resonance ( )β > 0 , respectively.

Exploiting the Quantized Center-of-Mass 
Motion of Atoms

In the treatment of the interaction of a two-level atom with photons of a single, dynamically privi-
leged mode by the Jaynes-Cummings model, as discussed in Sec. 23.4, the center-of-mass motion 
of the atom is regarded as classical. This is a well-justified approximation, since the atom’s kinetic 
energy of typically ~10~2 eV is many orders of magnitude larger than the interaction energy of typi-
cally ~10~11 eV if the atom belongs to a thermal beam. For ultracold atoms, however, matters can 
be quite different, and the quantum properties of the center-of-mass motion must be taken into 
account.

Early studies showed that very slow atoms can be reflected at the entry port of a resonator144 or 
trapped inside.145 The reflection probability is considerable even if the photon lifetime is not short 
as compared with the relatively long interaction time.146

Whereas Refs. 144 to 146 deal mainly with the mechanical effects on the center-of-mass motion 
of the atom, the modifications in the maser action are addressed in Refs. 147 to 150. For thermal 
atoms, the emission probability displays the usual Rabi oscillations (see Sec. 23.4) as a function of 
the interaction time. For very slow atoms, however, the emission probability is a function of the 
interaction length and exhibits resonances such as the ones observed in the intensity transmitted by 
a Fabry-Perot resonator. The resonances occur when the resonator length is an integer multiple of 
half the de Broglie wavelength of the atom inside the cavity.

A detailed calculation147 shows that the emission probability is 50 percent at a resonance, irre-
spective of the number of photons that are present initially. Owing to this unusual emission prob-
ability, a beam of ultracold atoms can produce unusual photon distributions, such as a shifted ther-
mal distribution. In the trilogy (Refs. 148 to 150) this microwave amplification by z-motion-induced 
emission of radiation (mazer) is studied in great detail.

In order to see the mazer resonances for atoms with a certain velocity spread, the interac tion 
length has to be small. Therefore, micromaser cavities of the usual cylindrical shape, for which the 
smallest cavity length is given by half the wavelength of the microwaves, cannot be used for this 
purpose. But cavities of the reentrant type (familiar as components of klystrons) allow for an inter-
action length that is much smaller than the wavelength. With such a device, an experiment with 
realistic parameters seems possible.149 As a potential application, we mention that a working mazer 
could be used as a velocity filter for atoms.151
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24.3

24

24.1 SCOPE

The purpose of this chapter is to describe the range of detectors commercially available for sensing 
optical radiation. Optical radiation over the range from vacuum ultraviolet to the far-infrared or sub-
millimeter wavelength (25 nm to 1000 μm) is considered. We will refer to the following spectral ranges:

25–200 nm vacuum ultraviolet VUV

200–400 nm ultraviolet UV

400–700 nm visible VIS

700–1000 nm near infrared NIR

1–3 μm short-wavelength infrared SWIR

3–5 μm medium-wavelength infrared MWIR

5–14 μm long-wavelength infrared  LWIR

14–30 μm very long wavelength infrared VLWIR

30–100 μm far-infrared FIR

100–1000 μm submillimeter SubMM

We begin by giving a brief description of the photosensitive mechanism for each type of detector. The 
usefulness and limitations of each detector type are also briefly described. Definitions of the technical 
terms associated with the detection process are listed. The concept of sensitivity is defined, and D-star 
(D∗) is presented as a measure of ideal performance. Examples are then given of the limiting cases for 
D∗ under several conditions. In addition, other detector performance parameters are described which 
may be of critical interest in a specific application, including spectral response, responsivity, quantum 
efficiency, noise, uniformity, speed, and stability. Finally, manufacturers’ specifications for a range of 
available detectors are compiled and a list of manufacturers is included for each type of detector.

∗In Handbook of Optics, first edition, McGraw-Hill, 1978. Section 4, ‘‘Nonimaging Detectors,’’ by Stephen F. Jacobs, Optical 
Sciences Center, University of Arizona, Tucson, Arizona.
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The sensitivity of many detectors has reached the limit set by room-temperature background 
photon fluctuations (radiation shot noise). For these detectors, sensitivity may be enhanced by pro-
viding additional cooling, while restricting their spatial field of view and/or spectral bandwidth. At 
some point, other factors such as amplifier noise may limit the improvement.

Techniques for evaluating detector performance are not covered in this treatment but can be 
found in Refs. 1–6.

24.2 THERMAL DETECTORS

Thermal detectors sense the change in temperature produced by absorption of incident radiation. 
Their spectral response can therefore be as flat as the absorption spectrum of their blackened coat-
ing and window∗ will allow. This makes them useful for spectroscopy and radiometry. These detec-
tors are generally operated at room temperature, where their sensitivity is limited by thermodynamic 
considerations7,8 to 3 pW for 1-s measurement time and 1-mm2 sensitive area. This limit has been 
very nearly reached in practice, whereas cooled bolometers have been made to reach the background 
photon noise limit. Figure 1 illustrates the basic structural elements of a thermal detector.

Construction of the detector seeks to minimize both the thermal mass of the sensitive element 
and the heat loss from either conductive or convective mechanisms. Heat loss may ideally be domi-
nated by radiation. This allows the incident photon flux to give a maximum temperature rise (maxi-
mum signal), but results in a correspondingly slow response time for this class of detectors. The 
response time t of thermal detectors is generally slower than 1 ms, depending on thermal capacity C 
and heat loss per second per degree G, through the relation

t = C/G

A short time constant requires a small C. However, for room-temperature operation, ultimate 
sensitivity is limited by the mean spontaneous temperature fluctuation:

 ΔT T
k

C
=  

where k is Boltzmann’s constant. There is thus a trade-off between time constant and ultimate sensitivity.

Heat
sink

Support legs/
signal leads 

with thermal 
conductivity G

Thermal heat 
capacity C

Heat flux 
power P0

Area A

FIGURE 1 Structural elements of a thermal detector. 
Sensitive area A with a thermal heat capacity of C, supported by 
leads having thermal conductivity G, and with a heat flux of P0 
incident on the pixel.

∗No windows exist without absorption bands anywhere between the visible and millimeter region. Some useful window 
materials for the far-infrared are diamond, silicon, polyethylene, quartz, and CsI.
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Thermocouple/Thermopile

The thermocouple receiver, illustrated in Fig. 2, is a thin, blackened flake connected thermally to the 
junction of two dissimilar metals or semiconductors. Heat absorbed by the flake causes a tempera-
ture rise of the junction, and hence a thermoelectric emf is developed which can be measured, for 
example, with a voltmeter.

Thermocouples are limited in sensitivity by thermal (Johnson-Nyquist) noise but are nevertheless 
respectably sensitive. Their usefulness lies in the convenience of room  temperature operation, wide 
spectral response, and their rugged construction. Thermocouples are widely used in spectroscopy.

Thermopiles consist of thin-film arrays of thermocouples in series, as illustrated in Fig. 3. This 
device multiplies the thermocouple signal corresponding to the number of junctions in series. The 
device may be constructed with half the thermocouples acting as reference detectors attached to a 
heat sink.

Bolometer/Thermistor

The receiver is a thin, blackened flake or slab, whose impedance is highly temperature dependent—
see Fig. 4. The impedance change may be sensed using a bridge circuit with a reference element in 
the series or parallel arm. Alternatively, a single bolometer element in series with a load and voltage 
source may be used.

Most bolometers in use today are of the thermistor type made from oxides of manganese, cobalt, 
or nickel. Their sensitivity closely approaches that of the thermocouple for frequencies higher than 
25 Hz. At lower frequencies there may be excess or 1/f noise. Construction can be very rugged for 
systems applications. Some extremely sensitive low-temperature semiconductor and superconduc-
tor bolometers are available commercially.

V

Metal1

Metal1

Metal2

Black flake

T1 hot junction

T2 cold reference

FIGURE 2 Thermocouple detector structure.
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FIGURE 3 Thermopile detector structure.
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FIGURE 4 Temperature dependence char-
acteristics of three bolometer material types.
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Pyroelectric

Ferroelectric material exhibits a residual polarization in the absence of any electric field, as illus-
trated in Fig. 5. Dipole moments, initially aligned by applying an external field, result in a surface 
charge which is normally slowly neutralized by leakage. This polarization is temperature-dependent 
(pyroelectric effect), and when incident radiation heats an electroded sample, there is a change in 
surface charge (open-circuit voltage) which is proportional to the incident radiation power—see 
Fig. 6. Electrically, the device behaves like a capacitor, requiring no bias and therefore exhibiting 
no current noise. The signal, however, must be chopped or modulated. Sensitivity is limited either 
by amplifier noise or by loss-tangent noise. Response speed can be engineered, with a proportional 
decrease in sensitivity, making pyroelectric detectors useful for moderately fast laser pulse detection. 
Other common applications include power meters. Microphonic noise in applications associated 
with vibrations can be a problem with some of these devices.

24.3 QUANTUM DETECTORS

Photon detectors respond in proportion to incident photon rates (quanta) rather than to photon 
energies (heat). Thus, the spectral response of an ideal photon detector is flat on an incident-
photon-rate basis but linearly rising with wavelength on an incident-power (per watt) basis. The 
sensitivity of efficient quantum detectors can approach the limits of photon noise fluctuations 
provided that the detector temperature is sufficiently low for photon-induced mechanisms to 
dominate thermally induced mechanisms in the detector. Quantum detectors generally have sub-
microsecond time constants. Their main disadvan tage is the associated cooling required for opti-
mum sensitivity. (These remarks do not apply to photographic detection, which measures cumulative 
photon numbers.)

Photoemissive

The radiation is absorbed by a photosensitive surface which usually contains alkali metals (cesium, 
sodium, or potassium). Incident quanta release photoelectrons (Fig. 7), via the photoelectric effect, 
which are collected by a positively biased anode. This is called a diode phototube; it can be made the 
basis for the multiplier phototube (photomultiplier phototube, or photomultiplier) by the addition 
of a series of biased dynodes which serve as secondary emission multipliers.

In spectral regions where quantum efficiency is high (l <550 nm), the photoemissive detector 
is very nearly ideal. Sensitivity is high enough to count individual photons. Amplification does not 
degrade the signal-to-noise ratio. The sensitive area is conveniently large. Photomultiplier signal 
response time (transit spread time) can be made as short as 0.1 ns. Since the sensitivity in red-sensitive 
tubes is limited by thermally generated electrons, sensitivity can be improved by cooling.

P
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FIGURE 5 Ferroelectric materials exhibit 
residual polarization with no applied bias.

+ + + + + + + + + + +

– – – – – – – – – – – – – 
V

FIGURE 6 The pyroelectric 
effect produces a surface charge when 
the temperature changes.
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Photoconductive

The radiation is absorbed by a photoconductive (PC) material, generally a semiconductor, either in 
thin-film or bulk form, as illustrated in Fig. 8. Each incident quantum may release an electron-hole 
pair or an impurity-bound charge carrier, thereby increasing the electrical conductivity. The devices 
are operated in series with a bias voltage and load resistor. Very low impedance photoconductors 
may be operated with a transformer as the load. Since the impedance of photoconductors varies 
with device type and operating conditions from less than 50 Ω to more than 1014 Ω, the load resistor 
and preamplifier must be chosen appropriately. Figure 9 shows the current-voltage characteristics of 
a photoconductor.

Photoconductors that utilize excitation of an electron from the valence to conduction band are 
called intrinsic detectors. Those which operate by exciting electrons into the conduction band or 
holes into the valence band from states within the band—impurity-bound states, quantum wells, 
or quantum dots—are called extrinsic detectors. Figure 10 illustrates these two mechanism types. 
Intrinsic detectors are most common at the short wavelengths, out to about 20 μm. Extrinsic detec-
tors are most common at longer wavelengths. A key difference between intrinsic and extrinsic detec-
tors is that intrinsic detectors do not require as much cooling to achieve high sensitivity at a given 
spectral response cutoff as extrinsic detectors. Thus, intrinsic photoconductors such as HgCdTe will 
operate out to 15 to 20 μm at 77 K, while comparable extrinsic detectors with similar cutoff must be 
cooled below 30 to 40 K.

A further distinction may be made by whether the semiconductor material has a direct or indi-
rect bandgap. This difference shows up near the long-wavelength limit of the spectral response 

Glass

PhotoelectronCsI
photocathode

UV or
visible photon

FIGURE 7 Electrons are ejected from a pho-
toemissive surface when excited by photons.
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FIGURE 8 Photoconductor device 
structure.
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FIGURE 9 Photoconduc-
tor current-voltage characterisit-
ics in the dark and in the light.

Conduction band
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Intrinsic (Eg)

X

FIGURE 10 Intrinsic detectors excite 
electrons between the valence and conduc-
tion band. Extrinsic detectors excite elec-
trons (or holes) from states within the band 
to the conduction (valence) band.
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where detectors made from direct bandgap materials such as InGaAs, InSb, or HgCdTe have a 
sharper spectral cutoff than indirect bandgap materials such as silicon and germanium.

Photoconductors can have high quantum efficiency from the visible region out to the far 
infrared but lack the nearly ideal high amplification of photomultipliers. They are therefore most 
commonly used in the spectral region beyond 1 μm, where efficient photoemitters are unavail-
able. Photoconductors do, however, provide current gain which is equal to the recombination time 
divided by the majority-carrier transit time. This current gain leads to higher responsivity than is 
possible with (nonavalanching) photovoltaic (PV) detectors. For applications where photovoltaic 
detection would be amplifier noise limited, the larger photoconductive responsivity makes it pos-
sible to realize greater sensitivity with the photoconductor. In general, lower-temperature operation is 
associated with longer-wavelength sensitivity in order to suppress noise due to thermally induced 
transitions between close-lying energy levels. Ideally, photoconductors are limited by generation-
recombination noise in the photon-generated carriers. Response time can be shorter than 1 μs and 
in some cases response times can be shorter than 1 ns for small elements. Response across a photo-
conductive element can be nonuniform due to recombination mechanisms at the electrical contacts, 
and this effect may vary with electrical bias.

Photovoltaic*

The most widely used photovoltaic detector is the pn junction type (Fig. 11), where a strong internal 
electric field exists across the junction even in the absence of radiation. Photons incident on the 
junction of this film or bulk material produce free hole-electron pairs which are separated by the 
internal electric field across the junction, causing a change in voltage across the open-circuit cell or a 
current to flow in the short-circuited case.

As with the photoconductor, quantum efficiency can be high from the visible to the very long-
wavelength infrared, generally about 20 to 25 μm. The limiting noise level can ideally be √2 times 
lower than that of the photoconductor, thanks to the absence of recombination noise. Lower tempera-
tures are associated with longer-wavelength operation. Response times can be less than a nanosecond, 

Ev

–––––

+
+ + + +

xp

r = eNaxp

E

Metallurgical
junction

r = eNdxn

xn

Ec

EF

EFi

FIGURE 11 pn junction showing how the band 
bends across the junction. The junction width is given by 
W = xp + xn.

∗The use of a photovoltaic detector at other than zero bias is often referred to as its photoconductive mode of operation 
because the circuit then is similar to the standard photoconductor circuit. This terminology is confusing with regard to detection 
mechanism and will not be used here.
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and are generally limited by device capacitance and detection-circuit resistance. The pin diode has 
been developed to minimize capacitance for high-bandwidth applications. The advantages of nearly 
ideal internal amplification have now become available in avalanche photodiodes sensitive out to 
1.55 μm. This internal gain is most important for high-frequency operation, where external load 
resistance must be kept small and would otherwise introduce limiting thermal noise, and for situa-
tions involving low signal flux where amplifier noise is otherwise dominant.

Photoelectromagnetic 

A thin slab of photoconductive material is oriented with radiation incident on a large face and a 
magnetic field perpendicular to it, as illustrated in Fig. 12. Electron-hole pairs generated by the inci-
dent photons diffuse through the material and are separated by the magnetic field, causing a poten-
tial difference at opposite ends of the detector.

These detectors require no cooling or biasing electric field but do require a (permanent) mag-
netic field. Photoelectromagnetic InSb at room temperature has response up to 7.5 μm, where it is 
as sensitive as a thermocouple of equal size, and has a response time less than 1 μs. Another compet-
ing uncooled detector is InAs, which is far more sensitive out to 3.5 μm. HgCdTe is also available in 
the photoelectromagnetic (PEM) configuration out to the LWIR spectral region. Cooled infrared 
detectors are one to two orders of magnitude more sensitive.

Photographic

The receiver is an emulsion containing silver halide crystals. Incident photons are absorbed by the 
halide ion, which subsequently loses its electron. This electron eventually recombines with a silver 
ion and reduces it to a neutral silver atom. As more photons are absorbed, this process is repeated 
until a small but stable cluster of reduced silver atoms is formed within the crystal (latent image). 
Internal amplification is provided by introduction of an electron donor (photographic) developer, 
which, using the latent image as a catalytic center, reduces all the remaining silver ions within the 
exposed crystal to neutral silver atoms. The density of reduced crystals is a measure of the total 
radiation exposure.

The spectral region of sensitivity for photographic detection coincides rather closely with that of 
the photoemissive detector. For l > 1.2 μm (~1 eV) there is too little energy in each photon to form 
a stable latent image. The basic detection process for both detectors operates well for higher energy, 
shorter wavelength radiation. The problem in ultraviolet and x-ray operation is one of eliminating 
nonessential materials, for example, the emulsion which absorbs these wavelengths.

The photographic process is an integrating one in that the output (emulsion density) measures 
the cumulative effect of all the radiation incident during the exposure time. The efficiency of the 
photographic process can be very high, but it depends upon photon energy; for example, in the 

H

Photons

V
–

FIGURE 12 Photoelectromagnetic 
detector configuration—incident photons 
create electron-hole pairs that diffuse away 
from the surface. A magnetic field perpen-
dicular to the diffusion separates the charges 
toward opposite sides, creating a voltage.
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visible region it takes only 10 to 100 photons to form a stable latent image (developable grain). 
The photographic process enjoys a large and efficient internal amplification ability (develop-
ment) wherein the very small energy of the photons’ interaction is converted into readily observed 
macroscopic changes. An extensive discussion of photographic detection is found in Chap. 29, 
“Photographic Films.”

Photoionization

The radiation is absorbed by a gas. If the photon energy exceeds the gas-ionization threshold, ion 
pairs can be produced with very high efficiency. They are collected by means of an applied voltage. 
Operating in a dc mode, these detectors are known as ionization and gas-gain chambers. When a 
pulse mode is used, the detectors are known as proportional and photon (Geiger) counters.

Photoionization detectors have a high sensitivity and a low noise level. They may also be quite 
selective spectrally since the choice of window and gas independently set upper and lower limits on 
detectable photon energies. Manufacturers’ specifications are not discussed for these detectors as 
applications are still few enough to be treated as individual cases.9

24.4 DEFINITIONS

The following definitions will be used:

Avalanche photodiode (APD) A photodiode designed to operate in strong reverse bias where elec-
tron and/or hole impact ionization produces multiplication of photogenerated carriers.

Background temperature The effective temperature of all radiation sources viewed by the detector 
exclusive of the signal source.

Blackbody D star D∗ 
BB (cm Hz1/2/W also called “Jones”) Similar to D∗(l) or D∗(TBf ) except that 

the source is a blackbody whose temperature must be specified.

Blackbody detectivity DBB (W−1) A measure of detector sensitivity, defined as DBB (NEPBB)−1.

Blackbody noise-equivalent power NEPBB Same as spectral NEP, except that the source has black-
body spectral character whose temperature must be specified, for example, NEP (500 K, 1, 800) 
means 500-K blackbody radiation incident, 1-Hz electrical bandwidth, and 800-Hz chopping 
frequency.

Blackbody responsivity RBB Same as spectral sensitivity except that the incident signal radiation 
has a blackbody spectrum (whose temperature must be specified).

Blip detector or blip condition Originally meaning background-limited impurity photoconduc-
tor, this term has come to mean performance of any detector where the limiting noise is due to 
fluctuations in the arrival rate of background photons.

Cutoff wavelength lc The wavelength at which the detectivity has degraded to one-half its peak 
value.

Dark current The output current which flows even when input radiation is absent or negligible. 
(Note that although this current can be subtracted out for the dc measurements, the shot noise on 
the dark current can become the limiting noise.)

Detective quantum efficiency The square of the ratio of measured detectivity to the theoretical 
limit of detectivity.

Detective time constant td = 1/2p fd where fd is the frequency at which D∗ drops to 0.707 (1/√2) 
times its maximum value. A physics convention defines it as 1/e, or 0.368 of the maximum value.

Dewar A container (cryostat) for holding detector coolant.
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Equivalent noise input (ENI) A term meaning nearly the same thing as NEPBB (287 K, 1, f ). The 
difference is that the peak-to-peak value of square-wave chopped input flux is used, rather than 
the rms value of the sinusoidally chopped input flux. (See recommendation IRE.2)

Excess noise A term usually referring to noises other than generation-recombination, shot, or 
thermal.

Extrinsic semiconductor transition Incident photons produce a free electron in the conduction 
band and bound hole at a donor impurity site or a bound electron at an acceptor impurity site 
and a free hole in the valence band by excitation of an impurity level.

Field of view (FOV) The solid angle from which the detector receives radiation.

Flicker noise See Modulation noise.

Generation noise Noise produced by the statistical fluctuation in the rate of production of photo-
electrons.

Generation-recombination (GR) noise Charge carriers are generated both by (optical) photons 
and (thermal) phonons. Fluctuations in these generation rates cause noise; fluctuations in carrier-
recombination times cause recombination noise. The phonon contribution can be removed 
by cooling. The remaining photon contribution is indistinguishable from radiation shot noise 
(photon noise). With photovoltaic pn junctions, carriers are swept away before recombination, 
so that recombination noise is absent.

Guard ring An electrically biased field plate or surrounding diode used in some photodiodes, 
usually used to control surface recombination effects and thus reduce the leakage current in the 
detection circuit.

Intrinsic semiconductor transition Incident photons produce a free electron-free hole pair by 
direct excitation across the forbidden energy gap (valence to conduction band).

Johnson noise Same as Thermal noise.

Jones Unit of measure for D∗ cm Hz1/2/W.

Maximized D star, D∗(lpk fo), cm Hz1/2/W or Jones The value of D∗(lpk  f ) corresponding to wave-
length lpk and chopping frequency of maximum D∗.

Modulation (or 1/f ) noise A consensus regarding the origin(s) of the mechanism has not been 
established, and although a quantum theory has been proposed, other mechanisms may domi-
nate. As its name implies, it is characterized by a 1/f n noise power spectrum, where 0.8 < n < 2. 
This type of noise is prominent in thermal detectors and may dominate the low-frequency noise 
characteristics of photoconductive and photovoltaic quantum detectors as well as other elec-
tronic devices such as transistors and resistors.

Multiplier phototube or multiplier photodiode Phototube with built-in amplification via secondary 
emission from electrically biased dynodes.

NEI photons/(cm2 sec) noise equivalent irradiance is the signal flux level at which the signal pro-
duces the same output as the noise present in the detector. This unit is useful because it directly 
gives the photon flux above which the detector will be photon noise limited. See also Spectral 
noise equivalent power (NEP).

Noise spectrum The electrical power spectral density of the noise.

Nyquist noise Same as Thermal noise.

Photo cell See Photodiode.

Photoconductive gain The ratio of carrier lifetime divided by carrier transit time in a biased 
photoconductor.

Photodiode The term photodiode has been applied both to vacuum- or gas-filled photoemissive 
detectors (diode phototubes, or photo cells) and to photovoltaic detectors (semiconductor pn 
junction devices).

Photomultiplier Same as Multiplier phototube.
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Photon counting Digital counting of individual photons from the photoelectrons produced in the 
detector in contrast to averaging of the photocurrent. This technique leads to very great sensitiv-
ity but can be used only for quite low light levels.

Quantum efficiency The ratio of the number of countable output events to the number of inci-
dent photons, for example, photoelectrons per photon, usually referred to as a percentage value.

RMS noise Vn,rms That component of the electrical output which is not coherent with the radia-
tion signal (generally measured with the signal radiation removed).

RMS signal Vs,rms That component of the electrical output which is coherent with the input signal 
radiation.

Response time t Same as Time constant.

Responsive quantum efficiency See Quantum efficiency.

Sensitivity Degree to which detector can sense small amounts of radiation.

Shot noise This current fluctuation results from the random arrival of charge carriers, as in a 
photodiode. Its magnitude is set by the size of the unit charge.

 in, rms = (2eidcΔ f )1/2 

Spectral D-double-star D∗∗(l, f ) A normalization of D∗ to account for detector field of view. It is 
used only when the detector is background-noise-limited. If the FOV is 2p sr, D∗∗ = D∗.

Spectral D-star D∗(l, f ) (cm Hz1/2/W or Jones) A normalization of spectral detectivity to take into 
account the area and electrical bandwidth dependence, for example, D∗(1 μm, 800 Hz) means D∗ 
at l = 1 μm and chopping frequency 800 Hz; unit area and electrical bandwidth are implied. For 
background-noise-limited detectors the FOV and the background characteristics must be speci-
fied. For many types of detectors this normalization is not valid, so that care should be exercised 
in using D∗.

Spectral detectivity D(l) (W −1) A measure of detector sensitivity, defined as D(l) = (NEPl)−1. As 
with NEP, the chopping frequency electrical bandwidth, sensitive area, and, sometimes, back-
ground characteristics should be specified.

Spectral noise equivalent power NEPl The rms value of sinusoidally modulated monochromatic 
radiant power incident upon a detector which gives rise to an rms signal voltage equal to the 
rms noise voltage from the detector in a 1-Hz bandwidth. The chopping frequency, electrical 
bandwidth, detector area, and, sometimes, the background for characteristics should be speci-
fied. NEP (1 μm, 800 Hz) means noise equivalent power at 1-μm wavelength, 1-Hz electrical 
bandwidth, and 800-Hz chopping rate. Specification of electrical bandwidth is often simplified 
by expressing NEP in units of W/Hz1/2.

Spectral responsivity R(l) The ratio between rms signal output (voltage or current) and the rms 
value of the monochromatic incident signal power or photon flux. This is usually determined by 
taking the ratio between a sample detector and a thermocouple detector. The results are given as 
relative response/watt or relative response/photon, respectively.

Temperature noise Fluctuations in the temperature of the sensitive element, due either to 
radiative exchange with the background or conductive exchange with a heat sink, produce a 
fluctuation in signal voltage. For thermal detectors, if the temperature noise is due to the former, 
the detector is said to be at its theoretical limit. For thermal detectors:

( )Δ
Δ

T
kT G f

K f C
2

2

2 2 2 2

4

4
=

+ π

where ( )ΔT 2  = mean square temperature fluctuations
 K = thermal conductance
 C = heat capacity
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Thermal noise (also known as Johnson or Nyquist noise) Noise due to the random motion of 
charge carriers in a resistive element:

 Vn,rms = (4kTRΔ f )1/2   k = Boltzmann’s constant 

Thermopile A number of thermocouples mounted in series in such a way that their thermojunc-
tions lie adjacent to one another in the plane of irradiation.

Time constant t (see also detective time constant) A measure of the detector’s speed of response. 
t = 1/(2p fc), where fc is that chopping frequency at which the responsivity has fallen to 0.707 
(1/√2) times its maximum value. Sometimes a physics convention defines it as 1/e, or 0.368 of 
the maximum value:

R f
R

f
( )

( ) /
=

+
0

2 2 2 1 21 4π τ

24.5 DETECTOR PERFORMANCE AND SENSITIVITY

D *

A figure of merit defined by Jones in 1958 is used to compare the sensitivity of detectors.10 It is 
called D∗. Although the units of measure are cm Hz1/2/W, this unit is now referred to as a Jones. D∗ is 
the signal-to-noise (S/N) ratio of a detector measured under specified test conditions, referenced to 
a 1-Hz bandwidth and normalized by the square root of the detector area (A) in square centimeters. 
Specified test conditions usually consist of the blackbody signal source temperature, often 500 K for 
infrared detectors, and the signal chopping frequency. If the background temperature is other than 
room temperature (295 or 300 K in round numbers), then that should be noted.

By normalizing the measured S/N ratio by the square root of the detector area, the D∗ figure 
of merit recognizes that the statistical fluctuations of the background photon flux incident on the 
detector (photon noise) are dependent upon the square root of the number of photons and thus 
increase as the square root of the detector area, while the signal will increase in proportion to the 
detector area itself. This figure of merit therefore provides a valid comparison of detector types that 
may have been made and tested in different sizes.

The ultimate limit in S/N ratio for any radiation power detector is set by the statistical 
fluctuation in photon arrival times. For ideal detectors which are photon-noise-limited, and where 
only generation noise is present, we shall discuss limiting detectivity for three cases:

1. Photon detector where arrival rate of signal photons far exceeds that of background photons 
(all other noise being negligible)

2. Photon detector where background photon arrival rate exceeds signal photon rate (all other 
noise being negligible)

3. Thermal detector, background limited

The rate of signal-carrier generation is

 n = hANs (1)

where h = detector quantum efficiency and ANs = average rate of arrival of signal photons.
It can be shown11 that in a bandwidth Δf, the rms fluctuation in carrier-generation rate is

 d nrms = (2PNΔ f)1/2  (2)
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where PN is the frequency dependence of the mean square fluctuations in the rate of carrier genera-
tion, that is,

 P A N dN =
∞

∫ η ν ν( )( )
0

2Δ  (3)

where (ΔN)2 is the mean square deviation in the total rate of photon arrivals per unit area and 
frequency interval including signal and background photons. For thermally produced photons of 
frequency n (see Ref. 12).
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where N  is the average rate of photon arrivals per unit area and frequency interval. Then, for the 
special case of hn >> kT

δ ηn A N frms = ( ) /2 1 2Δ   (5)

This is also the case for a laser well above threshold. Here the photon statistics become Poisson, and
( )ΔN N2 =  even when hn is not greater than kT.

Photon Detector, Strong-Signal Case This is generally a good approximation for visible and higher 
photon energy detectors since the background radiation is often weak or negligible. When signal 
photons arrive at a much faster rate than background photons

δ ηn A N fsrms = ( ) /2 1 2Δ  (6)

then
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or the noise-equivalent quantum rate is

 NEQ
2 incident photon rate
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×
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1 2/

 (8)

Photon Detector, Background-Limited Case This is usually a good approximation for detecting low 
signal levels in the infrared where background flux levels exceed signal flux levels in many applica-
tions. When the background photon noise rate NB exceeds the signal photon rate (NB >> NS)

δ ηn A N fBrms ≈( ) /2 1 2Δ  (9)

the noise-equivalent power is

 NEP
/ rms
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The noise-equivalent quantum rate is

 NEQ
2 incident background photon rate
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=

×
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⎛
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 (11)
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or
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or

 Area-normalized quantum detectivity =
A

NB

1 2
1 2

2

/
/

NEQ
=

⎛
⎝⎜

⎞
⎠⎟

η
 (13)

For the general case of a detector with area A seeing 2p sr of blackbody background at temperature T, 
(ΔN)2 is that in Eq. (4)

 ( ) ( )( ) ( )
/

δ η ν ν π η ν ν
ν

n A f N d A f
eh

2 2

0

2

0
2 4= =

∞ ∞

∫ ∫Δ Δ Δ
KKT

h kTe
d

( )/ν ν
−1 2

 (14)

Then for Δf = 1 Hz,
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Assuming h(n) is independent of frequency but falls back to zero for n < nc
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Figure 13 shows photon-noise-limited D∗ versus cutoff wavelength lc for various thermal-
background temperatures.13 Note that these curves are not independent. D∗(T, lc) is related to D∗(T, l′c) 
by the formula

 D T T

T
D T

T
c c c

∗ ∗= ′⎛
⎝⎜

⎞
⎠⎟ ′ ′ =( , ) ( , )

/

λ λ λ
5 2

where
′′T cλ  (18)

This relation is useful for determining values of D∗(T, lc), which do not appear in Fig. 13, in 
terms of a value of D∗(T ′, l′c), which does appear. For example, to find D∗(1000 K, 4 μm) from the 
500-K curve

 D D∗ ∗= ⎛
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⎠⎟ ×( , ) ,

/
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500 4

1000

50

5 2

00
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⎠⎟

= ×. Jones  (19)

If higher accuracy is desired than can be determined from Fig. 13, one can use the preceding for-
mula in combination with Table 1, which gives explicit values of D∗(lc) versus lc for T = 295 K.

The effect on D∗ of using a narrow bandwidth detection system is illustrated in Fig. 14. Such a 
system may be configured with a cold narrow bandwidth filter, or with a narrow bandwidth amplifier—
in order to limit the background flux noise or the electrical bandwidth noise, respectively. Q refers to 
the factor of the reduction provided.
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FIGURE 13 Photon-noise-limited D∗ at peak 
wavelength—assumed to be cut-off wavelength—for 
background temperatures 1, 2, 4, 10, 25, 77, 195, 295, 
and 500 K (assumes 2p FOV and h = 1). (Reprinted 
from Ref. 13.)

TABLE 1 D∗ versus lc for T = 295 K

 lc,  lc,  lc,  lc, 
 μm D∗(lc) μm D∗(lc) μm D∗(lc) μm D∗(lc)

 1 2.19 × 1013 10 5.35 × 1010 100 1.67 × 1011 1000 1.55 × 1012

 2 4.34 × 1013 20 5.12 × 1010 200 3.20 × 1011 2000 3.10 × 1012

 3 1.64 × 1012 30 6.29 × 1010 300 4.74 × 1011 3000 4.64 × 1012

 4 3.75 × 1011 40 7.68 × 1010 400 6.28 × 1011 4000 6.19 × 1012

 5 1.70 × 1011 50 9.13 × 1010 500 7.82 × 1011 5000 7.73 × 1012

 6 1.06 × 1011 60 1.06 × 1011 600 9.36 × 1011 6000 9.28 × 1012

 7 7.93 × 1010 70 1.21 × 1011 700 1.09 × 1012 7000 1.08 × 1013

 8 6.57 × 1010 80 1.36 × 1011 800 1.24 × 1012 8000 1.24 × 1013

 9 5.80 × 1010 90 1.52 × 1011 900 1.40 × 1012 9000 1.39 × 1013 
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Figure 15 shows the relative increase in photon-noise-limited D∗ achievable by limiting the FOV 
through use of a cooled aperture.

The photon-noise-limited sensitivity shown in Fig. 13 and Table 1 apply to photovoltaic and 
photoemissive detectors. Figure 14 is for photoconductors. For photoconductors, recombination 
noise results in a √2 reduction in D∗ at all wavelengths.

Thermal Detectors Limiting sensitivity of an ideal thermal detector has been discussed previ-
ously.12,14,15 Assuming no shortwave- or long-wavelength cutoffs exist,

 D
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16 1 2
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where  T1 = detector temperature
 T2 = background temperature 
 ε = detector emissivity
 σ = Stefan-Boltzmann constant
 k = Boltzmann constant

D∗ versus T2 is plotted for various T1 in Fig. 16. Figure 17 shows the effect of both short- and 
long-wavelength cutoffs on bolometer sensitivity,16 with the ideal photoconductor curve for refer-
ence. D∗ can be seen to increase rapidly when the cutoff is set to avoid the high flux density from the 
300-K background that peaks around 10 μm.
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FIGURE 14 Photon noise limit of a narrow-
band quantum counter as a function of operating 
wavelength for a 290-K background, 2p FOV, and 
h = 1. (From Ref. 14.)
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24.6 OTHER PERFORMANCE PARAMETERS

Spectral Response

Spectral response provides key information regarding how the detector will respond as a function 
of wavelength or photon energy. Spectral response may be limited by the intrinsic detector mate-
rial properties, a coating on the detector, or by a window through which the radiation must pass. 
Relative response is the spectral response ratioed against a detector with a nominally wavelength 
independent response, such as a thermocouple having a spectrally-broad black coating. Relative 
response is plotted as a function of wavelength with either a vertical scale of W−1 or photon−1. 
Thermal detectors tend to be spectrally flat in the first case while quantum detectors are generally 
flat in the second case. The curves are typically shown with the peak value of the spectral response 
normalized to a value of 1. The spectral response curve can be used together with the blackbody D∗ 
to calculate D∗ as a function of wavelength, which is shown in Fig. 18 for selected detectors.

Responsivity and Quantum Efficiency

Responsivity and quantum efficiency are important figures of merit relating to the detector signal 
output. Responsivity is a measure of the transfer function between the input signal photon power or 
flux and the detector electrical signal output. Thermal detectors will typically give this responsivity 
in volts/watt. Photoconductors will usually quote the same units, but will also frequently reference 
the value to the peak value of relative response per watt from the spectral response curve. This value 
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FIGURE 16 Photon-noise-limited D∗ for 
thermal detectors as a function of detector temper-
ature T1 and background temperature T2 (2p FOV: 
h = 1). (From Ref. 14.)
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FIGURE 17 The detectivity of a ‘‘perfect’’ 
bolometer plotted as a function of both short- and 
long-wavelength cutoffs. Plots for a perfect pho-
toconductor and two other cases are included for 
comparison. The background temperature is 300 K. 
(From Ref. 16.)
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is actually realized if the detector bias circuit load resistor is significantly larger than the detector 
resistance. Photoconductor responsivity is given by:

 Responsivity peak =
+η τ μ μ

ν
qR Ed ( )n p

h �
 (21)

where h is the quantum efficiency, q is the electronic charge, Rd is the detector resistance, E is the 
electric field, t is time constant, m are the mobilities for electrons (n) and holes (p), hn is the photon 
energy, and � is the device length. Photomultiplier tubes and photovoltaic detectors will usually ref-
erence the responsivity in amperes per watt, again referenced to peak spectral response.

Detector response performance is also conveyed from the detector quantum efficiency. In the case 
of photovoltaic detectors which, in the absence of avalanche operation have a gain of unity, quantum 
efficiency is essentially the current per photon. For a blip photovoltaic detector, the quantum efficiency 
also determines the D∗. Quantum efficiency is not readily measured for photoconductors and photo-
multiplier tubes unless the internal gain is carefully calibrated. It is sometimes inferred from the mea-
sured D∗ for photoconductive devices which are blip—see definition of detective quantum efficiency.

Noise, Impedance, Dark and Leakage Current

Noise has a number of potential origins. Background photon flux–limited detectors have noise 
dominated by the square root of the number of background photons striking the detector per sec-
ond [see Eq. (9)]. Other noise sources may contribute or dominate. Among these are

• Johnson, Nyquist, or thermal noise which is defined by the detector temperature and impedance

• Modulation or 1/f noise which may dominate at lower frequencies

• Amplifier noise

• Shot noise from dark or leakage current
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The impedance of a photodiode may limit performance, depending upon the detector operating 
conditions. Figure 19 illustrates the diode impedance per unit area (R0A) limiting value of D∗ for 
silicon detectors at room temperature and longer-wavelength infrared photodiodes at 80 K.

Measurement of the noise as a function of frequency can be valuable for characterizing the rele-
vant noise sources. Selection of an appropriate preamplifier is also critical, particularly for detectors 
having very low or very high impedance. Integration of preamplifiers together with detectors has 
significantly improved the overall performance of many detectors. The use of phase-sensitive lock-
in amplifiers in combination with a modulated signal can also improve the signal-to-noise ratio.

Uniformity

One cannot assume that the response of a detector will be uniform across its sensitive area. Material 
inhomogeneity and defects and/or fabrication variables can give rise to nonuniformity. Lateral col-
lection from near the perimeter of a photodiode may give a gradual response decrease away from the 
edge—this effect will typically be accompanied by a change in response speed as well. Recombination 
at the electrical contacts to a photoconductor can limit the lifetime, and hence the photoconductive 
gain, for carriers generated near the contact, a phenomenon called sweep-out. Recombination may be 
enhanced at surfaces and edges also. Laser spot scanning is useful to check the detector spatial unifor-
mity, although laser sources may not be readily available at all the wavelengths of interest. An alternative 
method is to move the detector around under a fixed small aperture in conjunction with a light source.

Speed

Detector response speed is often related inversely to detector sensitivity. Thermal detectors often 
show this characteristic because the signal is proportional to the inverse of response speed, while the 
noise is amplifier or Johnson limited. Excluding detectors with internal carrier multiplication mech-
anisms, the best detectors from broad experience seem limited to a D∗f ∗ product of a few times 1017 
Jones Hz. D∗f ∗ may be proportionally higher for devices with gain, since speed can be increased to a 
greater extent by using a lower value of load resistance without becoming Johnson-noise-limited. The 
user should be aware that with many detectors it is possible to operate them in a circuit to maximize 
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FIGURE 19 Zero-bias impedance-area product (R0A or shunt resistance per 
unit area) of a photodiode can limit the D∗ as shown. The limiting D∗ depends on 
R0A, temperature, and photon energy or wavelength. Examples are illustrated for a 
1-μm cutoff diode at 300 K, and for 3-, 5-, 12-, and 25-μm cutoff devices at 80 K. 
Other noise mechanisms, such as photon noise, typically limit D∗ to lower values 
than the highest values shown here.
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PHOTODETECTORS  24.21

sensitivity or speed, but not both at the same time. Speed may vary across the sensitive area of the 
detector and with temperature, wavelength, and electrical bias.

Stability

Detector performance may change or drift with time. Changes in operating temperature, humidity, 
and exposure to elevated temperatures as well as to visible, ultraviolet, and high-energy radiation 
can affect device operation. These effects arise from the temperature dependence of electronic prop-
erties in solids, as well as from the critical role played by electrical charge conditions near the surface 
of many device types. Sensitivity changes in a sample of silicon detectors from four vendors illus-
trate this point. Wide variations in responsivity change after UV exposure, as shown in Fig. 20. In 
applications where stability is of significant concern, these effects must be carefully reviewed along 
with the detector supplier’s experience in these matters.

24.7 DETECTOR PERFORMANCE

Manufacturers’ Specifications

Table 2 lists the detector materials covered in Sec. 24.7.
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FIGURE 20 After only 3 hours of UV irradiation, these 
silicon detectors showed great variations in responsivity. 
(Reprinted from the September 1993 issue of Photonics Spectra, 
© Laurin Publishing Co., Inc.)

TABLE 2 Detector Materials Covered in Sec. 24.7

Thermocouple GaAsP Ge:Au
Thermopile CdS, CdSe HgCdTe
Thermistor bolometer CdTe PbSnTe
Pyroelectric GaAs Ge:Hg
InSb hot electron bolometer Si Si:Ga
Ge:Ga bolometer InGaAs Si:B
Photoemissive Ge Ge:Cu
GaN, InGaN PbS Ge:Zn
SiC InAs Ge:Ga
TiO2 PbSe Photographic
GaP InSb 
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Detector sensitivity can be the determining factor in the design and performance of a sensor 
system. Detector performance is subject to the development of improved materials, fabrication 
techniques, and the ingenuity of device engineers and inventors. The descrip tions given here may 
improve with time, and consultation with manufacturers and users is recommended. Today, the 
internet can be the quickest and most up-to-date source of currently available manufacturers and 
specifications for the devices they offer. Many suppliers noted in this section may have gone out of 
business—a search on the internet is the best choice for finding active vendors. Other than a general 
Web search, some collections of device suppliers can be found at

http://www.photonics.com/bgHome.aspx

http://laserfocusworld.365media.com/laserfocusworld/search.asp

http://www.physicstoday.org/ptbg/search.jsp

Thermocouple The thermocouple offers broad uniform spectral response, a high degree of stability, 
and moderate sensitivity. Its slow response and relative fragility have limited its use to laboratory 
instruments, such as spectrometers.

Compared with thermistors, thermocouples are slower, require no bias, and have higher stability 
but much lower impedance and responsivity. This increases the amplification required for the ther-
mocouple; however, the only voltage appearing is the signal voltage, so that the serious thermistor 
problem of bridge-circuit bias fluctuations is avoided. With proper design, performance should not 
be amplifier-limited but limited instead by the Johnson noise of the thermocouple. Thermocouples 
perform stably in dc operation, although the instability of dc amplifiers usually favors ac operation.

The inherent dc stability of thermocouples is attractive for applications requiring no moving 
parts, and recently a relatively rugged solid-backed evaporated thermocouple has been developed 
whose sensitivity approaches that of the thermistor bolometer.

Sensitivity: D∗ 1 × 109 Jones for 20-ms response time; spectral response depends on black coating 
(usually gold black) (see Fig. 21)

Noise: White Johnson noise, falling off with responsivity (see Fig. 22)

Resistance: 5 to 15 Ω typical

Responsivity: 5 V/W (typical), 20 to 25 V/W (selected)

Time constant: 10 to 20 ms (typical)

Operating temperature: Normally ambient

FIGURE 21 Typical thermocouple 
spectral response curves (CsI window) for 
two different manufactures.

FIGURE 22 Typical thermocouple D∗ 
(noise) frequency response for two manufac-
turers. (From Ref. 1.)

24_Bass_v2ch24_p001-102.indd 24.22 8/24/09 6:15:47 PM



PHOTODETECTORS  24.23

Sensitive area: 0.1 × 1 to 0.3 × 3 or 0.6 × 2 mm (typical)

Linearity: 0.1 percent in region investigated (6 × 1010 to 6 × 108 W incident)

Recommended circuit: Transformer coupled into low-noise (bipolar or JFET) amplifier with good 
low-frequency noise characteristics

Manufacturers: Perkin-Elmer, Charles Reeder, Beckman Instruments, Farrand, Eppley Laboratory

Thermopile Thermopiles are made by evaporating an array of metal junctions, such as chromel-
constantan or manganin-constantan, onto a substrate. The thin-film construction is rugged, but the 
Coblentz-type may be quite delicate. Wire-wound thermopile arrays are also available which are very 
robust. Devices with arrays of semiconductor silicon junctions are also available. The array may typi-
cally be round, square, or rectangular (for matching a spectrometer slit) and consist of 10 to 100 junc-
tions. Configuration options include matched pairs of junction arrays or compensated arrays to provide 
an unilluminated reference element. A black coating, such as 3M black or lampblack, is used to provide 
high absorption over a broad spectral range, as illustrated in Figs. 23 and 24. The housing window may 
limit the spectral range of sensitivity. Typical applications include power meters and radiometers.
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FIGURE 23 Spectral reflectance of two black coat-
ings used in the construction of thermopile detectors. 
(From Eppley Laboratory studies.)
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FIGURE 24 Spectral absorption of a thermopile detector 
coating made from a black metal oxide. (Oriel Corporation.)
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24.24  DETECTORS

Sensitivity: D∗ 0.5 to 4 × 108 Jones for 30-ms typical response time. D∗ may be dependent upon 
sensitive area; spectral response depends on black coating and window (see Fig. 23 and Fig. 24)

Noise: White Johnson noise, falling off with responsivity, typical range is 5 to 30 nV/Hz1/2

Resistance: 2Ω to 60 kΩ typical

Responsivity: 4 to 250 V/W (typical) depends on the number of junctions and time constant

Time constant: 10 ms to 2 s (typical)

Operating temperature: Normally ambient

Sensitive area: 0.5 to 6-mm diameter, 0.025 × 0.025 to 3 × 3 mm, various rectangular, 0.4 × 3, 0.6 
× 2, 0.6 × 4 mm (typical)

Recommended circuit: Low noise (0.5 Vp-p, dc to 1 Hz), low drift with voltage gain of 1000 and 
input impedance of 1 MΩ
Manufacturers: Armtech, Beckman Instruments, Concept Engineering, Dexter Re  search Center, 
Edinburgh Instruments, Eppley Laboratory, Farrand, Gentech, Molectron Detector, Ophir 
Optronics, Oriel, Scientech, Scitec, Swan Associates

Thermistor Bolometer Thermistors offer reliability, moderate sensitivity, and broad spectral coverage 
without cooling. Construction is rugged and highly resistant to vibration, shock, and other extreme 
environments. Response is slower than 1 ms, and trade-off exists between speed and sensitivity.

Thermistor elements are made of polycrystalline Mn, Ni, and Co oxides. In their final form 
they are semiconductor flakes 10 μm thick, which undergo a temperature resistance change of 
~4 percent per Kelvin. Since thermistor resistance changes with ambient temperature enough to 
alter the biasing significantly, it is usually operated in a bridge circuit, with a nearly identical therm-
istor shielded from signal radiation and used for a balance resistor.
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Spectral response: Depends on coating (usually Zapon lacquer); see Fig. 25.

Quantum efficiency: Depends on blackening coating, typically 80 percent.

Noise: Thermal-noise-limited above 20 Hz ( );V kTR fnoise = 4 Δ  below that, 1/f type noise—see 
Fig. 26. Used in balanced-bridge circuit (two flakes in parallel); limiting noise due to thermal 
noise in both flakes.

Resistance: For standard 10-μm-thick flakes, two different resistivities are available: 2.5 MΩ/sq or 
250 kΩ/sq. Note that in a bolometer bridge, the resistance between the output connection and 
ground is half that of single flake.
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(noise) frequency spectrum. (From Ref. 1.)
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Time constant: t is 1- to 20-ms standard for nonimmersed detectors and 2- to 10-ms standard for 
immersed detectors.

Sensitive area: 0.1 × 0.1 mm, 5 × 5 mm standard.

Operating temperature: Normally ambient, 285–370 K.

Responsivity: Depends on bias, resistance, area, and time constant � R Aτ / V/W≈103  for 
0.1 × 0.1 mm area, 250 kΩ resistance, and t = 4 ms (see Fig. 27 for frequency-time-constant 
dependence with given area). Output voltage (responsivity) can be increased to a limited degree 
by raising bias voltage. Figure 29 shows the deviation from Ohm’s law due to heating. Bias should 
be held below 60 percent of peak voltage. Listed responsivity is that of active flake. In the bridge 
circuit, responsivity is half this value.

Sensitivity profile: Approximately 10 percent for 10-μm scan diameter over a 1 × 1 mm cell.

Linearity: ±5 percent 10−6 to 10−1 W/cm2.

Recommended circuit: See Figs. 28 and 29.

Manufacturers: Servo Corporation of America, Thermometrics.
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FIGURE 29 Thermistor voltage-current characteristics, 
showing typical flake temperatures under different conditions.
(From Barnes Engineering, Bull. 2–100.)
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Pyroelectric Lithium tantalate (LiTaO3), triglycine sulfate (TGS), and other pyroelectric materials 
provide an uncooled thermal detector with good sensitivity. The devices are capable of fast response, 
limited inversely by the preamplifier feedback resistance, but with responsivity and D∗ traded for 
speed. This detector’s, principle of operation is the pyroelectric effect, which is the change of electric 
polarization with temperature. Pyroelectric detectors offer rugged construction and the absence of 
1/f noise because no bias is involved.

Lack of 1/f noise, combined with the ability to easily trade off speed and sensitivity, makes 
pyroelectric detectors useful for scanning applications and energy measurement of pulsed optical 
sources. In addition, the NEP is independent of area at low frequencies (10 Hz), so that these detec-
tors are useful for large-area applications (preamplifier 1/f noise may limit, however). Pyroelectric 
detectors are useful for calorimetry since the pyroelectric effect is an integrated volume effect and 
the output signal is unaffected by spatial or temporal distribution of the radiation, up to dam-
age threshold or depolarizing temperature. For higher damage thresholds, lead zirconate titanate 
ceramic (Clevite PZT-5) exhibits a much smaller pyroelectric effect than TGS, but its high Curie 
temperature of 638 K makes it more useful than TGS for high-energy applications.

Sensitivity: Sensitive from ultraviolet to millimeter wavelengths. For l < 2 μm, TGS must be 
blackened, which slows response. Normally (l > 2 μm) a transparent electrode is used, since TGS 
absorption is high from 2 to 300 μm. Beyond 300 μm, poor absorption and increased reflectivity 
reduce sensitivity. Spectral response depends largely on coating. See Fig. 30 for spectral response 
with modified 3M black. Figure 31 illustrates the relative spectral response for a LiTaO3 device. 
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FIGURE 30 Relative spectral response of TGS detectors with modified 3M black.
(From Barnes Engineering, Bull. 2–100.)
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D∗ is independent of A at low frequencies (10 Hz) (see Figs. 32 and 33). Figure 34 shows NEP 
versus A for various frequencies.

Quantum efficiency: Depends on coating absorptivity (for 3M black typically h >75 percent).

Noise: (See Figs. 32 and 33). Limited by loss-tangent noise up to frequencies that become limited 
by amplifier short-circuit noise (see Fig. 35).

Operating temperature: Ambient, up to 315 K. Can be repolarized if T > Tcurie = 322 K for TGS. 
Irreversible damage at T = 394 K (see Fig. 36). Other pyroelectric materials have significantly 
higher Curie temperatures (398 to 883 K).
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Output impedance: 50 Ω to 10 KΩ, set by built-in amplifier (see Fig. 37).

Responsivity: See Figs. 32 to 34, 36, and 38.

Capacitance: 5 pF for 0.5 × 0. 5 mm; 20 pF for 1 × 1 mm; 100 pF for 5 × 5 mm.

Sensitive area: 2 to 50-mm diameter round, 0.5 × 0. 5-mm to 10 × 10-mm square, typical.

Time constant: Not pertinent, response speed set by the preamplifier feedback resistor (see Fig. 38).

FIGURE 35 TGS noise versus detector 
area for various operating frequencies. (From 
Barnes Engineering, Bull. 2–100.)
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Linearity: 5 percent between 10−6 and 10−1 W/cm2.

Sensitivity profile: Depends on coating or transparent electrode; 5 to 7 percent across 12 × 12-mm; 
spot size < 250 μm.

Recommended circuit: See Figs. 37 and 39. Field effect transistor (FET) amplification stage usually 
built in. Since �1/f , use of an amplifier with 1/f noise and gain � f is recommended. Then out-
put signal and signal-to-noise ratio are independent of frequency.

Manufacturers: Alrad Instruments, Belov Technology, CSK Optronics, Delta Devel opments, 
EG&G Heimann, Electro-Optical Systems, Eltec, Gentec, Graseby, International Light, Laser 
Precision, Molectron Detector, Oriel, Phillips Infrared Defence Components, Sensor-Physics, 
Servo Corporation of America, Spiricon, Thermometrics.

Drain Source

D S
R

Resistor
68 KW Signal

Out–12 V

P

Pyroelectric
element

FIGURE 37 Pyroelectric detector amplifier 
circuit. (From Barnes Engineering, Bull. 2–220A.)
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InSb Hot-Electron Bolometer At temperatures of liquid helium and lower, free carriers in indium 
antimonide (InSb) can absorb radiation in the far-infrared and submillimeter spectral region. Because 
the mobility of the electrons varies as Te

3/2 under these conditions, the conductivity of the material is 
modulated. This mechanism offers submicrosecond response and broad far-infrared coverage out to 
millimeter wavelengths but requires liquid-helium cooling and very sophisticated receiver design.

Technically, these devices may be classed as bolometers, since incident radiation power produces 
a heating effect which causes a change in free-charge mobility. In the normal bolometer, the crystal 
lattice absorbs energy and transfers it to the free carriers via collisions. However, in InSb bolometers 
incident radiation power is absorbed directly by free carriers, the crystal lattice temperature remain-
ing essentially constant. Hence the name electron bolometer. Note that this mechanism differs from 
photoconductivity in that free-electron mobility rather than electron number is altered by incident 
light (hence there is no photoconductive gain).

Sensitivity: D∗(2 mm, 900) = 4 ×1011 Jones (see Fig. 40).

Noise: See Figs. 41 and 42.

Responsivity: 1000 V/W.

Time constant: 250 ns.

Sensitive area: 5 × 5 mm typical.

Operating temperature: 1.5 to 4.2 K.

Impedance: Without bias, 200 Ω; optimum bias, 150 Ω, depends on bias (see Fig. 29).

Recommended circuit: Optimum bias 0.5 mA (see Fig. 43).

Manufacturer: Infrared Laboratories.
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Ge(Ga) Low-temperature Bolometer The Ge(Ga) bolometer offers very high sensitivity and broad 
spectral coverage in the region 1.7 to 2000 μm. Liquid-helium cooling is required. A trade-off exists 
between response time (seconds) and sensitivity (10−14-W NEP). Operation at 1000 Hz can be 
achieved still maintaining 2 × 10−13 W NEP.

Sensitivity: Depends on thermal conductance G (see Figs. 44 and 45). NEP(l, 10 Hz) = Vn/S = 
3 × 10−14 W for G = 1 μW/K; A = 1 mm2, D∗(l, 10 Hz) = 3 × 1013 Jones (Q < 0.2 μW). For this 
detector, NEP ≈ 4T (kG)1/2 and does not vary with A1/2 (T is heat-sink temperature, and k is 
Boltzmann’s constant). Thus D∗ cannot be used as a valid means of comparison with other 
detectors; 300-K background-limited performance is achievable for 2p FOV when the bolometer 
is operated at 4.25 K with G = 10−3 W/K. (For A = 0. 1 cm2, the time constant is 50 s.)

Responsivity: Typically, responsivity = 2.5 × 105 V/W = 0.7(R/TG)1/2, where R = resistance. 
Responsivity, and hence NEP, depends on thermal conductance G, which in turn is set by back-
ground power. G ranges from 0.4 to 1000 μW/K.

Thermal conductance: Typically G = 1 μW/K for background Q < 0.2 μW; note that Q < 1/2 
(optimum bias power P).

Sensitive area: 0.25 × 0. 25 to 10 × 10 mm.

Resistance: 0.5 MΩ.

Operating temperature: 2 K (see Fig. 44). In applications where radiation noise can be eliminated 
there is much to be gained by operating at the lowest possible temperature. Figure 45 shows the 
theoretical NEP and time constant at 0.5 K, assuming that current noise remains unimportant.
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FIGURE 42 InSb electron bolometer, typical noise spec-
trum (T = 5 K; RL = 200 Ω; gain = 2.4 × 104; Δf = 5.6 Hz). (From 
Santa Barbara Research Center, Prelim. Res. Rep., 1967.)
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Quantum efficiency: Depends on blackened coating and window. For l <100 μm, absorptivity 
exceeds 95 percent. For l >100 μm, efficiency varies with geometry.

Time constant: Response time constant is proportional to G−1. Therefore, if G must be increased 
to accommodate larger background, the time constant is decreased proportionally. Responsivity 
and NEP, however, are degraded as G−1/2.

Noise: Vn = 1 × 10−8 V/Hz1/2; thermal noise is due to R and RL.

Recommended circuit: Standard photoconductive circuit, with load resistor, grid resistor, and 
blocking capacitor at low temperature (see Fig. 46). See Fig. 47 for typical electrical characteris-
tics. Bias power P = 0.1 TG.

Manufacturer: Infrared Laboratories, Inc.
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FIGURE 44 Germanium bolom-
eter NEP versus conductance. (Infrared 
Laboratories, Inc.)
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versus temperature. Solid curves are theoretical: 
NEP ≈ 4T(kG)1/2.(From Ref. 17.)
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FIGURE 48 Comparison of photomultiplier tube (PMT) and microchannel plate tube (MCPT) construction. (EMR
Photoelectric.)

Photoemissive Detectors Photoemissive detector is generally the detector of choice in the UV, vis-
ible, and near-IR where high quantum efficiency is available. In the spectral region l < 600 nm, the 
photomultiplier, or multiplier phototube, has close to ideal sensitivity; that is, selected photomulti-
plier tubes (PMT) are capable of detecting single photon arrivals (but at best only with about 30 percent 
quantum efficiency) and amplifying the photocurrent (pulse) enormously without seriously degrading 
the signal-to-noise ratio. Time resolution can be as short as 0.1 ns. Only very specialized limitations 
have precluded their use for l <800 nm, for example, cost, ruggedness, uniformity of manufacture, 
or need for still faster response. Recently these limitations have all been met individually but gener-
ally not collectively. Where adequate light is available, the simple phototube has advantages over 
the multiplier phototube in that high voltages are not required, the output level is not sensitive to 
applied voltage, and dynode fatigue is eliminated.

Microchannel plate tubes (MCPT) are a variant of the photomultiplier tube where the current 
amplifying dynode structure is replaced by an array of miniature tubes in which the photocath-
ode current is amplified. MCP tubes are more compact than PMTs and are reliable in operating 
conditions of high environmental stress. The same range of photocathode materials is available 
in MCPTs as PMTs. MCPTs can provide a wide range of electron gain as available depending upon 
whether a single MCP or a stack of MCPs is used. The structure of a PMT and MCPT are compared 
in Fig. 48.
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Sensitivity In modern phototubes, shot noise due to the cathode dark current is by far the most 
important noise source. The most common descriptions of phototube sensitivity list both current 
responsivity (amperes per watt), dark current, and dark noise. Several useful measures of sensitivity 
are noise equivalent input (NEI) (see Sec. 24.4 ‘‘Definitions’’), noise equivalent power (NEP), or its 
reciprocal D ≡ 1/NEP. NEP and NEI in the range 10−14 to 10−17 W/Hz1/2 are not uncommon.

Detectivity is generally limited by dark-current shot noise. Dark current depends on photo-
cathode material, area, and temperature. Thus the best detectivity is obtained with small effective 
sensitive area. Cooling is especially useful for red-sensitive and near-IR tubes and is generally not 
worthwhile for others (see ‘‘Operating temperature’’). Special tube housings which can provide ther-
moelectric cooling are available.

The spectral response curves shown in Fig. 49 are for the combination of photocathode and 
window. Historically, this method of description gave rise to the S-response designations, most of 
which are now obsolete. It is often desirable to separate photocathode response from window trans-
mission. Thus, Fig. 50 shows the quantum efficiency (electrons per incident photon) of a number 
of photocathodes without window losses. For l < 400 nm, each photocathode should maintain its 
peak quantum efficiency, up to photon energies where multiple photoemissions take place. In Fig. 51, 
the spectral dependence of quantum efficiency for a variety of modern photocathode/window com-
binations is illustrated.

D∗ is a meaningful figure of merit for phototubes whose sensitivity is limited by dark noise (shot 
noise on the dark current) and whose emitting photocathode area is clearly defined, but D∗ must be 
used with caution because, although modern phototubes are generally dark-noise-limited devices, 
they are often limited by noise in signal, that is, the noise content of the signal itself.18 Serious errors 
in predicting the detection capability of phototubes will arise if noise in signal is ignored and D∗ is 
presumed to be the important limiting parameter [see Eqs. (6) to (8)]. Very little reliable data are 
presently available on D∗ for photoemitters. However D∗ curves for S-1, S-20, and S-25 are shown in 
Figs. 52 (300 K) and 53 (PMT cooled to 200 K).

Short-wavelength considerations Window considerations are as follows:

For l > 200 nm: Windows are essential, as all useful photocathode materials are oxidized and 
performance would otherwise be destroyed.

200 nm > l > 105 nm: Photocathode materials are not oxidized by dry air (moisture degrades 
performance). Windows are optional. LiF windows have shortest known cutoff, 105 nm. For 
l <180 nm, it is generally advisable to flush with dry nitrogen.

l <105 nm: No windows are available.

Since air absorbs radiation in the region 0.2 to 200 nm (ozone absorbs 200 to 300 nm), it is nec-
essary to include the (windowless) detector in a vacuum enclosure with the source.

A useful technique for avoiding the far-ultraviolet window-absorption problem (pro vided l > 
vacuum ultraviolet) is to coat the outside of the window of a conventional PMT with an efficient 
fluorescent material, for example, sodium salicylate, which absorbs in the ultraviolet and reemits in 
the blue, and is efficiently detected by most photocathodes.9

Solar-blind considerations are as follows—although most photocathodes have high quantum 
efficiency at short wavelengths, background-noise considerations often preclude their use at very 
short wavelengths, and very wide bandgap semiconductor photocathodes such as CsI, KBr, Cs2Te, 
and Rb2Te (having peak quantum efficiency a little greater than 10 percent) often give better signal-
to-noise ratio. This sacrifice in quantum efficiency to obtain insensitivity to wavelengths greater 
than those of interest would not be necessary if suitable short-wavelength pass filters were readily 
available.

For applications where it is desirable that the detector not see much solar radiation, one can 
use photocathodes whose high work function precludes photoemission for photons of too low an 
energy. Figure 54 shows quantum efficiency versus l for three such photocathodes, tungsten, CsI, 
and Cs2Te, compared with Cs3Sb and GaAs(Cs), which are not solar blind.
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FIGURE 49 Spectral sensitivity of various photoemitters. Dotted lines indicate photocathode 
quantum efficiency. Chemical formulas are abbreviated to conserve space. S-1 = AgOCs with lime or 
borosilicate crown-glass window; S-4 = Cs3Sb with lime or borosilicate crown-glass window (opaque 
photocathode); S-5 = Ss3Sb with ultraviolet-transmitting glass window; S-8 = Cs3Bi with lime or boro-
silicate crown-glass window; S-10 = AgBiOCs with lime or borosilicate crown-glass window; S-11 = 
Cs3Sb with lime or borosilicate crown-glass window (semitransparent photocathode); S-13 = Cs3Sb 
with fused-silica window (semitransparent photo cathode); S-19 = Cs3Sb with fused-silica window 
(opaque semicathode); S-20 = Na2 KCsSb with lime or borosilicate glass window. ERMA = extended 
red multialkali (RCA; ITT uses MA for multialkali). This curve is representative of several manufac-
turers’ products. Many variations of this response are available, for example, trade-offs between short- 
and long-wavelength response. (From RCA Electronic Components, chart. PIT–701 B.)
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Quantum efficiency Figures 49, 50, 51, and 54 show photocathode spectral quantum efficiency 
(probability that one photoelectron is emitted when a single photon is incident). Note that there are 
fairly few basic photocathode materials and that the window often determines effective quantum 
efficiency at short wavelengths.

For l < 40 nm, a wide variety of photocathode materials are available with high quantum effi-
ciency. Many of these materials, such as tungsten, are not destroyed by being subjected to air, so that 
open structures can be used, consisting of a photocathode multiplier chain without window. The 
complete windowless structure is then placed in a vacuum enclosure with the source of radiation.
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FIGURE 50 Photocathode responsivity and quantum efficiency versus wavelength 
(no windows). For abbreviations, see Fig. 49. I = S-1, II = S-11, III = S-10, IV = S-20, V = 
K2CsSb, VI = K2CsSb(O), VII = NaKCsSb3, VIII = GaAs(Cs). (Based on material from RCA.)
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Photocathode key

Key     Description
letter

Long-
wavelength
cutoff
(Note 1)

Long-
wavelength
sensitivity
(Note 2)

E Tri-alkali (S-20) 850 nm 780 nm 01 Borosilicate Glass 270 nm
05 UV Grade Sapphire 145 nm
08 UV Grade Lithium Fluoride 105 nm
09

*10% Energy transmission

Magnesium Fluoride 115 nm

F Cesium telluride 355 nm 340 nm
G Cesium iodide 195 nm 185 nm
J Potassium bromide 165 nm 150 nm
N High-temperature Bi-alkali 690 nm 640 nm
Q

Note 1—Point at which QE becomes 1% (typical) of peak QE.
Note 2—Point at which QE is 1% (typical).

Rubidium telluride 320 nm 300 nm
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FIGURE 51 Quantum efficiency of photocathode/window combinations as a funtion of wavelength. (EMR Photoelectric)
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The quantum efficiency at any wavelength can be calculated from the formula

 η
λ

= × 1239 5.
 (22)

where  = photocathode response, A/W, and l = wavelength, nm.
A useful technique for improving quantum efficiency, reported by Livingston19 and Gunter,20 

involves multipassing the photocathode by trapping the light inside the photocathode using a 
prism.

Responsivity PMT responsivity depends upon photocathode quantum efficiency and subse-
quent dynode gain. For most purposes, the dynode gain in a well-designed PMT introduces no 
significant degradation in the photocathode signal-to-noise ratio. Figure 49 shows photocathode 
response expressed in photocurrent (amperes) per incident radiation power (watts).
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FIGURE 52 Range of D∗ for uncooled photomultiplier tubes 
(T = 300 K). For abbreviations, see Fig. 49. S-25 = same as S-20 but 
different physical processing. (Based on material from RCA)
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Noise The limiting noise in a PMT depends on the level of illumination. For low-level detec-
tion, limiting noise is the shot noise on the dark current,

  in = (2eidarkΔf )1/2  (23)

For high illumination levels the shot noise on the signal photocurrent

  in = (2eisignalΔf )1/2  (24)

far exceeds that on the dark current. Manufacturers usually express noise as photocathode dark cur-
rent or anode dark current for given gain, which is therefore traceable to photocathode dark current.
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FIGURE 53 Range of D∗ for uncooled photomultiplier tubes 
(T = 300 K). For abbreviations, see Fig. 49. S-25 = same as S-20 but dif-
ferent physical processing. (Based on material from RCA)2 Range of D∗ 
for uncooled photomultiplier tubes (T = 300 K). For abbreviations, see 
Fig. 49. S-25 = same as S-20 but different physical processing. (Based 
on E.H. Eberhardt, “D∗ of Photomultiplier Tubes and Image Detectors”, 
ITT Industrial Labs, 1969.)
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Photocathode dark current is approximately proportional to photocathode area so that small 
photocathode effective areas can be expected to have reduced noise. Figure 55 shows how anode 
dark current and gain increase with applied voltage for a typical PMT.

Minimum detectable power is related to limiting noise through responsivity via

 NEP = in/  (25)

where  is in amperes per watt.

Operating temperature Dark current due to thermionic emission, usually greater in red-sensitive 
tubes, can be reduced by cooling (see Ref. 21). The trialkali (S-20) performance does not benefit 
from cooling below 255 K. Maximum beneficial cooling (three to four dark counts per second) 
for AgOCs (S-1), (Cs)Na2 KSb (S-20), and Cs3Sb (S-11) is 195, 255, and 239 K, respectively. Most 
photocathodes become noisier as temperature rises above ambient because of increased thermionic 
emission. Because its thermionic emission starts at a very low value, (Cs)Na2KSb is a useful photo-
cathode up to temperatures of approximately 373 K.

Response time The rise time of photomultiplier tubes depends chiefly on the spread in transit 
time during the multiplication process. For photomultiplier tubes, this spread is about 10 ns. Some 
tubes with specially designed electron optics can give spread as low as 1 ns. The crossed-field PMT 
makes possible a spread as small as 0.1 ns. Microchannel plate tubes have response times of a nano-
second or less.
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FIGURE 54 Quantum efficiency versus wavelength (photon energy) for several photoemitters.
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For high-speed work (<1 ns rise time), good transmission-line technique must be used to obtain 
impedance match and to avoid reflection. The bandwidth of the output circuit will depend upon the 
total capacitance (PMT circuit plus stray capacitances) and the value of the load resistance.

Linearity Photomultiplier tubes are nearly all linear to about 1 percent for cathode currents 
of 0.1 μA or less. Some tubes may be linear to better than 0.1 percent but must be individually 
selected.22 Probably most of the nonlinearity results from the dynode structure.

Sensitive area No fundamental limitation. Only recently available with very small effective areas 
for extremely low dark current. Magnetic focusing has been used so that only a small fraction of the 
photocathode is used electron-optically.

Sensitivity profile Usually uniform within 20 to 50 percent. Microchannel plate detectors may 
have uniformity of ±5 percent.

Stability PMTs are subject to short- and long-term drift which can depend upon anode current, 
changes in anode current, storage times, and aging or anode life. They are also subject to change if 
exposed to magnetic fields or changes in temperature. Vibration of the tube may modulate the signal 
(microphonic effect).
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FIGURE 55 Typical current amplification and anode dark current as a function 
of applied voltage. (Based on E.H. Eberhardt, “D∗ of Photomultiplier Tubes and Image 
Detectors,” ITT Industrial Labs, 1969.)

24_Bass_v2ch24_p001-102.indd 24.41 8/24/09 6:16:04 PM



24.42  DETECTORS

Recommended circuit See Fig. 56.

1. Since a PMT is a current generator, increasing output resistance R1 increases output voltage. 
An upper limit to R1 may be imposed either by the time-constant limitation or by nonlinearity, 
which results from a space charge produced near the anode when the anode is left nearly floating 
electrically.

2. The rated photocathode current (referred to anode current through gain) should not be 
exceeded.

3. Care should be taken not to destroy the photocathode with light (heating).

4. When large currents are drawn, it may affect later dynode interstage voltage and hence gain, 
causing nonlinearity; for example, in Fig. 44, if the photocurrent from DY 10 to anode becomes 
comparable to the biasing current, through R11, the gain of the final stage is reduced. This can be 
avoided by biasing the dynodes with constant-voltage sources.

5. To avoid dynode damage, final dynode current must not exceed the value suggested by the 
manufacturer.

Photon counting At the photocathode, the shot-noise-limited signal-to-noise ratio (with negli-
gible dark current) is
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where Ns is the photoelectron rate at the photocathode. Thus, for extremely low levels of illumina-
tion, the ideal signal-to-noise ratio becomes very poor. At this point there is much to be gained by 
abandoning attempts to measure the height of the fluctuating signal (Fig. 57a) in favor of digitally 
recording the presence or absence of individual pulses (Fig. 57e).

Single photoelectron counting can be achieved by using a pulse amplifier (see Fig. 58), which 
suppresses spurious dark-noise pulses not identical in amplitude and shape to those produced by 
photoelectrons.

An upper practical limit for (random) photon counting is set by convenient amplifier bandwidths 
at about 105 s−1. For reasonable (1 percent) statistical accuracy, this implies a 10-MHz bandwidth.

Gallium phosphide dynodes The development of GaP dynodes for increased secondary-electron 
production23,24 makes possible unambiguous discrimination of small numbers of individual photo-
electron counts which was not previously possible with lower dynode gains. This is shown in Fig. 59, 
where the spread in number of secondary electrons (N × gain) is just (N × gain)1/2.

In addition to the aforementioned fundamental advantage of high dynode gain, the large gain 
per stage in the first dynodes also helps discriminate against noise introduced by later stages of 
amplification. Also, fewer stages of amplification are required.

Manufacturers ADIT, EMR Photoelectric, Bicron, Burle, Edinburgh Instruments, Galileo 
Electro-Optics, Hamamatsu, K and M Electronics, id Quantique, International Light, Optomet rics 
USA, Oriel, Phillips Components, Photek, Photon Technology, Photonis, Penta Laboratories, Thorn 
EMI, Varo.
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FIGURE 56 C1 = 68 pF ±10 percent, 500 V 
(dc working); C2 = 270 pF ±10 percent, 500 V 
(dc working); R1 = 220 kΩ ±5 percent, 1/4 W; 
R2 = 240 kΩ ±5 percent, 1/4 W; R3 = 330 kΩ 
±5 percent, 1/4 W; R4 to R11 = 220 kΩ ±5 percent, 
1/4 W. (Based on E.H. Eberhardt, “D∗ of 
Photomultiplier Tubes and Image Detectors,” ITT 
Industrial Labs, 1969.)
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FIGURE 57 Oscilloscope presentation 
of PMT output when reviewing square-wave 
chopped light pulse. In (a) to (e) the intensity 
is reduced and gain is increased commensu-
rately. (Courtesy of E.H. Eberhardt.)
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FIGURE 58 Photomultiplier and associated circuits for photon 
counting. (ITT Report E5.)

FIGURE 59 Spread in number of secondary 
electrons for various phototube gains.
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a GaN detector. (Reprinted from Appl. Phys. Lett., 
vol. 60, no. 23, 1992, p. 2918.)
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FIGURE 61 Spectral response of a UVA GaN detector 
shown on a linear vertical scale of amps/watt versus wavelength. 
(http://www.boselec.com/products/documents/GaNAlGaNall.pdf.)
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FIGURE 62 Spectral response of a UVA GaN detector shown 
on a logrithmic vertical scale of amperes/watt versus wavelength. 
(http://www.boselec.com/products/documents/GaNAlGaNall.pdf.)

GaN and AlGaN Gallium nitride photovoltaic detectors, with a bandgap of 3.39 eV have spectral 
response in the ultraviolet (UV) from 200 to 365 nm, as illustrated in Fig. 60. By using aluminum-
gallium nitride—an alloy mixture of AlN and GaN—the spectral response can be tuned to shorter 
wavelength cutoffs. Spectral response examples are shown in Figs. 61 to 64 to compare GaN with one 
particular AlGaN alloy. Some devices may be tailored to custom UV bands, such as UVA (320 to 400 nm), 
UVB (280 to 320 nm), or UVC (100 to 280).

Response at visible wavelengths is low or absent, so that no special filtering may be required 
to detect UV in the presence of visible lighting or solar radiation—but see the logrithmic spectral 
Figs. 62 and 64 to see the degree of longer wavelength response. These solid-state devices are 
potentially useful for operation at elevated temperatures, in high-vibration environments, and in 
other environments unsuitable for photomultiplier tubes.

The photoconductive GaN devices use interdigitated contact electrodes because of the very high 
impedance of the GaN films, but currently there may not be any available commercially.

Response: Photovoltaic 0.1 A/W

Dark current: 0.05-nA photovoltaic
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Capacitance: 24 pF photovoltaic at 0-V bias

Time constant: Photovoltaic 0.10 ns

Size: 0.076 mm2

Devices with AlGaN alloys have wider bandgaps and generally lower leakage currents.

Response: Photovoltaic 0.045 A/W.

Dark current: 0.1-pA photovoltaic at 0.1-V reverse bias

Capacitance: 24-pF photovoltaic at 0-V bias

Size: 0.076 mm2
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FIGURE 64 Spectral response of a UVC GaN detector shown 
on a logrithmic vertical scale of amperes/watt versus wavelength. 
(http://www.boselec.com/products/documents/GaNAlGaNall.pdf.)
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shown on a linear vertical scale of amperes/watt versus wavelength. 
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Manufacturers: Advanced Photonix: http://www.advancedphotonix.com/ap_products/standard_
GaN.asp?from=leftnav, Boston Electronics: http://www.boselec.com/products/detuv.html, Orion 
Semiconductor: http://www.orion-semi.com, SVT Associtates: http://www.svta.com/products/
uv/uv.htm.

SiC Silicon carbide UV detectors are available in photovoltaic structures. The 3-eV bandgap of SiC 
is slightly narrower than GaN, thereby giving a response may extend to slightly longer wavelength. 
However, because the bandgap of SiC is indirect, unlike GaN which is direct, the response cut-on is 
more gradual in SiC, peaking at a wavelength much shorter than the wavelength corresponding to 3 
eV (413 nm)—see Fig. 65. SiC detectors with integrated filters are available.

Response: 0.13 A/W peak

Dark current: 1 fA for a 1 × 1 mm device

Capacitance: 195 pF for a 1 × 1 mm device

Sizes: 0.25 × 0.25 mm, 0.5 × 0.5 mm, 1 × 1 mm

Manufacturers: Boston Electronics: http://www.boselec.com/products/detuv.html, Electro 
Optical Components: http://www.eoc-inc.com/UV_detectors_silicon_carbide_photodiodes.htm

TiO2 Detectors With a bandgap of 3.2 eV, TiO2 is another UV photodetector. Photovoltaic devices 
are made with Schottky diodes. An unfiltered spectral response is shown in Fig. 66. TiO2 detectors 
with integrated filters are available.

Response: 0.021 A/W peak

Dark current: 100 pA for a 5.4 × 2.9 mm device

Sizes: 2.2 × 1.9 mm, 5.4 × 2.9 mm

Manufacturer: Boston Electronics: http://www.boselec.com/products/detuv.html

GaP Gallium phosphide can provide Schottky photodiodes that cover the UV to mid-visible spectral 
region as shown in Fig. 67. The bandgap of GaP is 2.26 eV and is indirect, leading to a soft spectral 

FIGURE 65 Spectral response of an unfiltered, broadband 
SiC detector shown on a linear vertical scale of amps/watt versus 
wavelength. The inset shows the same data on a logrithmic scale. 
(http://www.boselec.com/products/documents/UVPhotodetectors2-
08WWW.pdf.)
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turn-on and a peak quite far from the wavelength corresponding to the bandgap (549 nm). GaP 
devices with integrated filters to restrict the response to the UV region are also available.

Response: 0.12 A/W peak

Dark current: 1 nA max for a 2.5 × 2.5 mm device

NEP @ 440 nm: 1 × 10−14 W/√Hz @ 5 V bias

Rise time: 1 nsec @ 5 V bias for a 2.5 × 2.5 mm device

Fall time: 140 nsec @ 5 V bias for a 2.5 × 2.5 mm device

Sizes: 1.1 × 1.1 mm, 2.3 × 2.3 mm, 2.5 × 2.5 mm, 4.6 × 4.6 mm
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FIGURE 66 Spectral response of a TiO2 Schottky photo-
diode detector shown on a linear vertical scale of amperes/watt 
versus wavelength. (http://www.boselec.com/products/documents/
UVPhotodetectors2-08WWW.pdf.)
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FIGURE 67 Spectral response of a GaP Schottky photodiode 
detector shown on a logrithmic vertical scale of amps/watt versus 
wavelength. (http://www.thorlabs.com/Thorcat/12100/12174-S01.PDF.)
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Manufacturers: Hamamatsu: http://jp.hamamatsu.com/products/sensor-ssd/pd140/pd144/index_
en.html, Electro Optical Components: http://www.eoc-inc.com/ifw/EPD-365-0-2-5.pdf, Thor 
Labs: http://thorlabs.com/thorProduct.cfm?partNumber=FGAP71

GaAsP Gallium arsenide phosphide alloys can provide photodiodes that cover from the UV to the 
near-infrared spectral region. The bandgap of GaP is 2.26 eV and is indirect, while that of GaAs is 
1.43 eV and is direct. GaAsP alloys from 0 to ~50% GaP are direct bandgap materials while those 
with higher percentages of GaP are indirect∗. A variety of alloys are available, covering the following 
spectral bands:

Spectral responses of these alloys are shown in Figs. 68 to 73 (ref: http://jp.hamamatsu.com/products/
sensor-ssd/pd140/pd143/index_en.html?sort=WAVE_LENGTH4&desc=1&style=F1 for all six figures).

Manufacturer: Hamamatsu: http://jp.hamamatsu.com/products/sensor-ssd/pd140/pd143/index_
en.html

Spectral Band  l Peak  Response at Peak  Sizes
 (nm) (nm) (A/W) (mm)

400–760 710 0.4 1.3 × 1.3, 2.7 × 2.7, 5.6 × 5.6
300–680 640 0.3 1.3 × 1.3, 2.7 × 2.7, 5.6 × 5.6
300–580 470 0.25 0.8 × 0.8
280–580 470 0.2 0.8 × 0.8
260–400 370 0.06 0.8 × 0.8
190–760 710 0.22 2.3 × 2.3, 4.6 × 4.6
190–680 610 0.18 10.1 × 10.1

∗http://www.iue.tuwien.ac.at/phd/palankovski/node37.html.
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FIGURE 68 Spectral response of a 400 
to 760-nm GaAsP photodiode detector with a 
vertical scale of amps/watt versus wavelength.
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CdS and CdSe Cadmium sulfide and cadmium selenide photoconductors are available for detec-
tion of visible light out to 700 to 800 nm. CdS and CdSe films have sheet resistivity in the range of 
20 mΩ per square at an illumination level of 2 footcandles. The devices are typically made in a 
linear or serpentine configuration consisting of 2 to 500 squares to maximize the length-to-width 
ratio. A variety of material ‘‘types’’ are available, offering unique spectral curves for various applica-
tions, depending upon the source color. CdS and CdSe are typically slow detectors, with response 
times of 5 to 100 ms, with speed improving at higher light levels. These devices exhibit ‘‘memory’’ 
or ‘‘history’’ effects, where the response is dependent upon the storage condition preceding use—the 
length of storage and time in use, and differences between the storage light level and the light level 
during use. These history effects may amount to changes in resistance from less than 10 percent to 
over 500 percent. CdSe has comparably greater memory effect than CdS.

0.5

300–580

300–580
280–580

P
h

ot
o 

se
n

si
ti

vi
ty

 (
A

/W
) 0.4

0.3

0.2

0.1

0
200 400

Wavelength (nm)

(Typ. Ta = 25°C)

600 800

FIGURE 70 Spectral response of 300 to 
580 and 280- to 580-nm GaAsP photodiode 
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CdS and CdSe are useful for a variety of commercial applications, both analog and digital, such 
as camera exposure control, automatic focus and brightness controls, densitometers, night light 
controls, etc. They are comparatively inexpensive and are available in a wide range of packages and 
resistance values, including dual cell configurations.

Spectral response: See Figs. 74 to 76.

Resistance and sensitivity: See Figs. 77 to 78.

Temperature coefficient of resistance: See Figs. 79, 80.

Light history effects: See Table 3.

Detector size: 4 × 4 mm to 12 × 12 mm approximate, dual elements available.

Manufacturers: In the previous edition, the listed supplier was EG&G VACTEK. Their product 
line has been acquired by Perkin Elmer. In this transition, all but two of the detector “types” have 
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FIGURE 74 Relative spectral response of a “Type 0” CdS 
photocell. (http://optoelectronics.perkinelmer.com/content/
RelatedLinks/Brochures/BRO_PhotoconductiveCellsAndAnalog
Optoiso.pdf.)
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CdS photocell. (http://optoelectronics.perkinelmer.com/
content/RelatedLinks/Brochures/BRO_PhotoconductiveCells
AndAnalogOptoiso.pdf.)
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been dropped—Perkin Elmer now only sells types 0 and 3. Other manufacturers offer comparable 
varieties and charts from at least one other producer are included.

Jameco Electronics:http://www.jameco.com/webapp/wcs/stores/servlet/CategoryDisplay?storeId= 
10001&catalogId=10001&langId=-1&categoryId=151080, Perkin Elmer: http://optoelectronics.
perkinelmer.com/catalog/Category.aspx?CategoryName=Photocells, Selco Products: http://www.
selcoproducts.com/CFM/photocell_toc.cfm, Silonex: http://www1.silonex.com/optoelectronics/
optophotoc.html
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FIGURE 77 Resistance as a function of illumination for a 
“Type 0” CdS photocell. (http://optoelectronics.perkinelmer.com/
content/RelatedLinks/Brochures/BRO_PhotoconductiveCellsAnd
AnalogOptoiso.pdf.)
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a “Type 3” CdS photocell. (http://optoelectronics.perkinelmer.
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CdTe Cadmium telluride and cadmium zinc telluride detectors are chemical group II-VI materi-
als having an energy bandgap of about 1.6 eV, corresponding to a spectral cutoff in the vicinity of 
775 nm. These devices, however, are principally used for gamma ray detection because of their high 
z number which translates into a high absorption coefficient for gamma rays. The principal advan-
tage of CdTe in this application is its ability to operate at room temperature, in comparison with Ge 
gamma ray detectors which must typically be cooled to 77 K. Figure 81 illustrates the absorption of 
CdTe as a function of gamma ray energy out to 300 keV.

Sensitivity: See Fig. 81.

Standard sizes: Wafers in 10- and 16-mm diameter; rods 7 × 2 × 2 mm; cubes 2 × 2 × 2 mm.

Standard thickness: 1 and 2 mm.

Bias voltage: 150 to 300 V/cm.

Operating temperature range: –10 to +55°C

Leakage current: 10 to 300 nA

Capacitance: 10 pF

Response time: < 1 μs.

Manufacturers: Acrorad: http://www.acrorad.co.jp/us/index.html, Aurora, II-VI eV Products: 
http://www.evproducts.com/, Perkin Elmer, Radiation Monitoring Devices: http://www.rmdinc.
com/products/p007.html
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FIGURE 81 The high percentage of rays 
absorbed by CdTe makes these detectors highly 
sensitive. At 100 keV, a 2-mm-thick detector absorbs 
85 percent of the rays. (Radiation monitoring devices, 
Cadmium Telluride brochure.)

TABLE 3 Typical Variation of Resistance with Light History 
Expressed as a Ratio RLH/RDH at Various Test Illumination Levels 
in Foot Candles.

Illumination (foot candles) 0.01 0.1 1.0 10 100
RLH/RDH ratio 1.55 1.35 1.20 1.10 1.10

(http://optoelectronics.perkinelmer.com/content/RelatedLinks/
Brochures/BRO_PhotoconductiveCellsAndAnalogOptoiso.pdf.)

RLH is the resistance after “infinite” exposure to light, while RDH is the 
resistance after “infinite” exposure to a dark environment. Infinite may be 
approximated by 24 hours. 
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Si Silicon photovoltaic detectors are widely available. They are useful at wavelengths shorter than 
about 1.1 μm and can even be used for x-ray and gamma-ray detection. There are four main silicon 
detector types:

• pn junction photodiodes, generally formed by diffusion, but ion implantation can also be used.

• pin junctions, which have lower capacitance and hence higher speed, and because of a thicker 
active region have enhanced near-IR spectral response.

• UV- and blue-enhanced photodiodes

• Avalanche photodiodes with significant internal gain, combining high speed and sensitivity

The main parameters of interest are spectral response (see Fig. 82), time constant, and zero-bias 
resistance or reverse-bias leakage current. Silicon material has an indirect bandgap and hence the 
spectral cutoff is not very sharp near its long-wavelength limit as shown in Fig. 82. The effective time 
constant of pn junction silicon detectors is generally limited by resistance-capacitance (RC) consid-
erations rather than by the inherent speed of the detection mechanism (drift and/or diffusion). High 
reverse bias may or may not shorten charge  collection time, but it generally reduces cell capacitance, 
and therefore the RC product, therefore, reverse bias usually results in faster response.

On the other hand, increased reverse bias causes increased noise, so that a trade-off exists 
between speed and sensitivity. For high-frequency applications, load resistance should be made 
small, although this makes Johnson (thermal) noise comparatively larger, which limits sensitiv-
ity (see Fig. 83). In order to keep sensitivity high when using these devices at high frequency, 
operational (current-mode) amplifiers, which can be built into the detector package, and avalanche 
photodiodes, which incorporate built-in gain before the load resistor is encountered, have been 
developed. Very careful regulation of the detector bias is required for stable operation of avalanche 
photodiodes.

Silicon pn junction photodiodes These are general purpose when high sensitivity is required and 
time constants on the order of a microsecond are permissible. The device construction is illustrated 
in Fig. 84. These devices are typically operated in a photovoltaic mode at zero bias, but can be used 
in a photoconductive mode in which the device is reverse biased.
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FIGURE 82 Typical spectral response for pn junction, blue-enhanced, and UV-enhanced 
silicon photodiodes. (UDT Sensors, Inc., Optoelectronic Components Catalog.)
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Sensitivity: D∗(lpk) ≈ mid-1012 to 1013 Jones, D∗(2800 K) ≈2 × 104 Jones, becoming amplifier-
limited for small-area detectors (see Figs. 85 and 86). D∗ can also be estimated from the R0A 
product (detector zero-bias resistance or shunt resistance diode area), which is illustrated in Fig. 87, 
in combination with Fig. 19, which illustrates the dependence of D∗ on R0A product.

Noise: See Figs. 88 (noise vs. bias) and 89 (noise vs. temperature); as T drops, impedance rises, 
so that decreasing noise current produces increasing noise voltage. However, the signal increases 
even faster, yielding an improved signal-to-noise ratio with cooling. Figure 90 (noise vs. frequency) 
shows the dependence on bias.

Capacitance: Capacitance is proportional to area and increases slightly with temperature
(see Fig. 91).

Responsivity: See Figs. 82 and 88.

Quantum efficiency: >90 percent quantum efficiency achievable with antireflection coating.

Sensitive area: 0. 2 to 600 mm2 areas are readily available.
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FIGURE 84 Planar diffused silicon photodi-
ode construction. (UDT Sensors, Inc., Optoelectronic 
Components Catalog.)
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photodiodes with areas of 5.1 and 200 mm2, compared with the Johnson noise of the 
load resistor. Dark current measured at 10-V reverse bias for the detector with area 
of 5. 1 mm2 is 10 nA, and 100 nA for the detector with an area of 200 mm2. Note that 
good preamplifiers have a noise level of about 1 nV/Hz1/2, depending upon the band-
width. (Detector data from UDT Sensors, Optoelectronic Components Catalog.)
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Time constant: Inherently slow for high-sensitivity applications, generally limited by RC (depends 
directly on device area), but can be limited by carrier diffusion outside the depletion region or by 
trapping of carriers in deep impurity centers. Typical data for a circuit using a 50-Ω load resistor 
is illustrated in Fig. 92.

Operating temperature: Ambient, but noise (leakage current) can be reduced by operating at 
lower temperatures (see Fig. 76 for typical signal and noise vs. temperature).

Uniformity: Typically ±8 percent across a diode area with a 40-μm focused light spot.

Linearity: 5 percent or better over 10 orders of magnitude flux from 10−13 to 10−3 W/cm2.
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FIGURE 85 D∗ versus 1 for small-area 
junction silicon photodiodes: curves A, B, and C 
correspond to areas of 0.02, 0.2, and 1 cm2. The 
lower D∗ for smaller area detector performance 
is due to amplifier limitations rather than intrin-
sically poorer D∗, for small-area detectors. (Texas 
Instruments, Infrared Devices, SC-8385-366. 
Reprinted by permission of Texas Instruments.)
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zero bias and 295 K of silicon pn junction photodiodes. 
The lack of area dependence is evidence that intrinsic 
properties of the junction, rather than surface effects, 
are dominant in these devices.
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Recommended circuit: See Fig. 93. High-impedance FET current-mode amplifier to supply fixed 
bias voltage, regardless of current.

Stability: See Fig. 20 and section relating to stability. Check with manufacturer.

Manufacturers: Advanced Photonix, EG&G Canada, EG&G Heimann, Edmund Optics, Electro  
Optical Systems, Electro-Optics Technology, International Radiation Detectors, Janos Technology, 
Laser Precision Corp, Laser Systems Devices, Melles Griot, Newport/Klinger, Ophir Optronics, 
Optical Signature, Opto-Electronics, Optometrics, Oriel, Photonic Detectors, RMD, Sapidyne, 
Scientific Instruments, SEMICOA, Silo nex, Spire, UDT Sensors.

Silicon pin junction photodiodes The pin junction detector is faster but is also somewhat less 
sensitive than conventional pn junction detectors. PIN photodiodes have slightly extended red 
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response. In the normal pn junction, charge-collection time has a slow and a fast component. The fast 
component is due to photons absorbed in the depletion layer of the pn junction. Since the electric 
field in the depletion region is strong, carriers are quickly separated by drift through the electric 
field across the depletion region. However, photons absorbed deeper in the material, beyond the 
depletion region, produce carriers which must diffuse to the junction before they are collected, and 
diffusion times are on the order of a microsecond. This component becomes more significant near the 
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for pn junction silicon photodiodes operated in the photo-
voltaic mode (0 V) and pin junction photodiodes at 0-, 10-, 
and 50-V reverse bias. The larger depletion width, which is a 
consequence of the lightly doped ‘‘i’’ region in the pin device, 
gives pin diodes lower capacitance for the same device area. 
(UDT Sensors, Optoelectronic Components Catalog.)
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long-wavelength limit of the spectral response. Application of reverse bias in an ordinary pn junc-
tion detector reduces the capacitance, shortening the RC time constant, and increases the width of 
the depletion layer thereby increasing the fraction of photons absorbed within the high field region 
and proportionally increasing the fraction of the fast component of the response.

However, the doping level of the ordinary pn junction limits the extent of the depletion layer 
increase to only 5 to 10 μm at a reverse bias of 50 V (this assumes an abrupt junction with a concen-
tration of 1 × 1015 cm−3). pin detectors incorporate a very lightly doped region between the p- and 
n-regions that allows a modest reverse bias to form a depletion region the full thickness of the mate-
rial (500 μm for a typical silicon wafer). Extended red response in a pin device is a consequence of 
the extended depletion layer width, since longer wavelength photons will be absorbed in the active 
device region. Unfortunately, the higher dark current collected from generation within the wider 
depletion layer results in lower sensitivity. Generation of carriers can be minimized by minimiz-
ing the concentration of deep-level impurity centers in the detector with careful manufacturing. 
Operation at lower temperature will also reduce the dark current.

Sensitivity: D∗
pk 1 × 1012 Jones for 2-mm2 area (depends slightly on bias, see Figs. 86 and 94). For 

high-speed operation, detectivity is lower (see Fig. 83).

Noise: Depends upon diode area and circuit load resistance. Johnson noise will dominate at low 
values of load resistance when circuit is optimized for fast response. Preamp noise may also limit. 
See Fig. 83.

Responsivity: Similar to pn junction. See Fig. 82.

Quantum efficiency: 90 percent quantum efficiency achievable with antireflection coating.

Capacitance: Proportional to detector area. See Fig. 91.

Operating temperature: See Fig. 95.

Time constant: Varies with capacitance (device area); see Fig. 92.

Sensitive area: 0. 2 to 600 mm2 readily available.

Recommended circuit: Same as for pn junction photodiodes. See Figs. 93 and 96.
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Stability: See Fig. 20 and section relating to stability. Check with manufacturer.

Manufacturers: Same as for pn junction photodiodes.

UV -and blue-enhanced photodiodes Blue- and UV-enhanced photodiodes may improve the quan-
tum efficiency by 50 to 100 percent over standard photodiodes in the blue and UV spectral region. The 
quantum efficiency of ordinary pn and pin junction photodiodes degrades rapidly in the blue and UV 
spectral regions. This is because the high absorption coefficient of silicon at these wavelengths causes 
the photocarriers to be generated within the heavily doped p- (or n-) type contact surface where the 
lifetime is short due to the high doping and/or surface recombination. Blue- and UV-enhanced photo-
diodes optimize the response at short wavelengths by minimizing near-surface carrier recombination. 
This can be achieved by using very thin and highly graded p (or n or metal Schottky) contacts, by using 
lateral collection to minimize the percentage of the surface area which is heavily doped, and/or passiv-
ating the surface with a fixed surface charge to repel minority carriers from the surface. These devices 
typically have quartz windows or UV-transmissive glass, compatible with good transmission into the 
UV spectrum. The user should be aware that UV and higher energy radiation in particular can alter 
the fixed charge conditions in the surface region of silicon and other detectors (typically in the surface 
oxide) which can cause the detector performance to drift and/or be unstable (see Fig. 20).

Sensitivity: See Figs. 82 and 97; D∗
pk 3–5 × 1012 Jones for diodes with areas of 1–100 mm2 at VR = 0, 

RL = 40 MΩ.

Quantum efficiency: Same as pn junction photodiodes, but enhanced in the UV and blue regions 
by 50 percent or more (see Fig. 82).
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FIGURE 96 Typical dark current versus 
bias for pin silicon phototdiode (A = 1 × 1 mm). 
(Electronuclear Laboratories, Bull. 1078, 1968.) 
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Responsivity: see Fig. 82.

Capacitance: Comparable to pn junction photodiodes (See Fig. 98).

Operating temperature: Ambient.

Time constant: Dependent upon device type. Increases with device area; 200 ns to 6 μs for areas 
1 to 100 mm2 (see Fig. 99).

Sensitive area: 1 to 200 mm2 readily available.

Recommended circuit: Same as pn junction photodiodes.

Stability: See Fig. 20 and section relating to stability. Check with manufacturer.

Manufacturers: See list for silicon pn junction photodiodes.

Silicon avalanche photodiodes The avalanche photodiode, is especially useful where both fast 
response and high sensitivity are required. Whereas normal photodiodes become Johnson- or thermal-
noise-limited when used with a low-impedance load resistor for fast response, avalanche photodi-
odes make use of internal multiplication, associated with reverse breakdown in the pn junction in 
order to keep the detector noise above the Johnson-noise level. [Because the response time is usually 
RC-limited, small load resistors (often 50 Ω) are used to achieve fast signal response.] However, as 
the load resistor is decreased, the detector noise voltage decreases in direct proportion, whereas the 
Johnson noise decreases only as the square root of the load resistor. Thus, the detector noise voltage can 
become lower than the Johnson noise for load resistance values smaller than a critical value. With an 
APD device, lower values of load resistors can be used without reaching the critical value because 
the internal gain boosts the detector noise voltage.

Stable avalanche or multiplication is made possible by a guard-ring construction using n+pp+, 
Schottky-nn+, or n+ppp+ structure; beveled pin structure (see Fig. 100); mesa structures; or other 
structures which prevent surface breakdown.25 However, very careful bias control is essential for 
stable performance. An optimum gain exists below which the system is limited by receiver noise 
and above which shot noise dominates receiver noise and the overall noise increases faster than the 
signal (Fig. 101).

In addition to fast-response applications, avalanche photodiodes are useful whenever amplifier 
noise is limiting, for example, small-area devices. Signal-to-noise-ratio improvements of one to two 
orders of magnitude over a nonavalanche detector can be achieved.
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APDs are sometimes used in combination with scintillator crystals such as CsI to detect high-
energy radiation in the range of 10 to 1000 keV.

Sensitivity: D∗ 3–5 × 1013 Jones (see Fig. 102).

Noise: Function of detector area. As gain increases, noise (dark current) increases (see Fig. 103). 
Optimum gain is where avalanche noise equals system noise. Thus, optimum gain is a function 
of system noise.

Responsivity: Photocurrent is the product of the incident optical power in watts, wavelength in 
micrometers, and quantum efficiency (h) divided by 1.24 and multiplied by the avalanche gain M.

 Iphoto = M(P h l/1.24)  (See Figs. 101 and 104) 
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FIGURE 100 Cross section of a beveled-edge silicon avalanche 
photodiode. The beveled edge prevents early breakdown. (Advanced 
Photonix. Avalanche Photodiode Catalog.)
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Quantum efficiency: Typically 85-percent peak (see Fig. 104).

Capacitance: Depends on bias and area (see Fig. 105).

Sensitive area: 20 to 200 mm2.

Series resistance: Depends on area; typical values are 40 Ω for 5-mm diameter to 5 Ω for 16-mm 
diameter

Time constant: See Fig. 106.

Recommended circuit: Requires a filtered high-voltage dc supply that itself must have very low 
noise and a load resistor. The output may be ac- or dc-coupled. (See Fig. 107.)

Operating temperature: 40 to 45°C.

Stability: Exposure to UV or high-energy radiation may affect dark current. See Fig. 20 and sec-
tion relating to stability. Check with manufacturer.
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lanche photodiodes shown as a function of diode 
area. (Advanced Photonix. Avalanche Photodiode 
Catalog.)

1000

100

10
0 500 1000 1500 2000 2500

D
ar

k 
cu

rr
en

t 
(n

A
)

Bias voltage (V)

Total

M Idb
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Manufacturers: Advanced Photonix, Devar, EG&G Judson, EG&G Vactec, EG&G Canada, 
Edmund Optics, Electro-Optical Systems, Hamamatsu, Janos Technology, Newport/Klinger, 
Opto-Electronics (Ontario), Oriel, Photonic Detectors, Photonic Packaging Technologies, RMD, 
Texas Optoelectronics, Thorn EMI Electron Tubes.

InGaAs Indium gallium arsenide detectors have been developed for optimum perfor mance with 
fiber-optic communications at 1.3 and 1.55 μm. This detector material has a direct bandgap and 
represents one of several compound semiconductor alloy systems specially developed for photode-
tectors. In the case of this alloy of two group III-V chemical compound semiconductors, the ratio 
of InAs to GaAs controls the spectral cutoff, allowing the detector to be optimized for a particular 
wavelength. InGaAs detectors have generally been specialized for high-speed applications with 
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two different curves. (Advanced Photonix. Avalanche Photodiode 
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optimum sensitivity since these performance factors can drive a fiber-optic system throughput and 
cost. For this reason, available devices include

• PIN photodiodes

• Avalanche photodiodes

The significance of these devices to fiber-optic applications is reflected in the number of vendors who 
sell integrated packages of InGaAs photodetectors combined with preampli fiers and fiber-optic pigtails.

The InGaAs alloy system allows the spectral response to be tailored to longer wavelengths than 
the quartz fiber-optic bands and devices with cutoffs of 2.2 and 2.6 μm are also available.

InGaAs pin photodiode

Sensitivity: D∗ mid-1012 Jones for 1.67-μm cutoff; D∗ ≈ 1 × 1012 Jones for 2.2-μm cutoff, and  
D∗ ≈ 5 × 1011 Jones for 2.6-μm cutoff.

Responsivity: 0. 85 to 0. 95 A/W in the range of 1.3 to 1.55 μm.

Quantum efficiency: For 1.67-μm cutoff, see Fig. 108.

Dark current: See Fig. 109.

Capacitance: 0.7 to 1.2 × 104 pF/cm for 1.7-μm cutoff; 2.5 × 104 pF/cm for 1.85-μm cutoff; 
3 × 104 pF/cm for 2.15-μm cutoff; 5 × 104 pF/cm for 2.65-μm cutoff. See also Fig. 110 for bias 
dependence.

Time constant: Varies with resistance-capacitance time (see Fig. 111). Since capacitance depends 
upon reverse bias, the time constant varies proportionally (see Fig. 110 for dependence of capaci-
tance on bias).

Size: 0. 05 to 3-mm diameter.

Recommended circuit: Standard photodiode options; zero bias for best sensitivity, reverse bias for 
maximum speed.

InGaAs avalanche photodiode

Sensitivity: D∗ ≈ 5 × 1011 Jones for 1.7-μm cutoff. In the fiber-optics industry, the sensitivity is also 
given in power units of dBm. Figure 112 compares InGaAs pin, APD, and Ge APD sensitivities.
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FIGURE 107 AC- and DC-coupled APD circuits with a fil-
ter following the power supply and a coaxial cable on the output. 
(Adanced Photonix, Avalanche Photodiode Catalog.)
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FIGURE 109 Dark current as a function of reverse-
bias voltage for a 60-μm-diameter InGaAs detector having 
a cutoff of 1.67 μm. (Fermionics, InGaAs Photodiodes.)
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voltage for a 60-μm-diameter InGaAs detector having a cutoff 
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FIGURE 108 Spectral dependence of quan-
tum efficiency for an InGaAs detector having a cut-
off of 1.67 μm. (Sensors Unlimited, data sheet.)
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Spectral response: 1.0 to 1.65 μm; see Fig. 113.

Responsivity: 8 to 10 A/W typical.

Avalanche gain: Critically depends upon reverse bias, see Fig. 114.

Capacitance: At gain of 12, 7.5 × 104 pF/cm2.

Bandwidth: Up to 3 GHz; see Figs. 115 and 116.
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FIGURE 113 Responsivity for an InGaAs avalanche 
photodiode versus wavelength for avalanche gain of 12. 
(AT&T, 126A/B, C ASTROTEC InGaAs.)
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Size: 0.04 to 0.5-mm diameter.

Dark current: Dependent upon reverse bias, device structure, and temperature. See Figs. 117, 118, 
and 119.

Recommended circuit: See Figs. 107 and 120.

Manufacturers: Advanced Photonix, AT&T, EG&G Canada, Edinburgh Instruments, Edmund 
Optics, Electro-Optical Systems, Electro-Optics Technology, Emcore, Epitaxx, Fer mionics, GCA 
Electronics, Germanium Power Devices, Hamamatsu, New England Photoconductor, New Focus, 
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FIGURE 117 Dark current versus reverse bias of 
InGaAs APD (126A/B). (AT&T, 126A/B, C ASTROTEC 
InGaAs.)
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FIGURE 118 Dark current versus reverse bias of 
InGaAs APD (126C). (AT&T, 126A/B, C ASTROTEC 
InGaAs.)
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FIGURE 119 Dark current versus voltage of 
InGaAs APD as a function of temperature at 25°C 
increments. Note: The temperature dependence of the 
126C dark current is the same as the 126A/B. (AT&T, 
126A/B, C ASTROTEC InGaAs.)
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FIGURE 120 Bipolar transimpedance amplifier 
for InGaAs avalanche photodiode. (AT&T, 126A/B, C 
ASTROTEC InGaAs; Optical Fiber Communications, 
John M. Senior, © 1985, Prentice-Hall; ISBN-0-13-
638248-7.)
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Newport, North Coast Scientific, Opto-Electronics, Ortel, Photonic Detectors, Goodrich Sensors 
Unlimited, Spire, Swan Associates, Telcom Devices, Teledyne Judson Technologies, UDT Sensors.

Ge Germanium intrinsic photodetectors are similar to intrinsic silicon detectors but offer spectral 
response out to 1.5 to 1.8 μm. PN junction photodiodes offer submicrosecond response or high 
sensitivity from the visible region to 1.8 μm. Zero bias is generally used for high sensitivity and large 
reverse bias for high speed. As in the case of silicon, germanium has an indirect bandgap and soft 
spectral cutoff. The previous discussion on silicon detectors applies in general, with the exception 
that blue- and UV-enhanced devices are not relevant to germanium detectors. Germanium detec-
tors, because of their narrower bandgap, have higher leakage currents at room temperature, com-
pared to silicon detectors. Detector impedance increases about an order of magnitude by cooling 
20°C below room temperature. Thus, performance can improve significantly with thermoelectric 
cooling or cooling to liquid nitrogen temperature.

As with silicon, the device structure and bias configuration can affect spectral response and rise 
time. Three detector types are available:

• pn junction

• pin junction

• Avalanche photodiode

Germanium pn and pin

Sensitivity: D∗(peak, 300 Hz, room temperature) >2 × 1011 Jones, increases sig nificantly with 
cooling by thermoelectric cooler or liquid nitrogen. (See Figs. 121, 122, and 123.)

Quantum efficiency: >50 percent with antireflection coating.

Noise: See Figs. 124 and 125.

Responsivity: 0.9 A/W at peak wavelength. See Fig. 121.

Capacitance: Lower for pin structure compared with pn diode. See Fig. 126.
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FIGURE 121 Spectral response for a germa-
nium pn junction photodiode at three temperatures. 
(Teledyne Judson Technologies, J16 germanium photo-
diodes, 2008.)
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temperatures. (EG&G Judson, Infrared Detectors, 
1994.)

24_Bass_v2ch24_p001-102.indd 24.70 8/24/09 6:16:19 PM



PHOTODETECTORS  24.71

Time constant: PIN diodes provide faster response. See Fig. 127.

Sensitive area: 0.25 to 13-mm diameter standard.

Operating temperature: Ambient, TE-cooled, or liquid nitrogen.

Profile: ±2 percent across active area at 1.3 μm.

Linearity: Excellent over 10 orders of magnitude. See Fig. 128.

Recommended circuit: See previous section on silicon photodiodes.

Manufacturers: Edinburgh Instruments, Electro-Optical Systems, Judson, Electro-Optical 
Systems, Fastpulse Technology, Germanium Power Devices, Infrared Associates, Newport, North 
Coast Scientific, Opto-Electronics, Oxford Instruments, Scientific Instruments.
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FIGURE 123 D∗ for germanium pn and pin 
photodiodes shown as a function of diode area. 
(EG&G Judson, Infrared Detectors, 1994.)
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perature T to the resistance at 25°C for a germa-
nium pn junction photodiode. (Teledyne Judson 
Technologies, J16 germanium photodiodes, 2008.)
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FIGURE 125 Dark current as a function of 
reverse bias for germanium pn junction photodi-
odes of different diameters at 25°C. (Teledyne Judson 
Technologies, J16 germanium photodiodes, 2008.)
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FIGURE 127 Time constant for germanium 
pn and pin photodiodes shown as a function of diode 
area. (EG&G Judson, Infrared Detectors, 1994.)
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FIGURE 128 Linearity of a germanium 
pn junction photodiode. (EG&G Judson, Infrared 
Detectors, 1994.)

Germanium avalanche photodiode The germanium avalanche photodiode is similar to the silicon 
APD but has lower optimum gain, longer cut-off wavelength (1.7 μm), and higher leakage current. 
Germanium APDs combine the sensitivity of a Ge pn photodiode and the speed of a pin Ge photodiode.

Sensitivity: D∗ 2 × 1011 Jones at 30 MHz for a diode with area of 5 × 10−2 mm2 or about the same 
as for a pn Ge diode with the same area, and about a factor of 4 higher than a pin Ge photodiode 
(compare with Figs. 122 and 123). D∗ depends on gain.

Gain: See Fig. 129.

Dark current: See Fig. 130.

Capacitance: 2 pF at 20-V reverse bias for 100-μm diameter, 8 pF at 20-V reverse bias for 300-μm 
diameter.

Quantum efficiency: 60 to 70 percent at 1.3 μm.

Responsivity: Photocurrent is the product of the incident optical power in watts, wavelength in 
micrometers, and quantum efficiency (h) divided by 1.24 and multiplied by the avalanche gain M. 
Iphoto = M(Plh/1.24). (See Figs. 121 and 129).

FIGURE 129 Gain as a function of reverse bias 
for germanium avalanche photodiode. (EG&G Judson, 
Infrared Detectors, 1994.)
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FIGURE 130 Dark current as a function of 
reverse bias for germanium avalanche photodiode. 
(EG&G Judson, Infrared Detectors, 1994.)
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Operating temperature: Ambient or TE-cooled.

Time constant: 0.2 ns for 100-μm diameter; 0.3 ns for 300-μm diameter; both at 1.3 μm, M = 10 
and with RL = 50 Ω. See Fig. 131.

Sensitive area: 100- and 300-μm diameter standard.

Recommended circuit: See circuit recommended for Si APD.

Manufacturers: Edmund Optics, Metrotech, North Coast Scientific, Teledyne Judson Technologies.

PbS Photoconductive lead sulfide was one of the earliest and most successful infrared detectors. 
Even today it is one of the most sensitive uncooled detectors in the 1.3- to 3-μm spectral region. 
With cooling, PbS sensitivity is competitive with other detectors out to about 4.2 μm; however, its 
response time is slow.

Many PbS characteristics can be varied by adjusting the chemistry of the deposition process 
and/or the post-deposition heat treatment. These characteristics include spectral detectivity, time 
constant, resistance, and upper limit of operating temperature.26 PbS is generally made by chemical 
reaction of Pb acetate and thiourea, except for high-temperature (373 K) applications, where evapo-
ration is used. The material is deposited as a thin film (1 to 2 μm thick) on a variety of substrates, 
such as sapphire. With photolithographic processing, small sensitive areas can be made with com-
paratively high D∗ values.

PbS may be tailored for ambient or room-temperature operation (ATO), intermediate or thermo-
electrically cooled operation (ITO), and low-temperature or nitrogen-cooled operation (LTO). They 
are manufactured differently for particular temperature ranges, as shown in Table 4.

Sensitivity: D∗ 1.5 × 1011 Jones at 295 K. See Figs. 132 to 137.

Responsivity: Depends on detector area, bias, resistance, and operating temperature (see Figs. 138 
and 139).

Quantum efficiency: Generally limited by incomplete absorption in the thin film to 30 percent as 
estimated from blip D∗ values.

Noise: Dominated by 1/f noise at low frequencies. See Figs. 135 and 140.

Time constant: Can be varied in manufacturing. Typical values are 0.2 ms at 295 K, 2 to 5 ms at 
193 and 77 K. See Fig. 139.

Sensitive area: Typical sizes are square elements with dimensions of 0.5, 1, 2, and 5 mm on a side.
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FIGURE 131 Frequency response of a germa-
nium avalanche photodiode at two gain operating 
points. (EG&G Judson, Infrared Detectors, 1994.)
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TABLE 4 PbS Performance Characteristics

 Typical operating temperature, K

 350 273 (ATO) 193 (ITO) 77 (LTO)

Sensitivity † Figs. 132, 138 Figs. 133, 136, 138 Figs. 134, 138
D∗ (lmax)/D∗ (500 K)  105 55 17
Noise, V/Hz1/2  Fig. 140 Fig. 140 Fig. 140
Dark resistance, MΩ/sq <0.3 <2 <10 <20
Time constant, μs‡ 50 100–500 5000 3000

†At 350 K, cuttoff wavelength moves into ~2.4 μm, with D∗(lmax) ≈ 1010 Jones.
‡These are typical values; the time constant can be adjusted over two orders of magnitude in fabri-

cation, but D∗ is affected.
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FIGURE 132 Range of spectral detectivi-
ties for PbS (ATO) at 295 K; 2p FOV, 295-K back-
ground. (Santa Barbara Research Center.)

D
∗ 

( l
, 9

0)
 (

Jo
n

es
)

1 2 43 5

Wavelength (μm)

1010

1011

1012

FIGURE 133 Range of spectral detectivities 
for PbS (ITO) at 193 K; 2p FOV, 295-K back-
ground. (Santa Barbara Research Center.)

Capacitance: <1 pF (limited by mounting configuration).

Recommended circuit: Standard photoconductor.

Stability: Exposure to visible and/or UV radiation can induce instability and drift. Stability will 
recover with storage in the dark, or by baking.

Sensitivity profile: Uniform within 10 percent.

Linearity: Excellent over broad range 10−8 to 10−3 W.

Manufacturers: Alpha Omega Instruments, Cal-Sensors, Edmund Optics, Electro-Optical Systems, 
Hamamatsu, New England Photoconductor, Teledyne Judson Technologies, OptoElectronics, 
Orielt.
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FIGURE 134 Range of spectral detectivi-
ties for PbS (LTO) at 77 K; 2p FOV, 295-K back-
ground. (Santa Barbara Research Center.)
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FIGURE 135 Example of detectivity vs. 
temperature for PbS detectors at various oper-
ating temperatures; 2p FOV, 295-K background. 
(Santa Barbara Research Center.)
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Research Center.)
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InAs (Photovoltaic) InAs detectors are single-crystal, intrinsic, direct-bandgap photo voltaic 
devices for use in the 1- to 4-μm region (spectral cutoff varies with temperature). At room tem-
perautre, InAs provides good sensitivity and submicrosecond response times. At 195 K, InAs per-
formance equals or betters the sensitivity of any other detector in the 1  to 3.5-μm region. Devices 
with sapphire immersion lenses are available to increase signal responsivity for operation at higher 
temperatures where the detector is thermal-noise-limited. Compared to PbS and PbSe detectors, 
InAs has very little low frequency (1/f) noise if operated in the photovoltaic mode.

Sensitivity: D∗(peak) varies from 1.2 × 109 Jones at 295 K to 6 × 1011 Jones at 77 K. See Fig. 141.

Quantum efficiency: Maximum of about 75 percent without antireflection coating.
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FIGURE 140 Example of noise versus fre-
quency for PbS detectors. (Santa Barbara Research 
Center.)

FIGURE 141 D∗ versus wavelength for InAs 
detector operating at temperatures ranging between 
77 K and 295 K. (Teledyne Judson Technologies, 2008.)
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FIGURE 142 R0A of InAs photodiodes 
shown as a function of diode area. Lower imped-
ance per unit area for smaller devices indicates 
that these devices are surface-leakage-limited. 
(Santa Barbara Research Center.)

Noise: Low impedance tends to make preamplifier noise dominate at room tempera ture; back-
ground limited (for 300 K background) at operating temperatures below 200 K.

Time constant: Less than 0.5 μs at all temperatures when low values of load resistor are used to 
reduce the RC time constant.

Responsivity: 0.5 to 1.25 A/W at peak.

Dynamic resistance: See Fig. 142.

Diode capacitance: See Fig. 143.

Sensitive area: Standard sizes 0.25 to 2-mm diameters.

Operating temperatures: 77 to 300 K.

Linearity: Anticipated to be very good over many decades.

Sensitivity profile: ±15 percent.

Recommended circuits:
  Open circuit: PV InAs detectors with areas less than 2 × 10−2 cm require no bias when oper-

ated and can be connected directly into the input stage of amplifier (capacitor ensures elimi-
nation of dc bias from amplifier) (Fig. 144a).

  Transformer: Useful when using InAs at zero bias, particularly at room temperature where 
diode impedance is low (Fig. 144b).

  Reversed bias: At temperatures greater than 225 K considerable gain in impedance and 
responsivity is achieved by reverse-biasing (Fig. 144c).

  Fast response: To utilize the short intrinsic time constant, it is sometimes necessary to load 
the detector to lower the RC of the overall circuit (reverse bias will also lower detector capaci-
tance) (Fig. 144d).

Manufacturers: Electro-Optical Systems, Hamamatsu, Teledyne Judson Technologies.
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FIGURE 143 Capacitance of InAs photodi-
odes shown as a function of diode area. Capacitance 
will not change appreciably with temperature. 
(Teledyne Judson Technologies, 2008.)
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PbSe Lead selenide is an intrinsic, thin-film photoconductor, whose long-wavelength spectral 
response and speed of response exceeds that of PbS. At room temperature, PbSe has peak D∗ which 
can exceed 1 × 1010 Jones with a spectral cutoff out to 4.4 μm. At liquid-nitrogen temperature, InSb 
offers twice the D∗, largely because PbSe offers response out to 7 μm at 77 K, considerably longer 
than InSb. However, for intermediate temperatures, from 180 K to room temperature, PbSe offers 
competitive D∗ combined with moderately fast response.26 PbSe technology has made a significant 
advance in the past decade in some vendors being able to reproducibly make high-performance 
detectors.

Sensitivity: D∗ ≈ 1 × 1010 Jones at 300 K, increases with cooling (see Figs. 137 and 145). D∗ is lim-
ited by 1/f noise at low frequencies (see Fig. 146).

Response: Figure 147 shows responsivity in amperes per watt for a high-quality detector with a 
length of 0.016 cm and width of 0. 024 cm. Responsivity in volts per watt is obtained by multi-
plying A/W data by resistance (see Fig. 148). Responsivity will vary inversely with detector length 
(see Figs. 149 and 150).

Noise: Figure 151 shows the noise as a function of temperature for a detector with a length of 
0.016 cm and width of 0. 024 cm. Noise as a function of frequency is shown in Fig. 152.

Resistance: Figure 148 shows the resistance as a function of temperature for a detector with a 
length of 0.016 cm and width of 0. 024 cm.

Capacitance: 1 pF (limited by mounting configuration).

Time constant: See Figs. 153 and 154. Time constant will be longer when detector is operated in 
reduced background flux condition.

Stability: Exposure to visible and/or UV radiation can induce instability and drift. Stability will 
recover with storage in the dark at room temperature.

(d)

RL < Rd

(c)

RL > Rd

(b)

(a)

FIGURE 144 Recommended circuits for 
InAs detectors: (a) open circuit, (b) transformer, 
(c) reversed bias, (d) fast response.
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FIGURE 145 D∗ of PbSe as a function of a 
function of temperature for two background flux 
conditions: high background of 2p field of view 
and reduced background of 3 × 1013 phtons/cm2/s. 
D∗ at the higher background flux reaches a maxi-
mum around 160 K because the background noise 
increases at lower temperatures due to the increase 
in long-wavelength spectral reponse of the detector. 
(Santa Barbara Research Center.) 
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films as a function of temperature for two background 
flux levels. At any temperature, the absolute value can be 
varied by altering the manufacturing process in chemi-
cal deposition and/or heat treatment. (Santa Barbara 
Research Center.)
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FIGURE 149 Expected range of peak 
responsivities versus detector size, typical PbSe 
(ATO) infrared detectors. (Santa Barbara Research 
Center.)
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FIGURE 146 D∗ of PbSe as a function of frequency 
for two temperatures. PbSe has considerable 1/f noise 
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Research Center.)
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FIGURE 147 Responsivity in A/W of PbSe 
thin-film photoconductive detectors as a function 
of temperature for a high background flux level. 
Multiply by detector resistance to get V/W. (Santa
Barbara Research Center.)
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FIGURE 150 Expected range of peak 
responsivities versus detector size, typical PbSe 
(ITO and LTO) infrared detectors. (Santa Barbara 
Research Center.)
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Recommended circuit: Standard photoconductor.

Operating temperature: 77 to 300 K.

Manufacturers: Cal-Sensors, Edmund Optics, Electro-Optical Systems, Hamamatsu

InSb Historically, indium antimonide material has been used for at least four different radiation 
detector types, two of which, the photoconductive and photoelectromagnetic types, are no longer 
widely used. We discuss here the intrinsic photovoltaic device. [The very far infrared bolometer 
(InSb bolometer) was previously discussed in Sec. 24.7.

At 77 K, InSb photodiodes offer background limited sensitivity at medium-to-high background 
flux conditions in the 1- to 5.5-μm spectral range. At lower temperatures, they provide sensitive 
detectors at low background flux levels such as in astronomy applications, but with a slightly shortened 
long-wavelength cutoff. Operation is possible up to as much as 145 K, but because the spectral 
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FIGURE 152 Example of noise versus fre-
quency for PbSe detectors (ATO, ITO and LTO 
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FIGURE 153 Time constant of PbSe thin-
film photoconductive detectors as a function of 
temperature. (Santa Barbara Research Center.)

FIGURE 151 Noise voltage (per square root 
of bandwidth) of PbSe thin-film photoconductive 
detectors as a function of temperature for a high 
back ground flux level. Photon noise is dominant 
below 200 K. Thermal noise is dominant at higher 
temperatures. Total noise levels are well above typical 
preamplifier noise. (Santa Barbara Research Center.)
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response increases with increasing temperature, the detector impedance drops rapidly leading to 
significant thermal noise.

Sensitivity: Spectral response out to 5.5 μm at 77 K (see Fig. 155). D∗ 1 × 1011 Jones, increases with 
reduced background flux (narrow field of view and/or cold filtering) as illustrated in Fig. 156.

Quantum efficiency: ~ 60–70 percent without antireflection coating. >90 percent with antireflection 
coating.

Noise: Background current limited over wide range of background flux at 77 K (see Fig. 157).

Time constant: <1 μs.

Responsivity: 3 A/W at 5 μm without antireflection coating.

Noise equivalent power (NEP): Frequency dependence is shown in Fig. 158 for three detector sizes.

Capacitance: Typically 0.05 F/cm2.

Impedance: Top-grade detectors have 1–5 × 106 Ωcm2 R0A product at 77 K, at zero bias, and with-
out background flux.
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Sensitive area: 0.04 × 0.04-mm square to 1 × 5-mm rectangle; 0.25 to 10-mm diameter.

Operating temperature: Normally 77 K; InSb can be used up to approximately 145 K (see Fig. 159).

Linearity: Linear to ~1-mW/cm2 flux.

Sensitivity profile: ±15 percent or better.

Stability: Devices from some vendors are subject to ‘‘flashing,’’ where exposure to visible or 
UV flux causes a change in the insulating surface charge thereby causing a change in the diode 
impedance. The detector typically recovers at room temperature.

Recommended circuit: Same as for Si and Ge photodiodes; zero or reverse bias in combination 
with a load resistor and low-noise preamplifier. Low-impedance load resistor can be used for 
obtaining fast response, with consequences of reduced sensitivity.

Manufacturers: L3 Cincinnati Electronics, Ed inburgh Instruments, New England Photoconductor, 
Teledyne Judson Technologies, Electro-Optical Systems, Hamamatsu, Infrared Associates.

Ge:Au Gold-doped germanium detectors are relatively fast single-crystal p-type impurity-doped 
photoconductors for the 2- to 9-μm region. Although not the most sensitive detector anywhere in its 
range of spectral sensitivity, Ge:Au offers respectable sensitivity over a broad spectral region using liq-
uid nitrogen cooling. Sensitivity can be improved by a factor of 2.5 by operating at T <65 K (pumped 
liquid nitrogen or other cryogen). At these temperatures, Ge:Au becomes background limited.

Sensitivity: See Figs. 160 to 163.

Quantum efficiency: Dependent on wavelength, detector geometry (absorption thickness), 
antireflection coating, and enclosure (integration chamber can increase absorption). Dlpk/D

∗ 
500 K = 

2.7 (see Fig. 164).

Noise: See Fig. 165.

Time constant: <50 ns with full D∗ [shorter response times (<2 ns) can be tailored by heavy 
concentration of compensating (n-type) dopant and suitable bias circuit (see circuit discussion 
to follow). Heavy compensation increases resistance, and hence the incoherent signal-to-noise 
ratio becomes limited by the thermal noise of the load (typically a factor of 2 degradation in the 
signal-to-noise ratio). Quantum efficiency, however, is not significantly altered, so that a high 
compensation concentration does not hurt the coherent-detection signal-to-noise ratio].
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Responsivity: Dependent upon bias and geometry, typical values are 0.1 to 0.2 A/W at 77 K. 
Multiply by detector resistance to get V/W.

Dark resistance: Varies with background flux and effective quantum efficiency (see previous 
quantum efficiency discussion), range may be 20 kΩ to 5 MΩ, or much greater under very low 
background flux conditions if adequately cooled to limit thermally activated conductivity. (Also 
see previous time-constant discussion.)

Capacitance: Depends on device geometry and mounting, typically <1 pF.

Sensitive area: 1 to 5-mm diameter standard.

Operating temperature: < 85 K (normally 77 K, but see Fig. 162).

Recommended circuit: Standard photoconductive. See Fig. 166.

Manufacturers: No suppliers are presently known.
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   RL = Detector impedance
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R = 50 Ω to 20 KΩ
   (Lower R = higher speed, higher noise)
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FIGURE 166 Basic operating circuit for extrinsic germa-
nium detectors doped with Au, Hg, Cu, and Zn, for a 300-K 2p 
(180°) FOV high background flux. If the detector is operated in 
very low back ground flux conditions, the detector impedance 
can become very high. Cooled JFET (T > ≈ 50 K) or PMOS buf-
fer amplifiers can be helpful in impedance matching under these 
conditions. (EG&G Judson, Infrared Detectors, 1994.)
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HgCdTe, HgZnTe, HgMnTe, etc. Mercury cadmium telluride is a direct-bandgap compound alloy 
semiconductor, made of chemical group II and VI elements, whose peak sensitivity at a particular 
temperature can be adjusted from 1 to 30 μm by varying the ratio of HgTe to CdTe (see Figs. 167 
and 168). In addition to HgCdTe, other combinations of chemical groups II and VI elements can 
be used to produce similar variable spectral cutoff compound alloys, including HgZnTe, HgMnTe, 
HgCdZnTe, etc. For almost all purposes, HgCdTe will be as good as any other II-VI alloy detec-
tor, so we will speak here about it exclusively, but provide some data from the other alloys noted 
above. Both photoconductive (PC) and photovoltaic (PV) HgCdTe detectors are available for 
background-limited, high-speed, intrinsic photon detection in the SWIR, MWIR, and LWIR 
regions. Photoconductive devices with VLWIR response out to 25 μm are also available. HgCdTe 
detectors can be used at room temperature, with TE cooling, and at 77 K and lower temperatures. 
Sensitivity generally increases with cooling, depending upon the spectral cutoff and background 
flux. MWIR, LWIR, and VLWIR spectral range devices are generally operated at 77 K or lower 
temperature for maximum sensitivity, depending upon the background flux. The PC mode is 
advantageous when cooling is limited, since the thermal noise of a photoconductor increases less 
rapidly than a photodiode as the temperature is raised. Photoconductive devices with response 
out to 25 μm can be usefully operated at liquid nitrogen temperature and are popular for IR spec-
troscopy for this reason.

HgCdTe photoconductors are fabricated from thin (≈10-μm) single-crystal slices or epitaxial 
layers with metal contacts at each end of the element (see Fig. 8). They are low-impedance devices 
with 15 to 2000 Ω/square, depending upon the alloy composition, carrier concentration, operating 
temperature, background flux, and surface treatment. Photoconductor time constants at 77 K may 
be ≈ 2 μs for devices having a 12-μm cutoff, with longer time constants for shorter cutoffs, and 
shorter time constants for higher operating temperatures. In the case of small detector elements, 
the time constant may be reduced with increasing bias voltage because photoexcited carriers will 
be transported to the electrical contacts where they recombine. The spectral noise characteristics of 
PC HgCdTe typically exhibit 1/f noise out to a range of 50 Hz to 1 kHz or more, the value depend-
ing upon the detector quality, long-wavelength response, operating temperature, and background 
flux. White noise levels range from less than 1 nV/√Hz (where preamplifier noise may then domi-
nate), up to 20 nV/√Hz, depending upon detector quality, size, geometry, applied bias, tempera-
ture, and alloy composition. Photoconductive HgCdTe detectors are typically antireflection coated 
with a quarter-wave ZnS film, giving a peak quantum efficiency in the range of 85 to 90 percent, 
although this figure is only indirectly measured because the PC gain can be much greater than 
unity. Without antireflection coating, the quantum efficiency is typically 70 percent, limited by the 
optical index of ≈ 4.
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FIGURE 167 Relative spectral response per 
watt at 80 K for photoconductive HgCdTe detectors 
with antireflection coating. The curves are normal-
ized to unity at peak value. The spectral cutoff can 
be adjusted by varying the ratio of HgTe to CdTe in 
the alloy. (Santa Barbara Research Center.)
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FIGURE 168 Relative spectral response per 
watt at 80 K for photovoltaic HgCdTe detectors 
without antireflection coating. The curves are nor-
malized to unity at peak value. The spectral cutoff 
can be adjusted by varying the ratio of HgTe to 
CdTe in the alloy. (Santa Barbara Research Center.)
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A class of HgCdTe detectors is offered for detection at TE-cooled and room temperature which 
are optically ‘‘immersed’’ with a hemispherical or hyperhemispherical lens of Ge, CdTe, GaAs, or 
other high-index material (see Fig. 169 and Table 5). The lens increases the effective area of the 
detector without increasing the detector noise, provided the noise is dominated by thermal rather than 
photon noise as is the case for minimal cooling. The lens must be in intimate contact with the detec-
tor surface (<<1 μm spacing) to avoid total internal reflection of off-axis rays at the lens-detector 
interface. Immersed detectors offer up to a factor of n2 (where n is the optical index) increased 
detector signal, which can mean an increase in D∗ by the same factor for a thermal-noise-limited 
device. Operation of LWIR PC detectors at TE-cooled and room temperature is generally accompa-
nied by increased 1/f noise which dominates out to higher frequencies.

Photovoltaic HgCdTe detectors ideally offer √2 higher D∗ than detectors operating in the PC 
mode. Diodes are made in both n+p and p+n polarities, depending upon the manufacturer’s capa-
bilities. The R0A product of HgCdTe photodiodes varies significantly with temperature, spectral 
cutoff, and device quality. It also varies with the amount of background flux incident on the device. 
The R0A product defines the maximum D∗ in the limit of reduced background flux (see Fig. 170 
and Fig. 19). In addition to theoretically higher D∗, high-quality PV HgCdTe detectors have lower 
1/f noise than PC HgCdTe devices, with 1/f knee frequencies as low as 1 Hz or less. However, the 
noise of PV detectors increases more rapidly with increasing temperature than for PC detectors, 
making photodiodes less attractive for applications where cooling is limited. Photodiodes of high 
quality are more difficult to make than good photoconductors and can be expected to warrant a 
premium price. Antireflection coating is available from some diode producers, but is not routinely 
offered.
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focal plane

Hyperhemispherical lensAcceptance
angle Φ

Objective

dd'
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Objective
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Hemispherical lens
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angle Φ
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R = L

dd'

(a) (b)

FIGURE 169 Schematic of an optically immersed HgCdZnTe detector with (a) hemispherical lens and 
(b) hyperhemispherical lens. Dimensions are summarized in Table 5. (Vigo Systems.)

TABLE 5 Summary of the Dimensions Depicted in Fig. 169, 
and Their Impact on D∗ (Vigo Systems)

Parameter Hemisphere Hyperhemisphere

Distance, L L = R L = R(n + 1)
d/d′ n n2

D∗
imm/D∗

non-imm n n2

Acceptance angle, Φ Φ = 180° Φ = 2 arcsin(1/n)
F/# 0.5 1.55

n = index of refraction (approx. 3.3 for GaAs and 2.7 for CdTe)
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Both PC and PV HgCdTe detectors are useful for infrared heterodyne detection. When sufficient 
local oscillator power is available, detector cooling becomes less important, since photon noise can 
dominate thermal noise at comparatively higher temperatures. Other things being equal, the pho-
tovoltaic detector has √2 sensitivity (signal-to-noise voltage) advantage over the photoconductor. 
For 10.6-μm heterodyne detection, 0.1 × 0.1-mm HgCdTe pin photodiodes with sensitivity near the 
quantum limit of ≈ 2 × 10−20 W/ Hz are available with bandwidths up to several gigahertz. Ordinary 
photodiodes of the same area have bandwidths of several hundred megahertz. Photoconductors 
make better 10.6-μm heterodyne detectors when cooling is limited to TE-cooled temperatures of 
180 K up to room temperature. At 180 K, TE-cooled photoconductors offer bandwidths of 50 to 
100 MHz and heterodyne NEPs of 1 to 2 × 10−19 W/Hz. At room temperature, the NEP at 10.6 μm is 
limited to about 1 × 10−16 W/Hz. Immersion does not improve the performance of minimally cooled 
heterodyne detectors, since optical gain is already provided by the local oscillator.

Photoconductive HgCdTe

Sensitivity: Adjustable by varying alloy composition (see Figs. 167, 171 to 174).

Dark resistance: 15 to 2000 Ω/sq depending upon temperature, spectral cutoff, and surface passivation.

Responsivity: Varies with spectral cutoff, temperature, detector resistance, element length, and bias 
voltage or power. See Eq. (21) and Fig. 175 for detector elements with 50 × 50-μm dimensions.

Noise: 1/f noise is dominant at frequencies below 50 to 1000 Hz for LWIR detectors at 77 K (greater 
for LWIR at room temperature or TE-cooled). Generation-recombination (thermal or photon) 
white noise is present beyond the 1/f region at a level of less than 10−9 V/√Hz to 2 × 10−8 V/√Hz, 
depending upon spectral cutoff, background flux, responsivity, bias, and operating temperature. 
Noise and signal rolloff at high frequency is determined by the time constant. See Fig. 176 for an 
example of the noise spectrum of an LWIR detector at 77 K.

Operating temperature: 77 K and below to 300 K and above for short spectral cutoffs and/or with 
significant D∗ reduction for operation at higher temperatures. Detector immersion can increase 
D∗ at elevated temperatures where thermal noise is dominate.
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FIGURE 170 R0A product ‘‘trendline’’ for small (25 × 25 to 
100 × 100 μm) HgCdTe photodiodes at 77 K. Data is shown for 
devices with zero background flux (0° FOV) and with an F/2 field 
of view (29°) of a 300-K background. For 5-μm spectral cutoff 
material, the R0A product is higher at 0° FOV by about an order of 
magnitude, compared with an F/2 background. At 10 μm, there is 
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that the R0A product will generally be somewhat lower for larger 
area diodes.
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Linearity: At 77 K linearity begins to degrade at photon flux levels above ~ 10−3 W/cm2. At 200 K 
linearity begins to degrade at photon flux levels above ~1 W/cm2.

Sensitive area: 0. 025 to 4-mm linear dimensions.

Quantum efficiency: Typically >70 percent, 85 to 90 percent with antireflection coating.

Capacitance: Low, limited by mounting configuration.

Time constant: 1–2 μs for LWIR at 77 K (see Fig. 176), depends on spectral cutoff, temperature, 
doping, and bias.
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FIGURE 171 Typical D∗ as a function of 
wavelength for a variety of MWIR HgCdTe photo-
conductors with thermoelectric cooling. (Teledyne 
Judson Technologies.)
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μm cutoff HgCdTe photoconductors at 80 K. These devices 
have nominal dimensions of 50 × 50 μm, and resistance of 
50 to 150 Ω/square. (Santa Barbara Research Center.)
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FIGURE 174 D∗ for photoconductive HgCdTe detectors as a function of wavelength: upper left—ambient tem-
perature operation; upper right—ambient temperature operation and immersed; lower left—thermoelectrically cooled; 
lower right—thermoelectrically cooled and immersed. (Vigo Systems.)

Circuit: Standard photoconductive.

Manufacturers: Belov Technology, Boston Electronics, Hamamatsu, Infrared Associates, Kolmar 
Technologies, Oriel, Teledyne Judson Technologies, Vigo Systems.

Photovoltaic HgCdTe

Sensitivity: Adjustable by varying alloy composition (see Figs. 168, 170, 177, and 178). Also com-
pare Fig. 170 with Fig. 19 for an estimate of the extent to which D∗ may increase (up to the R0A 
or shunt resistance limit) as the background flux is reduced.
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Time constant: Depends on diode capacitance (area); 10 to 20 ns without bias; 0.5 to 3 ns with 
reverse bias (some trade-off of sensitivity). Low-capacitance pin devices with response out to 
several gigahertz (0.05 to 0.2-ns time constant) are also available for 10.6-μm CO2 laser hetero-
dyne detection.

Resistance: Refer to Fig. 170 for the R0A product at zero bias corresponding to the detector cutoff 
wavelength (this figure shows very high quality diode impedances) and divide by the diode area. 
Large-area diodes will have somewhat lower R0A product than shown in this figure. R0A varies 
somewhat with background flux as can be noted from Fig. 170.

Operating temperature: Depends on spectral cutoff; 77 K and lower for LWIR and VLWIR detectors, 
up to room temperature for SWIR devices. Optical immersion and/or TE cooling will boost the per-
formance for all spectral ranges compared with operation at ambient temperature—see Fig. 178.

Noise: High-quality devices may have flat noise response from 1 Hz out to the high-frequency 
limit of the time constant. 1/f noise may be present in lower quality devices and will increase 
with reverse bias.

Quantum efficiency: >50 percent (60–75 percent typical) without antireflection coating. Higher 
with antireflection coating.
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Sensitive area: 0.0 to 0.25-mm square, 0.5- and 1-mm diameter.

Capacitance: Depends on junction doping, area, and applied bias (very slightly dependent on 
spectral cutoff). For standard pn junction devices at zero bias and 1015 cm−3 doping, capacitance 
is approximately 3 × 104 pF/cm. Significantly lower for pin junction devices.

Circuit: Standard photovoltaic circuits, reverse-bias operation to enhance speed and zero bias to 
maximize D∗.

Manufacturers: Boston Electronics, Kolmar Technologies, Oriel, Raytheon Vision Systems, Vigo 
Systems.

PbSnTe PbSnTe offers an alternative semiconductor alloy system based upon the IV-VI chemical 
groups to the II-VI (HgCdMnTeSe) groups previously described for fabricating variable spectral 
cut-off detectors. Only photovoltaic detectors are available in PbSnTe. This technology has an 
advantage in the ease of material growth and in the fabrication of good quality photodiode junc-
tions. It has a disadvantage in the very high dielectric constant of the material, combined with 
relatively high doping concentrations giving high-capacitance (comparatively slow) detectors. For 
low-frequency applications this is not a disadvantage.

Sensitivity : D∗
peak >1010 Jones (see Fig. 179).

Time constant : >50 ns.

Sensitive area: 1 × 1 mm.

Operating temperature: 77 K.

Circuit: Standard photovoltaic.

Manufacturers: No suppliers are presently known.

Ge:Hg Mercury-doped germanium detectors are fast single-crystal impurity-doped photoconduc-
tors, sensitive out to 14 m. Ge:Hg is especially well suited for detection through the 8- to 13-μm 
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atmospheric window and for detection of near-ambient sources. Unfortunately, its operating tem-
perature must be kept less than 40 K, where it becomes 300-K background limited.

Sensitivity: See Figs. 161, 162, 180, and 181.

Quantum efficiency: 25 to 30 percent.

Noise: See Figs. 182 and 183.

Time constant: 100 ns with 50-Ω load for T < 28 K and electric fields < 30 V/cm. (Compensated 
material is available with ~5-ns time constant with a 50-Ω load. Responsivity then is reduced by 
5–10× and detectivity is reduced by 2.)

Responsivity: Depends on concentration of compensating impurities, bias, area, and background 
flux See Figs. 183 to 185, ~105 V/W.

Dark resistance: Depends on area and FOV: ~100 kΩ for 180° FOV (see Fig. 186).

FIGURE 180 Typical D∗ versus frequency at 
30 K for Ge:Hg; 1 × 1-mm area; essentially constant 
with temperature. (Santa Barbara Research Center.)
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Capacitance: < 1 pF.

Sensitive area: 1 to 5-mm diameter.

Operating temperature: See Fig. 162.

Linearity: 10−3 to 10−8 W (size dependent).

Sensitivity profile: ±15 percent.

Recommended circuit: Standard photoconductive (see Ge:Au). See Fig. 187 for current-voltage 
characteristics.

Manufacturer: No suppliers are presently known.

Si:Ga Gallium in silicon forms an acceptor level with a binding energy of ~72 meV which is the 
basis of an infrared detector with spectral response out to approximately 17 μm, as shown in Fig. 188. 
The exact spectral cutoff and quantum efficiency will vary slightly with the gallium doping con-
centration. Gallium-doped silicon requires cooling to 20 K or lower for optimum performance. 
Background-limited performance associated with a quantum efficiency of about 15 percent is 
achievable over a wide range of background flux levels, provided the operating temperature is low 
enough to reduce thermal noise below the photon noise level.

Sensitivity: D∗ is given by D∗ = 1.1 × 1010 × √(Alh)/√Q (Jones); where A is detector area, l is the 
wavelength in micrometers, h is the quantum efficiency, and Q is the background flux in watts.

Responsivity: 0.9 A/W.
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Time constant: <1 μs.

Resistance: Depends on background flux and detector bias (similar to Ge:Hg, see Fig. 186).

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 0.2 to 2-mm square.

Operating temperature: <20 K.

Recommended circuit: Standard photoconductive.

Manufacturer: Infrared Laboratories.

Si:B Boron in silicon forms an acceptor level with a binding energy of ~45 meV which is the basis 
of this infrared detector with spectral response out to approximately 30 μm. The exact spectral cut-
off and quantum efficiency will vary slightly with the boron-doping concentration. Boron-doped 
silicon requires cooling to about 15 K or lower for optimum performance. Background-limited per-
formance associated with a quantum efficiency of about 10 percent is achievable over a wide range 
of background flux levels, provided the operating temperature is low enough to reduce thermal 
noise below the photon noise level.

Sensitivity: D∗ is given by D∗ = 1.1 × 1010 × √(Alh)/√Q (Jones); where A is detector area, l is the 
wavelength in micrometers, h is the quantum efficiency, and Q is the background flux in watts.

Responsivity: 2 A/W.

Time constant: <1 μs.

Resistance: Depends on background flux and detector bias (similar to Ge:Hg, see Fig. 186).

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 0.2 to 2-mm square.

Operating temperature: <15 K.

Recommended circuit: Standard photoconductive (see Ge:Au).

Manufacturer: Infrared Laboratories.

Ge:Cu Copper-doped germanium detectors are fast, single-crystal, impurity-doped photoconduc-
tors, with high sensitivity in the broad region 2 to 30 μm. Operating temperature must be maintained 
below 20 K (ideally <14 K). Ge:Cu is then 300-K background-limited, and response time <50 ns.

0 5 10 15 20 25

1

0.01

0.1

Wavelength (μm)

R
el

at
iv

e 
sp

ec
tr

al
 r

es
po

n
se

 (
pe

r 
W

at
t)

FIGURE 188 Relative spectral response per watt of Si:
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Sensitivity: See Figs 161, 162, 189, and 190.

Noise: See Figs. 191 and 192.

Time constant: ~100 ns (can be doped to be faster, ~5 ns). (See discussion of time constant under 
Ge:Au).

Responsivity: 105 V/W (see Figs. 192 to 194).

Dark resistance: Depends on FOV (~100 kΩ for 180° FOV).

Capacitance: <1 pF.

Sensitive area: 1 to 5-mm diameter.

Operating temperature: See Figs. 162 and 194.

Linearity: 10−3–10−8 W/cm2 (depends on size).

Sensitivity profile: ±15 percent.

Stability: Stable in all ambient storage environments tested.

Recommended circuit: See Figs. 166 and 195.

Manufacturer: No suppliers are presently known.
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biasing field for Ge:Cu; 5 K, 60° FOV; 300-K background, A = 
10−2 cm2, 500-K blackbody. (Reprinted by permission of Texas 
Instruments.)

Ge:Zn Very similar to Ge:Cu except that cutoff wavelength moves out to 42 μm and operating 
temperature should be <10 K. A relatively low field breakdown limits the responsivity.

Sensitivity: See Figs 161, 162, and 196.

Noise: See Fig. 197 and 198.
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FIGURE 195 Typical current-voltage curve for 
Ge:Cu, 60° FOV; 300-K background: A = 10−2 cm−2. 
(Reprinted by permission of Texas Instruments.)
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Responsivity: 103 V/W (see Fig. 198).

Time constant: <50 ns. (See discussion of time constant under Ge:Au.)

Dark resistance: 0.5 to 5 MΩ/ sq (60°-FOV ambient background).

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 1-, 2-, 3-, and 5-mm diameters.

Operating temperature: <10 K.

Recommended circuit: Standard photoconductive.

Manufacturer: No suppliers are presently known.

Ge:Ga The elements of B, Al, Ga, In, and Tl from chemical group III form shallow acceptor states 
(~10 meV) in germanium which are the basis of infrared detectors with spectral response out to 
approximately 120 μm. Currently, gallium-doped germanium is commercially available, but germa-
nium doped with other group III elements (Ge:B, Ge:Al, Ge:In, Ge:Tl) will give similar detector per-
formance. The small binding energies associated with this detector require cooling to liquid helium 
temperatures (4.2 K) or lower for optimum performance. Background-limited performance associ-
ated with a quantum efficiency of about 7 percent is achievable over a wide range of background 
flux levels, provided the operating temperature is low enough to reduce thermal noise below the 
photon noise level.

Sensitivity: D∗ is given by D∗ = 1.1 × 1010 × √(Alh)/√Q (Jones); where A is detector area, l is the 
wavelength in μm, h is the quantum efficiency, and Q is the background flux in watts.

Responsivity: 4 A/W.

Time constant: <1 μs.

Resistance: Depends on background flux and detector bias.

Capacitance: <1 pF (limited by mounting configuration).

Sensitive area: 0.5-, 1-, and 2-mm square.

Operating temperature: <4.2 K, best below 3 K.

Recommended circuit: Standard photoconductive.

Manufacturer: Infrared Laboratories.

Photographic In this paragraph we present only the spectral sensitivity of some typical photo-
graphic emulsions. See Chap. 29, “Photographic Films,” for a more extensive coverage.

The term spectral sensitivity generally has a different meaning when applied to photographic 
detectors than it does when applied to the other detectors described in this chapter. It comes closer 
to responsivity than to minimum detectable power or energy.∗ In Fig. 199 sensitivity is the reciprocal 
of exposure, expressed in ergs per centimeter, required to produce

Density
transmittance

= =log .
1

0 3

above gross fog in the emulsion when processed as recommended.

Manufacturers: AGFA, Eastman Kodak, Fuji, Polaroid.

∗Work is in progress to evaluate photographic materials in terms of minimum detectable energy, a concept involving the 
average number of photons necessary to produce a change in density (signal) equal to that of the fog-density fluctuations 
(noise); see Refs. 10, 26, 27, and 28.
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25.1

25

25.1 GLOSSARY

 A photodetector active area

 A0 incident photon fl ux

 B bandwidth of the photodetector

 C capacitance of the photodetector

 D∗ detectivity

 E applied electric fi eld

 Ea activation energy

 Eg bandgap of the semiconductor

 Ei impurity energy state

 f frequency

 Idiff diffusion current

 Ig-r generation-recombination current

 IR0 unity gain current

 IR1 reverse current generated by avalanche action

 Itun tunneling current

 k Boltzmann’s constant

 L distance traveled by a charge carrier

 M photocurrent gain

 m effective mass of a electron

 NA acceptor impurity concentration on p side

 ND donor impurity concentration on n side

 n refractive index of the AR coating

 q electron charge

 R sum of the detector series resistance and load resistance
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25.2  DETECTORS

 Ro detector shunt impedance

 T temperature in kelvin

 tn transit time of electrons

 tp transit time of holes

 tr transit time of charge carriers (holes or electrons)

 V applied reverse bias in volts

 VB breakdown voltage

 Vbi built-in potential of a p-n junction

 W depletion width of a p-n junction

 a absorption coeffi cient of the photodetector’s absorption layer

 es semiconductor permittivity

 h quantum effi ciency of photodetector

 q tunneling constant

 l wavelength of incident photons (nm)

 lco detector cutoff wavelength (10 percent of peak response, nm)

 m mobility of charge carriers (holes or electrons)

 mn mobility of electrons

 mp mobility of holes

25.2 INTRODUCTION

The approach of this chapter is descriptive and tutorial rather than encyclopedic. It is assumed that 
the reader is primarily interested in an overview of how things work. Among the many excellent ref-
erences to be consulted for further details are Sze’s book,1 and the article by Forrest.2 For the lat-
est in photodetector developments, consult recent proceedings of the Society of Photo-optical and 
Instrumentation Engineers (SPIE) conference or the IEEE Optical Fiber Conference.

A photodetector is a solid-state sensor that converts light energy into electrical energy. According 
to Isaac Newton, light energy consists of small packets or bundles of particles called photons. Albert 
Einstein, who won a Nobel prize for the discovery of the photoelectric effect, showed that when 
these photons strike a metal they can excite electrons in it. The minimum photoenergy required to 
generate (excite) an electron is defined as the work function and the number of electrons generated 
is proportional to the intensity of the light. The semiconductor photodetectors are made from dif-
ferent semiconductor materials such as silicon, germanium, indium gallium arsenide, indium anti-
monide, and mercury cadmium telluride, to name a few. Each material has a characteristic bandgap 
energy Eg which determines its light-absorbing capabilities. Light is a form of electromagnetic radia-
tion comprised of different wavelengths (l). The range of light spectrum is split approximately as 
ultraviolet (0–400 nm), visible (400–1000 nm), near infrared (1000–3000 nm), medium infrared 
(3000–6000 nm), far infrared (6000–40,000 nm), extreme infrared (40,000–100,000 nm). The equa-
tion between bandgap energy Eg

 and cutoff wavelength (lc) is

  λc
gE

= ×1 24 103.

( )

nm

eV
  (1)

The smaller the bandgap (eV), the farther the photodetector “sees” into the infrared. Table 1 lists 
some prominent photodetector materials, their bandgaps, and cutoff wavelengths lc at room tem-
perature (300 K).

Photodetectors find various applications in fiber-optic communications (800–1600 nm), spec-
troscopy (400–6000 nm), laser range finding (400–10,600 nm), photon counting (400–1800 nm), 
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PHOTODETECTION  25.3

and satellite imaging (200–1200 nm), to name only a few topics. We will discuss three kinds of 
photodetectors: (1) Photoconductors, (2) p-i-n photodetectors (including avalanche diodes), and 
(3) photogates. Frequently, such detectors need to have high sensitivity, low noise, and high reliability. 
For fiber-optic applications, the frequency response and the cost can be a critical issue, whereas for 
infrared applications, many times it is the area of the photodetector. Large area (1 in diameter), 
high-sensitivity silicon avalanche photodetectors compete with conventional photomultiplier tubes 
for low light sensing applications in the visible. They offer the advantage of compact size and more 
rugged construction. We also discuss reliability issues concerning photodetectors and take notice of 
a few novel photodetector structures.

25.3 PRINCIPLE OF OPERATION

When an electron in the valence band receives external energy in the form of light, the electron may 
overcome the nuclear attraction and become a “free electron.” When light energy creates this trans-
formation, it is termed photonic excitation (see Fig. 1a). The range of energies acquired by these free 
electrons is termed the conduction band. The energy difference between the bottom of this conduc-
tion band and the top of the valence band is termed the energy bandgap Eg and represents the mini-
mum energy of light that the material can absorb.

However, under the influence of even a small external electric field, the free electrons can “drift” 
in a specific direction. This is the fundamental principle of a photodetector. Figure 2 shows the three 
kinds of photodetectors discussed in this chapter. A brief explanation of each kind follows.

All photodetectors can be characterized by their quantum efficiency, detectivity (sensitivity), 
and response time.1 Quantum efficiency (QE) is perhaps the most fundamental property, as it 
determines just how efficiently the device converts incoming photons into conduction electrons. 

TABLE 1 Important Photodetector Materials

    Type Eg(eV) lc(nm) Band

Silicon 1.12 1100 Visible
Gallium arsenide 1.42 875 Visible
Germanium 0.66 1800 Near-infrared
Indium gallium arsenide∗ 0.73–0.47 1700–2600 Near-infrared
Indium arsenide 0.36 3400 Near-infrared
Indium antimonide 0.17 5700 Medium-infrared
Mercury cadmium 0.7–0.1 1700–12500 Near-to-far-infrared

∗The alloy composition of indium gallium arsenide and mercury cadmium telluride can be changed to 
alter the bandgap Eg.

Conduction
band

Valence
band

Conduction
band

Valence
band

Photonic
excitation

Recombination

hn
(Light)

(a) (b)

FIGURE 1 Photonic excitation and recombination in a semiconductor.
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25.4  DETECTORS

Usually expressed in percentage, quantum efficiency can range from under 1 percent for PtSi 
Schottky barrier infrared detectors to well over 90 percent for InGaAs p-i-n fiber-optic photodetec-
tors. Responsivity (R) is a related term expressed in amps/watt, which determines how much pho-
tocurrent is produced by optical power of a given wavelength. Detectivity measures how sensitive a 
detector is; that is, not only its light conversion efficiency, but also its ability to detect low-level light 
signals. It is limited by the various noise currents (shot, 1/f, etc.) introduced by the detector. Finally, 
response time describes how rapidly a detector can respond to a changing light signal. This ranges 
from milliseconds for certain types of PbS photoconductors to picoseconds for GaAs-like metal-
insulator-semiconductor detectors.

These three parameters are frequently traded off. A large-area detector captures more light signal 
and thus might have greater detectivity. However, its larger capacitance would slow down the device. 
Similarly, response time in p-i-n detectors can be improved by thinning the absorbing region of the 
detector. However, this in turn cuts down quantum efficiency by reducing the total number of pho-
tons absorbed.

Photoconductor

A photoconductor, as the name implies, is a device whose conductivity increases with illumination. 
It acts as an open switch under dark (or no illumination) and as a closed switch under illumination. 
The simple equivalent electric circuit is shown in Fig. 3. This basic principle of a photoconductor 
finds numerous applications in relays and control circuits. An ideal switch should have low resis-
tance in the closed position and, therefore, a pair of ohmic (not-rectifying) contacts are formed to 
the photoconductor. These ohmic contacts form the electrodes and usually have contact resistance 
of less than 10 ohms.

hn

p or n
semiconductor

p or n
semiconductorn– semiconductor

Photoconductor Photogate (MIS)p-i-n Photodiode

hn

p+

hn

Insulator

n+

FIGURE 2 Types of photodetectors.

No illumination With illumination

PhotoconductorhnPhotoconductor

RLRL

FIGURE 3 Equivalent circuit diagram of a photoconductor.
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PHOTODETECTION  25.5

Types of Photoconductors The two principle photoconductors are (1) intrinsic and (2) extrinsic. 
In an intrinsic device there is no external impurity atom. However, when an external impurity 
(dopant) is added to a material, it is termed extrinsic. This impurity atom occupies an energy state 
between the valence band and the conduction band. The functional difference between the intrinsic 
and extrinsic photoconductor is seen in Fig. 4. For an intrinsic device, the photo excitation (hv)
needs to have energy greater than the bandgap energy Eg and its cutoff wavelength lc is given by 
Eq. (1). But, for an extrinsic one, the photon excitation (hv) should exceed the impurity energy state 
Ei and its cutoff wavelength lco is

  λco = ×1 24 103.

( )

nm

eVEi

  (2)

For intrinsic photoconductors, it is extremely difficult to achieve bandgap energies Eg less than 
0.1 eV (refer to Table 1). This limits its capability to see in the far infrared and extreme infrared 
(13,000–100,000 nm) and beyond. This is overcome by extrinsic devices whose Ei  value is less than 
0.1 eV and is normally done by doping germanium or silicon. However, the extrinsic photoconduc-
tor suffers from very low absorption coefficients and, hence, poor quantum efficiencies. Also, since 
ambient thermal energy can excite carriers, they have to be cooled to liquid nitrogen temperature 
(77 K) and below, whereas most intrinsic photoconductors can operate at room temperature (300 K).

Photo Gain The sensitivity of a photoconductor is determined by its gain. Photo gain is defined 
as the ratio of the output signal to the input optical signal. When photons impinge on a photoconductor, 
they generate electron-hole pairs and, under the influence of external fields, they are attracted toward 
the anode and cathode. A typical photoconductor is illustrated in Fig. 5 with L being the thickness of the 
active layer. The transit time (tr) required for a charge carrier to travel a distance L is given by

  t
L

Vr =
2

μ
  (3)

where V = applied voltage bias and m = charge mobility.
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FIGURE 4 Functional diagram of an intrinsic and extrinsic photoconductor.
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FIGURE 5 A typical photoconductor.
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25.6  DETECTORS

The mobility of electrons mn and that of holes mp is different, with mn being usually far higher 
than mp. This causes a difference in the transit time of electrons and holes. Hence, photon-gener-
ated electrons are swept away more quickly than holes which result in a positive charge in the active 
layer. To maintain the charge neutrality, new electrons are supplied by the external voltage source. 
Therefore, for one incident photon, more than one electron is circulated in the electric circuit. This 
results in an “effective gain.” Thus, photoconductor gain can be defined as the ratio of slower transit 
time tp to faster transit time tn.

  M
t

t
p

n

=   or  
μ
μ

n

p

  (4)

The slower the transit time, the higher the gain; however, the bandwidth of the device is reduced. 
Hence, high-gain photoconductors will result in slow devices and vice versa. Such “high-gain, slow 
devices” can be best utilized for imaging applications.3 For high-speed optical communication appli-
cations in the 1000- to 1700-nm spectrum, InGaAs is the material of choice due to its high mobility. 
Several reports have been published on high-speed InGaAs photoconductors that find practical 
applications in optical receivers.4–9 (Also see Chap. 26, “High-Speed Photodetectors,” by John Bowers 
and Yih G. Wey.)

p-i-n Photodiode

Unlike photoconductors, a photodiode has a p-n junction, usually formed by diffusion or epitaxy. In 
a photoconductor, metal contacts are made to either n- or p-type material. However, a photodiode 
consists of both n- and p-type materials across which a natural electric field is generated. This field 
is known as the built-in potential Vbi and its value depends on the bandgap of its material. A silicon 
p-n junction has Vbi of 0.7 V whereas in germanium it is 0.3 V. The higher the bandgap Eg, the larger 
the built-in potential Vbi. An important physical phenomenon called depletion occurs when a p-type 
semiconductor is merged with an n-type semiconductor. After an initial exchange of charge, a 
potential is built up to prevent further flow of charge. This built-in field creates the depletion width 
W, which is a region free of any charge carriers and is given by10

 W
N N

q N N
V Vs A D

A D

=
+

−
2ε ( )

( )
( )bi

  (5)

where NA and ND are impurity concentrations of p side and n side, respectively, q is the electron 
charge, Vbi is the built-in potential, and es is the semiconductor permittivity, V is the applied bias and 
is negative for reverse-bias operation. As seen from Eq. (5), under reverse bias the depletion width 
W increases causing a decrease in the capacitance of the photodiode. A p-i-n photodiode is similar 
to a parallel plate capacitor with the anode-cathode being the two plates and the depletion width W 
being the separating medium. A typical InGaAs p-i-n photodiode is shown in Fig. 6 and its capaci-
tance is given by1

 C
A

W
s=

ε
 (6)

where es is the semiconductor permittivity and A is the active area of the photodiode. From first 
principles, a decrease in capacitance improves the bandwidth B of the photodetector according to

  B
RC

= 0 35
2 2

.
.

  (7)
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PHOTODETECTION  25.7

where, R is the sum of the detector series resistance and load resistance. For a detailed analysis on 
high-speed photodetectors, see Chap. 26 by Bowers and Wey.

Dark Current For applications ranging from optical communications (III-V compound semi-
conductors) to infrared sensing (Si, Ge, III-IV, and II-IV compound semiconductors), a p-i-n pho-
todiode must have high sensitivity and low noise. These are largely determined by the dark currents 
originating in the device. Several authors have published papers on dark currents in InGaAs11–13 and 
HgCdTe.14,15 The three major components of dark current are (1) diffusion current, (2) generation-
recombination current, and (3) tunneling current.

Diffusion current In the nondepleted region of the photodiode, electron-hole pairs are formed 
by the ambient temperature. These thermally generated carriers diffuse toward the depletion region 
and produce the diffusion current.

  Idiff
/

�e E kTg−   (8)

where Eg is the bandgap of the photodiode material, k is Boltzmann’s constant, and T is the ambient 
temperature in kelvin. It is clear from Eq. (8) that the diffusion current is higher in a low-bandgap 
material. Therefore, InSb (Eg = 0.17 eV) has far higher diffusion current than silicon (Eg = 1.12 eV) 

and in fact this makes InSb almost useless at room temperature. To overcome this excessive diffusion 
current, InSb photodiodes are cooled to liquid nitrogen temperature (77 K).

Generation-recombination current The current generated in the depletion region of the photo-
diode is called the generation-recombination current. When impurity trap levels are present within 
the forbidden gap Eg, trapped carriers can be elevated to the conduction band with less energy than 
for diffusion current. This “trap-assisted” current is given by

  I V V eg r
E kTg

−
−−� ( ) /

bi
2   (9)

From Eq. (5), the depletion width W is proportional to Vbi – V.  Hence,

  I Weg r
E kTg

−
−

�
/2   (10)

Generation-recombination current is proportional to the volume of the depletion width and, 
hence, is reverse-bias-dependent, whereas the diffusion current in Eq. (8) is bias-independent. For 
high-bandgap semiconductors with bandgaps above 1.0 eV (e.g., silicon), the generation current 

2nd SiN (AR)

Au-AuZn-Au (p-contact)

1st SiN

AuSn (n-contact)

n– InP cap

n– InGaAs

n InP buffer

n+ InP
substrate

n+ InP

FIGURE 6 A typical InGaAs p-i-n photodiode.
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25.8  DETECTORS

usually dominates over the diffusion current at room temperature. However, for low-bandgap mate-
rial such as indium antimonide, the diffusion current is dominant over generation current at room 
temperature.

Tunneling current When the electric field in a reverse-biased p-n junction exceeds 105 V/cm, 
a valence band electron can jump to the conduction band due to the quantum mechanical effect10 
called tunneling which occurs at high field and with geometrically narrow energy barriers. The tun-
neling current is given by

  I EV
m

E
Egtun � exp /−⎛

⎝⎜
⎞
⎠⎟

θ 3 2   (11)

where E is the applied electric field, m is the effective mass of an electron, and q is a dimension-
less constant whose value depends on the tunneling barrier height. Higher doping levels at the 
p-n junction lead to a narrower depletion width which causes higher electric fields, thus increasing 
the amount of tunneling current. Low-bandgap photodiodes exhibit much more tunneling than 
do higher-bandgap diodes. Tunneling shows a weak dependence on temperature, the only minor 
change being caused by the temperature dependence of the bandgap Eg. This leads to a decreasing 
breakdown voltage with an increasing temperature as opposed to an increasing breakdown voltage 
exhibited by the avalanche effect.

Quantum Efficiency, Responsivity, and Absorption Coefficient Quantum efficiency h is defined as 
the ratio of electron-hole pairs generated for each incident photon. In a nonavalanche p-i-n photo-
diode, quantum efficiency is less than unity. Responsivity R is a measured quantity in amps/watt or 
volts/watt and is related to quantum efficiency by

  η
λ

=
( )1240 R

  (12)

where l is the wavelength in nm of incident photons and R is the responsivity in amps/watt. The 
value of h is determined by the absorption coefficient a of the semiconductor material and the 
penetration distance x in the absorbing layer. The light flux A at a distance x with the absorption 
layer is

  A A e x= −
0

α   (13)

where, A0 is the incident photon flux and a is a strong function of wavelength l. Figure 7 shows its 
typical values for a 1-μm-thick undoped InxGa1−xAs, 0 < x < 0.25.16 For optimized h, the reflectivity 
at the semiconductor surface has to be minimized. Hence, an antirefiection (AR) coating of proper 
thickness is deposited on the photodiode surface. For single-layer AR coatings, the proper “quarter-
wave” thickness (L) of the AR coating is

  L
n

= λ
4

  (14)

where n is its refractive index. With good AR coatings, InGaAs photodiodes can achieve quantum 
efficiencies above 95 percent at 1300 to 1500 nm. For the visible region, silicon photodiodes show 
high h (90 percent) in the 800-nm range, and the mid-infrared InSb has a typical h of 80 percent at 
5000 nm.

Avalanche Photodiodes Avalanche photodiodes (APDs) will be briefly discussed here. For a detailed 
treatment, see Chap. 26, “High-Speed Photodetectors,” by Bowers and Wey. An avalanche photodiode 
is a p-i-n diode with a net efficiency or gain greater than unity. This is obtained through the process 
of “impact ionization” by operating the photodiode at a sufficiently high reverse bias. The typical 
operating voltage for an InGaAs APD is 75 V, while that for silicon can be as high as 400 V. The 
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impact ionization process is described in Fig. 8. Under the influence of a high electric field (>5×
105 V/cm), electron A gains sufficient kinetic energy to strike atom B with a tremendous force and 
knock out an electron hole pair B′-B″. A is called the “parent” and B′-B″ the “child” charge carriers. 
The child electron B″ moves through a critical distance S and acquires enough kinetic energy to cre-
ate its own child particles D′-D″. The sum effect of the impact ionization of a number of electrons is 
termed avalanche multiplication. Because of this avalanche action, the gain in an APD exceeds unity, 
reaching useful values above 10 for InGaAs and several hundred for silicon before the multiplied 
noise begins to exceed the multiplied signal. A solid-state APD is a fast device with gain-bandwidth 
products than can exceed 20 GHz.17,18 In spite of high operating bias, an APD can be designed for 
low noise operation19 and used for numerous applications such as photon-counting, laser pulse 
detection,20 and fiber-optic communication. The gain or avalanche multiplication M of an APD is 
given by

  M
IR

IR
= 1

0

  (15)

FIGURE 7 Absorption coefficients for 1-μm-thick undoped InxGa1 − xAs, 0< x < 0.25.16
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FIGURE 8 Impact ionization process.
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25.10  DETECTORS

where IR1 is the reverse current generated by avalanche action and IR0 is the unity gain current. At 
voltage breakdown of the APD, the multiplication factor M tends to infinity. An empirical relation 
between the multiplication factor M and reverse bias V is given by21,22

  M
V VB

n
=

−
1

1 ( )/
  (16)

where V is the applied reverse bias and VB is the breakdown voltage. The factor n varies between 
3 and 6, depending on the semiconductor material and its substrate type. Typical gains are on the 
order of 10 to 20 for germanium and InGaAs APDs, and above 100 for silicon APDs. Due to their 
lower noise, InGaAs and silicon APDs have better sensitivity than their germanium counterparts.

Extended Wavelength (1000–3000 nm) Photodetectors

Detector materials used for the 1000 to 3000 nm spectrum include InSb, InAs, PbS, HgCdTe, and 
recently InGaAs. PbS is an inexpensive, reasonably sensitive detector that can operate at relatively 
high temperatures, even at room temperature. Its major drawback is its slow (typically milliseconds) 
response time. InAs has higher sensitivity over the 1000 to 3500 nm spectrum and fast response 
time, but must be cooled thermoelectrically (to 230 K) or cryogenically (to 77 K). InSb has similar 
properties out to 5500 nm but must definitely be cryogenically cooled. HgCdTe has high sensitiv-
ity and speed and it can be operated at room temperature. Indium gallium arsenide was originally 
developed for fiber-optic applications out to 1.7 μm (using In0.53Ga0.47As) but it can be used out to 
2500 nm by increasing its indium content to In0.8Ga0.2As. InGaAs appears to be the best detector 
material for high-temperature operation in the 1000 to 3000 nm spectrum. It has a 10 to 100 times 
advantage in shunt resistance at room temperature compared to HgCdTe—the previously used 
material for this wavelength.

Table 2 contains a summary of the data. It is difficult to find data at exactly the same cutoff wave-
lengths and temperature with the same area device. R0A was determined (in cases where it was given 
as such) by simply multiplying two numbers, where, R0 is the shunt impedance of the detector, and 
A is the active area of the photodetector.

Photogate (Metal-lnsulator-Semiconductor Detector)

The advent of silicon charge-coupled devices (CCDs) has revolutionized the television industry and 
introduced one of the most popular consumer items to millions of people around the world—the 
CCD camcorder. From the sandy shores of Hawaii to the ski slopes of Colorado, people have captured 

TABLE 2 Comparison of R0A Values in HgCdTe and 
InGaAs (Ω-cm2)

 R0A(T )

lco (nm) HgCdTe InGaAs

1400 4 × 104 (292 K) 2.5 × 105 (300 K)
 7 × 106 (230 K) 1.3 × 108 (220 K)
1700 2 × 102 (300 K) 2.5 × 105 (300 K)
 2 × 105 (220 K) 1.3 × 108 (220 K)
2100 7 × 101 (300 K) 2.5 × 103 (300 K)
 7 × 103 (220 K) 6.5 × 105 (220 K)
2500 1 × 101 (300 K) 1.3 × 102 (300 K)
 1 × 103 (210 K) 1.0 × 105 (210 K)
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life’s best moments with a CCD camcorder. With its superior imaging quality and noise perfor-
mance of a few electrons per pixel (<20), a CCD has diverse uses from space imaging to chemical 
analysis spectroscopy. A CCD is a matrix of metal oxide semiconductor (MOS) devices oper-
ated in the “depletion” mode. Each individual MOS device is called a photogate and its schematic 
diagram is shown in Fig. 9. Consider an n-type semiconductor with a negative potential applied 
to its gate. It repels the negatively charged electrons and create a depletion layer. As the negative 
potential on the gate is increased, the volume of the depletion region increases further into the 
bulk. However, the surface potential at the semiconductor-insulator interface also becomes more 
negative. Finally, with increased gate bias, the surface potential becomes sufficiently high to attract 
minority carriers (holes). This creates a positive charge at the semiconductor-insulator interface 
and is termed the inversion layer. In a MOS transistor, the inversion layer forms a conducting chan-
nel between the source and the drain, and the gate bias needed to achieve inversion is termed 
the threshold voltage. Usually a photogate is operated in depletion at a gate bias lower than the 
threshold voltage. When incident photons create hole-electron pairs, the minority carriers drift 
away to the depletion region and the volume of the depletion region shrinks. The total amount of 
charge that a photogate can collect is defined as its well capacity. The total well capacity is decided 
by the gate bias, the insulator thickness, the area of the electrodes, and the background doping of 
the semiconductor. Numerous such photogates with proper clocking sequence form a CCD imag-
ing array. For in-depth understanding of CCDs, we refer to Chap. 32 “Visible Array Detectors,” by 
Timothy J. Tredwell.

25.4 APPLICATIONS

The main commercial uses of photodetectors include optical communications and infrared sensing. 
Although these applications often overlap, optical communication typically involves transmitting 
data over an optical fiber at higher rates. The format is increasingly digital (telecommunications and 
data links) at rates from 1 Mbit/s to over 2 Gbit/s.

However, one growing application is cable TV where analog data rates from 1 to over 1000 MHz 
are most often found. Infrared sensing mostly involves nonfiber applications at sub-MHz analog 
rates. The property to be detected is usually the amplitude (in watts) and wavelength of the incom-
ing radiation. In digital applications, the wavelength and individual pulse amplitude are relatively 
fixed, and successful communication occurs simply by distinguishing when the pulse is “on” or 
“off.” Although very weak pulses must sometimes be detected, the actual amplitude of the pulse is 
irrelevant. The ultimate “resolving power” of the detector is when a weak pulse can no longer be dis-
tinguished from background noise, i.e., when the incoming signal strength S equals the background 
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FIGURE 9 Schematic diagram of a photogate.
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noise strength N or when the signal-to-noise ratio S/N = 1. Thus, the strengths of individual pulses 
are unimportant as long as the presence of a pulse can be detected. Information is conveyed by 
the timing sequence of the pulses rather than by the amplitude of the individual pulse. Analog 
applications, on the other hand, depend critically on the frequency content and amplitude of the 
transmitted signal. In an AM cable TV transmission system, the detector must be able to linearly 
reproduce the incoming optical signal as an electrical current of the same frequency content and 
amplitude, and to minimize intermodulation and harmonic distortion that is invariably produced 
in the detection of an AM signal.

Infrared applications often involve spectroscopy whereby the detected electrical signal depends 
on both the optical wavelength and strength of the incoming infrared signal. Thus, the detector 
must be carefully calibrated in terms of “responsivity” (electrical amps/optical watt) versus wave-
length in order to accurately identify the nature of the incoming signal. Identification of gases (e.g., 
methane, which absorbs light near 1650 nm) depends on these properties. Other “infrared” applica-
tions include spectroscopy, remote sensing from satellite, and general laboratory detection. Not all
infrared applications are analog, however. One notable digital application is LIDAR (Light detection 
and ranging), which essentially is a form of laser radar. High-intensity light pulses are emitted into 
the atmosphere (or a gas) which absorbs, scatters, and reemits the laser pulse. The character of the 
light pulses detected near the source can be used to determine the nature of the gas particles that 
interact with the light: the absorbing wavelength, the gas density (velocity), and the amount present. 
Applications include remote pollution monitoring and “windshear detection,” whereby the presence 
of abrupt changes in wind velocity can be instantly detected at distances of several miles. This appli-
cation23 has been demonstrated with laser wavelengths of 2060 and 10,600 nm for use on an aircraft. 
The 2060-nm system works better in severe storms and does not require a cryogenically cooled 
detector (as does the 10,600-nm system).

One important noise source in infrared applications is the so-called 1/f noise which becomes 
noticeable at frequencies below 10 MHz. Although poorly understood, this noise is thought to 
originate at heterointerfaces such as semiconductor-metal contacts and heteroepitaxial interfaces. 
Photodiode arrays are often used to detect low-light-level signals of a few hundred photons, and 
they must integrate the signal for 1 second or more. However, with longer integration times, 1/f 
noise may become noticeable and can degrade the S/N ratio and thus, impose an upper limit on the 
effectiveness of longer integration times. Limiting 1/f noise becomes critical for numerous infrared 
sensing applications and research indicates that surface depletion width at the semiconductor-insu-
lator interface to be a major source of 1/f noise in the InGaAs photodiodes.24

One important area for detectors is the array configuration used both for spectroscopy (linear) 
and imaging (two-dimensional). Linear arrays are used in the so-called multichannel analyzers 
whereby the detector is placed behind a fixed grating and the instrument functions as “motion-
less” or “instant” spectrometer with each pixel corresponding to a narrow band of wavelengths. The 
resolution of the instrument is determined by the number and spacing of pixels, so narrow pixel 
geometries are needed along one direction whereas tall pixel geometries are needed along the per-
pendicular direction to enhance the light collection.

One “mixed” infrared/fiber-optic application is the use of large-area (typically 3 mm diameter) 
detectors for optical power meters: the optical equivalent of a voltmeter which accurately measures 
the amount of optical power in watts or dBm (number of decibels above or below 1 mW contained 
in an incoming beam). The large area ensures large collection efficiency. The most important 
parameter here is the responsivity and the uniformity of response across the detector.

A “figure-of-merit” for infrared detectors is D∗ (D-star), whereby detectors of differing area can 
be compared. It is related to the noise equivalent power (NEP) in watts, the lowest power a detector 
can detect at a signal-to-noise ratio of 1 as

  D f B AB∗ =( , , ) ( ) /λ 1 2 /NEP   (17)

where A is the detector area. The optical bandwidth B (often taken to be 1 Hz), frequency of signal 
modulation f , and operating wavelength l must be stated.
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25.5 RELIABILITY

In today’s global economy of severe competitiveness, new product development and innovation are 
incomplete without quality assurance and reliability. Reliability is the assurance that a device will 
perform its stated functions for a certain period of time under stated conditions, and considerable 
research has been done to improve the reliability of photodetectors.25–28 The two major industrial 
standards for testing semiconductor device reliability are (1) test methods and procedures for 
microelectronics (MIL. STD. 883C), and (2) Bellcore technical advisory (TA-TSY-00468). The for-
mer standard is generic to the semiconductor industry, while the latter is specifically developed for 
fiber-optic optoelectronic devices.

The tests performed under MIL. STD. 883C comprise the following major groups: (1) environ-
mental tests, e.g., moisture resistance, burn-in, seal, dew point, thermal shock, (2) mechanical tests, 
e.g., constant acceleration, mechanical shock, vibration, solderability, and bond strength, and (3) 
electrical tests, e.g., breakdown voltage, transition time measurements, input currents, terminal 
capacitance, and electrostatic discharge (ESD) sensitivity classification. Under the Bellcore Technical 
Advisory, each photodetector lot undergoes visual inspection, optical and electrical characteriza-
tion, and screening. Visual inspection removes any photodiodes with faulty wire bonds or cracks in 
the glass window or in the insulating films. Table 3 lists the electrical and optical testing performed 
on every photodiode. After testing, all the devices are sent for screening (burn-in), e.g., some 
In0.53Ga0.47As photodiodes are burned-in at 200°C for 20 hours at −20 V reverse bias to weed out any 
infant mortality.

Photodetector Life Test (Accelerated Aging)

To predict the lifetime or mean-time-to-failure (MTTF), accelerated aging tests are carried out on 
groups of diodes at several elevated temperatures. For example, the MTTF for 300 μm diameter 
InGaAs photodiodes was determined on groups of 20 screened devices at elevated temperatures of 
200, 230, and 250°C. The failure criterion was a 25 percent increase in the room temperature dark 
current value.28,29 The total lifetest extended over a time period of several years, and every week the 
samples were cooled to room temperature to check their dark current. Failed devices were removed 
from the sample population and the remaining good ones put back at the elevated temperature.

From the temperature-dependence of the data, it was observed that the failure mechanism is 
thermally activated. The Arrhenius relationship calculates the activation energy Ea for thermally 
activated failure29 as

  MTTF(T) ( / )= Ce E kTa   (18)

where, C is a constant, k is Boltzmann’s constant (8.63 × 105 eV/K), and T is the temperature in 
kelvin. Figure 10 shows the MTTF for three batches of 300 μm diameter In0.53Ga0.47As/InP photo-
diodes. Using least-squares fit to the data, the calculated activation energy Ea is 1.31 eV with a cor-
relation coefficient r 2 of 0.99. From Eq. (18) and an experimentally determined activation energy 

TABLE 3 Electrical and Optical Testing of Photodetectors

Tests or Measurement Parameter Symbol References

Optical response Responsivity R Bellcore Technology
 Gain G Advisory
Electrical performance Dark current Id TA-TSY-00468
 Breakdown voltage Vbr Issue 2, July 1988
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of 1.31 eV, the MTTF at 25°C is calculated to be 1.34 × 1014 hours. Such a “geological” lifetime 
may seem to be an overkill, even for the electronics industry. However, when thousands of these 
devices are working together in a single system (e.g., telephones), the net MTTF of all these devices 
chained together may be on the order of only a few years. Thus, continuing improvements in reli-
ability must be an ongoing process. Reliability in most photodetectors is determined by a number 
of factors including: (1) material quality, (2) processing procedures, (3) planar technology versus 
mesa technology, and (4) amount of leakage current. Poor material quality can introduce crystal 
defects such as vacancies and dislocations which can increase the dark current. Higher dark current 
has been directly linked to lower MTTF.28 Device processing is probably the most crucial item in 
photodetector reliability. The dielectric (typically silicon nitride) used in planar detector processing 
serves as a diffusion mask in p-n-junction formation and a passivant (termination) for the junction 
so produced. Any surface states or impurities introduced here can directly increase leakage current 
and degrade reliability.

An important milestone in detector reliability was the changeover mesa to planar structures.2,30 
Just as the transistors in the 1950s were first made in mesa form, so were the optical photodetec-
tors of the 1980s, due to their simplicity and ease of fabrication. However, in both cases, reliability 
issues forced the introduction of the more complex planar structure. A sketch of a mesa and planar 
photodiode is illustrated in Fig. 11. A mesa photodiode typically is formed by wet chemical etching 
of an epitaxially grown p-n crystal structure, while in a planar process, a p-n junction is formed by 
diffusing a suitable p or n dopant in an n- or p-type crystal. It has been shown a planar structure to 
be more reliable than a mesa one30 because a p-n junction is never exposed to ambient conditions in 
a well-designed planar process. Exposure of the p-n junction can cause surface corrosion leading to 
increased leakage current and, in effect, poorer reliability.31
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25.6 FUTURE PHOTODETECTORS

A lateral p-i-n photodiode and a quantum well infrared photodetector (QWIP) have been developed 
with better characteristics compared to the photodetector structures. A long wavelength QWIP in 
the 8000- to 12000-nm band32–35 has posed a severe challenge to the present favorite mercury cad-
mium telluride photodetectors, while a medium wavelength QWIP in the 3000- to 5000-nm band36 
may compete with indium antimonide and platinum silicide photodetectors. A QWIP made from 
GaAs/AlGaAs heterosystems promises to have higher detectivity (D∗), higher yield due to well-
established 3-in wafer GaAs technology, and easier monolithic integration with circuit electronics. A 
lateral p-i-n diode, as the name implies, has charge carrier flow in a lateral direction compared to the 
vertical direction in a conventional (vertical) photodiode structure. Because of its process compat-
ibility and simple fabrication, a lateral p-i-n photodiode can be suitably integrated on an optoelec-
tronic integrated circuit (OEIC) chip37,38 having numerous field-effect transistors. An OEIC has a 
lower noise floor due to the reduced stray capacitances and inductances compared to that of hybrid 
detector-amplifier packages and finds applications in high-speed digital data communication.

Lateral p-i-n Photodetector

The vertical p-i-n structure in Fig. 6 has high sensitivity, low noise, low capacitance, better reliability, 
and an easy manufacturing process. However, such a vertical structure is nonplanar and therefore 
harder to integrate on an OEIC. The nonplanarity is also an issue with lasers and LEDs, and optical 
integration demands surface-emitting LEDs and lasers (SLEDs and SLASERs) over the conventional 
edge-emitting sources (ELED and ELASER). The cross section of an AlGaAs/GaAs lateral p-i-n pho-
todiode is shown in Fig. 12.

The higher-bandgap AlGaAs layer acts as a surface barrier, reducing the leakage currents. The 
low-bandgap GaAs layer absorbs the incoming light, and the generated carriers flow to the W-Zn 

FIGURE 11 Sketch of a mesa and planar photodetector.
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FIGURE 12 Cross section of an AlGaAs/GaAs lateral p-i-n photodiode.38
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and Mo-Ge2 ohmic contacts which act as the p and n regions, respectively. The diffusion of zinc 
and germanium in the ohmic contacts forms a compositionally graded barrier at the AlGaAs/
GaAs interface, rather than an abrupt interface. This smooth barrier helps the lateral p-i-n pho-
todiode to have better speed than a lateral metal-semiconductor-metal photodetector. A comfort-
able spacing of 3 to 5 μm between the p and n regions gives high quantum efficiency and low 
capacitance, thus providing all the desirable properties of a vertical p-i-n structure and yet being 
easier to integrate.

Quantum Well Infrared Photodetector

Quantum well infrared photodetectors (QWIPs) offer long wavelength (5000–10,000 nm) infrared 
detection by using materials whose bandgap normally allows them only to absorb light in the short 
wavelength (∼10,000 nm) region, e.g., GaAs/AlGaAs. The use of thin (<500 Å) layers allows the 
absorbing wavelength to be controlled by material geometry rather than its chemistry.39

Before discussing the QWIPs, we take the liberty of explaining a few basic terms and concepts 
of quantum physics. Superlattices or quantum well structures consist of a stack of ultrathin semi-
conductor layers normally 50 to 500 Å in thickness. Molecular beam epitaxy (MBE) techniques are 
frequently employed to grow these structures because their characteristically slow growth rate of a 
few Angstroms per seconds which helps achieve abrupt heterointerfaces. Two semiconductors of dif-
ferent compositions, when stacked together, form a heterointerface. Type III-V compound semicon-
ductors such as AlGaAs/GaAs and InAlAs/InGaAs are the best candidates for growing quantum well 
structures, as they can be easily doped and their alloy composition readily changed to form semi-
conductor layers of different bandgaps. Tailoring the bandgap can alter the heterobarriers, creating 
exciting device results. When quantum well layers have thicknesses less than the electron mean free 
path (typically 50 to 100 Å), electron and holes cannot have their normal three-dimensional motion. 
This restricts carriers to move in two dimensions in the plane of the layer.2,39 Because of this quan-
tized motion, a new band of discrete energy levels is generated. Carriers no longer obey Boltzmann’s 
statistics1 and optical absorption becomes more complicated than the conventional band-to-band 
absorption given by Eq. (1). The absorption of light energy by a quantum well structure can cause 
an electron to jump from “multiple valence subbands” to “multiple conduction subbands,” thereby 
enabling it to absorb light wavelengths not decided by the material properties (bandgap) of the 
semiconductor layers alone, but by its geometrical properties as well.

In QWIPs, the light energy transfers an electron in a bound state to an excited state in the con-
tinuum.40 Figure 13 shows an AlGaAs/GaAs quantum well structure with L being the width of the 
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FIGURE 13 Infrared detection with 
an AlGaAs/GaAs quantum well.40
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well and V1, V2 being the barrier heights. The electron excited by the IR radiation is swept out of the 
doped GaAs well by applying an external electrical field. By controlling the barrier heights V1 ,V2, and 
quantum well width L, the spectral response of a QWIP can be changed for the desired IR window 
of 3000 to 5000 or 8000 to 12,000 nm.40 A multiple period quantum well infrared photodetector is 
illustrated in Fig. 14.34 The n+-doped (2 × 1018 cm−3) GaAs quantum wells are 40 to 100 Å and the 
undoped AlGaAs barriers are of 500 Å thickness. The multiple period stack is sandwiched between 
two n+ GaAs-doped contacts. This photodetector has exhibited a blackbody D∗ of 1 × 1010 cm/
(Hz/W)1/2 at 68 K for a cutoff wavelength of 10,700 nm. InGaAs/AlInAs superlattices have exhibited 
blackbody D∗ of 2 × 1010 cm/(Hz/W)1/2 at 120 K with peak responsivity at 4000 nm.36

In summary, QWIPs have high detectivity, good uniformity, high yield, multiple spectral win-
dows, and intrinsic radiation hardness for numerous imaging and spectroscopy applications.41
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26.1 GLOSSARY

 A area

 A∗∗ modifi ed effective Richardson constant

 Ae(Ah) electron (hole) ionization parameters

 B bit rate

 CJ junction capacitance

 CP pad capacitance

 De(Dh) diffusion coeffi cient for electrons (holes)

 E electric fi eld

 en(ep) emission functions for electrons (holes)

 F frequency response

 f frequency

 f3dB 3-dB bandwidth

 G photoconductor gain

 H transfer function

 h Plank’s constant

 Id dark current

 Idm multiplied dark current

 Idu unmultiplied dark current

 Iph photocurrent

 i current

 〈 〉ina
2   amplifi er noise power

 J current density

 JDIFF diffusion component of current density

 JDRIFT drift component of current density
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 Je(Jh) electron (hole) component of current density

 k ratio of electron to hole ionization coeffi cient

 kb Boltzmann constant

 L absorption layer thickness

 Le(Lh) diffusion length for electrons (holes)

 Ls series inductance

 M multiplication factor

 Mn(MP) electron (hole) initiated multiplication factor

 m electron mass

 n(p) electron (hole) density

 P input optical fl ux

 q electron charge

 R refl ectivity

 RL load resistance

 Rs series resistance

 R1(R2) refl ectivity of the surface (substrate) mirror in a resonant detector

 T temperature

 t time

 te(th) transit time for electrons (holes)

 VB breakdown voltage

 Vj junction voltage

ue, uh electron and hole velocities

 W thickness of the depleted region

 x position

a absorption coeffi cient

aFC free carrier absorption inside the absorption layer

aFCx free carrier absorption outside the absorption layer

aIB interband absorption

ai electron ionization rate

as scattering loss

b propagation constant in a waveguide photodetector

bi hole ionization rate

Γ confi nement factor

e permittivity

h quantum effi ciency

k coupling coeffi cient to the waveguide of a waveguide detector

l wavelength

me (mh) mobility for electrons (holes)

n optical frequency

s charge density

sd noise current spectral density

te, th trapping time at a heterojunction for electrons (holes)

ttr transit time

fbc (fbn) barrier height for the conduction band (valence band)

w angular frequency
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26.2 INTRODUCTION

High-speed photodetectors are required for telecommunications systems, for high-capacity local 
area networks, and for instrumentation. Many different detector structures and materials are 
required to cover this range of applications. Silicon is one of the most commonly used detector 
materials for wavelengths from 0.4 to 1.0 μm, while Ge photodetectors are used at longer wave-
lengths up to 1.8 μm. Silicon and germanium have indirect bandgaps at these wavelengths, which 
result in relatively small bandwidth-efficiency products. Consequently, for high-speed applications, 
direct bandgap semiconductors such as III-V materials are more important and are the focus of this 
chapter. Ga0.47In0.53As with a cutoff wavelength of 1.65 μm is especially useful for telecommunica-
tion photodetectors at 1.3 and 1.55 μm. GaAs has a cutoff wavelength around 0.9 μm and is ideal 
for visible and near-infrared applications.

This chapter will focus on the physics and technology of high-speed photodetectors. The next 
section discusses the different structures that are possible. Later sections discuss some specific results 
and motivations for particular structures. The primary limitations to detector speed are discussed, 
followed by a description of specific photodetector systems. To supplement this chapter, the reader 
should refer to excellent chapters and articles written specifically about photodetectors,1 photocon-
ductors,2 pin detectors,3 avalanche photodetectors,4 phototransistors,5 and receivers.6,7

26.3 PHOTODETECTOR STRUCTURES

Many photodetector structures have been demonstrated and many more structures are possible. 
In this section, we classify the different possible structures and identify a few of the trade-offs. The 
optimum structure for a given application depends on the required bandwidth, efficiency, saturation 
power, linearity, ease of integration, and leakage current.

There are four common types of photodetectors: (1) photovoltaic detectors, (2) photoconductive 
detectors, (3) avalanche photodetectors (APD), and (4) phototransistors. Photovoltaic detectors have 
blocking contacts and operate under reverse bias. The blocking contact can be a reverse-biased p-n 
junction or a Schottky contact. The photoconductive detector has identical, nonblocking contacts such 
as two n+ regions in an undoped sample. The avalanche photodetector has a similar configuration to a 
photovoltaic detector except that it has a high-field region that causes avalanching and results in gain in 
the detector. Improvements to the basic APD design include separate avalanche and gain regions (SAM 
APDs), and staircase APDs to increase the ratio of electron to hole (or hole to electron) multiplication 
rate. Phototransistors are three-terminal devices which have an integrated electronic gain region.

The second criterion is the contact type and configuration. The photogenerated carriers may be 
collected by means of (1) a vertical current collector, often a p-n or Schottky junction, (2) an inter-
digitated metal-semiconductor-metal (MSM) structure, or (3) a laterally grown or etched structure. 
These options are illustrated in Fig. 1a. PIN junctions are usually formed during the growth steps 
and tend to have low leakage current and high reliability.8,9 Schottky junctions are simple to fabri-
cate, but tend to have a large leakage current on narrow-gap semiconductors, such as InGaAs. MSM 
structures have the advantage of lower capacitance for a given cross-sectional area, but often have 
longer transit times, limited by the lithography capabilities possible in production. Experimental 
demonstrations with very fine lines (50 nm) have yielded high-speed devices with good quantum 
efficiencies. MSM detectors tend to be photoconductive detectors, but one could lower the capaci-
tance for a given area of a PIN detector by using an interdigitated MSM structure with p and n
regions under alternating metal fingers.

The third important aspect of photodetector design is the orientation of the light with respect 
to the wafer and the current collection region (Fig. 1b). Most commercial photodetectors are verti-
cally illuminated and the device area is 10 μm in diameter or larger, which allows simple, high-yield 
packaging with single-mode optical fibers, or easy alignment to external bulk optics. The problem 
with this configuration is that the absorbing layer must be thin for a high-speed detector to keep 
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26.4  DETECTORS

FIGURE 1 Schematic drawings of different types of photodetectors: (a) electrical configuration; (b) optical configuration—
vertical illumination; (c) optical configuration—horizontal illumination; and (d) absorbing material.
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HIGH-SPEED PHOTODETECTORS  26.5

the transit time of photogenerated carriers short. Consequently, the quantum efficiency is low, and 
single-pass vertically illuminated photodetectors tend to have bandwidth efficiency products around 
30 GHz.3 Bandwidth efficiency products are discussed in greater detail in Sec. 26.5. The bandwidth 
efficiency product can be increased by allowing two passes by reflecting the light off a metal layer 
or dielectric mirror.10 Making a resonant cavity with multiple reflections at particular wavelengths 
should allow bandwidth efficiency products in excess of 100 GHz.11−13 As will be seen below, essen-
tially 100 percent quantum efficiency is possible with bandwidths up to 20 GHz, so there is no need 
for resonant detectors unless the required bandwidth is above 20 GHz or wavelength selectivity is 
needed as in a wavelength division multiplexed (WDM) system.

The other class of optical inputs are horizontally illuminated photodetectors (Fig. 1c). The simplest 
configuration is an edge-illuminated detector. The primary problem with an edge-illuminated detec-
tor is that the light is not guided. Diffraction of the incident light causes absorption to occur outside 
of the high-field region, and slow diffusion tails in the impulse response occur. A solution to this prob-
lem is the waveguide detector, where an optical waveguide confines the light to the high-field absorp-
tion region.14−16 The waveguide efficiency product of this structure can be 100 to 200 GHz. However, it 
is limited by the capacitance of the structure, particularly if thin intrinsic layers are used for ultrahigh-
speed devices. A solution to the capacitance limitation is a traveling wave photodetector where the 
incoming optical beam is velocity matched with the generated microwave signal.17,18 The bandwidth 
efficiency product is then limited only by loss on the electrical transmission lines, and bandwidth 
efficiency products of hundreds of GHz are possible. Traveling wave detectors and, to a lesser extent, 
waveguide detectors have the important advantage that the volume of the light absorption can be 
quite large and, consequently, these detectors have much higher saturation powers.19 Velocity match-
ing in these structures requires quite narrow waveguides. Wu and Itoh20 have suggested separating the 
parts of the optical waveguide with microwave delay lines to achieve velocity matching.

The fourth issue is the type of absorbing material (Fig. 1d) (1) bulk; (2) quantum well; (3) quantum 
wire; (4) quantum dot; (5 to 7) strained quantum well, wire, or dot; (8) n-p-i-i structure. The vast 
majority of commercial and experimental detectors use bulk material. However, quantum well detectors21 
are becoming increasingly important in photonic integrated circuits (PICs) because the absorbing 
quantum well material is also used in other parts of the PIC such as the laser. Quantum wire photo-
detectors22 have potential advantages in terms of higher-bandwidth-efficiency products, but uniform 
quantum wires are rather difficult to fabricate. Quantum dot detectors have even higher peak absorp-
tion coefficients and more wavelength selectivity, but will probably have problems with slow impulse 
responses due to trapping of the carriers by the heterojunction. In other quantum-confined detectors, 
the carriers can be extracted along the quantum wire or well, and this problem can be avoided.22

The final classification is by means of the lifetime of the material. Conventional detectors have 
material lifetimes of typically 1 ns and achieve speed by using high field for rapid carrier collection. 
A second approach is to use low temperature (LT) grown material which has a very short lifetime, 
perhaps as low as 1 ps. A third approach is to damage the material by means of ion implantation. 
The final approach is to grow or diffuse in traps into the material such as iron23 or gold.

If we combine these classifications, we find that 2600 types of photodetectors are possible, and 
additional subgroups such as superlattice APDs or SAGM APDs increase the total even further. In 
reality, about 100 types of detectors have been demonstrated. One of the points of this section is 
that improvements in one type of detector, such as adding a resonant cavity to a PIN detector, can 
be applied to other types of detectors, such as adding a resonant cavity to an APD. In the following 
section, we discuss in more detail some of the real limitations to the speed of a detector, and then 
apply this knowledge to a few important types of detectors.

26.4 SPEED LIMITATIONS

Generally speaking, the bandwidths of most photodetectors are limited by the following factors: 
(1) carrier transit time, (2) RC time constant, (3) diffusion current, (4) carrier trapping at hetero-
junctions, and (5) packaging. These limiting factors will be discussed in turn with specific applica-
tion to p-i-n photodiodes.
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26.6  DETECTORS

Carrier Transit Time

In response to light absorbed in a material, the photogenerated carriers in the active region will 
travel across the high-field region and then be collected by the electrodes. As an example, Fig. 2a
shows the p-i-n structure with a photogenerated electron-hole charge sheet of density s. In response 
to the electric field, the electron will travel to the right and the hole to the left. This induces a 
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FIGURE 2 (a) Biased p-i-n structure. (b) Electrical 
field at the time when the electron-hole pairs are gener-
ated. (c) The perturbed electrical field due to the separated 
electron-hole pair. (d) The photocurrent due to single 
electron-hole pair. (e) The total photocurrent due to uni-
form illumination across the photodiode.
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displacement current and reduces the internal electric field (Fig. 2b and c), which is the cause of 
saturation in photodetectors. From Gauss’s law the difference in the electric field at the position of 
electron or hole is

  ΔE
q

=
σ
ε

  (1)

where q is the electron charge, and e is the permittivity. Due to the constant total voltage across the 
depletion region, the reduced electric field between the electron and hole will be compensated by 
the increased electric field outside. The rate of change of the electric field at the position X = X1 is

  
∂
∂
E
t

E

W
e h=−
+( )υ υ Δ

  (2)

where ue and uh are the saturation velocities for electrons and holes, respectively. The assumption of 
saturation velocities is valid at high fields. The displacement current is hence given by

  i t A
E

t

qA

W

q A

W
e h( )= − = +ε

υ σ υ σ∂
∂

  (3)

The current consists of two components due to the electron and hole currents. The electron current 
lasts for a time duration of (W − X0)/ue and hole current of X0/uh. This is shown in Fig. 2d. Here, we 
note that if the fast carrier (i.e., electron) travels a longer distance, then we have a shorter pulse. The 
total electron and hole currents are given by

  i t
q A

W
n x t dxe

e w
( ) ( , )= ∫

υ
0

  (4)

  i t
q A

W
p x t dxh

h w
( ) ( , )= ∫

υ
0

  (5)

where n(x, t) and p(x, t) represent the electron and hole densities in the depletion region. The total 
current is the sum of Eqs. (4) and (5).

RC Time Constant

The RC time constant is determined by the equivalent circuit parameters of photodiode. For example, 
the intrinsic response of the p-i-n diode can be modeled as a current source in parallel with a junc-
tion capacitor. The diode series resistance, parasitic capacitance, and load impedance form the exter-
nal circuit. Figure 3 shows the equivalent circuit of the p-i-n photodiode. The junction capacitance 
is defined by the edge of the depletion region (or space charge region). The series resistance is due to the 
ohmic contacts and bulk resistances. In addition, the parasitic capacitance depends on the metallization 

RS

ZLCPCJ
IS(t)

FIGURE 3 Equivalent circuit of a photodiode.
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geometry. If the diode series resistance is Rs and a load resistance RL is used to terminate the device, 
then the electrical 3-dB bandwidth can be approximated as

  f
C C R RJ P L S

3dB =
+ +

1

2π( )( )
  (6)

If the photodiode is bonded by a section of gold wire, additional series inductance will be included 
in the load impedance. The 3-dB bandwidth due to parasitics in this case is then given in Ref. 3.

Diffusion Current

Diffusion current is important in detectors in which significant absorption occurs in regions outside 
the high-field region. This effect is reduced to some extent by recombination in these highly doped 
contact layers. Those carriers within about one diffusion length of the depletion region will have 
a chance to diffuse into the active region. This diffusion current will contribute a slow tail to the 
detector impulse response (Fig. 4). The electron diffusion current at the edge of the depletion region 
is given by

  J qD
n

x
qD

n

Le e e
e

= =
Δ∂

∂
  (7a)

and

  J qD
p

x
qD

p

Lh h h
h

= − =
Δ∂

∂   (7b)

where De(Dh) and Le(Lh) are the diffusion coefficient and diffusion length, respectively, for electrons 
(holes). The diffusion process is a relatively slow process compared with the drift process. Assuming 
the photocarrier density is n, with the Einstein relation and Eq. (7a), the electron diffusion current 
can be written as

  J qn
kT q

Le
e

DIFF

/
=

⎛
⎝⎜

⎞
⎠⎟

μ   (8)

and the drift current term for electron can be written as

  J qn eDRIF = μ E   (9)

where me is the electron mobility and E is the electric field. For most devices the electric field inside 
the depletion region is an order of magnitude larger than (kT/q)Le. For example, the hole diffusion 
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length for GaAs is typically around 10 μm and electric field is very often over 10 kV/cm. However, 
the diffusion-current terms could last as long as the carrier lifetime and the charge content in the tail 
can be as large as the drift component due to the slow diffusion times. For high-speed detectors, the 
diffusion-current problem can be eliminated with a double-heterostructure design that limits the 
absorbing regions to the high-field intrinsic regions.24

Carrier Trapping

Heterojunctions in photodetectors cause carrier trapping of electrons at conduction band disconti-
nuities and trapping of holes at valence band discontinuities (Fig. 5). Hole trapping is a significant 
problem in long-wavelength photodetectors because of the large valence band discontinuity at the 
InP/InGaAs heterojunction. Usually, the emission rate is approximated by thermionic emission. If 
the interface deep-level recombination rate is significant, the total emission rate will be the sum of 
the two emission rates. The emission functions for electrons and holes are given by

  e t t u tn e e( ) ( / )exp( ) ( )= −1 τ τ/   (10a)

  e t t u tp h h( ) ( / )exp( ) ( )= −1 τ τ/  (10b)

where te (th) represents the emission time constant for electron (hole) and u(t) is the step function. 
The rates of thermionic emission of trapped carrier are related to the Schottky barrier height due to 
the bandgap discontinuity:

  1/ /τ φe beB kT= −exp( )   (11)

where B is a constant and fbc is the barrier height for the conduction band. The response of the 
carrier-trap current in time domain is often obtained by convolving an intrinsic current source with 
the emission function. Since the applied bias will reduce the barrier height, sufficient device bias 
therefore will increase the emission rate. In order to reduce the barrier height, superlattice or com-
positional grading is often added at the heterointerface.24

Packaging

The external connections to the photodetector often limit the detector performance. Another 
problem is that the photodiode is a high impedance load and the device has a reflection coefficient 
close to unity. One solution to this problem is to integrate a matching resistor with the device.24 
This can usually be added using the lower contact layer without adding any additional mask or 
process steps. Figure 6 shows a Smith chart plot of the impedance of a typical photodetector along 
with the impedance of a device with an integrated matching resistor. A good match up to 40 GHz 
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FIGURE 5 Heterostructure 
carrier trapping effect.
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is achieved. The disadvantage of a load resistor is the reduction in effective quantum efficiency by 
a factor of two since half of the photocurrent goes through the matching resistor. However, since 
the load resistance is now one-half, the RC time constant is also cut in half. Bandwidths in excess 
of 100 GHz have been achieved with quite large devices (7 × 7 μm2) in this way. A second problem 
with very high speed devices is the difficulty in building external bias circuits without resonances 
in the millimeter range. The necessary bias capacitor and load resistor can be integrated with p-i-n 
photodetector without adding any additional mask or process steps by using a large-area p-i-n 
region as the capacitor and using the lower contact layer as the series resistor.23 A photograph of the 
device is shown in Fig. 7 along with the device performance. In this case, bandwidths in excess of 
100 GHz were achieved.

Optical fiber alignment and packaging are now quite standard. Simplified alignment by means of 
holes etched in the substrate of back-illuminated photodiodes may allow passive alignment of opti-
cal fibers. The photodetectors must be antireflection coated to reduce the reflection to air or optical 
epoxy. Single dielectric layers are typically used to minimize the reflection at one wavelength. Braun 
et al.25 have achieved minimum reflectivity at multiple wavelengths with one dielectric layer by using 
one of the semiconductor layers in a multiple antireflectivity design.

26.5 P-I-N PHOTODETECTORS

Vertically Illuminated p-i-n Photodiode

In order to increase the frequency response of the vertically illuminated p-i-n photodiode, the effi-
ciency is always sacrificed. As the active layer thickness is reduced, the transit time decreases, and the 
optical absorption decreases, and there is a trade-off between the efficiency and speed. The external 
quantum efficiency for a surface-illuminated p-i-n diode is given by

  η α= − × − −( ) ( )1 1R e L   (12)

FIGURE 6 Smith chart of the 
impedance of typical photodiodes and 
photodiodes with integrated matching 
resistors.
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FIGURE 7 (a) Schematic diagram of a p-i-n photodiode with integrated matching resistor and bias circuit. 
(b) Impulse response of a 2 × 2 μm pin detector compared to 7 × 7 μm detectors with and without matching resistors. 
(After Ref. 24.) (c) Dependence of measured bandwidth on detector area and comparison to the theory presented in 
the text.
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where R is the surface reflection, a is the absorption coefficient, and L is the active layer thickness. 
Since the absorption coefficient is a function of wavelength a = a(l), usually a decreases as l 
increases. Thus, the diode intrinsic response is wavelength dependent. We can easily see the effect of 
light absorption on the transit-time-limited bandwidth by comparing the transit-time response3,25 
for two limiting cases for aL → 0 and aL → ∞ when te = th = tr. The transit-time frequency response 
for a uniformly illuminated detector is
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  (13)

For electron-hole pairs generated near the p side of the intrinsic region, electrons travel across the i
region, and the frequency response is given by

  F L( )
sin

ω

ωτ

ωτα →∞ =

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

tr

tr

2

2

  (14)

For these two limits, the transit-time-limited bandwidths are f L3 0 0 45dB( ) tr/α τ= = .  and f L3dB( = )α ∞ = 
0.55/ttr , respectively. For long-wavelength high-speed p-i-n diodes, the absorption layer is often very 
thin so that 1 − exp(−aL) ≈ aL. The bandwidth efficiency product for transit-time-limited p-i-n 
diode is given by3

  η αυf s3 0 45dB = .   (15)

Figure 8 shows the calculated 3-dB bandwidth for GaInAs/InP p-i-n diodes on the device area versus 
thickness plane for wavelength l = 1.3 μm. The horizontal axis is the active layer thickness (which 

FIGURE 8 Calculated 3-dB bandwidth contours for a GaInAs pin vertically illu-
minated photodiode.
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corresponds to the quantum efficiency) and the vertical axis is the device area. As we can see, when 
the device active layer thickness decreases, the quantum efficiency of p-i-n diode also decreases due 
to the insufficient light absorption in the active layer. The capacitance decreases as the device area 
decreases. Optimization of the device bandwidth is reached when transit-time-limited bandwidth 
approximately equals the RC limited bandwidth.

To minimize the bonding-pad capacitance, a semi-insulating substrate and thick polyimide layer 
are often used. Sometimes the series inductance of the bond wire is used to resonate the parasitic 
capacitance, and this results in a slightly peaked response with an increased 3-dB corner frequency. 
The electrical transfer function with series inductance is given by

  H
R

R R C C L C C j R C
L

S L J P S J P L J

( )
[ ( ( ))] [ ( (

ω
ω ω

=
− + + −1 2 ++ + −C R C R C C LP S J S J P S) ) ]ω 3

  (16)

where LS is the series inductance.
To achieve high detector bandwidth, double heterostructure InP/GaInAs/InP p-i-n photodiodes have 

been fabricated to reduce the diffusion-current problem. However, carrier trapping can limit the impulse 
response. This effect can be characterized by the emission function e t te h e h e h, , ,( ) ( / )exp( )= −1 τ τ/  where 
te,h is emission time for electron (hole). The current-source response due to the electron and hole trap-
ping at the heterointerfaces for p-side illumination is given by
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and for n-side illumination is given by
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 (18)

where te,h is the electron (hole) transit time. Other than the original p-i-n diode response, the extra terms 
1/(1 + jw te,h) are due to the trapping effect. For InGaAs/InP heterostructure p-i-n diodes, the valence 
band offset is larger than the conduction offset and the hole effective mass is much larger than the elec-
tron effective mass. Thus, hole trapping is worse than the electron trapping in an InGaAs/InP p-i-n diode.

Waveguide p-i-n Photodiode

The main advantages of waveguide detectors are the very thin depletion region resulting in a very 
short transit time and the long absorption region resulting in a high bandwidth photodetector 
with a high saturation power (Fig. 1c). Due to the thin intrinsic layer, it can often operate at zero 
bias.27 The absorption length of a waveguide detector is usually designed to be long enough (>5 μm) 
to ensure full absorption. The waveguide structure design (Fig. 9) is often required to have low 
coupling loss due to modal mismatch and reasonable effective absorption coefficient. The external 
quantum efficiency of a waveguide p-i-n detector is28,29

  η κ α
α

α= − −( ) ( )1 1R e
LΓ IB   (19)
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26.14  DETECTORS

where k is the coupling efficiency due to the modal mismatch, Γ is the mode confinement factor, aIB
is the interband absorption. The loss coefficient a is given by

  α α α α α= + + − +Γ Γ ΓIB FC FC( )1 x s   (20)

where aFC, aFCx are the free carrier absorption loss inside and outside the absorption layer, as is the 
scattering loss. Kato et al.14 reported an InGaAs waveguide p-i-n diode with bandwidth of 40 GHz. 
The detector quantum efficiency is 44 percent at 1.55-μm wavelength. The coupling loss estimated by 
an overlap integral was 2.1 dB. To reduce the coupling loss, it is important to have a good design of 
the layer structure to reduce modal mismatch and to coat the facet with an antireflecting (AR) film.

FIGURE 9 Schematic diagram of (a) a waveguide photodetector (after Ref. 14) and (b) a trav-
eling wave photodetector (after Ref. 17).
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Resonant p-i-n Photodiode

A resonant detector utilizes the multiple passes in a Fabry-Perot resonator to achieve high quantum 
efficiency with thin absorbing layers (Fig. 1b). Since the speed of light is about three orders of mag-
nitude faster than the carrier velocities, the quantum efficiency can be increased without significant 
pulse broadening due to the effective optical transit time.

The schematic diagram of a resonant cavity-enhanced photodetector is shown in Fig. 10. The 
efficiency of the resonant detector is given by

  η
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where R1, R2 are mirror reflectivities, f1, f2 are mirror phase shifts, β π λ= 2 /n  is the propagation 
constant, and d is the thickness of active region. The quantum efficiency has its maximum when 
2 2 1 2 31 2β φ φ πL m m+ + = =( , , , . . .) and the quantum efficiency is then
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Figure 11 shows the calculated resonant quantum efficiency versus normalized absorption coeffi-
cient a d.11 High quantum efficiency is possible even from thin absorption layers.

However, in terms of the fabrication, the material growth, and the structure design, building a 
high-speed resonant photodetector is not a simple task. The required low resistance and low capaci-
tance with incorporated mirror structure is difficult to achieve due to the significant resistance of 
the multiple heterojunction mirror stack.

FIGURE 11 Dependence of quantum efficiency on 
mirror design in a resonant photodetector. (After Ref. 13.)
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26.6 SCHOTTKY PHOTODIODE

Schottky photodiodes30–32 are especially attractive for integration with FETs and III-V integrated cir-
cuits because of their simple material structure and easy fabrication. Figure 12 shows the Schottky 
barrier structure. For front-illuminated devices, the metal is very thin so that the light can penetrate 
the metal with very little loss. The J-V characteristic of a Schottky diode is given by33

  J J
qV

k TB

=
⎛
⎝⎜

⎞
⎠⎟

−
⎡

⎣
⎢

⎤

⎦
⎥0 1exp   (23)

where

  J A T
q

k T
b

B
0

2= −
⎛
⎝⎜

⎞
⎠⎟

∗∗ exp
Φ

  (24)

and fb is the barrier height and A∗∗ is the modified effective Richardson constant.34

The dynamics of photogenerated carriers in a Schottky diode are similar to those of a p-i-n diode 
(Fig. 2). The dynamics of both electrons and hole must be included in the analysis of a Schottky 
photodiode, resulting in expressions for the Schottky diode response given in Eqs. (13) to (18) with 
the exception that there is no diffusion current from the metal layer. The equivalent circuit of a 
Schottky diode is the same as that of a p-i-n diode.

In high-speed applications, GaAs Schottky diodes in the short-wavelength region with band-
widths over 200 GHz have been reported.36 These devices can be combined with FETs or sampling 
diodes.35,36 Figure 13 shows an integrated Schottky photodiode with a diode sampling circuit. A pair 
of short voltage pulses are generated by the nonlinear transmission line and a differentiator. The 
short voltage pulses are used to control the sampling capacitors to measure the photodiode signal. 
The sampled signal is then passed through a low-pass filter to extract the equivalent time domain 
waveform. Impulse responses of under 2 ps have been demonstrated in this way.36

In the long-wavelength region, GaInAs Schottky diodes experience high dark current problems 
due to the relatively low Schottky barrier height at the metal/GaInAs interface.37 An InP or qua-
ternary layer is usually added at the interface in order to increase the Schottky barrier height.38 A 
graded bandgap layer (e.g., GaInAsP) is then needed at the GaInAs/InP interface to reduce hole 
trapping.
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FIGURE 12 Schematic diagram of a 
Schottky barrier photodiode.
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26.7 AVALANCHE PHOTODETECTORS

High-speed avalanche photodetectors (APDs) are widely used in fiber communication. APDs with 
gain-bandwidth (GB) products in excess of 100 GHz have been reported.39–43 In long-wavelength 
applications, InGaAs/InP APDs are better than Ge APDs due to their lower dark current and lower 
multiplication noise. The Ge APD also has a limited spectral response at 1.55-μm wavelength. The 
maximum achievable GB product of InGaAs/InP APDs is predicted to be around 140 GHz,44 while 
the gain-bandwidth product of Si APDs in the near-infrared region can have GB products of over 
200 GHz.45 InGaAs/InAlAs superlattice avalanche photodiodes have a lower ionization ratio (k = 0.2)46

than bulk avalanche photodiodes, and lower noise and higher gain-bandwidth product can be 
achieved.

High-speed GaInAs/InP APDs make use of separated absorption and multiplication layers 
(SAM APD). Figure 14 shows the simplified one-dimensional APD structure. The narrow band-
gap n-GaInAs layer absorbs the incident light. The layer is usually thick (>1 μm) to ensure high 
quantum efficiency. The electric field in the absorption layer is high enough for carriers to travel 
at saturated velocities, yet is below the field where significant avalanching occurs and the tunneling 
current is negligible. The wide bandgap InP multiplication layer is thin (a few tenths of a micron) 
to have shorter multiplication buildup time.47,48 The bias is applied to the fully depleted absorption 
layer in order to obtain effective carrier collection efficiency and, at the same time, electric field in 
the multiplication region must be high enough to achieve avalanche gain. A guard ring is usually 
added to prevent premature avalanche breakdown (or microplasma) at the corner of the diffusion 
edge. To reduce the hole pileup effect, a graded bandgap layer (e.g., superlattice or compositional 
grading) is often added at the heterointerface between the absorption layer and multiplication 
layer. This is the so-called separated absorption, grading, multiplication avalanche photodiode 
(SAGM APD).

FIGURE 13 Integrated Schottky photodiode and sampling circuit. (After Ref. 35.)
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The multiplication process in APDs can be described by the electron and hole ionization coeffi-
cients ai and bi. The field dependencies of ionization coefficients for electrons and holes are given by

  α i e ex A B E x( ) exp( ( ))= − /   (25a)

  βi h hx A B E x( ) exp( ( ))= − /   (25b)

where Ae,h and Be,h are constant parameters.49 Since the electric field is generally position-dependent, 
the ionization coefficients are also position-dependent. With Eq. (25a, b) and the electric field distri-
bution, the position-dependence of ionization coefficients can be derived. The multiplied photocur-
rent in the avalanche region ( )0 ≤ ≤x W  including injected electron current density Jn(0), injected 
hole current density Jp(0), and photo-generation of electron-hole pairs g(x) was derived by Lee et al.50 
The total photocurrent density is given by
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  (26)

The electron-initiated and hole-initiated multiplication factors, Mn and Mp, can be obtained by 
putting Jp(w) = g(x) = 0 and Jn(0) = g(x) = 0, respectively in Eq. (26):
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The bandwidth of an APD is limited by the device RC time constant when the multiplication 
gain M is low (i.e., M < ai/bi). As the multiplication gain increases above the ratio of the electron 
and hole ionization coefficients (i.e., M > ai/bi), the avalanche buildup time becomes the dominant 
limitation on 3-dB bandwidth and the product of the multiplication gain and 3-dB bandwidth 
reaches a constant. The multiplication factor M as a function of frequency was derived by Emmons51 
and is given by

   M
M

M
Mo

o i i( ) ,
/

ω
ω τ

α β≈
+{ }

>
1 2

0
2

1
2

1 2
/   (28a)

  τ α β τ1 ≈ N i i( )/    (28b)

where t1 is the effective transit time, t is the multiplication-region transit time, and N(bi/ai) is a 
number changing between 1/3 and 2 as bi/ai varies from 1 to 10−3. The dc multiplication factor Mo is 
given by Miller:52

  M
V Vo

j B
n

=
−

1

1 ( )/
  (29)

where VB is the breakdown voltage, Vj is the junction voltage, and n is an empirical factor (n < 1).
The total APD dark current consists of two components. Idu is the unmultiplied current which is 

mainly due to the surface leakage current. Idm is the bulk dark current experiencing the multiplica-
tion process. The total dark current is expressed by

  I I MId = +du dm   (30)

where M is the avalanche gain. The noise current spectral density due to the dark current is given by

  σd qI qI M F M2 22 2= +du dm ( )   (31)

where F(M) is the avalanche excess noise factor derived by McIntyre.53 Excess noise factors for electron-
initiated or hole-initiated multiplication are given by

  F M F M kM k Me( ) ( ) [ ( )( )]= = + − −1 2 1/   (32a)
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where k is the ratio of the ionization coefficient of holes to electrons (k = bi/ai), and k is assumed 
to be a constant independent of the position. Figure 15 shows the sensitivity of an APD receiver as 
a function of keff which is obtained by weighting the ionization rates over the electric field profile. 
From Fig. 15 we can see that the smaller the k factor is, the smaller the noise factor is and the better 
the receiver sensitivity is. Ge APDs have k values close to unity (0.7 to 1.0). GaInAs/InP APDs using 
an InP multiplication region have 1/k values from 0.3 to 0.5. Silicon is an excellent APD material 
since its k value is 0.02. Therefore, a Si APD has an excellent low dark current noise density and is 
predominantly used at short wavelengths compared with Ge APDs and GaInAs/InP APDs which are 
used at longer wavelengths.

In optical receiver applications,54,55 the photodetector is used with a low-noise amplifier. The 
dark current noise power is given by

  i qI BI qI M F M BInd
2

du dm= +2 22
2

2( )   (33)
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where B is the receiver bit rate and I2 is a parameter depending on the input optical pulse shape. The 
receiver sensitivity penalty56 is given in terms of parameter eN.

  η ε ηP PN o= +( )1   (34)

where ηPo is the sensitivity with zero dark current. For example, eN = 0.023 for a 0.1-dB penalty. The 
maximum allowable dark current for a given sensitivity for a p-i-n FET receiver is

  I
qBI

iN N
du na

2=
+ε ε( )2

2 2

  (35)

where 〈 〉ina
2  is the amplifier noise power and is proportional to B3 above 100 MBits/s. Therefore, the 

maximum allowable dark current is proportional to B2. For APD receivers, the maximum allowable 
dark current Idm as a function of bit rate can be approximated by assuming that the sensitivity 
penalty is within 1 or 2 dB and optimum gain is constant. In Fig. 16, as we can see, the dark current 
is proportional to B at lower bit rates and B1.25 at higher bit rates. So, as the bit rate increases, the 
maximum allowable dark current increases.

26.8 PHOTOCONDUCTORS

High-speed photoconductors57−62 have become more important not only because of their simplic-
ity in fabrication and ease of integration with MESFET amplifiers but also because of their useful 
applications for photodetector and photoconductor sampling gates. Usually the photoconducting 
film has a high density of defects with the trap energy levels deep within the bandgap to shorten 
the material lifetime and the detector impulse response. The characteristics of the photoconduc-
tive films include (1) high resistivity due to the fact that Fermi level is pinned at the midgap, 
(2) enhanced optical absorption for photon energy below the bandgap due to the introduction of 
new bandgap states, and (3) easy fabrication of ohmic contacts possibly due to the enhancement of 
tunneling through the narrow Schottky barrier with a pinned Fermi level.
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Figure 17 shows a typical photoconductor on a microstrip line structure. The photoconduc-
tive film is formed on top of a semi-insulating substrate. A microstrip transmission line consists of 
microstrip electrodes on top and ground plane on bottom. Under a steady-state illumination, the 
photogenerated carrier will experience high electrical field and travel to the electrodes. The photo-
current is 

  I
q GP

hvph =
η

  (36)

where h is the external quantum efficiency, G is the photoconductor gain, and P is optical input flux. 
The photoconductor gain G is given by

  G = τ
τ tr

  (37)

which is the ratio of carrier lifetime t to the carrier transit time ttr. The frequency response of a 
photoconductive detector is plotted in Fig. 18 for different material lifetimes. In a detector without 
damage sites, the gain can be quite large at low frequencies. We can see from this figure how the 
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increased bandwidth is achieved at the expense of quantum efficiency. Using smaller finger separa-
tions, higher quantum efficiency can be achieved for a particular bandwidth.

The standard microstrip line configuration has reflection problems in the thickness direction of the 
substrate and the dispersion characteristics of a microstrip line is worse than that of a coplanar stripline.57 
Coplanar striplines with ‘‘sliding-contact” excitation can have zero capacitance to first order.58 The 
photoconductor using coplanar stripline has been very successful in generating short electrical pulses. 
To measure the short electric pulse, several techniques can be used such as photoconductor sampling or 
electro-optic sampling. Both of the above techniques can provide subpicosecond resolution. The copla-
nar strip line configuration with sliding contact and sampling gate is shown in Fig. 19a. The equivalent 
circuit is shown in Fig. 19b.58 The infinite capacitances represent that the line extends without end in 
both directions. The generated electrical signal due to the time-varying resistance Rs(t) is

  V t V
Z

Z R t Rb
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o s c
out( )

( )
=

+ +
  (38)

where Rc is the contact resistance. If the excitation intensity is sufficiently low to keep Rs(t) >> Zo, then
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The photoconductor resistance Rs(t) can be related to the photoexcited electron-hole pair density 
n(t):59
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FIGURE 18 Frequency response of a photoconductor.
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where L is the gap width, w is the width of photoconductive volume and de is the effective 
absorption length. When the pulse width is of the same order of magnitude as carrier lifetime 
and much shorter than the carrier transit time across the switch gap, the electron-hole pair density 
is given by

  n t e e
P t R

hvwd
dtt t

t o

e

( )
( )( )

/ /=
−− ∫τ τ η

0

1
  (41)

Here, we notice that the carrier density is an exponential decay function, so G(t) = 1/Rs(t) is also an 
exponential decaying function with a time constant t. This can be explained as a result of the convo-
lution of the laser pulse with an exponential function with carrier life time t.

The low temperature (LT) grown GaAs60 can have both high carrier mobility and subpicosec-
ond carrier lifetime when being compared with that of the ion-implanted photoconductor.61 The 
dislocation density in LT GaAs is about the same as that in GaAs epitaxial layer grown at normal 
substrate temperatures such that the LT GaAs has a mobility as high as that of the bulk material. The 
resistivity of the LT GaAs is greater than that of semi-insulating GaAs (>1017 Ω-cm) due to its high 
deep-level concentration. The LT GaAs photoconductive-gap switch in a coplanar strip transmission 
line configuration has obtained a 1.6-ps (FWHM) response with a 3-dB bandwidth of 220 GHz. Chen 
et al.62 reported a high-speed photodetector utilizing LT GaAs MSM photoconductor. To achieve 
reasonable quantum efficiency and high-speed response, the optimum design requires carrier tran-
sit time approximately equal to carrier lifetime. With this requirement, the carriers not collected 
fast enough by the electrodes will be consumed by recombination. The response of a 0.2-μm finger 
and space MSM photodetector was measured by electro-optic sampling system. A 1.2 ps (FWHM) 
response with a 3-dB bandwidth of 350 GHz is obtained.

FIGURE 19 (a) Coplanar circuit layout of a photoconductor 
with sliding contact and (b) Equivalent circuit.
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26.9 SUMMARY

Photodetector performance has steadily improved over the past decade. High-speed detectors are now 
available at a variety of wavelengths from 1.65 to 0.4 μm. MSM photoconductors have demonstrated 
the shortest impulse responses of under a picosecond. For applications that require high speed and 
high efficiency, the best results have been obtained using two passes through a p-i-n photodetector 
(30 percent quantum efficiency with 110-GHz bandwidth). Many applications require a high satura-
tion power, and waveguide photodetectors have achieved the best results (20-GHz bandwidth with 
0.5-A/W responsivity and 10-mW saturation power). Traveling wave photodetectors appear to offer the 
ultimate results in high-speed, high-responsivity, high-saturation power detectors. The combination of 
high-speed photodetectors with optical amplifiers is resulting in superb sensitivity of all bit rates, but 
requires the fabrication of high-speed photodetectors with at least 10-dBm saturation power.

An increasing amount of attention is being paid to integrating high-speed photodetectors with 
electronic and photonic circuits. Integration with electronic circuits increases the performance 
by eliminating the parasitics and limited bandwidth of bonding pads, wires, and connectors. 
Integration with optical waveguides decreases the optical loss associated with coupling from one 
device to another and reduces the packaging cost. Integration of photodetectors with optical ampli-
fiers and wavelength tuning elements is a particularly important research direction.
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27.1 GLOSSARY

 A dimensionless material constant for 1/f noise

 C capacitance (farads)

 I current (amps)

 Ishot noise shot noise current (amps)

 k Boltzmann’s constant

 q electron charge (Coulombs)

 R resistance (ohms)

 S/N signal-to-noise ratio

 T temperature (Kelvin)

 VJohnson, rms RMS Johnson noise voltage (V)

 Δf bandwidth (Hz)

27.2 INTRODUCTION

Many optical systems require a quantitative measurement of light. Applications range from the very 
simple, such as a light meter using a photocell and a d’Arsenval movement, to the complex, such as 
the measurement of a fluorescence lifetime using time-resolved photon counting.

Often, the signal of interest is obscured by noise. The noise may be fundamental to the pro-
cess: photons are discrete quanta governed by Poisson statistics which gives rise to shot noise. Or, 
the noise may be from more mundane sources, such as microphonics, thermal emf ’s, or inductive 
pickup.

This chapter describes methods for making useful measurements of weak optical signals, even 
in the presence of large interfering sources. The chapter will emphasize the electronic aspects of 
the problem. Important details of optical systems and detectors used in signal recovery are cov-
ered in Chap. 24, “Photodetectors,” by Paul R. Norton; Chap. 25, “Photodetection,” by Abhay M. 
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Joshi and Gregory H. Olsen; and Chap. 26, “High-Speed Photodetectors,” by John E. Bowers and 
Yih G. Wey in this volume.

27.3 PROTOTYPE EXPERIMENT

Figure 1 details the elements of a typical measurement situation. We wish to measure light from the 
source of interest. This light may be obscured by light from background sources. The intensity of the 
source of interest, and the relative intensity of the interfering background, will determine whether 
some or all of the techniques shown in Fig. 1 should be used.

Optics

An optical system is designed to pass photons from the source of interest and reject photons from 
background sources. The optical system may use spatial focusing, wavelength, or polarization selec-
tion to preferentially deliver photons from the source of interest to the detector.

There are many trade-offs to consider when designing an optical system. For example, if the 
source is nearly monochromatic and the background is broadband, then a monochrometer may 
be used to improve the signal-to-background ratio of the light reaching the detector. However, if 
the source of interest is an extended isotropic emitter, then a monochrometer with narrow slits and 
high f-number will dramatically reduce the number of signal photons from the source which can be 
passed to the detector. In this case, the noise of the detector and amplifiers which follow the optical 
system may dominate the overall signal-to-noise ratio (S/N).

Photodetectors

There are many types of nonimaging photodetectors. Key criteria to select a photodetector for 
a particular application include sensitivity for the wavelength of interest, gain, noise, and speed. 
Important details of many detector types are given in other chapters in the Handbook. Operational 
details (such as bias circuits) of photomultipliers which are specific to boxcar integration and pho-
ton counting are discussed in Sec. 27.5.

Amplifiers

In many applications, the output of the detector must be amplified or converted from a current to 
a voltage before the signal may be analyzed. Selection criteria for amplifiers include type (voltage or 
transconductance), gain, bandwidth, and noise.

Background

Modulation

Signal Optics

Bias

PMT Amp

Signal
detection

FIGURE 1 Prototypical optical measurement.
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Signal Analysis

There are two broad categories of signal analysis, depending on whether or not the source is modu-
lated. Modulating the source allows the signal to be distinguished from the background. Often, 
source modulation is inherent to the measurement. For example, when a pulsed laser is used to 
induce a fluorescence, the signal of interest is present only after the laser fires. Other times, the mod-
ulation is “arranged,” as when a cw source is chopped. Sometimes the source cannot be modulated 
or the source is so dominant over the background that modulation is unnecessary.

27.4 NOISE SOURCES

An understanding of noise sources in a measurement is critical to achieving signal-to-noise per-
formance near theoretical limits. The quality of a measurement may be substantially degraded by a 
trivial error. For example, a poor choice of termination resistance for a photodetector may increase 
current noise by several orders of magnitude.1

Shot Noise

Light and electrical charge are quantized, and so the number of photons or electrons which pass a 
point during a period of time are subject to statistical fluctuations. If the signal mean is M photons, 

its standard deviation (noise) will be M , hence the S N M M M/ /= = . The mean M may be 
increased if the rate is higher or the integration time is longer. Short integration times or small sig-
nal levels will yield poor S/N values. Figure 2 shows the S/N, which may be expected as a function of 
current level and integration time for a shot-noise limited signal.

“Integration time” is a convenient parameter when using time-domain signal recovery tech-
niques. “Bandwidth” is a better choice when using frequency-domain techniques. The rms noise 
current in the bandwidth Δ f  Hz due to a “constant” current, I amps, is given by

  I qI fshot noise = Δ( )2   (1)

where q = 1.6 × 10−19 C

Current Quanta (No./s)

1 A

1 mA
1 ns 1 μs

1 ms 1 s

103s

106s

1018

109

10

1 uA

1 nA

1 pA

1 fA

1 aA

S/N

0.1 1 10 102 103104105106107108109

FIGURE 2 Signal-to-noise versus flux and mea-
surement time.

27_Bass_v2ch27_p001-016.indd 27.3 8/24/09 11:28:04 AM



27.4  DETECTORS

Johnson Noise

The electrons which allow current conduction in a resistor are subject to random motion which 
increases with temperature. This fluctuation of electron density will generate a noise voltage at the 
terminals of the resistor. The rms value of this noise voltage for a resistor of R ohms, at a tempera-
ture of T Kelvin, in a bandwidth of Δf  Hz is given by

  V kTR fJohnson,rms = ( )4 Δ   (2)

where k is Boltzmann’s constant. The noise voltage in a 1-Hz bandwidth is given by

  V RJohnson,rms per Hz nV ohms( ) . ( ( ))= ×0 13   (3)

Since the Johnson noise voltage increases with resistance, large-value series resistors should be avoided 
in voltage amplifiers. For example, a 1-kΩ resistor has a Johnson voltage of about 4 1. nV/ Hz . If 
detected with a 100-MHz bandwidth, the resistor will show a noise of 41-μV rms, which has a peak-
to-peak value of about 200 μV.

When a resistor is used to terminate a current source, or as a feedback element in a current-to-
voltage converter, it will contribute a noise current equal to the Johnson noise voltage divided by the 
resistance. Here, the noise current in a 1-Hz bandwidth is given by

  I RJohnson,rms per Hz pA/ ohms( ) ( )=130   (4)

As the Johnson noise current increases as R decreases, small-value resistors should be avoided when 
terminating current sources. Unfortunately, small terminating resistors are required to maintain a 
wide frequency response. If a 1-kΩ resistor is used to terminate a current source, the resistor will 
contribute a noise current of about 4.1 pA/ Hz , which is about 1000× worse than the noise current 
of an ordinary FET input operational amplifier.

1/f Noise

The voltage across a resistor carrying a constant current will fluctuate because the resistance of the 
material used in the resistor varies. The magnitude of the resistance fluctuation depends on the 
material used: carbon composition resistors are the worst, metal film resistors are better, and wire 
wound resistors provide the lowest 1/f noise. The rms value of this noise source for a resistance of 
R ohms, at a frequency of f  Hz, in a bandwidth of Δ f  Hz is given by

  V IR A f ff1/ ,rms /= × ( )Δ   (5)

where the dimensionless constant A has a value of about 10−11 for carbon. In a measurement in 
which the signal is the voltage across the resistor (IR), the S N f f/ / .= ×3 105 ( )Δ  Often, this noise is 
a troublesome source of low-frequency noise in voltage amplifiers.

Nonessential Noise Sources

There are many discrete noise sources which must be avoided in order to make reliable low-
level light measurements. Figure 3 shows a simplified noise spectrum on log-log scales. The key 
features in this noise spectra are frequencies worth avoiding: diurnal drifts (often seen via input 
offset drifts with temperature), low frequency (1/f ) noise, power line frequencies and their 
harmonics, switching power supply and crt display frequencies, commercial broadcast stations 
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(AM, FM, VHF, and UHF TV), special services (cellular telephones, pagers, etc.), microwave 
ovens and communications, to RADAR and beyond. 

Your best alternatives for avoiding these noise sources are

1. Shield to reduce pickup.

2. Use differential inputs to reject common mode noise.

3. Bandwidth limit the amplifier to match expected signal.

4. Choose a quiet frequency for signal modulation when using a frequency-domain detection 
technique.

5. Trigger synchronously with interfering source when using a time-domain detection technique.

Common ways for extraneous signals to interfere with a measurement are illustrated in 
Fig. 4a to f.

Noise may be injected via a stray capacitance as in Fig. 4a. The stray capacitance has an imped-
ance of 1/jwC. Substantial currents may be injected into low-impedance systems (such as transcon-
ductance inputs), or large voltages may appear at the input to high-impedance systems.

Inductive pickup is illustrated in Fig. 4b. The current circulating in the loop on the left will pro-
duce a magnetic field which in turn induces an emf in the loop on the right. Inductive noise pickup 
may be reduced by reducing the areas of the two loops (by using twisted pairs, for example), by 
increasing the distance between the two loops, or by shielding. Small skin depths at high frequencies 
allow nonmagnetic metals to be effective shields; however, high-mu materials must be used to shield 
from low frequency magnetic fields.

Resistive coupling, or a “ground loop,” is shown in Fig. 4c. Here, the detector senses the output of 
the experiment plus the IR voltage drop from another circuit which passes current through the same 
ground plane. Cures for ground-loop pickup include grounding everything to the same point, using 
a heavier ground plane, providing separate ground return paths for large interfering currents, and 
using a differential connection between the signal source and amplifier.

Mechanical vibrations can create electrical signals (microphonics) as shown in Fig. 4d. Here, a 
coaxial cable is charged by a battery through a large resistance. The voltage on the cable is V = Q/C. Any 
deformation of the cable will modulate the cable’s capacitance. If the period of vibration which causes 
the deformation is short compared to the RC time constant then the stored charge on the cable, Q, will 
remain constant. In this case, a 1-ppm modulation of the cable capacitance will generate an ac signal 
with an amplitude of 1 ppm of the dc bias on the cable, which may be larger than the signal of interest.

The case of magnetic microphonics is illustrated in Fig. 4e. Here, a dc magnetic field (the earth’s 
field or the field from a permanent magnet in a latching relay, for example) induces an emf in the 
signal path when the magnetic flux through the detection loop is modulated by mechanical motion.

N
oi

se

Year Day

Power
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10−8 10−6 10−4 10−2 1 102 104 106 108 1010

CRTs
VLF
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FM/TV
Radar

FIGURE 3 Simplified noise spectrum.
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Unwanted thermocouple junctions are an important source of offset and drift. As shown in 
Fig. 4f, two thermocouple junctions are formed when a signal is connected to an amplifier. For 
typical interconnect materials (copper, tin) one sees about 10 μV/°C of offset. These extraneous 
junctions occur throughout instruments and systems: their impact may be eliminated by making 
ac measurements.

27.5 APPLICATIONS USING PHOTOMULTIPLIERS

Photomultiplier tubes (PMTs) are used for detection of light from about 200 to 900 nm. Windowless 
PMTs can be used from the near UV through the x-ray region, and may also be used as particle 
detectors. Their low noise, high gain, wide bandwidth, and large dynamic range have placed them in 
many applications. They are the only detectors which may be recommended for low-noise photon 
counting applications.2,3

In this chapter, we are primarily concerned with the electrical characteristics of PMTs. Under-
standing these characteristics is important if we are to realize the many desirable features of these 
devices.

A schematic representation of a PMT, together with a typical bias circuit, is shown in Fig. 5. 
While the concepts depicted here are common to all PMTs, the particulars of biasing and termina-
tion will change between PMT types and applications. PMTs have a photocathode, several dynodes 
(6 to 14), and an anode. They are usually operated from a negative high voltage, with the cathode 
at the most negative potential, each successive dynode at a less negative potential, and the anode 
near ground. An incident photon may eject a single photoelectron from the photocathode which 
will strike the first dynode with an energy of a few hundred volts. A few (2– to 5) electrons will be 
ejected from the first dynode by the impact of the photoelectron: these electrons will in turn strike 

(a)

CStray

AmpDetVN

(c)

(b)

(d)

AmpDet
R

Cable

B(t)

AmpDet
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the second dynode, ejecting more electrons. The process continues at each dynode until all of the 
electrons are collected by the anode.

Quantum Efficiency

The quantum efficiency (QE) of a PMT is a measure of the probability that a photon will eject a 
photoelectron at the photocathode. The QE depends on the type of material used in the cathode 
and the wavelength of light. QEs may be as high as 10 to 30 percent at their peak wavelength. The 
cathode material will also affect the dark count rate from the PMT: a cathode with good red sensi-
tivity may have a high dark count rate.

Gain

A PMT’s gain depends on the number of dynodes, the dynode material, and voltage between the 
dynodes. PMT gains range from 103 to 107. The anode output from the PMT will typically go to an 
electronic amplifier. To avoid having the system noise be dominated by the amplifier’s noise, the 
PMT should be operated with enough gain so that the dark current times the gain is larger than the 
amplifier’s input current noise.

Bandwidth

The frequency response, speed, rise time, and pulse-pair resolution of PMTs depend on the structure 
of the dynode multiplier chain. The leading edges of the anode output have transition times from 
2 to 20 ns. Trailing edges are usually about three times slower. Much faster PMTs, with rise times 
on order 100 ps, use microchannel plate multipliers.

When using gated integrators to measure PMT outputs, the pulse width of the anode signal 
should be less than the gate width so that timing information is not lost. For photon counting, the 
pulse width should be smaller than the pulse-pair resolution of the counter/discriminator to avoid 
saturation effects. When using lock-in amplifiers, pulse width is usually not important, since the 
slowest PMTs will have bandwidths well above the modulation frequency.

Pulse Height

In pulsed experiments, the criterion for a detectable signal often depends on the electrical noise 
environment of the laboratory and the noise of the preamplifier. In laboratories with Q-switched 
lasers or pulsed discharges, it is difficult to reduce the noise on any coaxial cable below a few millivolts. 
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FIGURE 5 PMT base for photon counting or fast integration.
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A good, wide bandwidth preamplifier will have about 1.5 nV/ Hz, or about 25-μV rms over a 300-MHz 
bandwidth. Peak noise will be about 2.5 times the rms noise, so it is important that the PMT provide 
pulses of greater than 1-mV amplitude.

Use manufacturer’s specifications for the current gain and rise time to estimate the pulse ampli-
tude from the PMT:

  Amplitude mV 4 gain millions /rise tim( ) ( )= × ee ns( )   (6)

This formula assumes that the electrons will enter a 50-Ω load in a square pulse whose duration is 
twice the rise time. (Since the rise time will be limited by the bandwidth of the preamplifier, use the 
larger of the amplifier or PMT rise times in this formula.)

If the PMT anode is connected via a 50-Ω cable to a large load resistance, then the pulse shape 
may be modeled by the lumped parameters of the cable capacitance (about 100 pF/meter for RG-58) 
and the termination resistance. All of the charge in the pulse is deposited on the cable capacitance in 
a few nanoseconds. The voltage on the load will be V = Q/C where C = cable capacitance. This volt-
age will decay exponentially with a time constant of RC where R is the load resistance in ohms. In 
this case, the pulse height will be

  Amplitude mV 16 gain millions /cable( ) ( )= ×0 CC pF( )   (7)

The current gain of a PMT is a strong function of the high voltage applied to the PMT. Very often, 
PMTs will be operated well above the high voltage recommended by the manufacturer, and thus 
substantially higher current gains (10× to 100× above specs). There are usually no detrimental 
effects to the PMT as long as the anode current is kept well below the rated value.

Dark Counts

PMTs are the quietest detectors available. The primary noise source is thermionic emission of elec-
trons from the photocathode and from the first few dynodes of the electron multiplier. PMT hous-
ings which cool the PMT to about −20°C can dramatically reduce the dark counts (from a few kHz 
to a few Hz). The residual counts arise from radioactive decays of materials inside the PMT and 
from cosmic rays.

PMTs which are specifically designed for photon counting will specify their noise in terms of the 
rate of output pulses whose amplitudes exceed some fraction of a pulse from a single photon. More 
often, the noise is specified as an anode dark current. Assuming the primary source of dark current 
is thermionic emission from the photocathode, the dark count rate is given by

  Dark count kHz 6 dark current nA /gain( ) ( )= × millions( )   (8)

PMT Base Design

PMT bases which are designed for general-purpose applications are not appropriate for photon 
counting or fast-gated integrator applications (gates < 10 to 20 ns). General-purpose bases will not 
allow high count rates, and often cause problems such as double counting and poor plateau char-
acteristics. A PMT base with the proper high-voltage taper, bypassing, snubbing, and shielding is 
required for good time resolution and best photon counting performance.

Dynode Biasing A PMT base provides bias voltages to the PMTs photocathode and dynodes from a 
single, negative, high-voltage power supply. The simplest design consists of a resistive voltage divider. 
In this configuration the voltage between each dynode, and thus the current gain at each dynode, is 
the same. Typical current gains are three to five, so there will typically be four electrons leaving the 
first dynode, with a variance of about two electrons. This large relative variance (due to the small 
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number of ejected electrons) gives rise to large variations in the pulse height of the detected signal. 
Since statistical fluctuations in pulse height are dominated by the low gain of the first few stages of 
the multiplier chain, increasing the gain of these stages will reduce pulse-height variations and so 
improve the pulse-height distribution. This is important for both photon counting and analog detec-
tion. To increase the gain of the first few stages, the resistor values in the bias chain are increased to 
increase the voltage in the front end of the multiplier chain. The resistor values are tapered slowly so 
that the electrostatic focusing of electrons in the multiplier chain is not adversely affected.4

Current for the electron multiplier is provided by the bias network. Current drawn from the bias 
network will cause the dynode potentials to change, thus changing the tube gain. This problem is of 
special concern in lifetime measurements. The shape of exponential decay curves will be changed if 
the tube gain varies with count rate. To be certain that this is not a problem, lifetime measurements 
should be repeated at reduced intensity. The problem of gain variation with count rate is avoided if 
the current in the bias network is about 20 times the output current from the PMT’s anode.

There are a few other methods to avoid this problem which do not require high bias currents. 
These methods depend on the fact that the majority of the output current is drawn from the last few 
dynodes of the multiplier:

1. Replace the last few resistors in the bias chain with Zener diodes. As long as there is some reverse 
current through a Zener, the voltage across the diodes is nearly constant. This will prevent the 
voltage on these stages from dropping as the output current is increased.

2. Use external power supplies for the last few dynodes in the multiplier chain. This approach dis-
sipates the least amount of electrical power since the majority of the output current comes from 
lower-voltage power supplies. However, it is the most difficult to implement.

3. If the average count rate is low, but the peak count rate is high, then bypass capacitors on the last 
few stages may be used to prevent the dynode voltage from dropping (use 20× the average output 
current for the chain current). For a voltage drop of less than 1 percent, the stored charge on the 
last bypass capacitor should be 100 × the charge output during the peak count rate. For example, 
the charge output during a 1-ms burst of a 100-MHz count rate, each with an amplitude of 
10 mV into 50 Ω and a pulse width of 5 ns, is 0.1 μC. If the voltage on the last dynode is 200 Vdc, 
then the bypass capacitor for the last dynode should have a value given by

  C Q V C V= = × =100 100 0 15 200 0 05/ / F. . μ   (9)

The current from higher dynodes is smaller so the capacitors bypassing these stages may be 
smaller. Only the final four or five dynodes need to be bypassed, usually with a capacitor which has 
half the capacitance of the following stage. To reduce the voltage requirement for these capacitors, 
they are usually connected in series.

Bypassing the dynodes of a PMT may cause high-frequency ringing of the anode output signal. This 
can cause multiple counts for a single photon or poor time resolution in a gated integrator. The prob-
lem is significantly reduced by using small resistors between the dynodes and the bypass capacitors.

Snubbing Snubbing refers to the practice of adding a network to the anode of the PMT to improve 
the shape of the output pulse for photon counting or fast-gated integrator applications. This 
“network” is usually a short piece of 50-Ω coax cable which is terminated into a resistor of less 
than 50 Ω. The snubber will delay, invert, and sum a small portion of the anode signal to itself. 
Snubbing should not be used when using a lock-in amplifier since the current conversion gain of a 
50-Q resistor is very small.

There are four important reasons for using a snubber network:

1. Without some dc resistive path between the anode and ground, anode dark current will charge 
the signal cable to a few hundred volts (last dynode potential). When the signal cable is connected 
to an amplifier, the stored charge on the cable may damage the front end of the instrument. 
PMT bases without a snubber network should include a 100-MΩ resistor between the anode and 
ground to protect the instruments.
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2. The leading edge of the output current pulse is often much faster than the trailing edge. A snub-
ber network may be used to sharply increase the speed of the trailing edge, greatly improving the 
pulse pair resolution of the PMT. This is especially important in photon counting applications.

3. Ringing (with a few nanoseconds period) is very common on PMT outputs. A snubber network 
may be used to cancel these rings which can cause multiple counts from a single photon.

4. The snubber network will help to reverse terminate reflections from the input to the preamplifier.

The round-trip time in the snubber cable may be adjusted so that the reflected signal cancels 
anode signal ringing. This is done by using a cable length with a round-trip time equal to the period 
of the anode ringing.

Cathode Shielding Head-on PMTs have a semitransparent photocathode which is operated at 
negative high voltage. Use care so that no objects near ground potential contact the PMT near the 
photocathode.

Magnetic Shielding Electron trajectories inside the PMT will be affected by magnetic fields. A field 
strength of a few gauss can dramatically reduce the gain of a PMT. A magnetic shield made of a high 
permeability material should be used to shield the PMT.

PMT Base Summary

1. Taper voltage divider for higher gain in the first stages.

2. Bypass last few dynodes in pulsed applications.

3. Use a snubber circuit to shape the output pulse for photon counting or fast-gated integration.

4. Shield the tube from electrostatic and magnetic fields.

27.6 AMPLIFIERS

Several considerations are involved in choosing the correct amplifier for a particular application. 
Often, these considerations are not independent, and compromises will be necessary. The best 
choice for an amplifier depends on the electrical characteristics of the detector, and on the desired 
gain, bandwidth, and noise performance of the system.

Voltage Amplifiers

High Bandwidth Photon counting and fast-gated integration require amplifiers with wide band-
width. A 350-MHz bandwidth is required to preserve a 1-ns rise time. The input impedance to these 
amplifiers is usually 50 Ω in order to terminate coaxial cables into their characteristic impedance. 
When PMTs (which are current sources) are connected to those amplifiers, the 50-Ω input imped-
ance serves as the current-to-voltage converter for the PMT anode signal. Unfortunately, the small 
termination resistance and wide bandwidth yield a lot of current noise.5

High Input Impedance It is important to choose an amplifier with a very high input imped-
ance and low-input bias current when amplifying a signal from a source with a large equivalent 
resistance. Commercial amplifiers designed for such applications typically have a 100-MΩ input 
impedance. This large input impedance will minimize attenuation of the input signal and reduce 
the Johnson noise current drawn through the source resistance, which can be an important noise 
source. Field effect transistors (FETs) are used in these amplifiers to reduce the input bias current to 
the amplifiers. Shot noise on the input bias current can be an important noise component, and tem-
perature drift of the input bias current is a source of drift in dc measurements.6
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The bandwidth of a high-input impedance amplifier is often determined by the RC time con-
stant of the source, cable, and termination resistance. For example, a PMT with 1 meter of RG-58 
coax (about 100 pF) terminated into a 1-MΩ resistor will have a bandwidth of about 1600 Hz. A 
smaller resistance would improve the bandwidth, but increase the Johnson noise current.

Moderate Input Impedance Bipolar transistors offer an input noise voltage which may be several 

times smaller than the FET inputs of high-input impedance amplifiers, as low as 1 nV/ Hz . Bipolar 
transistors have larger input bias currents, hence larger shot noise current, and so should be used 
only with low-impedance (<1 kΩ) sources.

Transformer Inputs When ac signals from very low source impedances are to be measured, trans-
former coupling offers very quiet inputs. The transformer is used to step up the input voltage by its 
turns-ratio. The transformer’s secondary is connected to the input of a bipolar transistor amplifier.

Low Offset Drift Conventional bipolar and FET input amplifiers exhibit input offset drifts on 
the order of 5 μV/C. In the case where the detector signal is a small dc voltage, such as from a 
bolometer, this offset drift may be the dominant noise source. A different amplifier configuration, 
chopper-stabilized amplifiers, essentially measure their input offsets and subtract the measured 
offset from the signal. A similar approach is used to “autozero” the offset on the input to sensitive 
voltmeters. Chopper-stabilized amplifiers exhibit very low input offsets with virtually no input 
offset drift.

Differential The use of “true-differential” or “instrumentation” amplifiers is advised to provide 
common mode rejection to interfering noise, or to overcome the difference in grounds between the 
voltage source and the amplifier. This amplifier configuration amplifies the difference between two 
inputs, unlike a single-ended amplifier, which amplifies the difference between the signal input and 
the amplifier ground. In high-frequency applications, where good differential amplifiers are not 
available or are difficult to use, common mode choke may be used to isolate disparate grounds.

Transconductance Amplifiers

When the detector is a current source (or has a large equivalent resistance) then a transconductance 
amplifier should be considered. These amplifiers (current-to-voltage converters) offer the potential 
of lower noise and wider bandwidth than a termination resistor and a voltage amplifier; however, 
some care is required in their application.7

A typical transconductance amplifier configuration is shown in Fig. 6. An FET input op amp 
would be used for its low-input bias current. (Op amps with input bias currents as low as 50 fA are 
readily available.) The detector is a current source, Io. Assuming an ideal op amp, the transconduc-
tance gain is A = Vout /Iin = Rf , and the input impedance of the circuit is Rin to the op amp’s virtual 
null. (Rin allows negative feedback, which would have been phase shifted and attenuated by the 
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FIGURE 6 Typical transconductance amplifier.
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source capacitance at high frequencies, to assure stability.) Commercial transconductance amplifiers 
use Rs’ as large as 10 MΩ, with Rin’s, which are typically Rf /1000. A low-input impedance will ensure 
that current from the source will not accumulate on the input capacitance.

This widely used configuration has several important limitations which will degrade its gain, 
bandwidth, and noise performance. The overall performance of the circuit depends critically on 
the source capacitance, including that of the cable connecting the source to the amplifier input. 
Limitations include:

1. The “virtual null” at the inverting input to the op amp is approximately Rf   /Av where Av is the op 
amp’s open loop gain at the frequency of interest. While op amps have very high gain at frequen-
cies below 10 Hz (typically a few million), these devices have gains of only a few hundred at 
1 kHz. With an Rf of 1 GΩ, the virtual null has an impedance of 5 MΩ at 1 kHz, hardly a virtual 
null. If the impedance of the source capacitance is less than the input impedance, then most of 
the ac input current will go to charging this capacitance, thereby reducing the gain.

2. The configuration provides high gain for the voltage noise at the noninverting input of the op 
amp. At high frequencies, where the impedance of the source capacitance is small compared to 
Rin, the voltage gain for noise at the noninverting input is Rf /Rin, typically about 1000. As FET 
input op amps with very low bias currents tend to have high-input-voltage noise, this term can 
dominate the noise performance of the design.

3. Large Rf’s are desired to reduce the Johnson noise current; however, large Rf’s degrade the band-
width. If low values of Rf are used, the Johnson noise current can dominate the noise perfor-
mance of the design.

4. To maintain a flat frequency response, the size of the feedback capacitance must be adjusted to 
compensate for different source capacitances.

As many undesirable characteristics of the transconductance amplifier can be traced to the 
source capacitance, a system may benefit from integrating the amplifier into the detector, thereby 
eliminating interconnect capacitance. This approach is followed in many applications, from micro-
phones to CCD imagers.

27.7 SIGNAL ANALYSIS

Unmodulated Sources

For unmodulated sources, a strip-chart recorder, voltmeter, A/D converter, or oscilloscope may be 
used to measure the output of the amplifier or detector. In the case of low-light-level measurement, 
continuous photon counting would be the method of choice.

A variety of problems are avoided by modulating the signal source. When making dc measure-
ments, the signal must compete with large low-frequency noise sources. However, when the source 
is modulated, the signal may be measured at the modulation frequency, away from these large noise 
sources.

Modulated Sources

When the source is modulated, one may choose from gated integration, boxcar averaging, transient 
digitizers, lock-in amplifiers, spectrum analyzers, gated photon counters, or multichannel scalers.

Gated Integration A measurement of the integral of a signal during a period of time can be made 
with a gated integrator. Commercial devices allow gates from about 100 ps to several milliseconds. 
A gated integrator is typically used in a pulsed laser measurement. The device can provide shot-
by-shot data which is often recorded by a computer via an A/D converter. The gated integrator is 
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recommended in situations where the signal has a very low duty cycle, low pulse repetition rate, and 
high instantaneous count rates.8

The noise bandwidth of the gated integrator depends on the gate width: short gates will have 
wide bandwidths, and so will be noisy. This would suggest that longer gates would be preferred; 
however, the signal of interest may be very short-lived, and using a gate which is much wider than 
the signal will not improve the S/N.

The gated integrator also behaves as a filter: the output of the gated integrator is proportional to 
the average of the input signal during the gate, so frequency components of the input signal which 
have an integral number of cycles during the gate will average to zero. This characteristic may be 
used to “notch out” specific interfering signals.

It is often desirable to make gated integration measurements synchronously with an interfer-
ing source. (This is the case with time-domain signal detection techniques, and not the case with 
frequency-domain techniques such as lock-in detection.) For example, by locking the pulse repeti-
tion rate to the power-line frequency (or to any submultiple of this frequency) the integral of the 
line interference during the short gate will be the same from shot to shot, which will appear as a 
fixed offset at the output of the gated integrator.

Boxcar Averaging Shot-by-shot data from a gated integrator may be averaged to improve the S/N. 
Commercial boxcar averagers provide linear or exponential averaging. The averaged output from 
the boxcar may be recorded by a computer or used to drive a strip-chart recorder. Figure 7 shows a 
gated integrator with an exponential averaging circuit.

Lock-In Amplifiers Phase-sensitive synchronous detection is a powerful technique for the recovery 
of small signals which may be obscured by interference that is much larger than the signal of inter-
est. In a typical application, a cw laser which induces the signal of interest will be modulated by an 
optical chopper. The lock-in amplifier is used to measure the amplitude and phase of the signal of 
interest relative to a reference output from the chopper.9

Figure 8 shows a simplified block diagram for a lock-in amplifier. The input signal is ac-coupled 
to an amplifier whose output is mixed (multiplied by) the output of a phase-locked loop which is 
locked to the reference input. The operation of the mixer may be understood through the trigono-
metric identity

  cos( ) cos( ) {cos[( ) ] cos[ω ω ω ω1 2 1 2

1

2
t t t+ ∗ = + + +Φ Φ (( ) ]}ω ω1 2− +t Φ   (10)

When w1 = w2 there is a dc component of the mixer output, cos Φ. The output of the mixer is passed 
through a low-pass filter to remove the sum frequency component. The time constant of the filter is 
selected to reduce the equivalent noise bandwidth: selecting longer time constants will improve the 
S/N at the expense of longer response times.
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FIGURE 7 Gated integrator and exponential averager.
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The simplified block diagram shown in Fig. 8 is for a “single-phase” lock-in amplifier, which 
measures the component of the signal at one set phase with respect to the reference. A dual-phase 
lock-in has another channel which measures the component of the signal at 90° relative to the first 
channel, which allows simultaneous measurement of the amplitude and phase of the signal.

Digital signal processing (DSP) techniques are rapidly replacing the older analog techniques 
for the synchronous detection of the signal. In these instruments, the input signal is digitized by a 
fast, high-resolution A/D converter, and the signal’s amplitude and phase are determined by high-
speed computations in a digital signal processor. To maintain the 100-kHz bandwidth of the analog 
designs, the DSP designs must complete a quarter million 16-bit A/D conversions and 20 million 
multiply-and-accumulate operations each second. Many artifacts of the analog designs are elimi-
nated by the DSP approach; for example, the output drift and dynamic range of the instruments are 
dramatically improved.10

Photon Counting Photon counting techniques offer several advantages in the measurement of 
light: very high sensitivity (count rates as low as 1 per minute can be a usable signal level), large 
dynamic range (signal levels as high as 100 MHz can be counted, allowing a 195-dB dynamic range), 
discrimination against low-level noise (analog noise below the discriminator thresholds will not be 
counted), and ability to operate over widely varying duty cycles.11

Key elements of a photon counting system include a high-gain PMT operated with sufficiently 
high voltage so that a single photoelectron will generate an anode pulse of several millivolts into 
a 50-Ω load, a fast discriminator to generate logic pulses from anode signals which exceed a set 
threshold, and fast-gated counters to integrate the counts.

Transient Photon Counting In situations where the time evolution of a light signal must be mea-
sured (LIDAR, lifetime measurements, chemical kinetics, etc.) transient photon counters allow the 
entire signal to be recorded for each event. In these instruments, the discriminated photon pulses are 
summed into different bins depending on their timing with respect to a trigger pulse. Commercial 
instruments offer 5-ns resolution with zero dead-time between bins. The time records from many 
events may be summed together in order to improve the S/N.12

Choosing the “Best” Technique Which instrument is best suited for detecting signals from a photo-
multiplier tube? The answer is based on many factors, including the signal intensity, the signal’s time 
and frequency distribution, the various noise sources and their time-dependence and frequency 
distribution.

In general, the choice between boxcar averaging (gated integration) and lock-in detection (phase-
sensitive detection) is based on the time behavior of the signal. If the signal is fixed in frequency and 
has a 50 percent duty cycle, lock-in detection is best suited. This type of experiment commonly uses 
an optical chopper to modulate the signal at some low frequency. Signal photons occur at random 
times during the “open” phase of the chopper. The lock-in detects the average difference between the 
signal during the “open” phase and the background during the “closed” phase.

FIGURE 8 Lock-in amplifier block diagram.
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To use a boxcar averager in the same experiment would require the use of very long, 50 percent 
duty cycle gates since the photons can arrive anywhere during the “open” phase. Since the gated inte-
grator is collecting noise during this entire gate, the signal is easily swamped by the noise. To correct 
for this, baseline subtraction can be used where an equal gate is used to measure the background 
during the “closed” phase of the chopper and subtracted from the “open” signal. This is then identi-
cal to lock-in detection. However, lock-in amplifiers are much better suited to this, especially at low 
frequencies (long gates) and low signal intensities.

If the signal is confined to a very short amount of time, then gated integration is usually the best 
choice for signal recovery. A typical experiment might be a pulsed laser excitation where the signal 
lasts for only a short time (100 ps to 1 μs) at a repetition rate of up to 10 kHz. The duty cycle of the 
signal is much less than 50 percent. By using a narrow gate to detect signal only when it is present, 
noise which occurs at all other times is rejected. If a longer gate is used, no more signal is measured 
but the detected noise will increase. Thus, a 50 percent duty cycle gate would not recover the signal 
well and lock-in detection is not suitable.

Photon counting can be used in either the lock-in or the gated mode. Using a photon counter 
is usually required at very low signal intensities or when the use of a pulse height discriminator to 
reject noise results in an improved S/N. If the evolution of a weak light signal is to be measured, 
a transient photon counter or multichannel scaler can greatly reduce the time required to make a 
measurement.

27.8 REFERENCES

 1. P. Horowitz and W. Hill, The Art of Electronics, Cambridge, New York, 1989, p. 428–447.

 2. Photomultiplier Tubes, Hamamatsu Company catalog, 1988.

 3. Photomultipliers, Thorn EMI Company catalog, 1990.

 4. G. A. Morton and H. M. Smith, “Pulse Height Resolution of High Gain First Dynode Photomultipliers,” 
Appl. Phys. Lett. vol. 13, 1968, p. 356.

 5. Model SR445 Fast Preamplifier, Operation and Service Manual, Stanford Research Systems, 1990.

 6. Model SR560 Low Noise Preamplifier, Operation and Service Manual, Stanford Research Systems, 1990.

 7. Model SR570 Low Noise Current Amplifier, Operation and Service Manual, Stanford Research Systems, 1992.

 8. Fast Gated Integrators and Boxcar Averagers, Operation and Service Manual, Stanford Research Systems, 
1990.

 9. Model SR510 Lock-in Amplifier, Operation and Service Manual, Stanford Research Systems, 1987.

 10. Model SR850 DSP Lock-in Amplifier, Operation and Service Manual, Stanford Research Systems, 1992.

 11. Model SR400 Gated Photon Counter, Operation and Service Manual, Stanford Research Systems, 1988.

 12. Model SR430 Multichannel Scaler/Averager, Operation and Service Manual, Stanford Research Systems, 1989.

27_Bass_v2ch27_p001-016.indd 27.15 8/24/09 11:28:07 AM



This page intentionally left blank.



THERMAL DETECTORS

William L. Wolfe
College of Optical Sciences 
University of Arizona 
Tucson, Arizona

Paul W. Kruse
Consultant
Edina, Minnesota

28.1

28

28.1 GLOSSARY

 DTGS deuterated triglycine sulfate

 p pyroelectric coeffi cient

 Re electrical resistance

 Rth thermal resistance

 ℜ responsivity

 S Seebeck coeffi cient

 TGS triglycine sulfate

 Z fi gure of merit

 te electrical time constant

 tth thermal time constant

28.2 THERMAL DETECTOR ELEMENTS1

Introduction

Thermal detectors (transducers) of optical radiation are generally considered to be those devices 
that absorb the radiation, increase their own temperature, and provide a resultant electrical signal. 
There are several types, divided according to the physical mechanism that converts the temperature 
change to a resultant electrical one. The oldest are bolometers and thermocouples. The bolometer 
changes its electrical resistance as a result of the temperature increase; the thermocouple changes 
its contact potential difference. There are several different types of bolometers, including thermis-
tor, semiconducting, superconducting, carbon, and metallic. They may also be subdivided accord-
ing to whether they operate at room or cryogenic temperature. Thermocouples vary according 
to the materials that are joined, and are sometimes connected in series to generate thermopiles. 
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28.2  DETECTORS

Pyroelectric detectors make use of the property of a change in the internal polarization as a function 
of the change in temperature, the pyroelectric effect. Golay cells and certain variations make use of 
the expansion of a gas with temperature. All of these detectors are governed by the fundamental 
equation of heat absorption in the material. Many reviews and two books of collected reprints2 provide 
additional information.

Thermal Circuit Theory

In the absence of joulean heating of the detector element, the spectrum of the temperature differ-
ence d TΔ �  is given in terms of the spectrum of the absorbed power �P  (the power is P)

 
d T

P

G i
Δ �

�
=

+
�

( )1 ωτ  
(1)

where G is the thermal conductance, given by the product of the thermal conductivity times the 
cross-sectional area of the path to the heat sink and divided by the length of the path to that heat 
sink. The time constant t is the product of the thermal resistance and the heat capacitance. The 
thermal resistance is the reciprocal of the thermal conductance, while the thermal capacitance is the 
thermal capacity times the mass of the detector. In the absence of joulean heating, this is a simple, 
single time constant thermal circuit, for which the change in temperature is given by

 dT
P

G i
�

�
=

+
�

( )1 ωτ  (2)

The absorbed power is equal to the incident power times the absorptance a of the material:

 � �P Pi=�  (3)

The absorptance a is usually written as �  (which is legitimate according to Kirchhoff ’s law) since a
is also used for the relative temperature coefficient of resistance (some writers use h).

 
α = 1

R
dR
dT  

(4)

As radiation is absorbed, part of the heat is conducted to the sink. Some of it gives rise to an 
increase in temperature. Some is reradiated, but this is usually quite small and is ignored here. The 
dc responsivity of a thermal detector is proportional to the emissivity and to the thermal resistance. 
The greater proportion of radiation that is absorbed, the greater will be the responsivity. The less 
heat that is conducted to the sink, the greater will be the temperature rise. The time constant is a 
true thermal time constant, the product of thermal resistance and capacitance. The greater the heat 
capacitance, the more heat necessary for a given temperature increase, and the less heat conducted 
to the sink, the more available for temperature increase. A high absorptance is accomplished by the 
use of a black coating, and a sufficient amount of it. Thus, there is a direct conflict between high 
speed and high responsivity.

The Ideal Thermal Detector3–6

The ideal thermal detector has a noise that is associated only with the thermal fluctuations of the 
heat loss to the heat sink, and this coupling is purely radiative. Then the noise equivalent power 
(NEP) is given by

 NEP /= 16 5A kTσ �  (5)
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where it is assumed that the detector is irradiated by a hemisphere of blackbody radiation at the 
same temperature T as the detector. The corresponding specific detectivity, assuming that the signal 
varies as the area and the noise as its square root, is

D
kT

∗ =
�1 2

54

/

σ
 (6)

where the detector and background are at the same temperature.
For circumstances in which the detector is in a cooled chamber, the total radiation from the 

sources at various temperatures must be calculated. Figure 1 shows the specific detectivity of a back-
ground limited ideal thermal detector as a function of the temperature of the surround.

No detector is ideal, and every one will be limited by the signal loss due to incomplete absorption 
at the surface and any transmission losses by the optical system that puts the radiation on the detec-
tor. The detector will also have noise that arises from its conductive coupling to the heat sink, and 
probably Johnson noise as well. The conductive mean square power fluctuation is given by

〈 〉 =P kT G2 24  (7)

The Johnson noise power density is 4kT. Therefore, the total mean square power fluctuation is 
given by

〈 〉 = + +P kT GT A T2 44 4 1[ ]� σ  (8)

Bolometers

Most single-element bolometers are connected in a voltage divider network, as shown in Fig. 2. A stable
voltage supply is used to develop a current and consequent voltage drop across the two resistors. 
One is the detector, while the other should be a matching element to eliminate signals arising from 
a change in the ambient temperature. It should match the detector in both resistance and in the 
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FIGURE 1 Theoretical specific detectivity for ideal thermal detectors.
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temperature coefficient of resistance. Usually another, but blinded, detector is used. The expression 
for power conservation is
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The solution to this is a transient that has an RC time constant, where R is the reciprocal of the 
bracketed term, and C is the thermal capacitance, and the same steady-state term given above. The 
transient decays as long as G is greater than the rest of the bracket, but the detector burns up if not. 
This is still another reason for matching the resistances. The dc responsivity is a function of the 
construction parameters, including the path to the sink, the bias voltage, and the relative change of 
resistance with temperature. The different bolometers are divided according to how their resistances 
change with temperature. (R1 and R represent slightly different values of RD.)

RD C

RD

VB

v

FIGURE 2 Balanced voltage divider circuit for 
a thermal detector.

Metal Bolometers These have a linear change in resistance with temperature that may be expressed as

 
R R T T= + −0 01[ ( )]γ  (10)

Therefore the thermal coefficient is

 
α γ

γ
=

+ −1 0( )T T
 (11)

This coefficient always decreases with temperature, and burnout does not occur. The coefficient is 
approximately equal to the inverse of the temperature, and is therefore never very high.

Semiconductor Bolometers These have an exponential change of resistance with temperature, 
given by

 R R e T= 0
β /  (12)

so that

 
α β= − /T 2  (13)
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The value of b depends upon the particular material. These detectors can burn out. Two basic 
types exist: (1) those that are used at low temperatures and (2) those that are used at about room 
temperature.

The most used low-temperature bolometer7 is germanium in a bath of liquid helium. Pure ger-
manium is transparent in the infrared, but with enough compensated doping it becomes a good 
conductor with a high-temperature coefficient of resistance.8 Typical concentrations are about 
1016cm−3 of gallium and 1015 of indium. Even these are not sufficient at wavelengths shorter than 
10 μm since the free-carrier absorption is proportional to wavelength. In such a case a black coating 
is sometimes used. Improvements have been made since Low’s first work.9–11

Superconducting Bolometers These make use of the extremely large thermal coefficient of resis-
tance at the transition temperature.12–14 Originally they needed to be controlled very carefully, or 
a small change in ambient conditions (on the order of 0.01 K) could cause an apparent signal of 
appreciable magnitude. A more recent version15 incorporates an evaporated thin film on an anod-
ized aluminum block that is coupled to a helium bath by a brass rod. The detector has a time con-
stant of about 3 μs due to this high thermal conductance and a good NEP of about 10−13 WHz−1/2. It 
still must be controlled to about 10−5 K, and this is accomplished with a heater current and control 
circuit.

Recently developed materials not only have high-temperature transition points but also have 
more gradual transitions, and provide a better compromise between good responsivity and the 
requirement for exquisite control.16

Carbon Bolometers These are a form of semiconductor bolometers that have been largely superseded 
by germanium bolometers. They are made of small slabs of carbon resistor material, connected to a metal 
heat sink by way of a thin mylar film. Although their responsivities are comparable to germanium 
bolometers, their noise is several orders of magnitude higher.17

Thermocouples and Thermopiles18,19

A thermocouple is made by simply joining two dissimilar conductors. A good pair has a large relative 
Seebeck coefficient and gives rise to a potential difference. The materials also have large electrical 
conductivities and small thermal ones, so there is little voltage drop across the length and a small 
thermal gradient. Although there are many different couples (many are not even used for radiation 
detection), those most often used for this application are bismuth telluride, copper, and constantan. 
The expression for the responsivity is given in terms of the relative Seebeck coefficient S12 (the 
difference in the voltage change with temperature between the two materials) and the expression 
derived above for the thermal circuit

 
ℜ =

+
S

G i

�

( )1 ωτ  (14)

Good materials are those that have a large Seebeck coefficient, a high electrical conductivity, and a 
small thermal conductivity, and the figure of merit is often defined as
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⎦/ /σ σ

 (15)

Thermopiles are arrays of thermocouples connected in series. They are manufactured in two ways. 
Some are carefully wound wires with junctions aligned in the desired pattern, while others are 
evaporated with the pattern determined by masking operations. Most of the “bulk” thermopiles are 
wrapped on appropriate mandrels to obtain rigidity. Both kinds are obtainable in a variety of sizes 
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and patterns that correspond to such things as spectrometer slits, centering annuli, and staggered 
arrays for moderate-sensitivity thermal imaging.

The Golay Cell20

This detector is used mostly for laboratory operations, as it is slow and fragile, although it has high 
sensitivity. It is a gas-filled chamber that has a thin membrane at one end and a blackened detector 
area at the other. Light on the blackened surface causes the increase in temperature; this is trans-
ferred to the gas which therefore expands. The membrane bulges, and the amount of the bulge is 
sensed by some sort of optical lever21 or even change in capacity of an electrical element.22 Other 
versions do not use a blackened surface, but allow the radiation to interact with the gas directly, in 
which case they are spectral detectors that are “tuned” to the absorption spectrum of the gas.23

Pyroelectric Detectors24

Some crystals which do not have a center of symmetry experience an electric field along a crystal axis. 
This internal electric field results from an alignment of electric dipoles (known as polarization), and 
is related to the crystal temperature. In these ferroelectric crystals, this results in a charge being gener-
ated and stored on plates connected to the crystal. Polarization disappears above the so-called Curie 
temperature that is characteristic of each material. Thus, below the Curie temperature, a change in 
temperature results in a current. The equation for the response of a pyroelectric detector is

 

ℜ =
+ +

ω
ωτ ωτ

p A R R

i i
d e

e

� th

th( )( )1 1
 (16)

where w is the radian frequency, p is the pyroelectric coefficient, Ad is the detector area, Re is the elec-
trical resistance, Rth is the thermal resistance, tth is the thermal time constant, and te is the electrical 
time constant. The relation is shown in Fig. 3, where the responsivity is plotted as a function of fre-
quency. In the low-frequency region the responsivity rises directly as the frequency. This is a result 
of the ac operation of a pyroelectric. At the (radian) frequency that is the reciprocal of the slower 
(usually the thermal) time constant, the response levels off. This is the product of the ac rise and the 
thermal rolloff. Then, when the frequency corresponding to the shorter time constant is reached, the 
response rolls off.

Type II pyroelectric detectors work on a slightly different mechanism, which is still not fully 
understood. The electrodes are on the sensing surface of the detector and parallel to the polar axis. 
In these crystals, the temperature change is not uniform at the onset of radiation and the primary 

FIGURE 3 Responsivity asymptotes versus frequency.
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and secondary pyroelectric effects take place, thereby generating a body electric charge distribu-
tion.25 Materials most often used for these detectors are TGS (triglycine sulfate), DTGS (deuterated 
TGS), Li2SO4, LiNbO3, LiTaO3, and PLZT (lead lanthanum zirconate titanate). TGS is the most used 
for specialized sensor systems, but has a relatively low Curie point. For higher-temperature opera-
tion, usually LiTaO3 or PLZT is used in the general laboratory environment.

The two advantages of the pyreoelectric detector over the other thermal detectors, bolometers, 
and thermopiles, are its responsivity and its capability of rapid response. The response time and 
responsivity are traded by choice of the load resistor in the circuit. For instance, with a 100-MΩ 
load the time constant can be 1 ms and the responsivity 100 V/W, but with a 1-MΩ load the values 
would be 10 μs and 1 V/W.

Summary of Elemental Thermal Detector Properties

Although the user should contact suppliers for detailed information, this section provides overall 
property information about thermal detectors. There are several cautions about summary data. 
Most detectors can be tailored to have somewhat different properties. Improvements have often 
been made since the publication of these results. Not all parameters are available in all combi-
nations. Table 1 does, however, give the general flavor of the performance of different thermal 
detectors.

28.3 ARRAYS

Introduction

As pointed out earlier, thermal detector response is governed by the thermal response time, which 
is the ratio of the pixel heat capacity C to the thermal conductance G of the heat leakage mecha-
nism. High pixel responsivity is associated with high thermal isolation, i.e., low thermal conduc-
tance. Thermal detector design is driven by the thermal isolation structure. It is the structure which 
determines the extent to which the pixel performance can approach the temperature fluctuation 
noise limit and, ultimately, the background fluctuation noise limit. Given the value of G associated 

TABLE 1 General Properties of Thermal Detectors

  Operating  Time 
  Temperature D∗ × 108 NEP × 10−10 Constant Size
 Type (K) (cmHz1/2W−1) (WHz−1/2) (m) (mm2)

Silicon bolometer 1.6  3 × 10−5 8 0.25–0.70
Metal bolometer 2–4 1  10
Thermistor bolometer 300 1–6  1–8 0.01–10
Germanium bolometer 2–4  0.005 0.4 1.5
Carbon bolometer 2–4  0.03 10 20
Superconducting  15  0.2 0.5 5 × 0.25
 bolometer (NbN)
Thermocouples 300  2–10 10–40 0.1 × 1
     to 
     0.3 × 3
Thermopiles 300   3.3–10 1–100
Pyroelectrics 300 2–5  10–100† 2 × 2
Golay cell 300 10 0.6 10–30 10

†Shorter values can be obtained at the expense of NEP (for laser detection).
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with the heat loss mechanism, the pixel heat capacity must be designed appropriately to attain the 
required thermal response time. Response times in the millisecond range are compatible with high 
thermal isolation; response times in the microsecond range are not. Thus, two-dimensional arrays of 
thermal detectors which operate at TV frame rates (30 Hz in the United States) are under develop-
ment for applications in thermal imagers.

Noise Equivalent Temperature Difference

Whereas elemental detectors are usually described by such figures of merit as NEP and D∗, arrays 
have been described by a noise equivalent temperature difference (NETD) associated with their use 
in a camera under certain specific conditions. It is defined as the change in temperature of a black-
body which fills the field of view of a pixel of an infrared imaging system that gives rise to a change 
of unity in the signal-to-noise ratio at the output of the system. The measurement of the NETD should, 
however, be with the flooding of several pixels to avoid fringing effects and with an SNR (signal-to-
noise ratio) well above 1 to obtain good accuracy. The pixel is defined as the subtense of a single ele-
ment of the array. The NETD can be written in several different forms. Perhaps the simplest is

 

NETD =
A B

D dP dT
d

d
∗( / )

 (17)

where D∗ is the specific detectivity, Ad is the area of a single pixel, B is the system bandwidth and 
(dPd/ dT) represents the change in power on the detector element per unit change in temperature in 
the spectral band under consideration. This form does not include the system noise, which is often 
included by the manufacturers in their calculations. In Eq. (17) the change in power with respect to 
temperature is
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where to is the optics transmission, FN is the focal ratio (defined as the effective focal length divided 
by the entrance pupil diameter), and M is the radiant emittance of the source. This is almost the 
definition of the specific detectivity. The NETD can also be written in terms of the responsivity ℜ, 
since the detectivity and responsivity are related in the following way:
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where VS is the signal voltage at the sensor and VN is the rms noise voltage of a pixel in the band-
width B. Therefore

 
NETD =

ℜ −

V

P T
N
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 (20)

The power on the detector is related to the power on the aperture by the optical transmission to. The 
expression can also be formulated in terms of the source radiance, L

 

NETD =
−

4 2
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D D L Ta o
∗τ τ π θ λ λΔ ( / )∂ ∂

 (21)
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where D is the diameter of the aperture, Δq is the angular subtense of a pixel, L is the source radiance, 
and ta is the atmospheric transmission. One last form can be generated by recognizing that, for an 
isotropic radiator, the radiance is the radiant emittance divided by p:

 

NETD =
ℜ
4 2FN V

A T M T
N

D a o Sτ τ ( )( / )∂ ∂
 (22)

In this form of the expression for NETD, it is not necessary that the noise be white, nor is it neces-
sary that the noise not include system noise. Whether or not system noise is included should be 
clearly stated.

Theoretical Limits

Figure 4 illustrates the theoretical limits of thermal arrays having the parameters shown and operat-
ing at 300 and 85 K as a function of thermal conductance. The performance of real thermal arrays 
with those parameters lies on or above the sloping line. As the conductance G is reduced (better 
thermal isolation), the noise equivalent temperature difference NETD is reduced (improves) until 
the background limit is reached, when radiant power exchange between the array and the back-
ground becomes the dominant heat transfer mechanism. Reducing the detector temperature to 85 K 
appropriate to a bolometer operating at the transition edge of the high-temperature superconductor 
YBa2Cu3O7−x (YBCO) reduces the NETD by 2  and allows the limit to be reached with less thermal 
isolation (higher G value).

FIGURE 4 Temperature fluctuation noise limit and background fluctuation noise limit of 
uncooled and cryogenic thermal detector arrays.
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Arrays fall into two categories: monolithic and hybrid. Monolithic arrays are prepared on a sin-
gle substrate, e.g., silicon, upon which the detecting material is deposited in the form of a thin film 
which is subsequently processed into an array. Hybrid arrays are prepared in two parts: (1) the read-
out electronics arrays, usually in silicon, and (2) the detecting material array, usually in wafer form 
which is thinned by lapping, etching, and polishing. These two arrays are mated by a technique such 
as flip-chip bonding. Here the interconnection at each pixel must have a sufficiently high electrical 
conductivity, yet a sufficiently low thermal conductivity—a difficult requirement. If array cost con-
siderations are important, then the monolithic approach, especially in silicon, is the more desirable.

Resistive Bolometer Arrays

The development of resistive bolometric arrays has proceeded along two paths: uncooled arrays 
and cryogenic arrays. Large, uncooled bolometric arrays have been developed at Honeywell by a 
team lead by R. A. Wood.26,27 Silicon microstructure technology is employed to produce the arrays, 
a process resembling the fabrication of integrated circuits. Twelve arrays are prepared on a 4-in-
diameter silicon wafer. Each monolithic array consists of 240 × 336 pixels; each pixel is 50 × 50 μm. 
The detecting material is a thin film of vanadium oxide. A Si3N4 membrane having a thermal con-
ductance of 1 × 10−7 WC−1 supports the vanadium oxide at each pixel, as shown in Fig. 5. Bipolar 
transistors implanted in the silicon substrate act as pixel switches for the matrix-addressed array. 
The response is optimized for the 8- to 14-μm spectral interval. The thermal response time is 
adjusted for a 30-Hz frame rate. Each pixel is addressed once per frame by a 5-μs pulse. A thermo-
electric stabilizer maintains the array at ambient temperature. Other than a one-shot shutter, the 
camera has no moving parts.

The measured NETD of the camera with F/1 optics at 300 K is 0.04 K. Given the G value of 1 × 10−7 
WK−1 it can be seen from Fig. 4 that the array is within a factor of 4 of the temperature fluctuation noise 
limit. Furthermore, the pixel thermal isolation is so complete that there is no measurable thermal spread-
ing among the pixels.

Linear resistive bolometric arrays of the high-temperature superconductor YBCO on silicon 
microstructures have been prepared by Johnson et al.,28 also of Honeywell. A two-dimensional array 
is under development.29 The monolithic arrays operate at the transition edge from 70 to 90 K. As was 
true for the uncooled arrays, the superconducting ones employed a silicon nitride membrane to sup-
port the thin film and provide thermal isolation. Excess noise at the contacts limited the performance 

FIGURE 5 Monolithic silicon microbolometer.26,27 (© 1992 IEEE.)
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of the 12-element linear array. With no excess noise, the calculated NETD29 of a 240 × 336 array 
with 50 μm pixels and F/1 optics would be 0.002 K, which is near the 300 K background limit, as 
shown in Fig. 4.

Pyroelectric Hybrid Arrays

Linear and two-dimensional pyroelectric uncooled arrays have been under development for more 
than two decades.20–32 The arrays employ hybrid construction, in which a bulk pyroelectric ceramic 
material such as lithium tantalate or lead zirconate is mechanically thinned, etched, and polished, 
then bump-bonded to a silicon substrate containing readout electronics,33 as shown in Fig. 6. 
Reticulation is usually employed to prevent lateral heat conduction through the pyroelectric mate-
rial. The theoretical system NETD of a two-dimensional uncooled array with F/1 optics is estimated 
to be 0.1 K.33 Two-dimensional uncooled arrays operating in the 8- to 14-μm region having 100 × 
100 pixels, each 100 × 100 μm, are available commercially.34 Their NETD (with F/1 speed) is 0.35 K. 
A two-dimensional pyroelectric monolithic array employing a thin film of lead titanate on a silicon 
microstructure is under development.35

Ferroelectric bolometer arrays, also known as field-enhanced pyroelectric arrays, have been 
developed by Texas Instruments.36,37 Operation depends upon the temperature dependence of 
the spontaneous polarization and dielectric permittivity in a ferroelectric ceramic near the Curie 
temperature. Barium strontium titanate (BST), the selected material, has its composition (barium-
to-strontium ratio) adjusted during preparation so the Curie point is 22°C. A thermoelectric sta-
bilizer is employed to hold the BST near 22°C such that the absorbed infrared radiation changes 
the temperature and thus the dielectric properties. The effect is similar to the pyroelectric effect; 
however, a voltage is applied to enhance the signal. Construction of this array is naturally similar 
to that of the pyroelectric array, described above, as shown in Fig. 7. Reticulation of the ceramic is 
frequently applied to these arrays as well. A radiation chopper is required as both the pyroelectric 
and ferroelectric effects depend upon the change in temperature. The Texas Instruments BST array, 

FIGURE 6 Hybrid pyroelectric array structure.33
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incorporating 80,000 pixels, each about 50 × 50 μm, which are matrix addressed, has an NETD of 
less than 0.1°C (with F/1 optics).

Thermoelectric Arrays

Thermoelectric arrays prepared by silicon micromachining have been described by Choi and Wise.38 
Series-connected, thin-film thermocouples, i.e., a thermopile, are prepared on a silicon microstruc-
ture, the “hot” junctions (receiving the thermal radiation) on a silicon nitride/silicon dioxide mem-
brane and the “cold” shield junctions on the surrounding silicon substrate. Both 64- and 96-pixel 
microthermopile linear arrays in silicon microstructures have been prepared by Honeywell,39 each 
microthermopile consisting of several nickel iron/chromium thermocouples connected in series, as 
shown in Fig. 8. The “hot” junctions are deposited on silicon nitride membranes, whereas the “cold” 
junctions are on the silicon substrates. A camera incorporating the linear array has been employed 
to image moving targets such as automobiles. With an F/0.73 lens, the measured NETD is 0.10°C.

Since the first publication of this Handbook, many advances have been made in these arrays. 
The suppliers have improved sensitivity somewhat but have increased the number of pixels and 
decreased their size. The reader should check with the manufacturers for the latest information.

FIGURE 8 Monolithic thermoelectric array.39 (© 1991 Instrument Society of America. 
Reprinted with permission from the Symposium for Innovation in Measurement Science.)
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29.1 GLOSSARY

 A area of microdensitometer sampling aperture

 a projective grain area

 D optical transmission density

 DR refl ection density

DQE detective quantum effi ciency

 d(m) diameter of microdensitometer sampling aperture stated in micrometers

 E irradiance/illuminance (depending on context)

� Selwyn granularity coeffi cient

 g absorbance

 H exposure

IC information capacity

 M modulation

 Me angular magnifi cation

 m lateral magnifi cation

NEQ noise equivalent quanta

 P(l) spectral power in densitometer beam

 Q′ effective Callier coeffi cient

 q exposure stated in quanta/unit area

 R refl ectance

 S photographic speed

 S(l) spectral sensitivity

S/N signal-to-noise ratio of the image

 T transmittance

 T(v) modulation transfer factor at spatial frequency v
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 t duration of exposure

WS(v) value of Wiener (or power) spectrum for spatial frequency v

g slope of D-log H curve

 v spatial frequency

r (l) spectral response of densitometer

s (D)  standard deviation of density values observed when density is measured with a suitable 
sampling aperture at many places on the surface

s (T) standard deviation of transmittance

 f (t) Autocorrelation function of granular structure

29.2 STRUCTURE OF SILVER HALIDE 
PHOTOGRAPHIC LAYERS

The purpose of this chapter is to review the operating characteristics of silver halide photographic 
layers. Descriptions of the properties of other light-sensitive materials, such as photoresists, can be 
found in Ref. 4.

Silver-halide-based photographic layers consist of a suspension of individual crystals of silver 
halide, called grains, dispersed in gelatin and coated on a suitable “support” or “base.” The sus-
pension is termed an emulsion in the field. The grains are composed of AgCl, AgClBr, AgBr, or 
AgBrI, the listing being in order of increasing sensitivity. Grain size ranges from less than 0.1 μm 
(“Lippmann” emulsions) to 2 to 3 μm, depending on the intended use of the coating. The number of 
grains per square centimeter of coating surface is usually very large, of the order of 106 to 108 grains/
cm2. The weights of silver and gelatin coated per unit area of support vary depending on intended 
use; usually both fall in the range 1 to 10 g/m2. The silver-to-gel ratio may also vary depending on 
intended use. Typically, the emulsion may be about 30 to 40 percent silver by weight, but some spe-
cial-purpose materials, such as films to record Schumann-wavelength-region radiation, contain very 
little gelatin.

For modern materials, both the emulsion and the coating structure can be very complex. The 
emulsion layer is much more than silver halide in gelatin, containing additional agents such as hard-
eners, antifoggants, fungicides, surfactants, static control agents, etc. Likewise, the coating structure 
may be very complex. Even some black-and-white materials consist of layers of two different emul-
sions coated one over the other and a thin, clear layer of gelatin is often coated over the emulsion(s) 
to provide some mechanical protection. In the case of color films, as many as 15 layers may be 
superimposed, some of them of the order of 1 μm thick. The thickness of the complete coating var-
ies from about 3 μm to about 25 μm in normal films.

Commercially available emulsions are coated on a variety of glass, plastic (film), and paper sup-
ports (or “bases”). Glass is used for mechanical rigidity, spatial stability, or surface flatness.

Two different types of plastic are available commercially as film supports: cellulose acetate and 
polyethylene terephthalate (trade names “Cronar,” “Estar,” and “Mylar”). Of the two types, Mylar 
is superior in strength, flexibility, and spatial stability. However, the material is birefringent and 
its physical properties may be different in orthogonal directions. Also, these directions may not be 
aligned with the length or width of the sample. The anisotropic properties arise from the method 
of manufacture. Although not as tough as Mylar, cellulose acetate is, of course, fully adequate for 
most purposes. Also, this material is isotropic and easier to slit and perforate. Typical supports for 
roll films are around 4 mils (102 μm) thick, and for sheet films, 7 mils (178 μm), and other thick-
nesses are available. Most films are also coated on the back side of the support. The “backing” may 
be a layer of clear gelatin applied for anticurl protection, or of gelatin dyed with a dye that bleaches 
during processing, and provides both anticurl and antihalation protection. Lubricants and antistatic 
agents may also be coated, either on the front or back of the film. Properties of supports are dis-
cussed in Ref. 1.
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29.3 GRAINS

The grain is the radiation-sensing element of the film or plate. It is a face-centered cubic crystal, 
with imperfections in the structure. For the most part, the grains act as independent receptors. In 
general, the larger grains are faster. The properties of the individual grains are controlled by the pre-
cipitation conditions and the after-precipitation treatment. Details of these matters are proprietary, 
but some discussion is given in Refs. 2 and 3. From the user’s standpoint, the important fact is that 
when the grain is exposed to sufficient radiation it forms a “latent-image speck” and becomes devel-
opable by a solid-state process called the “Gurney-Mott mechanism.” An excellent review of grains 
and their properties is given by Sturmer and Marchetti in chap. 3 of Ref. 4.

29.4 PROCESSING

The exposed halide layer is converted to a usable image by the chemical processes of development 
and fixation.

Development consists of reducing exposed crystals from silver halide to metallic silver, and a 
developing agent is an alkaline solution of mild reducer that reduces the grains having latent image 
specks, while not attacking the unexposed grains. Generally, once development starts the entire grain 
is reduced if the material is allowed to remain in the developer solution. Also, in most cases adjacent 
grains will not be affected, although developers can be formulated that will cause adjacent grains to 
be reduced (“infectious developers”). The number of quanta that must be absorbed by a grain to 
become developable is relatively small, of the order 4 to 40, while the developed grain contains on 
the order of 106 atoms. The quantum yield of the process is thus very high, accounting for the speed 
of silver-based materials.

The remainder of the process consists essentially of removing the undeveloped halide crystals 
which are still light-sensitive. The “fixer” is usually an acid solution of sodium thiosulfate Na2S2O3, 
called “hypo” by photographers. The fixing bath usually serves as a gelatin hardener also. The thio-
sulfate reacts with the halide of the undeveloped grains to form soluble silver complexes, which can 
then be washed out of the emulsion layer. It is worth noting that proper washing is essential for per-
manent images. Additional treatments to promote permanence are available. Processing is discussed 
in detail in Refs. 2, 3, and 5, and image permanence in Ref. 6.

The exposed and processed silver halide layer thus consists of an array of grains of metallic silver, 
dispersed in a gelatin matrix. In color films, the silver is removed, and the “grains” are tiny spheres 
of dyed gelatin (color materials will be discussed below). Either type of grain acts as an absorber; in 
addition, the metallic silver grains act as scatterers. The transmittance or reflectance of the layer is 
thus reduced and, from the user’s standpoint, this change constitutes the response of the layer.

29.5 EXPOSURE

From fundamental considerations it is apparent that the dimensions of exposure must be energy per 
unit area. Exposure H is defined by

  H Et=   (1)

where t is the time for which the radiation is allowed to act on the photosensitive layer, and therefore 
E must be the irradiance on the layer. The symbol H is used here for exposure in accordance with 
international standards, but it should be noted that in many publications, especially older ones, E is 
used for exposure and I for irradiance, so that the defining expression for exposure becomes E = It.

Strictly speaking, H and E in Eq. (1) should be in radiometric units. However, photographic 
exposures are customarily stated not in radiometric but in photometric units. This is done mostly 
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for historical reasons; the English scientists Hurter and Driffield, who pioneered photographic sensi-
tometry in 1891, measured the incident flux in their experiments in lumen per square meter, or lux.
Their unit of exposure was thus the lux-second (old term, meter-candle-second). Strictly speaking, 
of course, weighting the incident flux by the relative visibility function is wrong or at least unneces-
sary, but in practice it works well enough because in most cases the photographer wishes to record 
what he or she sees, i.e., the visible spectrum. Conversion between radiometric and photometric 
units is discussed by Altman, Grum, and Nelson.7

Also, it should be noted that equal values of the exposure product (Et) may produce different 
outputs on the developed film because of a number of exposure effects which are described in the 
literature.8 A complete review of radiometry and photometry is given in Chap. 34 in this volume of 
the Handbook.

29.6 OPTICAL DENSITY

As noted above, the result of exposure and processing is a change in the transmittance or reflectance 
of the layer. However, in photography, the response is usually measured in terms of the optical density,
hereafter called the “density” in this chapter. For films (transmitting samples), density is defined by

  D = −log T = log 1/T (2)

where T is the transmittance. (Note: throughout this chapter, “log” indicates the base-10 logarithm.) 
For either silver grains or color grains, the random dot model of density predicts that

  D nag= 0 434.   (3)

where  n = the number of grains per unit area of surface 
 a = the average projective grain area 
 g = the absorbance of the grain

Absorbance in turn is defined as g = 1 − (T + R) where T and R are the transmittance and reflectance 
of the grain. For silver grains, the absorbance is taken as unity. The above expression, sometimes 
known as “Nutting’s law,” is based on a geometric approach, and does not take into account any 
scattering by the grains. However, of course, opaque silver particles on a clear background will act 
as scatterers, and in fact multiple scattering usually occurs in developed silver layers. This produces 
an increase in the density of such layers by a factor of 2 to 3 times from that predicted by Nutting’s 
law. For color films, the refractive index of the gelatin in the dyed spheres is only negligibly differ-
ent from that of the surround so that such layers are not scatterers. Even in the case of silver films, 
however, Nutting’s law provides a useful model. Since for a given population of grains a and g will 
remain effectively constant, the law states that density should vary as the number of grains per unit 
area of surface. This fact is easily verified with a microscope.

Transmission Density

Transmission density is measured in a densitometer. It is worth noting that the device actually mea-
sures the transmittance of the sample and then displays the negative log of the result. In a normal 
or macro densitometer the sampling aperture area A is typically 1 mm2 or more in size. When A is 
small, say, 0.1 mm2 or less, the device becomes a micro densitometer. Microdensitometers present 
special problems and will be discussed below.

Because the scattered light may not reach the sensor of the densitometer when silver layers are 
measured, it is necessary to specify the angular subtenses of both the incident (influx) and emergent 
(efflux) beams at the sample. Clearly, if scattered light is lost to the sensor, the indicated density of 
the sample will increase. Four types of transmission density are described in an ISO standard,9 of 
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which two are principally important to the user. The first of these is diffuse density, which is dia-
grammed in Fig. 1. As can be seen, a collimated incident beam illuminates an opal glass diffuser. The 
emulsion side of the sample is placed in contact with this diffuser, and the flux contained within a 
cone angle of ±10° is collected and evaluated by the sensor. The reverse of this arrangement yields 
the same density values and is also permitted by the standard. This is the type of density normally 
measured in practice. Physically, it corresponds to the conditions of contact printing.

The other case that is important in practice is projection density, which is diagrammed in Fig. 2. 
This case simulates the use of the layer in an optical system. As the figure shows, light is lost to the 
efflux system in projection density, the exact amount depending on the numerical aperture of the 
optics involved and the scattering characteristics of the sample. Thus, the projection density of a silver 
film is usually greater than the diffuse density. The effective Callier coefficient Q′ may be defined by

  ′ =Q
project density

diffuse density
  (4)

This factor can be measured experimentally. For silver films and f/2 optics, ′ ≈Q 1 3. ; for color films 
′ ≈Q 1 0. . 

Nonneutral (Color) Density

In many cases, silver densities can be treated as neutrals. For dye densities, i.e., color films, measured 
density depends on the spectral characteristics of both the dye and the densitometer. The spectral 
response of the instrument is given by

  ρλ λ λ λ= P S F   (5)

where  ρλ = the response at wavelength l
Pλ = the power in the densitometer beam at l 
Sλ = the spectral sensitivity of the sensor at l
Fλ = the transmittance of the densitometer optics at l, specifically including any filters 

placed in the densitometer beam

Source

Diffuser

Sample

Collector
10°

10°

FIGURE 1 Optical system for measuring ISO/ANSI diffuse density with a 20° 
collection angle. (Reprinted courtesy Eastman Kodak Co. © Eastman Kodak Co.)

Influx
beam

Sample
Efflux
beam

FIGURE 2 Optical conditions for projection 
density measurement.
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The measured density of a nonneutral layer is then

  D
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T d
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  (6)

where Tl is the transmittance of the layer at wavelength l, and the wavelength limits are set by the 
distributions. The response rl of the system is adjusted to be equal to that of the readout device 
with which the film is to be used.

Thus, for example, if the sample is to be viewed by an observer, rl is made equal to the visibility 
function, and the resulting measurement is called visual density, etc. Instrument responses have 
been standardized for sensitometry of color films.10

Reflection Density

When the emulsion is coated on paper the density is measured by reflection. Reflection density is 
then defined by

  D RR = − log   (7)

where R is reflectance, measured under suitable geometric conditions. The measurement of reflec-
tion density is also described in the standards literature.11

29.7 THE D-LOG H CURVE

In routine sensitometry, samples receive a series of exposures varying by some constant factor, such 

as ×2 or × 2. After processing, the measured densities are plotted against the common logarithm of 
the exposures that produced them. The resulting curve is known as the “D-log H curve,” or the “H & D” 
curve (after Hurter and Driffleld, the previously mentioned pioneers in the field). A typical D-log H 
curve is shown in Fig. 3.

As shown, the curve is divided into three regions, known as the “toe,” “straight-line portion,” and 
“shoulder,” respectively. The fact that an appreciable straight-line portion is found in many cases is 

D
en

si
ty

Log H

A

Toe

B

C

D
Shoulder

Stra
igh

t l
in

e

Base-plus-fog density
Base density

FIGURE 3 Typical D-log H curve for a negative photographic 
material. (Reprinted courtesy Eastman Kodak Co. © Eastman Kodak Co.)
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not an indication that the film is a linear responder in this region because, of course, both axes of 
the plot are logarithmic. It is worth noting here that the equation of the straight-line portion of this 
curve can be written

  D H C= −γ (log log )   (8)

where g is the slope of the straight-line portion and C is the exposure at the point where the extrap-
olated straight line cuts the exposure axis. Taking antilogarithms, Eq. (8) becomes

  T
H

C
=

⎛
⎝⎜

⎞
⎠⎟

−γ

  (8a)

If g = −1, T = (1/C)H, and for this special case, the system becomes linear over the exposure range 
corresponding to the straight-line portion. A negative value of g indicates a positive image.

A number of useful performance parameters for films are taken from their D-log H curves, as 
follows.

1. Fog: For most films, a certain number of grains will be reduced even though they have received 
no exposure at all, or insufficient exposure to form a latent image speck. The resulting density is 
called fog. Since it is not exposure-related, and since it tends to veil any information recorded in 
the toe, excessive fog is very undesirable. For many purposes, the fog density plus the density of 
the support are subtracted from the gross density to give the value of the net density resulting 
from the exposure. More complicated formulas for correcting the film’s response for fog grains 
have been proposed, but are rarely used.

2. Gamma: Traditionally, the slope of the straight-line portion of the D-log H curve is called the 
“gamma.” Gamma is a crude measure of the contrast with which the original object is repro-
duced; it would be a good measure of this contrast if the object were in fact recorded entirely on 
the straight-line portion of the response curve. However, for many purposes, notably pictorial 
photography, an appreciable part of the toe is used. This fact led Niederpruem, Nelson, and Yule 
to propose the use of an average gradient that included part of the toe as a measure of the con-
trast of the reproduction.12 This quantity is called the contrast index. Since it includes part of the 
toe, contrast index is less than gamma. Since information is often recorded in the toe, it is conve-
nient to generalize the meaning of g to refer to the gradient anywhere along the D-log H curve, 
and this is done in this chapter. Note that in this case, the traditional gamma is the maximum 
value the gradient attains.

3. Latitude: Latitude can be defined as the log exposure range between the point in the toe and the 
point in the shoulder between which the gradient is equal to or greater than the minimum value 
required for acceptable recording. Clearly, the latitude of the film must be at least equal to the log 
exposure range of the object for proper recording. In many practical cases the film’s latitude 
easily exceeds the required range. Note that the latitude is determined in part by the maximum 
density that the film can produce.

4. Speed: Speed is defined by the general expression

  S
K

H
=

ref

  (9)

where K is a proportionality factor and Href is the exposure required to produce some desired effect. 
Since the desired effect varies depending on the type of film and the application, Href also varies. 
Also, Href can be stated in either radiometric or photometric units. If Href is given in radiometric 
units, the proportionality factor K is set to unity, and the resulting values are termed “radiometric 
speeds.” Although radiometric speeds are the fundamental speed values, they are rarely used in prac-
tice because, as previously noted, exposures are usually given in photometric units. In this case, the 
factor K takes on different values that depend not only on Href , but also on the characteristics of the 
exposure meter, which is standardized.13 Varying the factor K allows a single meter to be used with 
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all kinds of films and applications, which is a practical necessity. Thus, for example, the photometric 
speed (usually simply the “speed”) of black-and-white pictorial films is evaluated from

  S
H

= 0 8

0 1

.

.

  (9a)

where H0.1 is the exposure in lux-seconds required to produce a density of 0.1 above the densities of 
the base plus fog in a specified process. This density level has been shown empirically to be predic-
tive of excellent tone reproduction quality in the print. Similarly, for color slide films

  S
Hm

= 10
  (10)

where Hm is the exposure to reach a specified position on the film’s D-log H curve. Again, Hm was 
established empirically. The above two examples show how the two factors involved in determin-
ing a photometric or practical speed can vary. A number of other speeds have been defined and are 
described in the literature.14

Variation of Sensitometry with Processing

The rate of reduction of the exposed photographic grain depends on the characteristics of the grain 
itself, the formulation of the developer, and its temperature. In general, the reaction is allowed to 
continue until substantially all exposed grains have been reduced, and ended before fog becomes 
excessive. Many modern films are hardened and able to withstand processing temperatures up to, 
say, 40°C. Development times are often chosen on the basis of convenience and usually run in the 
order of 5 to 10 minutes in nonmachine processing. As development time and/or temperature are 
increased, the amount of density generated naturally increases. Thus for a given film a whole family 
of response curves can be produced, as shown in Fig. 4. As development time is lengthened, gamma 
and contrast index also increase. Typical behavior of these parameters is shown in the inset of Fig. 4.
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FIGURE 4 A family of characteristic curves for devel-
opment times as shown, with corresponding plots of contrast 
index and gamma, mcs or the meter-candle second, as stated 
on p. 29.6, is the old term for lux-second or lxs. (Reprinted 
courtesy Eastman Kodak Co. © Eastman Kodak Co.)
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29.8 SPECTRAL SENSITIVITY

The spectral absorption of the silver halide grain extends only to about 500 nm, and thus the inher-
ent sensitivity of the grain is limited to regions shorter than that limit. However, it was discovered by 
Vogel in 1873 that sensitivity could be extended to longer wavelengths by dyeing the grains, and over 
the years the effective sensitivity range was extended into the infrared. Presently, materials are avail-
able usefully sensitized out to about 1.2 μm, but it should be noted that IR materials tend to have 
poor shelf life, and may require special handling. For our purposes, we may say that the sensitizing 
dye absorbs the incident energy in the required spectral region and transfers the energy to the grain 
in a manner that produces the required latent-image speck. The mechanisms are discussed in Ref. 3, 
chap. 10.

The spectral sensitivity of a photographic layer is usually specified by a family of curves show-
ing log (1/HD) vs l, where HD is the exposure in ergs/cm2 of wavelength l required to produce some 
stated density. Spectral sensitivity values are thus radiometric speeds. Typical curves are shown in 
Fig. 5. In practical work, three broad classes of sensitization are recognized, which are called “color-
blind” (or blue-sensitive), orthochromatic (additionally sensitized to green), and panchromatic 
(additionally sensitized to green and red). Most modern general-purpose materials are panchromatic.

In general, the shape of the spectral sensitivity curve follows that of the spectral absorption of the 
layer. It should also be noted that the gradient of the D-log H curve will be affected by the absorp-
tion of the layer. Gamma may therefore vary as a function of wavelength, and is generally somewhat 
lower in the blue and UV regions of the spectrum. This means that if the material is being used as a 
radiometer, it must be calibrated at the wavelength(s) of interest.

29.9 RECIPROCITY FAILURE

It was noted above that the exact response of a photographic layer may change due to expo-
sure effects. Of these, the phenomenon of reciprocity failure is the most important in practical 
photography. 

FIGURE 5 Spectral sensitivity curves for a modern negative mate-
rial sensitized to about 690 nm. (Reprinted courtesy Eastman Kodak Co. 
© Eastman Kodak Co.)
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By definition [Eq. (1)] exposure is simply the product of the irradiance and time, and nothing 
in this definition specifies the magnitude of either factor. However, the developed density result-
ing from a given calculated exposure is often found to depend on the rate at which the radiation 
is supplied, all other factors being held constant. Broadly speaking, exposure times of about 0.01 to 
1.0 second are most efficient in producing density, the exact values depending on the film involved. 
Times much outside the above range tend to produce lower density for the same calculated expo-
sure. The emulsion-maker has some ways of minimizing the effect, and usually attempts to optimize 
the response for the exposure times expected to be used with the material. Reciprocity failure is dis-
cussed in detail in Ref. 3, chap. 4, sec. II.

The loss of efficiency for short-time and correspondingly high-irradiance exposures is termed 
“high-intensity reciprocity failure,” and that for long exposure times (low irradiances) is termed 
“low-intensity reciprocity failure.” The Gurney-Mott mechanism explains both types of failure well. 
Note also that the names are misnomers; the terms should, of course, be high and low irradiance.

Only limited data are available, but the gradient of the D-log H curve tends to decrease as expo-
sure times are shortened. An example is shown in data published by Hercher and Ruff.15 Limited 
data also indicate that the speed loss due to high-intensity failure stabilizes for times shorter than 
about 10−5 second.16 Essentially, the amount of reciprocity failure is independent of exposing wave-
length.17 This is to be expected.

Reciprocity failure may be a considerable problem for photographers working in specialized time 
domains, such as oscilloscope photography or astronomy. Astronomers have been able to devise user 
treatments for minimizing low-intensity failure.18 For the practical photographer, reciprocity failure 
sometimes appears as a problem in color photography. If the RF of the three sensor layers differs, the 
resulting picture may be “out of balance,” i.e., grays may reproduce as slightly tinted. This is very unde-
sirable, and correction filter recommendations are published for some films for various exposure times.

29.10 DEVELOPMENT EFFECTS

Besides exposure effects the final density distribution in the developed image may be affected by 
“development effects” arising from chemical phenomena during development. Various names such 
as “border effect,” “fringe effect,” “Eberhard effect,” etc., are applied to these phenomena; what we 
shall here term “edge effect” may be important in practice.

Consider a sheet of black-and-white film developing in a tray, and assume for purposes of discussion 
that there is no motion of the developer. Since developing agent must be oxidized as halide is reduced, 
and since the by-products of this reaction may themselves be development inhibitors, it can be seen that 
local variations of developer activity will be produced in the tray, with the activity decreasing as density 
increases. Agitation of the solution in the tray reduces the local variations, but usually does not elimi-
nate them entirely, because it is the developer that has diffused into the gelatin matrix that is actually 
reacting. Now an “edge” is a boundary between high- and low-density areas, as shown in Fig. 6. Because 
of the local exhaustion and the diffusion phenomena, the variation of developer activity within the layer 
will be as shown by the dotted line in the figure. The result is that the developed density near the edge 
on the low-density side tends to decrease, and on the high-density side tends to increase, as also shown 
in the figure. In other words, the density distribution at the edge is changed; this actually occurs to some 
degree in much practical work and has interesting consequences, as will be discussed below.

The local exhaustion of the developer may also be important in color films where development 
in one layer (see below) may affect the response of an adjacent layer. In color photography, the phe-
nomenon is called “interimage effect.”

29.11 COLOR PHOTOGRAPHY

Color photography has been extensively reviewed by Kapecki and Rodgers.19 With one exception at 
the time of writing, all commercially available color films employ subtractive color reproduction. 
The exception is an instant film for color slides marketed by Polaroid Corporation, which employs 
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additive color. The mechanism involves a reseau of very fine red, green, and blue stripes, which 
provide the color separation during the taking of the photograph, and also the color when the 
(reversed) image is projected.20

The basic structure of most other color films is similar to that shown in Fig. 7. The incoming 
light first encounters a nonspectrally-sensitized emulsion layer, which records the blue-light ele-
ments of the scene. The next layer is a yellow, or minus-blue filter, the purpose of which is to prevent 
any blue light from reaching the other two emulsion layers. This yellow filter is usually composed of 
“Carey Lea,” or colloidal silver dispersed in gelatin. Such sols are yellow. The reason for using Carey Lea 
silver is that all metallic silver is removed from the film during processing anyway, and the necessary 
removal of the filter layer is thus accomplished automatically.

Moving downward in the stack, the next layer is an ortho-sensitized emulsion. Since any blue 
light has been blocked by the yellow filter, this layer records the green-light elements of the scene. 
The final layer in the stack is sensitized to red light but not to green light and this layer serves to 
record the red elements of the scene. Modern films usually contain many more than the four layers 
indicated here, but the operating principles of the film can be discussed in terms of such a “tripack.” 
In accordance with the principles of subtractive color reproduction, the images in the three separation 

Exposure

Developer
activity

Density

Distance

FIGURE 6 Distributions of developer activity and density 
resulting from a step-function input in the presence of edge effect.

Support

Blue-sensitive

Minus-blue filter

Green-sensitive

Red-sensitive

FIGURE 7 Schematic tripack structure of 
a color film.
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records are then converted to yellow, magenta, and cyan dyes, respectively, and the final image is 
composed of these dyes, without the developed silver, which is either removed chemically or left 
behind, depending on the exact material.

Within this broad framework, films can be separated into two classes: chromogenic and nonchro-
mogenic. In the former class, the dyes are not coated in the film, but are formed during the processing 
by a reaction called “coupling.” In coupling, the by-products of the halide reduction reaction serve as 
components for a second reaction in which dye is formed; the amount of dye thus increases as density 
increases. The components of the dye-forming reaction (i.e., other than the development by-products) 
may be present in the developing solution (Eastman Kodak Co., “Kodachrome”) or, more generally, 
coated within the various layers (Kodacolor, Polaroid “One Film,” Agfachrome, Fujicolor, etc.). After the 
required dyes are formed, the developed silver is removed by a chemical process termed “bleaching.”

The advantage of incorporating the couplers in the various layers of the tripack is simpler pro-
cessing, but because of the additional material in the layers, such films tend to be not as sharp as the 
nonincorporated-coupler types. Chromogenic color films are available both as slide materials, in 
which the film undergoes a reversal process,21 and as color negative—color print materials in which 
a dye negative is formed and then printed onto a color paper whose structure is fundamentally similar 
to that of the films.

The principal example of the nonchromogenic film is the Polaroid Instant Color Film. In this 
film the yellow, magenta, and cyan dyes are actually coated in the structure, along with the blue, 
green, and red-sensitive emulsions. When development takes place in a given layer, the corre-
sponding dye is immobilized. The dye that has not been immobilized in the three layers migrates 
to a “receiver” layer, where it is mordanted. Since the amount of dye that migrates decreases as the 
original density increases, the result is a positive color image formed in the receiver. The material has 
been described in more detail in a paper by Land,22 and also in chap. 6 of Ref. 4.

The image in a color film thus essentially consists of three superimposed dye images. Typical 
spectrophotometric curves for dyes formed by coupling reactions are shown in Fig. 8. The density 
of any one of these dye layers taken by itself is known as an analytical density. Note, however, that all 
the dyes show some “unwanted” absorption—that is, absorption in spectral regions other than the 
specific region that the dye is supposed to control. Thus the total density of the layer at any wave-
length is the sum of the contributions of all three dyes; this type of density is known as “integral 
density.” The integral density curve is also shown in Fig. 8.

FIGURE 8 Spectral dye density curves for 
a color film. (Reprinted courtesy Eastman Kodak 
Co. © Eastman Kodak Co.)
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The reproduction of color by photographic systems has been discussed by Hunt23 and many 
others.24 In general, exact colorimetric reproduction is not achieved, but for most purposes the 
reproduction of the hues and luminances in the original scene is satisfactory. Evans,25 in fact, 
observes that under the right conditions the “magnitude of the reproduction errors that can be 
tolerated is astonishing.” One aspect that is critical for many workers, especially expert photogra-
phers, is the ability of the system to produce good “balance,” i.e., to reproduce a neutral as a neutral. 
This requirement is so important that one of the types of density that is measured for dye layers is 
the equivalent neutral density (END) which is defined as the visual neutral density that a dye layer 
would produce if combined with the correct amounts of the other two dyes (whatever those correct 
amounts may be). When the ENDs of the three layers are equal, the system is in balance, and color-
film sensitometry is therefore often done in terms of ENDs. Further discussion of color sensitometry 
and densitometry may be found in Ref. 3, chap. 18.

29.12 MICRODENSITOMETERS

As indicated above, a microdensitometer is a densitometer designed to measure the density of a 
small area. The sampling apertures are typically slits which may be as narrow as 1 to 2 μm in nomi-
nal width. The sample is scanned over the aperture, creating a record of density as a function of 
position on the sample surface, i.e., distance.

In practical instruments, the small sampling aperture dimensions are achieved by projecting an 
enlarged image of the film onto a physical aperture. The optical system produces some effects not 
encountered in macrodensitometers, as follows:

1. In general, microdensitometers measure projection, or semispecular, density. As already noted, 
projection density is higher than diffuse density for silver layers, and the exact value of the effec-
tive Callier coefficient Q′ depends in part on the numerical aperture of the optical system. Thus 
two microdensitometers fitted with optics of different NAs may give different density values for 
the same sample. Furthermore, macrodensity data are usually in terms of diffuse density, so that 
data from the microdensitometer should be corrected if intercomparisons are to be made. The 
effective Callier coefficient for the specific optics-sample combination is easily determined by 
measuring suitable areas of sample both in the microdensitometer and a macrodensitometer, 
and taking the ratios of the values.

2.  The presence of stray light in the system tends to lower the measured density. This problem 
is especially troublesome in microdensitometry because of the types of images that are often 
encountered. Thus, for example, when an interface between clear and dense areas—that is, an 
edge—is scanned, stray light will distort the record in the manner shown in Fig. 9. If the image is 
that of a star or spectroscopic line, this behavior results in an artifically low density reading. It is 
very important to control stray light as completely as possible in microdensitometry.

Actual
Effect of stray

light

Distance
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en
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ty

FIGURE 9 Effect of stray light in the microdensi-
tometer on the apparent density distribution at an edge.
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3. One feature of the usual microdensitometer optical system, installed for control of stray light, 
is the “preaperture,” a field stop that limits the area of the sample that is illuminated. Because 
of this preaperture, and the optical system, a normal microdensitometer is a partially coherent 
system. This means that the instrument may respond to path-length differences in the sample as 
well as to density differences. This is undesirable since in practice it is the density differences that 
carry the information. Partial coherence in microdensitometers has been studied by Thompson 
and by Swing among others, and the results are summarized by Dainty and Shaw.26 It has been 
shown that the coherence effects can be minimized by satisfying two conditions. In the first con-
dition, the width W of the preslit

  W
NA

≥ 4λ

in

  (11a)

The second condition is

  
NA

NA

v

v
s

o

in

eff

= +1   (11b)

where  l = the wavelength of the light
 NAin = numerical aperture of the influx optics 
 NAeff = numerical aperture of the efflux optics 
 vs = maximum spatial frequency in the sample 
 vo = spatial frequency cutoff of the scanning objective

If, for example vo = 3vs, then NAin/NAeff ≥1.3. A microdensitometer arranged to minimize coher-
ence problems is called a linear microdensitometer. Note that the two conditions above conflict 
with conditions commonly adopted to control stray light.

29.13 PERFORMANCE OF PHOTOGRAPHIC SYSTEMS

The following discussion of performance is limited to those aspects which are properties of the 
system, and excludes such aspects as the skill of the photographer, etc. Of those aspects, which we 
may term “technical” quality parameters, the most important is tone reproduction. The subject is 
divided into two areas: subjective tone reproduction and objective tone reproduction. Subjective 
tone reproduction is concerned with the relation between the brightness sensations produced in 
the observer’s mind when the scene is viewed and when the picture is viewed. Since the sensation of 
brightness depends markedly on the viewing conditions and the observer’s state of adaptation, the 
subjective tone reproduction of a given picture is not constant, and this aspect of the general subject 
is not often measured in the photographic laboratory. It is discussed by Kowalski.27 Objective tone 
reproduction is concerned with the reproduction of the luminance and luminance differences of the 
scene as luminances in the final output. Tone reproduction studies apply equally well to projected 
images, prints, transparencies, and video images, but a negative-print system is usually assumed 
for discussion. It is easy to show that the log luminance of a print area, log Lp = C − Dp, where C is 
a constant determined by the illuminance on the print and Dp is the density of the print area. Thus 
tone reproduction curves are usually plotted in the form of the print density versus the log lumi-
nance of the corresponding scene element (Fig. 10). Although both the scene luminances and the 
print densities are fixed quantities, the viewer’s reaction still depends on the illumination level at 
which the picture is seen.

It has been shown empirically that for paper prints viewed under typical “room lighting con-
ditions,” the preferred tone reproduction curve is the solid line in Fig. 10. Perfect objective tone 
reproduction, defined as the case where Δ = −ΔD Lp sclog  for all scene luminance levels, would be 
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the dotted line in the figure. Thus under typical room lighting conditions viewers prefer a reproduc-
tion that has somewhat more contrast and less density than the “perfect” result. This preference will, 
however, change with illumination and stray light levels.

The exact shape of the tone reproduction curve obtained with a given system depends on the 
shape of the negative and positive D-log H curves, and also on the stray-light characteristic of the 
camera system. (Excessive stray light in the camera can be very deleterious to tone reproduction 
quality.) Using a graphic method devised by Jones and described by Nelson and others,28 the effect 
of the D-log H curves and the stray light on the tone reproduction can be studied.

29.14 IMAGE STRUCTURE

The other two technical quality parameters of a photographic system are its sharpness and graininess, 
to use the most familiar terms for these properties. These properties are often lumped together under 
the general term “image structure.” Actually, in photoscience the term sharpness and graininess are 
reserved for the subjective aspects of the phemomena, and measurement of these properties requires 
psychometric testing. Since such testing is expensive and time-consuming, objective correlates of 
both properties have been defined, and methods for measurement have been established. The objec-
tive correlate of sharpness is termed acutance, and of graininess is termed granularity. Image structure 
data for various kinds of materials are given in Table 1, along with speed and contrast values.

29.15 ACUTANCE

The original proposal for measuring acutance was made by Higgins and Jones29 in 1952. It involved 
calculating a value from a microdensitometer trace of a test edge. However, the visual processes that 
occur when an observer views an edge are complex, and the straightforward calculation proposed by 
Higgins and Jones fails to predict the sensation of sharpness produced by some edge distributions. 
At about the same time, the optical transfer function (OTF) and related concepts began to be widely 
used in optics, and these were soon applied to photographic materials also.

The concepts of the point and line spread functions are essentially identical in optics and photo-
science; in the photographic layer the smearing of the point (or line) input is caused by diffraction 
around the grains, refraction through them, and reflection from them. These phenomena are usually 
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FIGURE 10 Preferred tone reproduc-
tion for viewing under typical room lighting 
conditions.
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lumped together and termed “scattering,” and have been treated by Gasper and dePalma.30 Likewise, 
the concept of the optical transfer function, or the Fourier transform of the LSF, is basically the same 
in optics and photography. However, three important differences should be noted for the photo-
graphic case. (1) The emulsion is isotropic, so that the PSF and LSF are always symmetrical, and the 
complex OTF reduces to the modulation transfer function (MTF) only. (2) Unlike lenses, photo-
graphic layers are stationary, but are generally nonlinear. Therefore, all data and calculations must be 
in terms of exposure or allied quantities. When the calculations are complete, the results are converted 
to density via the D-log H curve. (3) The presence of edge effects tends to raise the MTF curve, so 
that for low frequencies the measured response values are often found to be greater than 100 percent. 
The subject is treated in detail by Dainty and Shaw.31 Typical MTF curves for a film, showing the 
overshoot, are given in Fig. 11. Data for MTF curves of various types of films are also given in Table 1. 
The value given shows the spatial frequency for which the transfer factor drops to 50 percent.

The chain relating the MTF curve to image sharpness is the same as in optics: a high MTF curve 
transforms to a narrow spread function, and this in turn indicates an abrupt transition of exposure—
and therefore density—across the edge. Thus MTF response values greater than unity, although 
mathematically anomalous, indicate improved image sharpness, and this is found to be the case in 
practice. As a matter of fact, edge effects are often introduced deliberately to improve sharpness. 
This is done either by adding suitable compounds to the coating itself, or by adjusting the developer 
formulation. The process is similar to the electronic “crispening” often used in television.

An index of sharpness can be computed from the MTF data by a procedure first suggested by 
Crane and later modified by Gendron.32 These workers were interested mainly in films, but they rec-
ognized that the film is one component of a system; e.g., a color slide system involves a camera lens, 
the film (and process), a projector lens, the screen, and the observer’s eye. The MTF of the system is 
then the cascaded MTFs of these components. Gendron suggested that the area under the cascaded 
MTF be taken as the stimulus that produced the sensation of sharpness. A formula was proposed 

TABLE 1 Performance Data for Types of Materialsa

    Type SPDb g Gran.c v50
d

B&W microfilm 80 3.0 6 >200
B&W very slow camera neg. 25 0.5–3.5 5–7 80–145
B&W slow camera neg. 100 0.5–1.1 8–9 65–120
B&W fast camera neg. 400 0.5–1.0 10–14 50–100
B&W very fast camera neg. 1600–3200 0.5–1.0 18 70
Color neg. very slow 25–50 0.65 4–5 40–60
Color neg. slow 100–160 0.60–0.80 4–6 30–70
Color neg. fast 400 0.65–0.80 5–7 25–40
Color neg. very fast 1000–1600 0.80 8–11 25–35
Color rev. slide very slow 25–50 1.8–2.3 9–10 30–40
Color rev. slide slow 100 2.0–3.0 10–13 25–30
Color rev. slide fast 400 2.0–2.4 15–20 20
Color rev. slide very fast 800–1600 2.2–2.8 22–28 16–20
Instant print films e  –1.7f NA 3–4
—Black and white 3000 –1.6 NA 2.5
—Color 100

aData are as of early 1993 and were obtained from publications of the manufacturers listed 
in Sec. 29.21. They are presented as published. Note that products are frequently changed or 
improved.

bSpeeds are calculated in different ways for various classes of product. The values given are 
suitable for use with standard exposure meters.

c Values represent 1000× the standard deviation of the diffuse density, measured at an average 
density of 1.0 using a 48-μm circular aperture. The exact granularity of a print depends on the 
characteristics of the print material and the printer as well as the granularity of the negative.

d Values show the spatial frequency at which the modulation transfer function is 50 percent.
e MTF values apply to the final print.
f Negative sign arises from the definition of gamma for the case of a positive image.
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that produced a sharpness index scaled to 100. This index, now called CMT-Acutance (to distin-
guish it from the original Higgins-Jones acutance) has been found to correlate well with subjective 
data, and is used in the industry. Note that the treatment above has been simplified for the sake of 
brevity; details are available in Gendron’s paper.

29.16 GRAININESS

The granular nature of the photographic image is one of its most significant characteristics. It may 
appear to the observer as an unpleasant roughness in what should be uniform areas, but it may also 
interfere with extracting information from the image. In the former case it is an aesthetic problem; 
in the latter case the structure is equivalent to noise in a communications channel. In either case it is 
desirable to measure the phenomenon objectively and in engineering terms.

The procedure now used for making these objective measurements was proposed by Selwyn 
in 1935.33 He postulated that if the density of a uniformly exposed and processed layer were 
measured at many places using a suitable sampling aperture, the population of density values so 
obtained would be approximately gaussianly distributed around the mean. This being so, the vari-
ability for a given mean density is completely described by the standard deviation of the values. 
This quantity is termed the rms-granularity, s (D), and has indeed been shown to correlate with the 
subjective graininess.34 It might be noted that calculating the standard deviation of the density is 
mathematically improper, since the underlying transmittance values are being multiplied. To avoid 
this problem the rms-granularity is formally defined by

  σ σ
( )

. ( )
D

T

T
=

0 434
  (12)

where T is transmittance. However, it can be shown that when s (T) is small compared to T , the 
error involved in calculating directly in density is small, and this is often done in practice.

FIGURE 11 Modulation transfer functions of Kodak Technical Pan Film 
for three conditions of development. Note that the response at low frequencies 
exceeds 100 percent. (Reprinted courtesy Eastman Kodak Co. © Eastman Kodak Co.)
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Selwyn also showed that the measured value of s (D) depended upon A, the area of the sampling 
aperture. The product s (D)A1/2 may be termed the Selwyn coefficient �; for black-and-white films 
exposed to light, Selwyn showed that it should be constant, and this relation is called “Selwyn’s law.” 
Thus s (D)A1/2 is a measure of sample graininess no matter what the size of the sampling aperture. 
Unfortunately, the Selwyn coefficient does not remain constant with changes of aperture size for 
very important classes of samples. Selwyn’s law may fail for prints and enlargements, black-and-
white or color, for many color materials even if not enlarged, and also for radiographs, especially 
screened radiographs. For such materials s (D) still increases as A decreases, but not at a rate suf-
ficient to keep the Selwyn coefficient constant, and it (the coefficient) is therefore not useful as an 
objective measure of graininess.

Stultz and Zweig35 found that they obtained good correlation between s (D) and the sensation of 
graininess when the sampling aperture was selected in accordance with the rule

  d M( )μ ⋅ ≈θ 515   (13)

where d(m) is the diameter of the sampling aperture in μm, and Mq is the angular magnification36 at 
which the photograph is seen by the viewer. Mq is readily calculated from the relation

  M
m

Vθ =
4

  (13a)

where m is the ordinary lateral magnification between the film image and the image presented to the 
viewer, and V is the viewing distance in meters.

An American standard37 exists for the measurement of rms-granularity. This standard specifies 
that samples be scanned with a 48-μm-diameter aperture; for such an aperture, rms-granularity 
values for commercial films range from about 0.003 to 0.050 at an average density of 1.0. In practice, 
these values are often multiplied ×1000 to eliminate the decimals. It is worth noting that, experi-
mentally, the measurement of rms-granularity is subject to many sources of error, such as sample 
artifacts. The standard discusses sources of error and procedures for minimizing them, and is rec-
ommended reading for those who must measure granularity.

While in practice rms-granularity serves well as an objective correlate of graininess, the situation 
is complicated by the fact that there are two broadly different types of granular pattern. Silver grains 
are small, opaque, and in nearly all cases are situated randomly and independently in the coating. 
The granular structure in an enlargement, however, is composed of clusters of print-stock grains 
that reproduce the exposure pattern coming from the enlarged negative grains. This type of 
granular pattern tends to be large and soft-edged compared to the pattern arising from the primary 
grains. The patterns found in such samples as color films and screened radiographs are generally 
similar to those found in enlargements. Microdensitometer traces of these two structures are illus-
trated in Fig. 12. A little thought will show that the two patterns shown in the figure might have the 
same mean and standard deviation, and yet the two patterns look entirely different. When different 
types of patterns are involved, the rms-granularity above is not a sufficient descriptor. The work 
by Bartleson which showed the correlation between graininess and rms-granularity was done with 
color negative films having similar granular structures.

As discussed by Dainty and Shaw,38 further objective analysis of granular patterns may be carried 
out in terms of the autocorrelation function:

  φ τ δ δ τ( ) lim ( ) ( )= +
→∞ −

+

∫x x

x

x
x x dx

1

2
  (14)

where  d(x) = D Dx −  
 Dx = the density reading at point x on the sample 

D = mean density 
 d(x + t) = D Dx + −τ  
 t = a small increment of distance

Note carefully that for the sake of simplicity it has been assumed that the sample is scanned by a 
very long, narrow slit, so that the autocorrelation function reduces to a one-dimensional function. 
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If the sample is scanned by a small circular aperture it will be two-dimensional. The use of a slit is 
common in practice. For the case where t = 0, we have

  φ δ σ( ) lim [ ( )]0
1

2
2 2= =

→∞ −

+

∫x x

x

x
x dx   (15)

Let f (t) be calculated for several different values of t, including values smaller than the slit width. 
Since when t < w the slit will contain some of the same grains at points x and x + t, correlation is 
observed. If there is no spatial correlation in the actual sample, φ τ( )→ 0 for t > w. Positive values of 
f (t) for t > w are an indication of spatial correlation in the sample; that is, large-scale grain.

In practice, it is convenient to carry out the analysis of large-scale patterns in the spatial fre-
quency domain. The Wiener-Khintchin theorem states that what is called the “Wiener spectrum” or
power spectrum of the granularity distribution is the Fourier transform of the autocorrelation func-
tion; that is,

  WS( ) ( )v e di v=
−∞

∞

∫ φ τ τπ τ2   (16)

and also

  φ τ π τ( ) ( )= −
−∞

∞

∫ WS v e dvi v2   (16a)

where v = spatial frequency.
In practice, an approximation of the Wiener spectrum is usually obtained by a direct Fourier 

transform of the granularity trace itself according to the expression

  WS( ) lim ( )v
x

x e dx
x

i vx

x

x
=

→∞ −∫
1

2
2

2

δ π   (17)

where d (x) has the same meaning as before, and the horizontal bar indicates that the average value of 
several different runs should be taken in order to provide a reasonable value for the approximation.

Returning to the definition of the autocorrelation function [Eq. (14)] it can be seen that the mea-
sured values of d (x) and d (x +t) are each actually the true values convolved with the slit response. 
By the convolution theorem of Fourier transforms, this means that in frequency space

  WS WSmeasured true( ) ( ) ( )v v xT v= 2   (18)

FIGURE 12 Microdensitometer traces of 
(a) primary silver grains and (b) granular structure 
of a print.
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where T (v) is the modulation transfer factor of the measuring system at spatial frequency v. If 
T (v)2 is divided out of WS(v)measured the underlying net value WS(v) is obtained. When this is done 
for black-and-white film samples exposed to light, the underlying spectrum is found to be flat. For 
the kinds of samples for which Selwyn’s law fails, on the other hand, the net Wiener spectrum is 
found to contain excess low-frequency power and lack high frequencies. Finally, by the properties 
of Fourier transforms, the area under the Wiener spectrum curve is the zero-value of the autocor-
relation function. But by Eq. (15) this zero-value equals s 2 for the sample, so that the area under 
the WS curve gives the rms-granularity of the sample. This can also be seen intuitively, since the 
value of the WS at special frequency v is simply the noise power of s 2 in a spatial frequency band 
v v± Δ /2.

Doerner39 has shown that the rms-granularity of a negative can be tracked through a printer 
system in terms of the Wiener spectrum of the negative and the modulation transfer function of the 
printer system (which includes the MTF of the print stock itself). Doerner’s expression is

  WS WS WSsyst
2

ps( ) ( ) ( ) ( )v v A v vp n p= +γ 2   (19)

where n and p indicate negative and print respectively, “ps” the print stock itself, and the other 
symbols have their previous meanings. The granularity/graininess of a print thus depends on the 
contrast of the print stock and the spatial frequency response of the printer system as well as on the 
graininess of the negative.

29.17 SHARPNESS AND GRAININESS 
CONSIDERED TOGETHER

In the foregoing discussion, we have considered the sharpness and graininess aspects of the picture 
separately. But real photographs frequently suffer from less-than-optimum sharpness and graininess 
both. Bartleson40 has studied the subjective quality of such photographs. He concluded that quality 
was not a linear combination of sharpness and graininess. Instead, “. . . quality tends to be deter-
mined primarily by the poorer of the two attributes. . . . If graininess is high, the print will likely be 
low in quality regardless of how sharp it may be or, conversely, if sharpness is low, so also will quality 
be low regardless of how grainy the print appears. . . .”

Bartleson’s results are of interest in assessing the quality of electronic images, since, at least at 
the time of writing, such images exhibit low graininess, but also low sharpness. On the basis of 
Bartleson’s work, such images would be judged to be of low subjective quality. In a comparison of 
electronic and film imagery published in 1990, Ikenoue and Tabei41 rated the quality of the former 
as poor because of the sharpness level.

29.18 SIGNAL-TO-NOISE RATIO AND DETECTIVE 
QUANTUM EFFICIENCY

Since the information in a photograph is normally carried by the density variation, we may usefully 
define the output signal-to-noise ratio of the photography by

  S/Nout = = ⋅Δ ΔD
H

σ
γ
σ

log   (20)

where ΔD is the mean density difference between an element to be detected and its surround, and 
s is the rms-granularity of the surround. By Selwyn’s law, s (D) varies as the area of the sampling 
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aperture changes; it is convenient here to take the sampling aperture area A as equal to the area of 
the image element. Furthermore, for ΔH sufficiently small we may write

  S/Nout = ⋅ Δ
0 434.

γ
σ

H

H
  (21)

Note that g /s is a property of the film; it is termed the detectivity. ΔH H/ , on the other hand, is a 
property of the object; in fact, it is the object contrast. Practical tests have shown that S/Nout should 
be 4 to 5 if the element is to be detected against its surround, and 8 to 10 if it is to be recognized.42

In 1946, Albert Rose of RCA published a paper43 in which he discussed the performances of the 
TV pickup tube, the photographic layer, and the human eye on a unified basis. His approach was to 
compare their performances with that of an “ideal device,” that is, a radiation detector whose perfor-
mance was limited only by the quantum nature of the incoming radiation. Such a perfect detector 
would report the arrival of every incoming quantum, and add no noise to the signal.

In 1958, R. Clark Jones of Polaroid expanded Rose’s work with specific application to photo-
graphic layers.44 Jones proposed the term detective quantum efficiency (DQE) for Rose’s performance 
indicator, and defined it by the expression

  DQE
S/N

S/N

S/N
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out
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  (22)

where S/Nout is the signal-to-noise ratio produced by the actual device, and S/N ideal is the ratio that 
would be produced by the ideal device, given the same input. By the definition of the ideal device, 
S/Nideal = S/Nmax = S/Nin, where S/Nin is the signal-to-noise ratio in the input, and is due to the 
quantum nature of the input. The ratio is squared to make the DQE compatible with various other 
concepts.

It is easy to derive an expression for the S/N ratio of the input; when this is combined with Eq. (21) 
the result is

  DQE =
⎡
⎣
⎢

⎤
⎦
⎥ ⋅0 434 1

2
. γ
� q

  (23)

where � is the Selwyn coefficient and q is the average exposure received by the image in quanta per 
unit area. Since (1/q) is the radiometric speed of the film, it can be seen that the DQE is a perfor-
mance parameter that combines the gain (gamma), noise, and speed of the layer. As written, the 
DQE does not involve the sharpness aspect, but this can be included also.45

Since Eq. (23) involves standard photographic parameters, it is readily evaluated for a given 
material. When this is done, it is found that the DQE of typical materials is on the order of 1 to 
3 percent, peaking sharply at low densities in the case of black-and-white films. Note that DQE can 
be calculated for any sensor for which S/Nout can be derived. It is interesting to compare the 1 
to 3 percent values given above with those of other sensors. Thus, for example, Jones gives a 
value of 1 percent for the human eye, and 6 percent for an image orthicon tube. On the other hand, 
a suitable photographic layer recording electrons may approach 100 percent DQE, and a value of 
30 percent has been reported for a screened x-ray film.46 DQE has also served as a useful approach 
to considering silver halide mechanisms; see, for example, a paper by Bird, Jones, and Ames that 
appeared in Applied Optics in 1969.47

Another figure of merit allied to DQE is the noise equivalent quanta (NEQ) which is defined as 
the number of quanta that a perfect detector would need to produce a record having the same S/N 
ratio as the system under consideration. It can be shown that

  ′ = ×q qDQE   (24)

where q is again the number of quanta/unit area used by the real system, and q′ the NEQ of a unit 
area of image.
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29.19 RESOLVING POWER

The basic procedure used to measure photographic resolving power follows that used in optics. 
An American Standard exists.48 The standard provides for a suitable test object to be reduced opti-
cally onto the material to be tested. (Strictly speaking, the test thus determines the resolution of the 
lens-film combination, but the resolution capability of the lenses specified is high compared to that 
of the film.) The developed image is then studied in a microscope to determine the highest spatial 
frequency in which the observer is “reasonably confident” that the structure of the test pattern can 
still be detected. Thus, as in optics, the “last resolved” image is a threshold image. However, unlike 
the optical case, the limit is set not only by the progressive decrease in image modulation as spatial 
frequency increases, but also by the granular nature of the image.

If an exposure series of the test pattern is made, it is found that the spatial frequency of the limit-
ing pattern goes through a maximum. It is customary to report the spatial frequency limit for the 
optimum exposure as the resolving power of the film.

Photographic resolving power is now not much measured, but it retains some interest as an 
example of a signal-to-noise ratio phenomenon. Consider the modulation in the various triplet 
images in the pattern. By definition,

  M
H H

H H

H

H
=

−
+

=max min

max min

Δ
2

  (25)

and from Eq. (21),

  ΔD M= 0 868. γ   (26)

so that ΔD within the pattern varies as the modulation, which in turn decreases as the spatial fre-
quency increases. Furthermore, the area of each of the triplets in the pattern (assuming the ISO 
pattern configuration) = 2.52l2 = 2.52/v2. Assuming that Selwyn’s law holds, it follows that s = 
�/A1/2 = 0.4 �v = Cv, where we have lumped the constants. As the spatial frequency increases, the 
S/N of the triplet decreases because ΔD decreases and the effective rms-granularity increases. The 
resolving power limit comes at the spatial frequency where the S/N ratio drops to the limit required 
for resolution. Such a system has been analyzed by Schade.49

29.20 INFORMATION CAPACITY

The information capacity, or number of bits per unit area that can be stored on a photographic 
layer, depends on the size of the point spread function, which determines the smallest element that 
can be recorded, and on the granularity, which determines the number of gray levels that can be 
reliably distinguished. The exact capacity level for a given material depends on the acceptable error 
rate; for one set of fairly stringent conditions, Altman and Zweig50 reported levels up to 160 × 
106 bits/cm2. Jones51 has published an expression giving the information capacity of films as

  IC
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x y
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where S and N are the spectral distributions of power in the system’s signal and noise. For a given 
spatial frequency, the signal power is given by

  S v vi= WS MTF( ) ( )2   (28)

where WSi (v) is the value of the Wiener spectrum of the input at v and MTF (v) is the value of the 
film’s MTF at that frequency. The information capacity thus depends on the frequency response and 
noise of the system, as would be expected. The matter is discussed by Dainty and Shaw.52
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29.21 LIST OF PHOTOGRAPHIC MANUFACTURERS

Agfa Photo Division
Agfa Corporation
100 Challenger Road
Ridgefield, NJ 07660

Ilford Photo Corporation
70 West Century Boulevard
Paramus, NJ 07653

E. I. duPont de Nemours and Co.
Imaging Systems Department
666 Driving Park Avenue
Rochester, NY 14613

3M Company
Photo Color Systems Division
3M Center
St. Paul, MN 55144–1000

Eastman Kodak Co.
343 State Street
Rochester, NY 14650
Tel. 1–800–242–2424 for product info.

Polaroid Corporation
784 Memorial Drive
Cambridge, MA 02139
Tel. 1–800–255–1618 for product info.

Fuji Photo Film USA
555 Taxter Road
Elmsford, NY 10523
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John D. Baloga
Imaging Materials and Media
Eastman Kodak Company
Rochester, New York

30.1

30

30.1 INTRODUCTION

Photographic materials are optical devices. Their fabrication and technical understanding encom-
pass the field of optics in the broadest sense. Light propagation, absorption, scattering, and reflec-
tion must be controlled and used efficiently within thin multilayer coatings containing tiny light-
detecting silver halide crystals and chemistry. Many subdisciplines within classical optics, solid-state 
theory, and photochemistry describe these processes.

In Chap. 20 of Ref. 1, Altman sweeps broadly through the basic concepts and properties of 
photographic materials. His brief, high-level descriptions are still generally valid for today’s photo-
graphic products, and the reader will profit by reviewing that summary. This chapter focuses more 
sharply on four fundamental photographic technologies intimately related to the broad field of 
optics, then gives an overview of photographic materials available today.

Section 30.2 discusses the optical properties of multilayer color photographic films and papers. 
This section outlines the basic structure of the device and describes the principal function of each 
layer. Light absorption, reflection, scattering, and diffraction properties are discussed in the context 
of providing minimum optical distortion to the final image.

Silver halide light detection crystals are solid-state devices described by quantum solid-state 
photophysics and chemistry in addition to crystallography. These devices absorb light to create an 
electron-hole pair. Delocalization of the electron in the conduction band of the crystal, trapping, 
reduction of interstitial silver ions, nucleation and growth of clusters of silver atoms, and reversible 
regression of these phenomena must be controlled and optimized to produce the most sensitive 
light detectors that also possess long-term stability.

Section 30.3 describes the basic photophysics of silver halides according to our best understand-
ing today. It outlines the solid-state properties most important to image detection and amplifica-
tion. Surface chemical treatment and internal doping are discussed in the context of providing silver 
halide emulsions having the highest sensitivity to light.

A color photographic image is formed by high-extinction and high-saturation dyes structurally 
designed by chemists to optimize their color, permanence, and other useful characteristics. Their 
properties in both the ground state and photoexcited states are important to color and stability.

Section 30.4 briefly outlines the photochemistry of photographic image dyes. Excited-state prop-
erties are described that are important to the photostability of these dyes for image permanence.
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Color science guides us to optimize all factors in photographic materials conspiring to render an 
accurate and pleasing image. These include spectral discrimination during the light detection phase 
and color correction to compensate for imperfect spectral detection and imperfect image dyes.

Section 30.5 sketches the photophysics and color science of photographic spectral sensitizers 
with an aim toward describing how modern photographic films sense the world in color nearly as 
the human eye sees it.

Today there exists a large diversity of photographic films. In addition to different manufacturers’ 
brands, films differ by speed, type, color attributes, format, and a multitude of other factors. This 
can be confusing. And what are the differences between a consumer film bought in a drugstore and 
a more expensive professional film?

Section 30.6 gives an overview of the different types of films available today. Differences between 
high- and low-speed films are described with an understanding of the origins of these differences. 
Consumer films are compared to professional films and some of the special needs of each type of 
customer are described. Some general guidelines are offered for film choices among color reversal 
films, black-and-white films, and color negative films.

In addition to Chap. 20 in Ref. 1, several other texts contain useful information about photo-
graphic materials. Kapecki and Rodgers2 offer a highly lucid and digestible sketch of basic color 
photographic film technology. Besides Chap. 20 in Ref. 1, this is a good place for the technically 
astute but nonpractitioner to gain a high level understanding of basic color photography. The tech-
nically detailed treatise by James3 is perhaps the best single comprehensive source containing the 
science and technology of the photographic system outside photographic manufacturers’ internal 
proprietary libraries. Hunt4 provides a good comprehensive treatise on all aspects of color science 
and additionally gives a good technical review of color photographic materials. Chapter 6 in Ref. 1 
contains a useful overview of the theory of light-scattering by particles, Chap. 9 contains a good 
overview of optical properties of solids, and Chap. 26 on colorimetry provides a good introduction 
to the basic concepts in that field.

30.2 THE OPTICS OF PHOTOGRAPHIC 
FILMS AND PAPERS

Introduction

Color photographic materials incorporate design factors that optimize their performance across 
all features deemed important to customers who use the product. These materials are complex in 
composition and structure. Color films typically contain over 12 distinct optically and chemically 
interacting layers. Some of the newest professional color reversal films contain up to 20 distinct 
layers.∗ Each layer contributes a unique and important function to the film’s final performance. 
Careful design and arrangement of the film’s various layers ultimately determine how well the film 
satisfies the user’s needs.

One very important customer performance feature is film acutance, a measure of the film’s abil-
ity to clearly record small detail and render sharp edges. Because images recorded on color film are 
frequently enlarged, image structure attributes such as acutance are very important. Magnifications 
such as those used to place the image on a printed page challenge the film’s ability to clearly record 
fine detail.

The ability of a photographic material to record fine detail and sharp edges is controlled by two 
factors. The first includes light scatter, diffraction, and reflections during the exposure step. These 
are collectively called optical effects. This factor dominates the film’s ability to record fine detail and 
sharp edges and is therefore critical to the film’s design.

∗Fujichrome Velvia 50 RVP professional film.
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Chemical adjacency effects collectively known as Eberhard effects (see Chap. 21 in Ref. 3) are 
the second factor. In today’s color and black-and-white film products these are present during film 
development and are caused by accumulating development by-products such as iodide ions or 
inhibitors released by development inhibitor–releasing (DIR) chemicals that restrain further silver 
development in exposed regions of the image, leading to a chemical unsharp mask effect (pp. 274 
and 365 of Ref. 4). These chemical signals also give rise to the film’s interlayer interimage effects 
(HE; see p. 278 of Ref. 4) used for color correction. Film sharpness and HE are strongly related.

This section describes multilayer factors that contribute to light scatter, reflection, diffraction, 
and absorption in photographic materials. Factors that influence the nonoptical part of film acu-
tance, such as Eberhard effects, were briefly reviewed by Altman.1 More information about these 
processes can be found in references cited therein.

Structure of Color Films

Color film structures contain image-recording layers, interlayers, and protective overcoat layers. 
These layers suspend emulsions and chemistry in a hardened gelatin binder coated over a polyac-
etate or polyester support. Figure 1 shows the principal layers in a color multilayer film structure.

The overcoat and ultraviolet (UV) protective layers contain lubricants; plastic beads 1 to 5 μm 
in size called matte to impart surface roughness that prevents sticking when the film is stored in roll 
form; UV-light-absorbing materials; and other ingredients that improve the film’s handling charac-
teristics and protect the underlying light-sensitive layers from damage during use and from exposure 
to invisible UV light. Ultraviolet light is harmful for two reasons: it will expose silver halide emul-
sions, thereby rendering an image from light invisible to humans, and it promotes photodecomposi-
tion of image dyes, leading to dye fade over time (p. 977 of Ref. 2). Visible light exposure must first 
pass through these overcoats, but they typically do little harm to acutance as they contain nothing 
that seriously scatters visible light.

The blue-light-sensitive yellow dye imaging layers appear next. Silver halides, with the excep-
tion of AgCl—used primarily in color papers—have an intrinsic blue sensitivity even when spec-
trally sensitized to green or red light. Putting the blue-light-sensitive layers on top avoids incorrect 

Overcoat 
UV protective layer
Fast yellow layer 
Slow yellow layer
Yellow filter layer
Barrier layer
Fast magenta layer
Mid magenta layer
Slow magenta layer
Optional magenta filter layer
Barrier layer
Fast cyan layer
Mid cyan Layer
Slow cyan layer
AHU layer
Plastic support
Optional pelloid AHU layer

FIGURE 1 Simplified dia-
gram showing the key layers in 
a color photographic film (not 
drawn to scale).
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exposure leading to color contamination because a blue-light-absorbent yellow filter layer, located 
beneath the blue-sensitive imaging layers, absorbs all blue light that has passed completely through 
the blue-sensitive layers.

A collection of layers adjacent to one another that contain silver halide sensitized to a common 
spectral band is called a color record. Color records in films are always split into two or three separate 
layers. This arrangement puts the highest-sensitivity emulsion in the upper (fast) layer, where it 
gets maximum light exposure for photographic speed, and places low-sensitivity emulsions into the 
lower layer (or layers), where they provide exposure latitude and contrast control.

One or more interlayers separate the yellow record from the green-light-sensitive magenta 
record. These upper interlayers filter blue light to avoid blue light exposure color contaminating the 
red- and green-sensitive emulsion layers below. This behavior is called punch through in the trade. 
These interlayers also contain oxidized developer scavengers to eliminate image dye contamination 
between color records caused by oxidized color developer formed in one color record diffusing into 
a different color record to form dye.

The traditional yellow filter material is Carey Lea silver (CLS), a finely dispersed colloidal form 
of metallic silver, which removes most of the blue light at wavelengths less than 500 nm. The light 
absorption characteristics of this finely dispersed metallic silver are accounted for by Mie theory.5 
Unfortunately this material also filters out some green and red light, thus requiring additional sen-
sitivity from the emulsions below. Bleaching and fixing steps in the film’s normal processing remove 
the yellow CLS from the developed image.

Some films incorporate a yellow filter dye in place of CLS. Early examples contained yellow dyes 
attached to a polymer mordant in the interlayer. A mordant is a polymer that contains charged sites, 
usually cationic, that binds an ionized anionic dye by electrostatic forces. These dyes are removed 
during subsequent processing steps. Although these materials are free from red and green light 
absorption, it is a challenge to make them high in blue light extinction to avoid excessive chemical 
loads in the interlayer with consequent thickening.

Most recently, solid-particle yellow filter dyes6 are seeing more use in modern films. These solid 
dyes are sized to minimize light scatter in the visible region of the spectrum and their absorption 
of blue light is very strong. They can be made with very sharp spectral cuts and are exceptionally 
well suited as photographic filter dyes. In some films solid-particle magenta filter dyes7 are also used 
in the interlayers below the magenta imaging layers. Solid-particle filter dyes are solubilized and 
removed or chemically bleached colorless during the film’s normal development process.

Because the human visual system responds most sensitively to magenta dye density, the green-
light-sensitive image recording layers are positioned just below the upper interlayers, as close as 
practical to the source light exposure side of the film. This minimizes green light spread caused 
when green light passes through the turbid yellow record emulsions. It gives the maximum practical 
film acutance to the magenta dye record.

A lower set of interlayers separates the magenta record from the red-light-sensitive cyan dye 
record. These lower interlayers give the same type of protection against light and chemical contami-
nation as do the upper interlayers. The magenta filter dye is absent in some films because red-light-
sensitive emulsions are not as sensitive to green light exposure as to blue light exposure.

Located beneath the cyan record, just above the plastic film support, are antihalation undercoat 
(AHU) layers. The black absorber contained in this bottom layer absorbs all light that has passed 
completely through all imaging layers, thereby preventing its reflection off the gel-plastic and plastic-
air interfaces back into the imaging layers. These harmful reflections cause a serious type of light 
spread called halation, which is most noticeable as a halo around bright objects in the photographic 
image.

The opacity required in the AHU is usually obtained by using predeveloped black filamentary 
silver, called gray gel, which is bleached and removed during the normal photographic processing 
steps. Alternatively, in many motion picture films a layer of finely divided carbon suspended in 
gelatin (rem jet) is coated on the reverse side of the film. When placed in this position the layer is 
called an AHU pelloid. It is physically removed by scrubbing just before the film is developed. The 
newest motion picture films incorporate a black solid-particle AHU filter dye that is solubilized and 
removed during normal development of the film and does not require a separate scrubbing step.
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The overall thickness of a film plays an important role in minimizing harmful effects from 
light scatter. Because color films are structured with the yellow record closest to the light exposure 
source, it is especially important to minimize thickness of all film layers in the yellow record and 
below it, because light scattered in the yellow record progressively spreads as it passes to lower layers. 
The cyan record shows the strongest dependence on film thickness because red light passes through 
both yellow and magenta record emulsions en route to the cyan record. Because both emulsions 
often contribute to red light scatter, the cyan record suffers a stronger loss in acutance with film 
thickness.

Structure of Color Papers

The optical properties of photographic paper merit special consideration because these materials are 
coated in very simple structures on a highly reflective white Baryta-coated paper support. Baryta is 
an efficient diffuse reflector consisting of barium sulfate powder suspended in gelatin that produces 
isotropically distributed reflected light with little absorption.

Photographic papers generally contain about seven layers. On top are the overcoat and UV pro-
tective layers, which serve the same functions as previously described for film.

The imaging layers in color papers contain silver chloride emulsions for fast-acting development, 
which is important to the industry for rapid throughput and productivity. Generally only one layer 
is coated per color record, in contrast to films, which typically contain two or three layers per color 
record. The order of the color records in photographic papers differs from that in films due mainly 
to properties of the white Baryta reflective layer.

Because color paper is photographically slow, exposure times on the order of seconds are com-
mon. Most light from these exposures reflects turbidly off the Baryta layer. The imaging layers get-
ting the sharpest and least turbid image are those closest to the reflective Baryta where light spread 
is least, not those closest to the top of the multilayer as is the case with film.

In addition, the Baryta layer as coated is not smooth. Its roughness translates into the adjacent 
layer, causing nonuniformities in that layer. Because the human visual system is most forgiving of 
physical imperfections in yellow dye, the yellow color record must be placed adjacent to the Baryta 
to take the brunt of these imperfections.

The magenta color record is placed in the middle of the color paper multilayer, as close to the 
Baryta layer as possible, since sharpness in the final image is most clearly rendered by magenta dye. 
This leaves the cyan record nearest to the top of the structure, just below the protective overcoats.

The magenta color record in the middle of the multilayer structure is spaced apart from the other 
two color records by interlayers containing oxidized developer scavengers to prevent cross-record 
color contamination, just as in films. However, no filter dyes are needed in color paper because silver 
chloride emulsions have no native sensitivity to light in the visible spectrum.

Light Scatter by Silver Halide Crystals

Because they consist of tiny particles, silver halide emulsions scatter light. Scattering by cubic and 
cubo-octahedral emulsions at visible wavelengths is most intense when the emulsion dimension 
ranges from 0.3 to 0.8 μm, roughly comparable to the wavelengths of visible light. This type of scat-
tering is well characterized by Mie8 theory and has been applied to silver halides.9 We are often com-
pelled to use emulsions having these dimensions in order to achieve photographic speed.

For photographic emulsions of normal grain size and concentration in gelatin layers of normal 
thickness, multiple scattering predominates. This problem falls within the realm of radiative transfer 
theory. Pitts10 has given a rigorous development of radiative transfer theory to the problem of light 
scattering and absorption in photographic emulsions. A second approach that has received serious 
attention is the Monte Carlo technique.11 DePalma and Gasper12 were able to obtain good agreement 
between their modulation transfer functions (MTFs) determined by a Monte Carlo calculation and 
experimentally measured MTFs for a silver halide emulsion layer coated at various thicknesses.
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Scattering by yellow record emulsions is especially harmful because red and green light must 
first pass through this record en route to the magenta and cyan records below. All other things 
being equal, the amount of light scattered by an emulsion layer increases in proportion to the total 
amount of silver halide coated in the layer.

Color films are constructed with low-scattering yellow record emulsions whenever possible. The 
amount of silver halide coated in the yellow record is held to a minimum consistent with the need to 
achieve the film’s target sensitometric scale in yellow dye.

High-dye-yield yellow couplers13 having high coupling efficiency are very useful in achieving silver 
halide mass reductions in the yellow record of color reversal films. These provide high yellow dye 
densities per unit silver halide mass, thereby reducing the amount of silver halide needed to achieve 
target sensitometry. Some upper-scale (high-density) increase in granularity often results from using 
these couplers in a film’s fast yellow layer, but the benefits of reduced red and green light scatter over-
come this penalty, especially because the human visual system is insensitive to yellow dye granularity.

Tabular emulsion grains offer a way to achieve typical photographic speeds using large-dimension 
emulsions, typically 1.0 to 3.0 μm in diameter, although smaller- and larger-diameter crystals are 
sometimes used. These do not scatter light as strongly at high angles from normal incidence with 
respect to the plane of the film as do cubic or octahedral emulsions having comparable photo-
graphic speeds. However, diffraction at the edges and reflections off the crystal faces can become a 
detrimental factor with these emulsions.

Silver halide tabular crystals orient themselves to lie flat in the plane of the gelatin layer. This 
happens because shear stress during coating of the liquid layer stretches the layer along a direction 
parallel to the support and also because the water-swollen thick layer compresses flat against the 
support after it dries by a ratio of roughly 20:1.

Reflections can become especially harmful with tabular emulsion morphologies since light reflect-
ing from the upper and lower faces of the crystal interferes, leading to resonances in reflected light. 
The most strongly reflected wavelengths depend on the thickness of the tabular crystal. The thickness 
at which there is a maximum reflectance occurs at fractional multiples of the wavelength14 given by:

  t
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where t is the thickness of the tabular crystal, l is the wavelength of light, n is the refractive index of 
the crystal, and m is an integer.

In an extreme case, tabular emulsions act like partial mirrors reflecting light from grain to grain 
over a substantial distance from its point of origin. This is called light piping by analogy with light 
traveling through an optical fiber (see Fig. 2). It is especially serious in the cyan record, where red light 
often enters at angles with respect to perpendicular incidence caused by scattering in upper layers.

FIGURE 2 Light undergoes reflection, diffraction, and multiple reflec-
tions that may lead to light piping in film layers containing tabular silver 
halide crystals.
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Another cause of light piping is the presence of small-grain emulsion contaminants within a 
tabular grain population. A highly turbid contaminant emulsion, even if present in small amounts, 
can scatter light at sufficient angles to induce severe light piping through the tabular grain matrix. 
Modern emulsion science takes great pains to produce tabular emulsions free from highly scattering 
contaminants.

Gasper15 treated the problem of scattering from thin tabular silver halide crystals in a uniform 
gelatin layer. For very thin and large-diameter tabular silver bromide crystals (thickness <0.06 μm, 
diameter >1.0 μm) light at normal incidence is scattered almost equally in the forward and back-
ward hemispheres. As the grain thickness increases there appears increasing bias for forward scatter 
in a narrow cone. The efficiencies for scatter and absorption were found to be independent of grain 
diameter for crystal diameters larger than ~1.0 μm. For such crystals, the backscatter and absorption 
efficiencies are approximately equal to the specular reflectance and absorption of a semiinfinite slab 
of the same material and thickness.

But the forward scattering efficiency does not approximate the specular transmittance of 
the semiinfinite slab as a result of interference between the directly scattered forward field and the 
mutually coherent unscattered field, a process analogous to diffraction that does not occur for the 
semiinfinite slab with no edge. The specific turbidity depends on grain thickness, but not diameter 
for diameter >1.0 μm.

A light-absorbing dye is sometimes added to a film to reduce the mean free path of scattered and 
reflected light leading to an acutance improvement. This improvement happens at the expense of 
photographic speed, since light absorbed by the dye is not available to expose the silver halide emul-
sions. However, the trade-off is sometimes favorable if serious light piping is encountered.

Light-absorbing interlayers between color records are sometimes used in color films to help 
eliminate the harmful effects of reflected light. For example, some films have a magenta filter dye 
interlayer between the magenta and cyan records. In addition to its usefulness in reducing light 
punchthrough (green light passing through the magenta record to expose the red-sensitized layers), 
this filter layer helps eliminate harmful reflections of green light off cyan record tabular emulsions, 
which bounce back into the magenta record. These reflections, although potentially useful for 
improving photographic green speed, can be harmful to magenta record acutance.

30.3 THE PHOTOPHYSICS OF SILVER HALIDE 
LIGHT DETECTORS

Chapter 20 in Ref. 1 gave a very brief sketch of the general characteristics of silver halide crystals 
used for light detection and amplification in photographic materials. These crystals, commonly 
termed emulsions, are randomly dispersed in gelatin binder layers in photographic films and papers. 
For photographic applications the most commonly used halide types are AgCl, AgBr, and mixed 
halide solid solutions of AgClxIy and AgBrxIy. In addition, pure phases of AgCl and AgI are some-
times grown epitaxially on AgBr crystals to impart special sensitivity and development properties.

Upon exposure to light, silver halide crystals form a latent image (LI) composed of clusters of 
three to hundreds of photoreduced silver atoms either within the interior or most usefully on the 
surface of the crystal where access by aqueous developing agents is easiest.∗ Higher light exposures 
result in larger numbers of silver atoms per latent image cluster on average in addition to exposing a 
larger number of crystals on average.

The detection of light by a silver halide crystal, subsequent conversion to an electron hole pair, 
and ultimate reduction of silver ions to metallic silver atoms is in essence a solid-state photophysi-
cal process. The application of solid-state theory to the photographic process began with Mott and 

∗Some specialized developing agents can etch into the silver halide crystal to develop the internal latent image (LI), but the 
most commonly used color negative and color paper developers have little capability to do this. They are primarily surface-
developing agents. The color reversal black-and-white developer can develop slightly subsurface LI in color reversal emulsions.
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Gurney16 and was extended by Seitz.17 Additional reviews were published18–20 as our understanding 
of these processes grew.

According to the nucleation and growth mechanism,18 the photographic LI forms through a 
series of reversible electronic and ionic events (see Fig. 3). An electron is generated in the conduc-
tion band either by direct band gap photoexcitation of the crystal in its intrinsic spectral absorption 
region or by injection from a photoexcited spectral sensitizing dye on the crystal’s surface. As this 
mobile electron travels through the crystal it becomes shallowly and transiently trapped at lattice 
imperfections carrying a positive charge. The ionized donor may be an interstitial silver ion or a sur-
face defect. The kinked edge of a surface terrace, having a formal charge of +1/2 is one such site.

The electron may sample many such traps before becoming more permanently trapped at a pre-
ferred site. Trapping of the electron occurs in less than 0.1 ns at room temperature.21 The shallowly 
trapped electron orbits about the trapping site in a large radius. At this stage the formal charge of 
the trap site becomes −1/2 and adjacent surface lattice ions relax, thereby increasing the depth of 
the trap.22 In octahedral AgBr emulsions this shallow-deep transition occurs within 10 ns at room 
temperature.21

The negative charge formally associated with the trapped electron attracts a mobile interstitial 
Ag+ ion, which the trapped electron reduces to an Ag0 atom. The site’s charge reverts to +1/2. A second 
photoelectron is then trapped at the site and reacts with a second interstitial Ag+ ion to form Ag2  

0  and 
so on as additional photons strike the crystal. Frenkel defect concentrations—interior plus surface—
in the range of 1014/cm3 have been reported for AgBr crystals.19 Latent image formation depends 
critically upon the existence of partially charged defects on the surface of the crystal.

Because the single-atom Ag0 state is metastable and the Ag2 
0  state is not usefully detectable from 

gross fog by developing solutions (Chap. 4 of Ref. 3), a minimum of three photons must strike the 
crystal to form a detectable LI site, the second photon within the lifetime of the metastable trapped 
Ag0 atom.∗ The transient existence of one or two silver atom sites has not been directly observed but 
is strongly inferred by indirect evidence.20

The highest photoefficiencies are achieved after silver halide emulsions are heated with aqueous 
sulfur and gold salts to produce Ag2S and AgSAu species on the surface of the crystal.22 Most of the 
evidence for sulfur sensitization suggests these sites improve electron trapping, perhaps by mak-
ing trapping lifetimes longer at preexisting kink sites. Gold sensitization accomplishes at least two 
things: it reduces the size of the latent image center needed to catalyze development and it stabilizes 
silver atoms formed during the exposure process (Chap. 5 of Ref. 3).

Ideally only a single latent image site forms per exposed silver halide crystal. If more sites nucle-
ate on a crystal, these can compete for subsequent photoelectrons, leading to losses in efficiency 
related to LI dispersity. One remarkable aspect of this process is that despite the large number of 

FIGURE 3 Diagram showing the basic features of the nucleation and growth mechanism for 
formation of a developable latent image site by light exposure of a silver halide crystal.

∗A metastable silver atom may dissociate back into an electron-hole pair, and the electron can migrate to another trapping 
site to form a new silver atom. This may happen many times in principle. The second electron must encounter the silver atom 
before electron-hole recombination or other irreversible electron loss takes place.
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kink sites and chemically sensitized sites on a given crystal, in the most efficient silver halide emul-
sions only a single LI center forms per grain. The shallow-deep transition that occurs after the initial 
electron trapping selects one preferred defect out of the plethora of other possibilities for subse-
quent electron trapping.

The two predominant crystal faces that occur on photographically useful silver halide grains are 
[100] and [111]. Both surfaces have a negative charge23 ranging from −0.1 to −0.3 V. A subsurface 
space charge layer rich in interstitial Ag+ ions compensates for the charged surface.24 The [100] sur-
faces are flat with steps containing jogs that are either positively or negatively charged kink sites. The 
positive kinks on the surface form shallow electron traps.

In contrast, the [111] surface is not well characterized and is believed to be sensitive to surface 
treatment. Calculations of surface energies suggest that several arrangements may coexist, including 
microfaceted [100] planes and half layers of all silver or all halide ions in arrangements with hexago-
nal symmetry.24,25

All silver halides absorb light in the near-UV region of the spectrum. The absorption edge 
extends to longer wavelengths from AgCl to AgBr to AgI. AgCl and AgBr have indirect band gap 
energies of 3.29 and 2.70 eV, respectively.19 Absorption of light produces electrons in a conduction 
band whose minimum lies at the zone center and holes in the valence band whose maximum is at 
an L point. Carriers produced at excess energy rapidly thermalize at room temperature since elec-
tron mobility is limited by phonon scattering.

Electron mobility in AgBr is about 60 cm2/Vs at room temperature.19 In AgCl the hole mobil-
ity is low, but in AgBr it is substantial—only about a factor of 30 lower than electron mobility.20 
Carriers generated by exposure will explore the crystal in a random walk as they scatter off phonons 
and transiently trap at charged defects. It is expected that electrons can fully sample a 1-μm crystal 
within less than 1 μs.

In most commercial photographic materials today, only about 25 percent to 50 percent of the 
electrons injected into the crystal’s conduction band contribute to a developable LI site. The rest 
are wasted through electron-hole recombination, formation of internal LI that is inaccessible to the 
developing agent, or formation of multiple nucleation sites termed dispersity. The deliberate addi-
tion of dopants that act as shallow electron traps reduces the time electrons spend in the free carrier 
state and thereby limits their propensity to recombine with trapped holes.

Polyvalent transition metal ions are frequently doped into silver halide crystals to limit reciproc-
ity effects, control contrast, and reduce electron hole recombination inefficiencies.26 They act as 
electron or hole traps and are introduced into the crystal from aqueous hexa-coordinated complexes 
during precipitation. They generally substitute for (AgX6)

5− lattice fragments. Complexes of Ru and 
Ir have been especially useful. Because the dopant’s carrier-trapping properties depend on the metal 
ion’s valence state and the steriochemistry of its ligand shell, there are many opportunities to design 
dopants with specific characteristics. Dopants incorporating Os form deep electron traps in AgCl 
emulsions with an excess site charge of +3. An effective electron residence lifetime of 550 seconds 
has been measured for these dopants at room temperature.20 They are used to control contrast at 
high-exposure regions in photographic papers.

Quantum sensitivity is a measure of the average number of photons absorbed per grain to 
produce developability in 50 percent of an emulsion population’s grains (Chap. 4 in Ref. 27). This 
microscopic parameter provides a measure of the photoefficiency of a given emulsion; the lower the 
quantum sensitivity value, the more efficient the emulsion. The quantum sensitivity measurement 
gives a cumulative measure of latent image formation, detection, and amplification stages of the 
imaging chain.

Quantum sensitivity has been measured for many emulsions. The most efficient emulsions spe-
cially treated by hydrogen hypersensitization yield a quantum sensitivity of about three photons per 
grain.28 Although hydrogen hypersensitization is not useful for general commercial films because 
it produces emulsions very unstable toward gross fog, this sensitivity represents an ambitious goal 
for practical emulsions used in commercial photographic products. The most efficient practical 
photographic emulsions reported to date have a quantum sensitivity of about five to six photons per 
grain.29 The better commercial photographic products in today’s market contain emulsions having 
quantum sensitivities in the range of 10 to 20 photons per grain.
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30.4 THE STABILITY OF PHOTOGRAPHIC IMAGE 
DYES TOWARD LIGHT FADE

Introduction

Azomethine dyes are formed in most photographic products by reaction between colorless couplers 
and oxidized p-phenylenediamine developing agents to form high-saturation yellow, magenta, and 
cyan dyes (Chap. 12 in Ref. 3). Typical examples are shown in Fig. 4. The diamine structural ele-
ment common to all three dyes comes from the developing agent, where R1 and R2 represent alkyl 
groups. The R group extending from the coupler side of the chromophore represents a lipophilic 
ballast, which keeps the dye localized in an oil phase droplet. In some dyes it also has hue-shifting 
properties.

Heat, humidity, and light influence the stability of these dyes in photographic films and papers.30 
Heat and humidity promote thermal chemical reactions that lead to dye density loss. Photochemical 
processes cause dyes to fade if the image is displayed for extended periods of time. Ultraviolet radia-
tion is especially harmful to a dye’s stability, which is partly why UV absorbers are coated in the pro-
tective overcoat layers of a color film or paper.

Stability toward light is especially important for color papers, where the image may be displayed 
for viewing over many years. It is less important in color negative film, which is generally stored in 
the dark and where small changes in dye density can often be compensated for when a print is made. 
Light stability is somewhat important for color reversal (slide and transparency) film, since a slide is 
projected through a bright illuminant, but projection and other display times are short compared to 
values for color papers. A similar situation exists for movie projection films, where each frame gets a 
short burst of high-intensity light but the cumulative exposure is low.

Evaluation of the stability of dyes toward light is difficult because the time scale of the photo-
chemical reactions, by design, is very slow or inefficient. The quantum yields of photochemical 
fading of photographic dyes, defined as the fraction of photoexcited dyes that fade, are on the 
order of 10−7 or smaller.2,31 Accelerated testing using high-intensity illumination can sometimes 
give misleading results if the underlying photochemical reactions change with light intensity (p. 266 
in Ref. 4).

Given that dyes fade slowly over time, it is best if all three photographic dyes fade at a common 
rate, thereby preserving the color balance of the image (p. 267 in Ref. 4). This rarely happens. The 
perceived light stability of color photographic materials is limited by the least stable dye. Historically, 
this has often been the magenta dye, whose gradual fade casts a highly objectionable green tint to a 
picture containing this dye. This is most noticeable in images containing memory colors, such as 
neutral grays and skin tones.

Cyan dye Magenta dye Yellow dye
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FIGURE 4 Typical examples of azomethine dyes used in photographic materials.
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Photochemistry of Azomethine Dyes

Upon absorption of a photon, a dye becomes reversibly excited to the singlet state. For azomethine 
dyes, the lifetime of the excited state is estimated to be on the order of picoseconds.32–39 Similarly, 
the lifetime of the triplet state of azomethine dyes, which is expected to form rapidly by intersystem 
crossing from the singlet excited state, has been estimated to be in the nanosecond range.36 The 
short lifetime of these species seems to be at the basis of the observed low quantum yields of photo-
chemical fading of azomethine dyes.

The nature of the initial elementary reactions involving excited or triplet states of dyes is not well 
understood. For some magenta dyes, the fading mechanism was reported to be photooxidative.37 
Cyan dye light fade appears to involve both reductive and oxidative steps38 following photoexcita-
tion of the dye.

Singlet oxygen has been traditionally postulated to be involved in the oxidative pathway.39 This 
high-energy species can, in principle, be formed by energy transfer between a triplet dye and molec-
ular oxygen, and can subsequently induce dye destruction, although reaction with singlet oxygen 
does not always lead to decomposition.40

Dye hv Dye*
1+ ∗  Formation of an excited state by light absorption

1 3Dye Dye∗ →  Formation of triplet state by intersystem crossing
3 3

2Dye O Dye O*+ → + 1
2 Formation of singlet oxygen

1
2O Dye Chemical reaction+ →  Dye fade by singlet oxygen

Studies of the photophysical properties of photographic dyes, however, have shown that in gen-
eral, azomethine dyes are good quenchers of singlet oxygen.41 This implies that the formation of 
singlet oxygen by the triplet state of the dyes should be inefficient. An alternative feasible role for 
molecular oxygen in dye fade involves electron transfer mechanisms.

1
2

+Dye O Dye O*
∗ −+ + 2   (Radical formation) ⇒ subsequent reactions leading to dye 

destruction
3

2Dye O Dye O*+ ++ −
2    (Radical formation) ⇒ subsequent reactions leading to dye 

destruction

The chemistry of dye fade may also be started by electron transfer between excited or triplet dye 
and a dye molecule in its ground state.

1Dye Dye Dye Dye*
∗ + −+ +    (Radical formation) ⇒ subsequent reactions leading to dye 

destruction
3Dye Dye Dye Dye*+ ++ −    (Radical formation) ⇒ subsequent reactions leading to dye 

destruction

Excited State Properties

The few papers that have been published about excited singlet-state properties of azomethine dyes 
have mainly focused on pyrazolotriazole magenta dyes.32–35 These dyes have fluorescence quantum 
yields on the order of 10−4 at room temperature, but increase to ~1 in rigid organic glasses at 77 K.40 
The fluorescence quantum yield is the fraction of photoexcited molecules that emit a quantum of 
light by fluorescence from an excited state to the ground state having the same multiplicity (usu-
ally singlet to singlet). The results at room temperature imply singlet-state lifetimes of only a few 
picoseconds.40

Room-temperature flash photolysis has identified a very short-lived fluorescent state plus 
a longer-lived nonfluorescent transient believed to be an excited singlet state whose structure is 
twisted compared to the ground state. This is consistent with the temperature-dependent results 
that allow rapid conformational change to the nonfluorescent singlet species at room temperature, 
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FIGURE 5 (a) Ground state conformation and (b and c) two conformations of the lowest 
triplet state.

in addition to intersystem crossing to the triplet excited state. But this conformational change is pre-
sumably restrained in a cold organic glass matrix, thereby allowing the excited singlet state time to 
fluoresce back to the ground state.

Investigation of the triplet states of azomethine dyes has proven difficult, and there are no defini-
tive reports of direct observation of the triplet states. There are no reliable reports of phosphores-
cence from the triplet state of these dyes, although they have been studied by flash photolysis.32–35,41–45 
Using indirect energy transfer methods, triplet lifetimes have been estimated to be less than 10 ns.36 
Similar studies43 gave triplet energies of 166 to 208 kJ mol−1 for yellow dyes, 90 to 120 kJ mol−1 for 
magenta dyes, and about 90 kJ mol−1 for cyan dyes.

Computational studies have been carried out recently on the ground and lowest triplet states of 
yellow azomethine dyes.45 Consistent with crystallographic studies,46,47∗ the calculated lowest-energy 
ground state conformation S0 is calculated to have the azomethine C N��  bond coplanar with the 
anilide C O��  carbonyl, but perpendicular to the C O��  carbonyl of the ketone. The energy of the 
vertical transition triplet state having this conformation is quite high, calculated to be 230 kJ mol−1 
above the ground state. Energy minimization on the lowest triplet energy surface starting with the 
geometry of S0 results in a relaxation energy of 100 kJ mol−1 and leads to T1a, characterized by a sub-
stantial twist around the C N��  bond and by increased planarity of the keto carbonyl with the azo-
methine plane. These conformational changes offer an efficient mechanism for stabilizing the lowest 
triplet state in these dyes. A second triplet conformer T1b with an energy 25 kJ mol−1 below T1a was 
also calculated (see Fig. 5).

The low energy values calculated for T1a and T1b relative to S0a (130 and 105 kJ mol−1, respec-
tively) have led to a new interpretation of the reported results43 of energy transfer to S0a. Using the 
nonvertical energy transfer model of Balzani,48 it is shown that observed rates of energy transfer to 
S0a can be consistent with formation of two distinct triplet states: one corresponding to a higher-
energy excited triplet state (T2) 167 kJ mol−1 above S0a, and the second corresponding to one con-
formation of the lowest triplet state (T1) with an energy of 96 kJ mol−1 above S0a, in good agreement 
with the calculated T1b configuration. The large structural differences between S0a and the conform-
ers of T1 can explain the lack of phosphorescence in this system.

Light Stabilization Methods

Stabilization methods focus on elimination of key reactants (such as oxygen by various barrier 
methods), scavenging of reactive intermediates such as free radicals transiently formed during pho-
todecomposition, elimination of ultraviolet light by UV absorbers, or quenching of photoexcited 
species in the reaction sequence.

∗Other unpublished structures exhibiting the same conformation of S0a have been solved at Kodak.
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Stabilizer molecules49 have been added to photographic couplers to improve the stability of their 
dyes toward light fade. Although the exact mode by which these stabilizers operate has not been 
disclosed, it is probable that some quench the photoexcited state of the dyes, thereby preventing fur-
ther reaction leading to fading; some scavenge the radicals formed during decomposition steps; and 
some may scavenge singlet oxygen.

Polymeric materials added to coupler dispersions also stabilize dyes. These materials are reported 
to improve thermal dye decomposition50 by physically separating reactive components in a semi-
rigid matrix or at least decreasing the mobility of reactive components within that matrix. They may 
provide benefits for light stability of some dyes by a similar mechanism.

Photographic dyes sometimes form associated complexes or microcrystalline aggregates (p. 322 
of Ref. 4). These have been postulated to either improve light stability by electronic-to-thermal 
(phonon) quenching of excited states, or to degrade light stability by concentrating the dye to pro-
vide more available dye molecules for reaction with light-induced radicals. Both postulates may be 
correct depending upon the particular dyes.

Modern photographic dyes have vastly improved light stabilities over dyes of the past. For 
example, the magenta dye light stability of color paper dyes has improved by about two orders of 
magnitude between 1942 and the present time.51 New classes of dyes52,53 have proved especially 
resistant to light fade and have made memories captured by photographic materials truly archival.

30.5 PHOTOGRAPHIC SPECTRAL SENSITIZERS

Introduction

Spectral sensitizing dyes are essential to the practice of color photography. In 1873, Vogel54 discov-
ered that certain organic dyes, when adsorbed to silver halide crystals, extend their light sensitivity 
to wavelengths beyond their intrinsic ultraviolet-blue sensitivity. Since then, many thousands of dyes 
have been identified as silver halide spectral sensitizers having various degrees of utility, and dyes exist 
for selective sensitization in all regions of the visible and near-infrared spectrum. These dyes provide 
the red, green, and blue color discrimination needed for color photography.

The most widely used spectral sensitizing dyes in photography are known as cyanine dyes. One 
example is shown in Fig. 6. These structures are generally planar molecules as shown.

A good photographic spectral sensitizing dye must adsorb strongly to the surface of the silver 
halide crystal. The best photographic dyes usually self-assemble into aggregates on the crystal’s 
surface. Aggregated dyes may be considered partially ordered two-dimensional dye crystals.55 Blue-
shifted aggregates are termed H-aggregates, while red-shifted ones, which generally show spectral 
narrowing and exitonic behavior, are termed J-aggregates. Dyes that form J-aggregates are generally 
most useful as silver halide spectral sensitizers.

A good sensitizing dye absorbs light of the desired spectral range with high efficiency and con-
verts that light into a latent image site on the silver halide surface. The relative quantum efficiency56 
of sensitization is defined as the number of quanta absorbed at 400 nm in the AgX intrinsic absorp-
tion region to produce a specified developed density, divided by the number of like quanta absorbed 
only by dye within its absorption band. For the best photographic sensitizing dyes this number is 
only slightly less than unity.

S S

C CCH (CH    CH)n

N N
–

+

IC2H5 C2H5

FIGURE 6 Typical cyanine spectral sensitiz-
ing dye used in photographic materials.
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Adsorption isotherms for J-aggregated cyanine dyes on AgX follow Langmuir behavior with a 
saturation coverage that indicates closely packed structures.57 The site area per molecule derived 
from the Langmuir isotherms implies dye adsorption along its long axis with heterocyclic rings per-
pendicular to the surface. Recent scanning tunneling microscope work58,59 has convincingly detailed 
the molecular arrangement within these aggregates, confirming general expectations.

The Photophysics of Spectral Sensitizers on 
Silver Halide Surfaces

Sensitizing dyes transfer an electron from the dye’s excited singlet state to the conduction band of 
AgX. Evidence for this charge injection comes from extensive correlations of sensitization with the 
electrochemical redox properties of the dyes.22,60,61 In the adsorbed state a good sensitizing dye has 
an ionization potential smaller than that of the silver halide being sensitized. This allows the energy 
of the dye excited state to lie at or above the silver halide conduction band even though the energy 
of the photon absorbed by the dye is less than the AgX band gap. Dye ionization potentials are gen-
erally well correlated with their electrochemical oxidation potentials.

The triplet energy level of a typical cyanine dye lies about 0.4 to 0.5 eV (about 35 to 50 kJ mol−1) 
below the radiationally excited singlet level.62 In most cases, this triplet state seems to have little 
effect on spectral sensitization at room temperature, although it may influence sensitization in special 
cases.63

Electron transfer takes place by tunneling from the excited-state dye to the silver halide conduc-
tion band. Simple calculations verify that penetration of the potential barrier will compete favor-
ably with de-excitation of the dye by fluorescence emission (p. 253 of Ref. 3). The interaction time 
between an excited spectral sensitizer and silver bromide appears to occur between 10−13 and 10−10 
(p. 237 of Ref. 3). Factors favoring irreversible flow of electrons from dye to silver halide are delo-
calization within the conduction band, the negative space charge layer on the surface of the crystal, 
trapping by remote sites on the silver halide surface, and irreversible trapping to form a latent image.

Free electrons from dye sensitization appear in the silver halide conduction band having the 
same mobility and lifetime as those formed by intrinsic absorption. These electrons participate in 
latent image formation by the usual mechanism.

After electron transfer, the oxidized dye radical cation becomes the hole left behind. Because 
there is evidence that a single dye molecule may function repeatedly,64 the dye cation “hole” must be 
reduced again. This can occur by electron tunneling from an occupied site on the crystal’s surface, 
whose energy level is favorable for that process. A bromide ion at a kink is one such site. This leaves 
a trapped hole on the crystal surface that may be thermally liberated to migrate through the crystal. 
This hole can lead to conduction band photoelectron loss by recombination. A supersensitizer mol-
ecule (discussed later) may also trap the hole.

The formation of the J-aggregate exciton band has significant effects on the excited-state dynam-
ics of the dye. There is the possibility of coherent delocalization of the exciton over several mol-
ecules in the aggregate.65 The exciton is mobile and can sample over 100 molecules within its life-
time.66 This mobility means that the exciton is sensitive to quenching by traps within the aggregate 
structure. The overall yield of sensitization generally increases to maximum, then decreases some-
what as the aggregate size increases. Optimum sensitizations usually occur below surface monolayer 
coverage.

Sometimes the spectral sensitivity of a dye is increased by addition of a second substance. If the 
added sensitivity exceeds the sum of both sensitizers individually, the increase is super-additive and 
the second substance is called a supersensitizer. Maximum efficiency of a supersensitizer often occurs 
in the ratio of about 1:20 where the supersensitizer is the dilute component.

The supersensitizer may increase the spectral absorption of the sensitizer by inducing or inten-
sifying formation of a J-aggregate. In some cases these changes are caused by a mutual increase 
in adsorption to the grain surface, as when the sensitizer and supersensitizer are ions of opposite 
charge.67 However, the most important supersensitizers appear to increase the fundamental effi-
ciency of spectral sensitization as measured by the relative quantum yield.
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The low concentration of supersensitizer relative to sensitizer suggests trapping of an exciton 
moving through the quasicrystalline array of J-aggregated sensitizer molecules. One hypothesis is 
that the supersensitizer molecule traps the exiton, providing a site for facile electron transfer into 
the silver halide.68

Gilman and coworkers69–72 proposed that the supersensitization of J-aggregating dyes takes place 
via hole trapping by the supersensitizer molecules. The exciton moving through the aggregate may 
be self-trapped at a site adjacent to a supersensitizer molecule. By hypothesis, the highest occupied 
(HO) electron energy level of the supersensitizer is higher than that of the partially empty HO level 
of the excited sensitizer molecule. An electron transfers from the supersensitizer to the sensitizer 
molecule. The sensitizer is reduced to an electron-rich, anion-free radical while the supersensitizer is 
oxidized to an electron-deficient cation radical of lower energy than the original hole, thereby local-
izing the hole on the supersensitizer (see Fig. 7).

Following electron transfer from the supersensitizer, the electron-rich free radical anion left on 
the sensitizer will possess an occupied electron level of higher energy than the excited level of the 
parent sensitizer. The reduction process thereby raises the level of the excited electron with respect 
to the conduction band of AgX, with a consequent increase in probability of electron tunneling into 
the silver halide conduction band.

The various proposed mechanisms of supersensitization are not mutually exclusive. Exciton 
trapping and hole trapping may operate together. Underlying all mechanisms are the roles of exciton 
migration throughout the aggregate, its interruption at or near the supersensitizer site, and a more 
facile transfer of the electron into the AgX conduction band at that localized state.

Spectral sensitizing dyes, especially at high surface coverage, desensitize silver halides in competi-
tion with their sensitization ability. Red spectral sensitizers generally desensitize more than green 
or blue spectral sensitizers do. Desensitization can be thought of as reversible sensitization. For 
example, a mobile conduction band electron can be trapped by a dye molecule to form a dye radi-
cal anion73 or by reduction of a hole trapped on the dye.63,74–76 Under normal conditions of film use 
(not in a vacuum), a dye radical anion may transfer the excess electron irreversibly to an O2 mol-
ecule with formation of an O2

−anion. Either postulate leads to irreversible loss of the photoelectron 
and consequent inefficiency in latent image formation.

Color Science of Photographic Spectral Sensitizers

Human vision responds to light in the range of 400 to 700 nm. The human eye is known to contain 
two types of light-sensitive cells termed rods and cones, so named because of their approximate 
shapes. Cones are the sensors for color vision. There is strong evidence for three types of cones 
sometimes termed long (L), middle (M), and short (S) wavelength receptors (Chap. 1 in Ref. 1). 
The normalized spectral responses of the human eye receptors (Chap. 26, Table 5 in Ref. 1) are 

LVa
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Valence band 
AgBr

Dye
Spectral 
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FIGURE 7 Simplified energy level diagram for a spectral 
sensitizer dye plus a supersensitizer dye adsorbed to a silver 
bromide surface.
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shown in Fig. 8. The ability of humans to distinguish differences in spectral wavelength is believed 
to rely on difference signals created in the retina and optic nerve and interpreted by the brain from 
responses to light by the three cone detectors (Chap. 9 in Ref. 4).

The human eye’s red sensitivity function peaks at around 570 nm and possesses little sensitivity 
at wavelengths longer than 650 nm. Also, there exists considerable overlap between red and green 
sensitivity functions, and to a lesser extent overlap between blue and green and blue and red sensi-
tivity functions. This overlap in sensitivity functions, combined with signal processing in the retina, 
optic nerve, and brain, allows us to distinguish subtle color differences while simultaneously appre-
ciating rich color saturation.

Photographic films cannot do this. The complex signal processing needed to interpret closely 
overlapping spectral sensitivity functions is not possible in a photographic material (Chap. 9 in 
Ref. 4). Some relief from this constraint might be anticipated by considering Maxwell’s principle.77

Maxwell’s principle states that any visual color can be reproduced by an appropriate combination 
of three independent color stimuli called primaries. The amount of each primary per wavelength 
needed to reproduce all spectral colors defines three color-matching functions (Chap. 6 in Ref. 1) 
for those primaries. If there exists a set of color-matching functions that minimize overlap between 
spectral regions, a photographic film with spectral sensitivity like that set of color-matching func-
tions and imaging with the corresponding primary dyes would faithfully reproduce colors.

The cyan, magenta, and yellow dye primaries used in photographic materials lead to theoreti-
cal color-matching functions (Chap. 19-II in Ref. 3; Ref. 78)∗ having more separation than human 
visual sensitivity, but possessing negative lobes as shown in Fig. 9. This is impossible to achieve in 
practical photographic films (Chap. 9 in Ref. 4), although the negative feedback from HE effects 
provides an imperfect approximation. Approximate color-matching functions have been proposed80 
that contain no negative lobes. But these possess a very short red sensitivity having a high degree of 
overlap with the green sensitivity, similar to that of the human eye.

It is therefore not possible to build a perfect photographic material possessing the simultane-
ous ability to distinguish subtle color differences, especially in the blue-green and orange spectral 
regions, and to render high-saturation colors. Compromises are necessary.

FIGURE 8 Normalized spectral sensitivity of the human eye.
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∗The theoretical color-matching functions were calculated using the analysis described in Ref. 78, Eq. (9a–c) for block dyes 
having trichromatic coefficients in Table II, and using the Judd-Vos modified XYZ color matching functions in Chap. 26, Table 2 
of Ref. 1.
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Most photographic materials intended to image colors at high saturation possess spectral sensi-
tivities having small overlap, and in particular possess a red spectral sensitivity centered at consider-
ably longer wavelengths than called for by theoretical color-matching functions. This allows clean 
spectral detection and rendering among saturated colors but sacrifices color accuracy.

For example, certain anomalous reflection colors such as the blue of the lobelia flower possess a 
sharp increase in spectral reflectance in the long red region not seen by the human eye but detected 
strongly by a photographic film’s spectral sensitivity (see Fig. 10). This produces a serious color 

FIGURE 10 Spectral sensitivity for a real photographic film plus 
reflectance of the lobelia flower.
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FIGURE 9 Spectral sensitivity for idealized photographic dyes. Note the large 
negative lobe around 525 nm.
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accuracy error (the flower photographs pink, not blue).80 Among other such colors are certain green 
fabric dyes that image brown or gray. To correct for these hue errors, a special color reversal film was 
made whose general characteristic involves a short red spectral sensitivity.∗ This film does a consid-
erably better job of eliminating the most serious hue errors, but unfortunately does not possess high 
color saturation. It is important in catalogue and other industries where accurate color reproduction 
is of paramount importance, but most consumers prefer saturated colors.

More recently, color negative films possessing short red spectral sensitivities combined with 
powerful development inhibitor anchimeric releasing (DIAR) color correction chemistry and mask-
ing coupler technology have produced films† simultaneously having high color saturation plus accu-
rate color reproduction, at least toward anomalous reflection colors. In addition, these films render 
improved color accuracy under mixed daylight plus (red-rich) incandescent lighting conditions. 
These films maintain the high color saturation capability important to consumers but also provide 
more accurate color hues—although they are not perfect.

A new type of color negative film has been described81 that possesses a fourth color record whose 
function approximates the large negative lobe in the theoretical red color-matching function of 
photographic dyes. Several embodiments have been described and are employed in modern films. 
The most practical utilizes a fourth color record containing silver halide emulsions sensitive to short 
green light plus a magenta DIR color correction coupler.‡

In simple terms, this special color record responds to short green light in the negative lobe region 
by releasing a development inhibitor that travels into the red-sensitive cyan color record, thereby 
reducing cyan dye in response to short green light, an effect opposite to that of normal red light 
exposure. This film’s advantages reside in its ability to more accurately record colors in the blue-
green spectral region, plus improved color accuracy under certain fluorescent lights that have a pro-
nounced blue-green emission component.

Modern films are moving toward shorter-wavelength red spectral sensitivity. This allows 
improved color accuracy by shifting the red spectral sensitivity closer to that of the human eye. 
In addition, films have been designed to crudely approximate the principal negative lobe in the 
theoretical red color-matching function for photographic dye primaries, thereby producing a more 
accurate rendition of certain blue-green colors. Although not perfect, these techniques allow mod-
ern photographic films to record the world of color in all its richness and subtleties nearly as we 
ourselves see it.

30.6 GENERAL CHARACTERISTICS 
OF PHOTOGRAPHIC FILMS

Today there is available a large variety of films including different film speeds, types, and sizes. Many 
films are offered in both professional and consumer categories. This section describes some general 
characteristics of films as they relate to film speed and type. Some unique characteristics of profes-
sional films are contrasted to consumer films. Finally, color reversal, black-and-white, and color 
negative films are compared in more detail.

Low-Speed Films Compared to High-Speed Films

Higher granularity, higher sensitivity to ambient background radiation, and higher sensitivity to x 
rays are fundamental penalties that come with higher photographic speed. High-speed films often 
suffer additional penalties compared to their lower-speed counterparts, but these additional penalties 

∗Kodak Ektachrome 100 Film, EPN—a color reversal professional film.
†Kodak Gold 100, Kodak Gold 200, and Kodak Max 400 color negative films.
‡Fuji Reala 100 Film; Fuji Superia 200 and 400 film; Fuji Nexia 200 and 400 film; and Fuji 160 NPL, NPS, and NC profes-

sional films. These are all color negative films.
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are not intrinsic. They represent conscious choices made by the manufacturer nearly always trace-
able to the desire to minimize granularity.

As one example, 400-speed color slide film generally has lower color saturation than its 100-
speed counterpart. The reduced color saturation comes as a result of lower interlayer interimage 
effects (IIE) caused by higher iodide content in the mixed silver bromo-iodide crystals, which, in 
turn, is needed to achieve higher speeds from a smaller sized crystal and is ultimately done to reduce 
the photographic granularity penalty.

Photographic Speed and Photographic Granularity To understand the intrinsic connection 
between photographic speed and photographic granularity, recall that light quanta striking a flat 
surface follow Poisson statistics (Chap. 1 of Ref. 27). Therefore, a uniform light exposure given to a 
photographic film delivers photon hits Poisson-distributed across the plane of the film. Silver halide 
crystals are on the order of 1 μm2 in projected area. On average in a film exposure (the product of 
the intensity of the radiation and the duration) appropriate for an EI100-speed film, the most sensi-
tive silver halide crystals receive:∗

Eq(red light; 650 nm) ~48 photons per square micrometer

Eq(green light; 550 nm) ~40 photons per square micrometer 

Eq(blue light; 450 nm) ~33 photons per square micrometer

Because the most efficient practical photographic emulsions to date have a quantum sensitivity 
of about five photons per grain,29 these approximate numbers suggest there is enough light (on 
average) striking a film during an EI100-speed film exposure to form latent image on efficient 1-μm2 
silver halide grains. But an EI800-speed exposure at three stops down begins to push the limits of 
modern emulsion efficiency at five green photons per square micron.

Silver halide crystals within the film are light collectors. Just as large-area mirrors in telescopes 
collect more photons and are more sensitive detectors of starlight than smaller mirrors, all other 
things being equal, larger silver halide crystals likewise collect more photons to become more sensi-
tive light detectors.

Strong correlates exist between silver halide surface area and photographic speed. Photographic 
speed often linearly follows the average surface area of the silver halide crystal population (p. 969 of 
Ref. 2): speed ∼a .

According to the well-known Siedentopf formula (p. 60 in Ref. 27), the root-mean-square 
photographic granularity at density D is given by G ~Dâ. In this formula, the symbol â represents 
the average cross-sectional area of the image particle projected onto the film plane. To a good 
approximation, this is proportional (not necessarily linear) to the mass of developed silver regard-
less of whether the image particle is a dye cloud or silver deposit.

These considerations demonstrate the intrinsic and well-known correlation between photographic 
speed and photographic granularity. For a given crystal morphology, as the size of the silver halide 
crystal increases, both surface area and mass increase, leading to a speed plus granularity increase.

At a fundamental level, to lower the granularity of a higher-speed photographic film the sensitiv-
ity to light of the silver halide crystals must improve. Then smaller silver halide crystals can be used 
to attain speed. Factors that contribute to this problem were discussed in Sec. 30.2.

In general, larger silver halide crystals suffer more inefficiencies in the latent-image-forming 
process because latent-image dispersity, electron-hole recombination, and other irreversible photon 
waste processes become more problematic as the grain size increases (p. 993 in Ref. 2). Overcoming 
these inefficiencies at all speeds, but especially at high photographic speeds, is a major challenge of 
modern photographic science.

Photographic Speed and Sensitivity to High-Energy Radiation High-energy subatomic particles 
induce developable latent image formation in photographic films. The process by which high-energy 

∗Analysis based on a typical EI100-speed color reversal film where the exposure falls near the photographically fastest, most 
sensitive part of the sensitometric curve. This analysis is described on p. 47 of Ref. 27.
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charged particles produce latent image usually involves energy transfer to valence band electrons by 
inelastic scattering. Some of these scattered electrons are promoted into the silver halide conduction 
band and go on to produce latent image by the usual processes. Higher-speed films are more sensi-
tive to this radiation because their larger silver halide crystals are hit (on average) more frequently 
and more collisions occur by passage through a larger crystal than through a smaller crystal.

Photographic films are slowly exposed by ambient background radiation (Chap. 23 in Ref. 3) 
caused by cosmic rays; ubiquitous stone and masonry building materials, which contain trace 
amounts of radioactive elements; and other low-level radiation sources. These radiation sources 
emit various types of charged and uncharged high-energy particles and photons including alpha 
particles, neutrons, g rays, b particles, muons, and others. This results in a shorter ambient shelf life 
for very-high-speed films unless special storage precautions are taken.

Photographic emulsions are also sensitive to x rays. The formation of latent image silver by x rays 
(and g rays) is due to the action of high-energy electrons emitted during the absorption or inelastic 
scattering of the electromagnetic radiation by matter (Chap. 23 in Ref. 3). These electrons may enter 
the conduction band of silver halide and proceed to latent image formation in the usual way. If the pri-
mary emitted electron is of sufficiently high energy, it may create secondary electrons of lower energy 
by inelastic scattering with other electrons. These secondary electrons enter the conduction band.

High-speed films have more sensitivity to x rays than do low-speed films. Some airline travelers 
ask airport security agents to hand-check their film rather than allowing it to pass through the bag-
gage x-ray scanner. This precaution is prudent for higher-speed film because airport x-ray machines 
have become stronger emitters recently, especially at airports with special security concerns.

Despite the higher price, inherent penalties, and willful compromises that characterize high-
speed films, they offer access to more picture space under low-light conditions. Among the advan-
tages a high-speed film offers are the following:

 1. Pictures under low light where flash is not permitted, such as theaters and museums.

 2. Pictures under low light using slower lenses such as zoom and telephoto lenses.

 3. Pictures under low light when the subject lies beyond the reach of flash.

 4. Pictures under low light taken in rapid sequence without waiting for a flash to recharge.

 5. Pictures under low light when flash disturbs the subject, as in some nature photography.

 6. Pictures of people without flash. Flash is responsible for a major defect known as redeye, caused 
when light from a flash reflects off the retina of the eye.

 7. Pictures using a stopped-down camera aperture for improved depth of field, so objects over a 
wider range of distance from the camera are imaged in focus.

 8. Reduced dependence on flash for longer battery life.

 9. Low-cost one-time-use cameras (OTUCs) when flash units are not needed.

10. Ability to freeze action using a rapid shutter speed.

For these and other reasons, a high-speed film may be the best choice for many film applications 
despite its shortcomings compared to lower-speed alternatives.

Professional Film Compared to Amateur Film

Most film manufacturers offer film in a professional category and an amateur (sometimes called 
consumer) category. These differ in many respects.

Consumer film is targeted for the needs of the amateur snap shooter. Drugstores, supermarkets, 
department stores, and other outlets frequented by nonprofessional photographers sell this film. 
Because most amateurs are price conscious, discount brands of film are available having some per-
formance compromises that may not be important to some consumers.

To keep the price low, manufacturing tolerances for consumer film performance attributes are 
wider than those for professional film. In a well-manufactured film these departures from performance 
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aims are small enough to go unnoticed by most average consumers but large enough to be objec-
tionable to highly discerning professionals.

People want pleasing color in their pictures that renders the main subject attractive to the eye. 
For most amateurs this means saturated colors enhanced to some extent beyond their true appear-
ance in the original scene. However, this preference is highly selective since over-saturated skin tones 
are objectionable. Other memory colors—those that we recognize and know what they should be, 
such as green grass and blue sky—must also be rendered carefully to produce the most pleasing 
color appearance (Chap. 5 in Ref. 4). The best consumer films accommodate these color preferences.

Exposures on a roll of consumer film are sometimes stored for long times. It is not unusual for 
amateurs to take pictures spanning two successive Christmas seasons on the same roll of film. Thus, 
latent image stability under a wide range of temperature and humidity conditions is very impor-
tant to a good consumer film. On the other hand professional photographers develop their film 
promptly, making this requirement far less demanding in a professional film.

Most amateurs are not skilled photographers. It is advantageous for consumer film to be easy to 
use and provide good-looking pictures under a wide variety of conditions. Consumer film incorpo-
rates more tolerance toward over- and underexposures.

Film for amateurs is offered in three standard formats. The most common format is the 35-mm 
cassette. Consumer cameras that accept this film have become compact, lightweight, and fully auto-
matic. The camera senses the film speed through the DX coding on the film cassette and adjusts 
its shutter, aperture, and flash accordingly. Autofocus, autorewind, and automatic film advance are 
standard on these cameras, making the picture-taking experience essentially point and shoot.

The new Advanced Photo System (APS) takes ease of use several steps further by incorporating 
simple drop-in film loading and a choice of three popular print aspect ratios from panoramic to 
standard size prints. A magnetic coating on the film records digital data whose use and advantages 
are just beginning to emerge.

The third format is 110 film. Although not as popular as 35-mm and APS, it is often found in 
inexpensive cameras for gift packages. Film for this format comes in a cartridge for easy drop-in 
loading into the camera.

Professional photographers demand more performance from their film than do typical amateurs. 
These people shoot pictures for a living. Their competitive advantage lies in their ability to combine 
technical skill and detailed knowledge of their film medium with an artistic eye for light, composi-
tion, and the color of their subject.

Film consistency is very important to professionals, and they pay a premium for very tight manu-
facturing tolerances on color balance, tone scale, exposure reciprocity, and other properties. They buy 
their film from professional dealers, catalogues, and in some cases directly from the manufacturer. 
Professionals may buy the same emulsion number in large quantity, then pretest the film and store it in 
a freezer to lock in its performance qualities. Their detailed knowledge about how the film responds to 
subtleties of light, color, filtration, and other characteristics contributes to their competitive advantage.

Professional film use ranges from controlled studio lighting conditions to harsh and variable 
field conditions. This leads to a variety of professional films designed for particular needs. Some 
photographers image scenes under incandescent lighting conditions in certain studio applications, 
movie sets, and news events where the lights are balanced for television cameras. These photogra-
phers need a tungsten-balanced film designed for proper color rendition when the light is rich in 
red component, but deficient in blue compared to standard daylight.

Catalogue photographers demand films that image colors as they appear to the eye in the original 
scene. Their images are destined for catalogues and advertisement media that must display the true col-
ors of the fabric. This differs from the wants of most amateurs, who prefer enhanced color saturation.

Some professional photographers use high color saturation for artistic effect and visual impact. 
These photographers choose film with oversaturated color qualities. They may supplement this film 
by using controlled light, makeup on models, lens gels, or other filtration techniques to control the 
color in the image.

Professional portrait photographers need film that gives highly pleasing skin tones. Their films 
typically image at moderate to low color saturation to soften facial skin blotches and marks that 
most people possess but don’t want to see in their portraits. In addition, portrait film features highly 
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controlled upper and lower tone scale to capture the subtle texture and detail in dark suits and white 
wedding dresses and the sparkle in jewelry.

Professional photographers image scenes on a variety of film sizes ranging from standard 35-mm 
size to 120-size, and larger 4 × 5 to 8 × 10 sheet-film formats that require special cam eras. Unlike 
cameras made for amateurs, most professional cameras are fully controllable and adjustable by 
the user. They include motor drives to advance the film rapidly to capture rapid sequence events. 
Professional photographers often take many pictures to ensure that the best shot has been captured.

Many specialty films are made for professional use. For example, some films are sensitized to 
record electromagnetic radiation in the infrared, which is invisible to the human eye. Note that these 
films are not thermal detectors. Infrared films are generally false colored, with the infrared-sensitized 
record producing red color in the final image, the red-light-sensitized record producing green color, 
and the green/blue-sensitized record producing blue color. Other professional films are designed 
primarily for lab use, such as duplicating film used to copy images from an original capture film.

Some film applications are important to a professional but are of no consequence to most amateurs. 
For example, professionals may knowingly underexpose their film and request push processing, whereby 
the film is held in the developing solution longer than normal. This brings up an underexposed image 
by rendering its midtone densities in the normal range, although some loss in shadow detail is inevi-
table. This is often done with color transparency film exposed under low-ambient-light conditions in 
the field. Professional films for this application are designed to provide invariant color balance not only 
under normal process times but also under a variety of longer (and shorter) processing times.

Multipop is another professional technique whereby film is exposed to successive flashes or pops. 
Sometimes the photographer moves the camera between pops for artistic effect. The best professional 
films are designed to record a latent image that remains nearly invariant toward this type of exposure.

Consumer film is made for amateur photographers and suits their needs well. Professional film 
comes in a wide variety of types to fit the varied needs of highly discerning professional photogra-
phers who demand the highest quality, specialized features, and tightest manufacturing tolerances—
and are willing to pay a premium price for it.

Color Reversal Film

Color reversal films, sometimes called color transparency or color slide films, are sold in professional 
and amateur categories. This film is popular among amateurs in Europe and a few other parts of 
the world but has largely been replaced by color negative film among amateurs in North America. 
However, it is still very popular among advanced amateurs, who favor it for the artistic control this 
one-stage photographic system offers them, the ease of proofing and editing a large number of 
images, and the ability for large-audience presentations of their photographic work. Because the 
image is viewed by transmitted light, high amounts of image dye in these films can project intense 
colors on the screen in a dark auditorium for a very striking color impact.

Color reversal film is the medium of choice for most professional commercial photographers. 
It offers them the ability to quickly proof and select their most favored images from a large array of 
pictures viewed simultaneously on a light table. The colors are more intense compared to a reflec-
tion print, providing maximum color impact to the client. And professional digital scanners have 
been optimized for color reversal images, making it convenient to digitally manipulate color reversal 
images and transcribe them to the printed page. Today’s professional imaging chain infrastructure 
has been built around color reversal film, although digital camera image capture is making inroads, 
especially for low-quality and low-cost applications.

Large-format color reversal film, from 120 size to large sheet formats, is often shot by professionals 
seeking the highest-quality images destined for the printed page. A larger image needs little or no 
magnification in final use and avoids the deterioration in sharpness and grain that comes from 
enlarging smaller images. Additionally, art directors and other clients find it easier to proof larger 
images for content and artistic appeal.

EI400-speed color reversal films generally possess low color saturation, low acutance, high grain, 
and high contrast compared to lower-speed color reversal films. The high contrast can lead to some 
loss in highlight and shadow detail in the final image. Except for very low-light situations, EI100 is 
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the most popular speed for a color reversal film. It offers the ultrahigh image quality professionals 
and advanced amateurs demand.

Modern professional color reversal films maintain good color balance under push processing 
conditions. They also perform very well under a variety of exposure conditions including multipop 
exposures and very long exposure times.

When professional photographers believe nonstandard push or pull process times are needed, 
they may request a “clip test” (sometimes also called a “snip test”) whereby some images are cut 
from the roll of film and processed. Adjustments to the remainder of the roll are based on these 
preprocessed images. Some photographers anticipate a clip test by deliberately shooting sacrificial 
images at the beginning of a roll.

Professional color reversal films can be segregated into newer modern films and older legacy 
films. Modern films contain the most advanced technology and are popular choices among all pho-
tographers. Legacy films are popular among many professional photographers who have come to 
know these films’ performance characteristics in detail after many years of experience using them.

Legacy films continue to enjoy significant sales because the huge body of personal technical and 
artistic knowledge about a film accumulated by a professional photographer over the years con-
tributes to his or her competitive advantage. This inertia is a formidable barrier to change to a new, 
improved, but different film whose detailed characteristics must be learned.

In some cases, the improved features found in modern films are not important to a particular 
professional need. For example, a large 4 × 5 sheet film probably needs little or no enlargement, so 
the poorer grain and sharpness of a legacy film may be quite satisfactory for the intended applica-
tion. The detailed knowledge the professional has about how the legacy film behaves in regard to 
light and color may outweigh the image structure benefits in a modern film. Also, all films possess a 
unique tone scale and color palette. A professional may favor some subtle and unique feature in the 
legacy film’s attributes.

Kodachrome is a special class of color reversal legacy films. Unlike all other types of color reversal 
films, this film contains no dye-forming incorporated couplers. The dyes are imbibed into the film 
during processing so the film’s layers are coated very thin. This results in outstanding image sharp-
ness. Moreover, many photographers prefer Kodachrome’s color palette for some applications.

Kodachrome dyes are noted for their image permanence. Images on Kodachrome film have 
retained their colors over many decades of storage, making this film attractive to amateurs and profes-
sionals alike who want to preserve their pictures. However, modern incorporated coupler color rever-
sal films also have considerably improved dark storage image stability compared to their predecessors.

Table 1 lists some color reversal films available today. This is not a comprehensive list. Most film 
manufacturers improve films over time, and portfolios change frequently.

TABLE 1 Color Reversal Capture Films

  Modern Films   Legacy Films  Kodachrome Films  Tungsten Films

Kodak Ektachrome 100VS  Fuji Velvia 50 RVP Kodachrome 25 PKM Kodak Ektachrome
 (very saturated color)  (very saturated color)   64T EPY
Kodak Ektachrome E100S  Kodak Ektachrome 64 EPR Kodachrome 64 PKR Fujichrome 64T RTP
 (standard color, good   (standard color)
 skin tones)
Fuji Astia 100 RAP (standard  Kodak Ektachrome 100 Plus Kodachrome 200 PKL Agfachrome 64T
 color, good skin tones)  EPP (standard color)
Fuji Provia 100 RDPII  Kodak Ektachrome 100 EPN  Kodak Ektachrome
 (standard color)  (accurate color)    160T EPT
Agfachrome 100 Kodak Ektachrome 200 EPD  Kodak Eltachrome
 (standard color)  (lower color saturation)   320T EPJ
Kodak Ektachrome E200 Agfachrome 200
 (can push 3 stops) 
 Kodak Ektachrome 400 EPL
 Fuji Provia 400
 Agfachrome 400
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Unless a photographer has some particular reason for choosing a legacy color reversal film, the 
modern films are generally a better overall choice. More detailed information about these films’ uses 
and characteristics can be found in the film manufacturers’ Web pages on the Internet.

Black-and-White Film

Black-and-white (B&W) films and papers are sold through professional product supply chains. 
Color films and papers have largely displaced B&W for amateur use, with the exception of advanced 
amateurs who occasionally shoot it for artistic expression.

The image on a B&W film or print is composed of black metallic silver. This image has archival 
stability under proper storage conditions and is quite stable even under uncontrolled storage. Many 
remarkable and historically important B&W images exist that date from 50 to over 100 years ago. This 
is remarkable considering the primitive state of the technology and haphazard storage conditions.

Pioneer nature photographer Ansel Adams reprinted many of his stored negatives long after he 
stopped capturing images in the field. This artistic genius recreated new expressions in prints from 
scenes captured many years earlier in his career because his negatives were well preserved.

Ansel Adams worked with B&W film and paper. Many photographic artists work in B&W when 
color would distract from the artistic expression they wish to convey. For example, many portraits 
are imaged in B&W.

B&W films pleasingly image an extended range of tones from bright light to deep shadow. They 
are panchromatically sensitized to render colors into grayscale tones. A B&W film’s tone scale is 
among its most important characteristics.

Photographers manipulate the contrast of a B&W image by push- or pull-processing the negative 
(varying the length of time in the developer solution) or by printing the negative onto a select con-
trast paper. Paper contrast grades are indexed from 1 through 5, with the higher index giving higher 
contrast to the print. Multigrade paper is also available whereby the contrast in the paper is changed 
by light filtration at the enlarger.

It is generally best to capture the most desired contrast on the negative because highlight or 
shadow information lost on the negative cannot be recovered at any later printing stage. Paper 
grades are designed for pleasing artistic effect, not for highlight or shadow recovery.

Legacy films are very important products in B&W photography. Although typically a bit grainier 
and less sharp than modern B&W films, their tone scale characteristics, process robustness, and 
overall image rendition have stood the test of time and are especially favored by many photogra-
phers. Besides, the B&W photographic market is small so improvements to this line of films occur 
far less frequently than do improvements to color films.

Unlike the case with color films, which are designed for a single process, a photographer may 
choose among several developers for B&W films. Kodak Professional T-Max developer is a good 
choice for the relatively modern Kodak T-Max B&W film line. Kodak developer D-76 is also very 
popular and will render an image with slightly less grain and slightly less speed. It is a popular 
choice for legacy films. Kodak Microdol-X developer is formulated to give very low grain at the 
expense of noticeable speed loss. Kodak developer HC110 is popular for home darkrooms because 
of its low cost and ease of use, but it renders a grainier image compared to other developers. Other 
manufacturers, notably Ilford Ltd., carry similar types of B&W developers.

A new type of B&W film has emerged that is developed in a standard color negative process. This 
incorporated-coupler 400-speed film forms a black-and-white image from chemical dyes instead of 
metallic silver. Among its advantages are very fine grain at normal exposures in the commonly avail-
able color negative process. Its shortcomings are the inability to control contrast on the negative by 
push or pull processing and its objectionable high grain when underexposed compared to a compa-
rably underexposed 400-speed legacy film. And many photographers prefer the tone scale character-
istics found in standard B&W films.

Table 2 lists some B&W films available today. This is not a comprehensive list. Modern films 
generally feature improved grain and sharpness compared to legacy films. However, the legacy films 
are favorite choices among many photographers because of their forgiving process insensitivity, the 
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experience factor of knowing their detailed behavior under many conditions, and the characteristic 
look of their images. More detailed information about these films’ uses and characteristics can be 
found in the film manufacturers’ Web pages on the Internet.

Color Negative Film

Today’s color negative film market is highly segmented. It can be most broadly divided into con-
sumer films and professional films. The consumer line is further segmented into 35-mm film, 110 
format film (a minor segment whose image size is 17 × 13 mm), single-use cameras, and the new 
Advanced Photo System (APS). Each segment serves the needs of amateur photographers in differ-
ent ways. The basic films are common across segments, with the main dif ference being camera type.

Consumer color negative film is a highly competitive market with many film and camera manu-
facturers offering products. In general, films for this marketplace offer bright color saturation that is 
most pleasing to amateurs. The higher-speed films show progressively more grain than do the lower-
speed films. The highest-speed films are less often used when enlargement becomes significant, such 
as in APS and 110 format, but are prevalent in single-use cameras.

Consumer 35-mm Films Films in 35-mm format form the core of all consumer color negative 
products. These same basic films are also found in single-use cameras, 110 format cameras, and APS 
cameras. Film speeds include 100, 200, 400, and 800. All manufacturers offer films at 100, 200, and 
400 speed, but only a few offer films at speeds of 800 and above.

The 400-speed film is most popular for indoor shots under low light and flash conditions. 
Lower-speed films are most often used outdoors when light is plentiful.

The best consumer films feature technology for optimized color rendition including the high 
color saturation pleasing to most consumers, plus accurate spectral sensitization for realistic color 
rendition under mixed lighting conditions of daylight plus fluorescent and incandescent light, 
which is often present inside homes. Technology used for accurate spectral sensitization was briefly 
described for Fujicolor Superia and Kodak Gold films in Sec. 30.5.

Kodak consumer films segment into Kodak Gold and Kodak Royal Gold films. Kodak Gold con-
sumer films emphasize colorfulness, while Kodak Royal Gold films emphasize fine grain and high 
sharpness.

Films made in 110 format generally fall into the 100- to 200-speed range because the enlargement 
factors needed to make standard-size prints place a premium on fine grain and high sharpness.

TABLE 2 Black and White Films

      Modern Films  Legacy Films    Specialty Films

Kodak T-Max 100 Professional (fine grain,  Ilford Pan F Plus 50 Kodak Technical Pan 25 (fine
 high sharpness)   grain and very high sharpness)
Ilford Delta 100 Pro (fine grain, high sharpness) Kodak Plus-X 125 Kodak IR (infrared sensitive)
Kodak T-Max 400 Professional (finer grain  Ilford FP4 Plus 125 Ilford SFX 200 (extended long red
 compared to legacy films)   sensitivity but not IR)
Ilford Delta 400 Pro (finer grain compared  Kodak Tri-X 400 Ilford Chromogenic 400
 to legacy films)   (incorporated couplers, color 
   negative process)
Fuji Neopan 400 (finer grain compared to  Ilford HP5 Plus 400 Kodak Professional T400 CN
 legacy films)   (incorporated couplers, color 
   negative process)
Kodak T-Max P3200 Professional (push 
 process to high speed, high grain)
Ilford Delta P3200 Pro (push process to high 
 speed, high grain)
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Single-Use Cameras The single-use camera marketplace is extremely competitive because of 
the high popularity of this film and camera system among amateurs. These low-cost units can be 
bought at all consumer outlets and are especially popular at amusement parks, theme parks, zoos, 
and similar family attractions. After the film is exposed, the photographer returns the entire film 
plus camera unit for processing. Prints and negatives are returned to the customer while the camera 
body is returned to the manufacturer, repaired as needed, reloaded with film, and repackaged for 
sale again. These camera units are recycled numerous times from all over the world.

Single-use cameras come in a variety of styles including a waterproof underwater system, low-
cost models with no flash, regular flash models, an APS style offering different picture sizes, and a 
panoramic style. Single-use cameras typically contain 800-speed film, except for APS and panoramic 
models, which usually contain 400-speed film due to enlargement demands for finer grain.

Advanced Photo System (APS) APS is the newest entry into consumer picture taking. The size of 
the image on the negative is 29 × 17 mm, about 60 percent of the image size of standard 35-mm film 
(image size 36 × 24 mm). This puts a premium on fine grain and high sharpness for any film used in 
this system. Not all film manufacturers offer it. Speeds offered are 100, 200, and 400, with the higher 
speeds being the most popular.

Some manufacturers offer a B&W film in APS format. The film used is the incorporated-coupler 
400-speed film that forms a black-and-white image from chemical dyes and is developed in a stan-
dard color negative process.

The APS camera system features simple drop-in cassette loading. Unlike the 35-mm cassette, the 
APS cassette contains no film leader to thread into the camera. When loaded, the camera advances 
the film out of the cassette and automatically spools it into the camera, making this operation mistake-
proof. Three popular print sizes are available; panoramic, classic, and high-definition television 
(HDTV) formats. These print sizes differ in their width dimension.

A thin, nearly transparent magnetic layer is coated on the APS film’s plastic support. Digital 
information recorded on this layer, including exposure format for proper print size plus exposure 
date and time, can be printed on the back of each print. Higher-end cameras offer prerecorded 
titles—for example, “Happy Birthday”—that can be selected from a menu and placed on the back 
of each print. Additional capabilities are beginning to emerge that take more advantage of this mag-
netic layer and the digital information it may contain.

The APS system offers easy mid-roll change on higher-end cameras. With this feature, the last 
exposed frame is magnetically indexed so the camera “remembers” its position on the film roll. A 
user may rewind an unfinished cassette to replace it with a different cassette (different film speed, 
for example). The original cassette may be reloaded into the camera at a later time. The camera will 
automatically advance the film to the next available unexposed frame.

Markings on the cassette indicate whether the roll is unexposed, partially exposed, fully exposed, 
or developed. There is no uncertainty about whether a cassette has been exposed or not. Unlike the 
35-mm system, where the negatives are returned as cut film, the negatives in the APS system are 
rewound into the cassette and returned to the customer for compact storage. An index print is given 
to the customer with each processed roll so that each numbered frame in the cassette can be seen at 
a glance when reprints are needed.

Compact film scanners are available to digitize pictures directly from an APS cassette or 35-mm 
cut negatives. These digitized images can be uploaded into a computer for the full range of digital 
manipulations offered by modern photo software. Pictures can be sent over the Internet, or prints 
can be made on inkjet printers. For the best photo-quality prints, special photographic ink cartridge 
assemblies are available with most inkjet printers to print onto special high-gloss photographic-
quality paper.

Table 3 summarizes in alphabetical order many brands of 35-mm consumer film available today 
worldwide. Some of these same basic films appear in single-use cameras, APS format, and 
110 format, although not all manufacturers listed offer these formats. This is not a comprehensive 
list. Because this market is highly competitive, new films emerge quickly to replace existing films. It 
is not unusual for a manufacturer’s entire line of consumer films to change within three years. More 
detailed information about these films’ uses and characteristics can be found in the film manufac-
turers’ Web pages on the Internet.
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Professional Color Negative Film Professional color negative film divides roughly into portrait and 
wedding film and commercial and photojournalism film. Portrait and wedding films feature excellent 
skin tones plus good neutral whites, blacks, and grays. These films also incorporate accurate spectral 
sensitization technology for color accuracy and excellent results under mixed lighting conditions. 
The contrast in these films is about 10 percent lower than in most consumer color negative films for 
softer, more pleasing skin tones, and its tone scale captures highlight and shadow detail very well.

The most popular professional format is 120 size, although 35-mm and sheet sizes are also available. 
Kodak offers natural color (NC) and vivid color (VC) versions of Professional Portra film, with the 
vivid color having a 10 percent contrast increase for colorfulness and a sharper look. The natural color 
version is most pleasing for pictures having large areas of skin tones, as in head and shoulder portraits.

Commercial films emphasize low grain and high sharpness. These films offer color and contrast 
similar to those of consumer films. Film speeds of 400 and above are especially popular for photo-
journalist applications, and the most popular format is 35 mm. These films are often push processed.

Table 4 summarizes in alphabetical order many brands of professional color negative film avail-
able today worldwide. This is not a comprehensive list. Because this market is highly competitive, 
new films emerge quickly to replace existing films. More detailed information about these films’ uses 
and characteristics can be found in the film manufacturers’ Web pages on the Internet.

Silver halide photographic products have enjoyed steady progress during the past century. This 
chapter has described most of the technology that led to modern films. Most noteworthy among 
these advances are

1. Efficient light management in multilayer photographic materials has reduced harmful optical 
effects that caused sharpness loss and has optimized beneficial optical effects that lead to efficient 
light absorption.

2. Proprietary design of silver halide crystal morphology, internally structured halide types, transi-
tion metal dopants to manage the electron-hole pair, and improved chemical surface treatments 
has optimized the efficiency of latent image formation.

TABLE 4 Professional Color Negative Films

Manufacturer and Brand Name (Commercial Film)

Agfacolor Optima II Prestige 100 200 400
Fujicolor Press   400 800
Kodak Professional Ektapress PJ100  PJ400 PJ800
Konica Impresa 100 200   3200 SRG

Manufacturer and Brand Name (Portrait Film)

Agfacolor Portrait  160 XPS
Fujicolor  160 NPS  400 NPH  800 NHGII
Kodak Professional Portra  160 NC 400 NC  Pro 1000
  160 VC 400 VC
Konica Color Professional  160

TABLE 3 Consumer 35-mm Color Negative Films

Manufacturer and Brand Name

Agfacolor HDC Plus 100 200 400
Fujicolor Superia 100 200 400 800
Ilford Colors 100 200 400
Imation HP 100 200 400
Kodak Gold 100 200 Max400 Max800
Kodak Royal Gold 100 200 400  1000
Konica Color Centuria 100 200 400 800
Polaroid One Film 100 200 400
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3. Transition metal dopants and development-modifying chemistry have improved process robust-
ness, push processing, and exposure time latitude.

4. New spectral sensitizers combined with powerful chemical color correction methods have led to 
accurate and pleasing color reproduction.

5. New image dyes have provided rich color saturation and vastly improved image permanence.

6. New film and camera systems for consumers have made the picture-taking experience easier and 
more reliable than ever before.

Photographic manufacturers continue to invest research and product development resources in 
their silver halide photographic products. Although digital electronic imaging options continue to 
emerge, consumers and professionals can expect a constant stream of improved silver halide photo-
graphic products for many years to come.
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31.1 GLOSSARY

 Bs phosphor screen brightness, photometric units

CCDs charge-coupled devices

CIDs charge-injection devices

 Ei image plane illuminance, lux

 Es scene illuminance, lux

 e electronic charge, coulombs

FO fi beroptic

FOV fi eld-of-view, degrees

fc illuminance, photometric, foot candles = lm/ft2

 fN spatial Nyquist frequency, cycle/mm

 flto limiting resolution at fi beroptic taper output

 Fsi input window signal fl ux

 ftL luminance, photometric (brightness), foot Lamberts = lm/ft2

 Gm VMCP electron gain, e/e

HVPS high-voltage power supply

II image intensifi er

LLL low-light-level

 lx illuminance, photometric, lux = lm/m2

 Mfot magnifi cation of fi beroptic taper

MCP microchannel plate

MTF modulation transfer function, 0 to 1.0

 Nessa number of stored SSA electrons per input photoelectron, e/photon

 Nf total number of frames, #

 Np number of photoelectrons, #
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 Nps(l) number of photons per second, photon/s

PDAs photodiode arrays

 P phosphor screen effi ciency, photon/eV

 Pp(l) radiometric power spectral distribution, W

QLI quantum limited imaging

Qssa stored SSA charge per input photoelectron from the photocathode, C

 Rs scene refl ectance, ratio

 Rsn signal-to-noise ratio, ratio

 S(l) absolute spectral sensitivity, mA/W

 S(f) squarewave response versus frequency, cycles/mm

SIT silicon-intensifi er-target vidicon

SNR signal-to-noise ratio

 sb luminance, photometric (brightness), stilbs = cd/cm2

SSA silicon self-scanned array

 Tf fi lter transmission, 0 to 1.0

 Tfot transmission of fi beroptic taper, 0 to 1.0

 Tn lens T-number = FN / τ0

 Tssa transmission of fi beroptic window on the SSA, 0 to 1.0

 Va phosphor screen, actual applied voltage, V

 Vd phosphor screen, “dead-voltage,” V

 Vm VMCP applied potential, V

 Vs MCP-to-screen applied potential, V

 Y(l) quantum yield (electrons/photon), percent

 Yk quantum yield, photoelectrons/photon

 Yssa SSA quantum yield, e/photon

te the exposure period, s

ti CCD charge integration period, s

to lens transmission, 0 to 1.0

Φp photon fl ux density, photon/m2/s

31.2 INTRODUCTION

It is appropriate to begin our discussion of image tube intensified (II) electronic imaging with a 
brief review of natural illumination levels. Figure 1 illustrates several features of natural illumination 
in the range from full sunlight to overcast night sky conditions. Various radiometric and photomet-
ric illuminance scales are shown in this figure. Present silicon self-scanned array (SSA) TV cameras, 
having frame rates of 1/30 to 1/25 s, operate down to about 0.5 lx minimum illumination.

The generic term self-scanned array is used here to denote any one of several types of silicon 
solid-state sensors available today which are designed for optical input. Among these are charge-
coupled devices (CCDs), charge-injection devices (CIDs), and photodiode arrays (PDAs). Vol. II, 
Chaps. 32, “Visible Array Detectors,” and 33, “Infrared Detector Arrays,” contain detailed infor-
mation on these types of optical imaging detectors. Specially designed low-light-level (LLL) TV 
cameras making use of some type of image intensifier must be used for lower exposures, i.e., lower 
illumination and/or shorter exposures.

The fundamental reason for using an II SSA camera instead of a conventional SSA camera is 
that low-exposure applications require the low-noise optical image amplification provided by an II 

31_Bass_v2ch31_p001-030.indd 31.2 8/21/09 5:16:52 PM



IMAGE TUBE INTENSIFIED ELECTRONIC IMAGING  31.3

to produce a good signal-to-noise ratio from the SSA camera. Other important applications arise 
because of the ability to electronically shutter IIs as fast as 1 ns or less and the higher sensitivity of 
IIs in certain spectral regions. The following sections deal with the optical interface between the 
object and the II SSA, microchannel plate proximity-focused IIs, and II SSA detector assemblies. 
By using auto-iris lenses and controlling both the electronic gain and gating conditions of the II, II 
SSA cameras can provide an interscene dynamic range covering the full range of twelve orders of 
magnitude shown in Fig. 1. Several applications for II SSAs are discussed later in the chapter under 
“Applications.”

31.3 THE OPTICAL INTERFACE

It is necessary to begin our analysis of II SSA cameras with a brief discussion of the various ways 
to quantify optical input and exposure. Two fundamental systems are used to specify input illumi-
nation: radiometric and photometric. These systems are briefly described, and the fundamentals 
of optical image transfer are discussed. Detailed aspects of radiometry, photometry, and optical 
image transfer are discussed in Vol. II, Chap. 34, “Radiometry and Photometry” and Vol. I, Chap. 4, 
“Transfer Function Techniques.” However, enough information is presented in this chapter to allow 
the reader to properly design, analyze, and apply II SSA imaging technology for a wide variety of 
practical applications.

Quantum Limited Imaging Conditions

Quantum limited imaging (QLI) conditions exist in a wide variety of applications. An obvious one 
is that of LLL TV imaging at standard frame rates, i.e., 33-ms exposure periods, under nighttime 
illumination conditions. For example, under full moonlight input faceplate illumination conditions, 

Radiometric power density, W/mm2 10–310–15

Radiometric power density, photons/mm2/sr (at 200 nm) 10910–3

Illuminance, lm/ft2 = fc at 483 nm & 642 nm 10510–7

Illuminance, lm/m2 = lux at 480 nm & 645 nm

Overcast night

Clear night Full moon

Scotopic vision Photopic vision

Sunset/sunrise Unobscured sun

Quarter moon Twilight Heavily overcast

10610–6

Stellar magnitude, at 455 nm for Dl = 100 nm –29

–22–15–7

30–3

2–14

630

–6–9–12

1

FIGURE 1 Various optical illumination ranges.
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only ~1000 photons enter a 10 × 10 μm2 image pixel in a 33-ms frame period. Assuming a quantum 
yield of 10 percent, an average of only 100 electrons is generated, and the maximum SNR achievable 
in each pixel and each frame is only 100 10= . Alternatively, under full unobscured sunlight input 
faceplate illumination conditions, an electronically gated camera with gatewidth limited exposure 
period of 10 ns produces a total of (1E9 photons/ μm2/s) (10 l × 10 μm2)(10 ns) = 1000 photons, or 
the same SNR as for the LLL operating conditions noted above. These are both clearly QLI operating 
conditions. II SSA camera technology is used to obtain useful performance in both of these types of 
applications. Without the use of an II, a bare SSA does not meet the requirements for useful SNR 
under these conditions.

Radiometry

The unit of light flux in the radiometric system is the watt. The watt can be used anywhere in the 
optical spectrum to give the number of photons per second (Nps) as a function of wavelength (l). 
Since the photon energy EP(l) is

E
hc

p =
λ

(1)

where h is Planck’s constant and c is the velocity of light in vacuum, the radiometric power Pp(l), in 
watts, is given by

P
hc

Np( ) ( )λ
λ

λ=
⎛
⎝⎜

⎞
⎠⎟

⋅ ps (2)

or

P
N

p( ) ( )
( )

λ
λ

λ
= ⋅ ⋅−2 10 25 ps (3)

where Nps is the number of photons per second. Alternatively, the photon rate is given by 

N Ppps( ) ( ) ( )λ λ λ= ×5 1024  photons/s (4)

For example, one milliwatt of 633-nm radiation from an He-Ne laser is equivalent to (5E24)(633E − 9)
(1E − 3) = 3.2E15 photons/s.

Radiometric flux density, in W/m2, represents a photon rate per unit area, and radiometric expo-
sure per unit area is the product of the flux density times the exposure period. The active surface of a 
photoelectronic detector produces a current density in response to an optical flux density input, while 
a total signal charge is produced per unit area in the same detector during a given exposure period.

Rose1 has shown that all types of optical detectors, e.g., photographic, electronic, or the eye, are 
subject to the same fundamental limits in terms of signal-to-noise ratio (Rsn), optical input, and 
exposure period. In summary, the noise in a measured signal of Np photoelectrons during a fixed 
exposure period is N p , so that

R N psn = (5)

The brightness (Bs) of a scene that produces this signal in a square pixel of dimensions (y ⋅ y), as 
a result of the optical transfer and conversion from the source to the detector, possibly through a 
medium that absorbs, scatters, and focuses photons, is

B
C N

ys

p=
⋅

2
(6)
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where C is a constant. In terms of signal-to-noise ratio,

B
C R

ys =
⋅ sn

2

2
(7)

Thus, for twice the signal-to-noise ratio, the scene brightness must be increased four times, or 
the throughput of the optical system must be quadrupled, etc. Also, if the pixel size is reduced by 
a factor of two, the same changes in scene brightness or optical throughput must be made in order 
to maintain the same signal-to-noise ratio. Under QLI conditions, higher resolution necessarily 
requires more input flux density for equal signal-to-noise ratio, and higher resolution inherently 
implies less sensitivity. The Rose limit should be used often as a proof check on design and perfor-
mance estimates of LLL and other QLI imaging systems.

As an example, assume a simple imaging situation such as a single pixel, e.g., a star in the night-
time sky, and an II SSA camera having an objective lens of diameter Do. Also assume that the star-
light is filtered, to observe only a narrow wavelength band, and that the photon flux density from 
the star is Φp (photon/m2/s). The number of photoelectrons produced at the photocathode of the II 
SSA detector (Np) is given by

N T
D

Yp p f
o

o k c= ⋅ ⋅
⎛

⎝⎜
⎞

⎠⎟
⋅ ⋅ ⋅Φ

π
τ τ

2

4
(8)

where Tf is the filter transmission, to is the lens transmission, Yk is the quantum yield of the window/
photocathode assembly in the II SSA camera, and te is the exposure period. Note that the II SSA 
camera parameters which determine the rate of production of signal photoelectrons are filter trans-
mission, lens diameter, quantum yield, and exposure period. The key one is of course the lens diam-
eter, and not lens f-number, for this kind of imaging; it is important, however, for extended sources 
such as terrestrial scenes.

Photometry and the Camera Lens

A lens on the II SSA camera is used to image a scene onto the input window/photocathode assembly of 
the II SSA. The relationship between the scene (Es) and II SSA image plane (Ei) illuminances in lux (lx) is

E
E R

mi
s s o=

⋅ ⋅ ⋅
⋅ ⋅ +
π τ

( ( ) )4 12 2FN (9)

where Rs is the scene reflectance, to is the optical transmission of the lens, FN is the lens f-number, 
and m is the scene-to-image magnification. If Es is in foot-lamberts, then the p is dropped and Ei is 
in footcandles. 

Alternatively, Eq. (9) becomes

E
E R

T mi
s s

n

=
⋅

⋅ ⋅ +( ( ) )4 12 2 (10)

using the T-number of the lens, where

T
FN

n

o

=
τ

(11)

The sensitivity of an II is usually given in two forms, i.e., “white-light” luminous sensitivity, in 
units of μA/lm, and absolute spectral sensitivity, in units of A/W as a function of wavelength, as dis-
cussed later in the section “Input Window/Photocathode Assemblies” in Sec. 31.4.

Example: A scene having an average reflectance of 50 percent receives LLL “full-moon” illumina-
tion of 1.0E − 2 fc. If a lens having a T-number of 3.0 is used, and the scene is at a distance of 100 m 
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from a lens with a focal length of 30 mm, what is the input illumination at the II SSA? Since the 
distance to the scene is much longer than the focal length of the lens, the magnification is much 
smaller than unity and m can be neglected. Thus,

E
E R

Ti
s s

n

=
⋅( )4 2

(12)

For the given values, the input illumination at the II SSA is bound to be Ei = (1.0E − 2 fc)
(0.50)/(4(3.0)2) = 1.4E − 4 fc.

General Considerations

It is of prime importance in any optoelectronic system to couple the maximum amount of signal 
input light into the primary detector surface, e.g., the window/photocathode assembly of an II SSA. 
In order to achieve the maximum signal-to-noise ratio, the modulation transfer function of the 
input optic and the spectral sensitivity of the II SSA must be carefully chosen. As shown in Fig. 2, 
the spectral sensitivity of a silicon SSA is much different than that of a Gen-3 image intensifier tube. 

1000

100

10

1

0.1

Sg3pi

Sg3i

Seevi

0.01
400 500 600 700 800

li

900 1000 1100

Sg3p: In-Ga-As negative electron affinity photocathode
Sg3: Gen-3 image intensifier
Seev : Si CCD, EEV “CCD cameras brochure”

FIGURE 2 Absolute spectral sensitivity S (mA/W) versus wavelength l (nm) of a frame-transfer type 
of CCD, a gen-III image intensifier, and an II having an In-Ga-As negative electron affinity photocathode.
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Thus, an optimized objective lens design for a CCD will be much different than that for an II SSA. 
The dynamic range characteristics are also very different, since IIs will handle seven orders-of-
magnitude interscene dynamic range, using a combination of II gain control and electronic duty-
cycle gating, while SSAs will only provide about two orders of magnitude.2

Several factors must be considered if the overall system resolution and sensitivity are to be opti-
mized. For example, the spectral responses of many optical input SSAs and/or lenses used in com-
mercial cameras have been modified by using filters to reduce the red and near-ir responses to give 
more natural flesh tones. In an II SSA the filter may have little effect if the filter is on the SSA. The 
filter should not be used in the objective lens for the II SSA since a major portion of the signal will 
be filtered out. If a color SSA is to be used in an intensified system using relay lens coupling, sacrifice 
of both sensitivity and resolution will result. This is due to the matrix color filter used in these SSA 
chip designs. Most of the signal will go into green bandpass filter elements, and very little will go 
into the blue and red elements. The color matrix filter is usually bonded to the surface of the SSA 
chip; thus these SSA types are not used for fiberoptically coupled II SSAs.

The ideal objective lens design for an II SSA needs to be optically corrected over the spectral 
range of sensitivity of the II and the spectral range of interest. For special-purpose photosensitivity 
covering portions of the uv, blue, or near-ir spectral regions, appropriate adjustments must be made 
in the lens design. Although they may be adequate for many applications, it is very seldom that a 
commercial CCTV lens is optimized for nighttime illumination, or other LLL or QLI conditions.

Another very important part of an optimized II SSA camera design is to make the proper choice 
of II and SSA formats. This subject is discussed in detail later under “Fiberoptic-Coupled II/SSAs,” 
under Sec. 31.5. The input of the II SSA system is the II, and the most likely choice will be one with 
an 18-mm active diameter, since the widest choice of II features is available in this size. Image inten-
sifiers are also available having 25- and 12-mm active diameters, but these are generally more expen-
sive. Regarding the SSA standard format sizes, the standard commercial TV formats are named by a 
longtime carryover from the days when vidicons were used extensively. Thus 2/3-, 1/2-, and 1/3-in 
format sizes originally referred to the diameters of the vidicon envelope and not the actual image 
format.

31.4 IMAGE INTENSIFIERS

An image intensifier (II) module, when properly coupled to an SSA camera, produces a low-light-
level electronic imaging capability that is extremely useful across a broad range of application areas, 
including spectral analysis, medical imaging, military cameras, nighttime surveillance, high-speed 
optical framing cameras, and astronomy. An immediate advantage of using an II is that its absolute 
spectral sensitivity can be chosen from a wide variety of window/photocathode combinations to 
yield higher sensitivity than that of a silicon SSA. Since recently developed IIs are very small, owing 
to the use of microchannel plate (MCP) electron multipliers, the small size of a solid-state SSA camera 
is not severely compromised. In summary, advantages of using MCP IIs are

• Long life

• Low power consumption

• Small size and mass

• Rugged

• Very low image distortion

• Linear operation

• Wide dynamic range

• High-speed electronic gating, e.g., a few nanoseconds or less

An image intensifier can be thought of as an active optical element which transforms an optical 
image from one intensity level to another, amplifying the entire image at one time, i.e., all pixels are 
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amplified in parallel and relatively independent of each other. In most cases, the resultant output 
image is more intense than that of the input image. The level of image amplification depends on the 
composite efficiency of all the conversion steps of the process involved in the image intensification 
operation and the basic definition of amplification. The term image intensifier is generally used to 
refer to a device that transforms visible and near-visible light into brighter visible images. Devices 
which convert nonvisible radiation, e.g., uv or ir, into visible images are generally referred to as image
converters. For simplicity we refer to both types of image amplifiers/converters as “IIs” in this chapter.

Three general families of IIs exist, shown schematically in Fig. 3, that are based upon the three 
kinds of electron lenses used to extract the signal electrons from the photocathode, namely,

• Proximity focus IIs

• Electrostatic focus IIs

• Magnetic focus IIs

The first image tubes used a “proximity-focus” electron lens.3 Having inherently low gain and 
resolution, the proximity-focus lens was dropped in favor of electrostatic focus and magnetic focus 
IIs. The so-called Generation-0 and Generation-1 image tubes made for the U.S. Army used elec-
trostatically focused IIs. The input end of the silicon-intensifier-target (SIT) vidicon also made use 
of electrostatic focusing. Magnetic focusing was used extensively in the old TV camera tubes, e.g., 
image orthicons, image isocons, and vidicons, and also for large-active-area and high-resolution IIs 
for specialized military and scientific markets.

With the development of the MCP, which was achieved for the U.S. Army’s Generation-2 types of 
night-vision devices, it became practical to use a proximity-focused electron lens again to meet the 

Proximity focus

Restricted beam spreading

Anode, phosphor screen, etc.

Small gap
Photocathode

Electrostatic focus

Magnetic focus

Input
optical
image

Input
optical
image

Curved
photocathode Focusing

anode
Focal surface (typically
slightly curved)

Focus solenoid or
permanent magnet

1:1 Output electron image
e

e

e

e

Focal surface (flat)Photocathode (flat)

Inverted, demagnified, or
magnified electron image

Photons

+

+

FIGURE 3 Electron lenses.
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needs for extremely small and low-mass IIs. These “Gen-2” tubes are being used extensively for mili-
tary night-vision applications, e.g., night-vision goggles for helicopter pilots, individual soldier helmet 
mounted night-vision goggles, etc. The most recently developed “Gen-3” IIs have higher sensitivity and 
limiting resolution characteristics than Gen-2 IIs, and they are used in similar night-vision systems.

Both the Gen-2 and Gen-3 types of IIs are available for use as low-noise, low-light-level ampli-
fiers in II SSA cameras. In addition, by choosing special input window/photocathode combinations 
outside the military needs for Gen-2 and Gen-3 devices, a very wide range of II SSA spectral sensi-
tivities can be achieved, well beyond silicon’s range. For II SSA camera applications, we will focus 
our attention exclusively on the use of proximity-focused MCP IIs because of their relative advan-
tages over other types of IIs.

The basic components of a proximity-focused MCP II are shown schematically in Fig. 4. This 
type of II contains an input window, a photocathode, a microchannel plate, a phosphor screen, 
and an output window. The photocathode on the vacuum side of the input window converts the 
input optical image into an electronic image at the vacuum surface of the photocathode in the II. 
The microchannel plate (MCP) is used to amplify the electron image pixel-by-pixel. The amplified 
electron image at the output surface of the MCP is reconverted to a visible image using the phosphor
screen on the vacuum side of the output window. This complete process results in an output image 
which can be as much as 20,000 to 50,000 times brighter than what the unaided eye can perceive. 
The input window can be either plain transparent glass, e.g., Corning type 7056, fiberoptic, sap-
phire, fused-silica, or virtually any optical window material that is compatible with the high-vacuum 
requirements of the II. The output window can be glass, but it is usually fiberoptic, with the fibers 
going straight through or twisted 180° for image inversion in a short distance.

A block diagram of a generalized high-voltage power supply (HVPS) used to operate the II is 
given in Fig. 5. For dc operation, the basic HVPS provides the following typical voltages:

 Vk = 200 V

 Vm = 800 V for an MCP

  (Vm = 1600 V for a VMCP)

  (Vm = 2400 V for a ZMCP)

 Va = 6000 V

For high-speed electronic gating of the II, the photocathode is normally gated off by holding the 
G1 electrode a few volts positive with respect to the G2 electrode. Then, to gate the tube on and off 

Vacuum

MCP
Phosphor
screen Output fiberoptic

windowInput window

Photocathode

Optical output

(image)

Optical input

(image)

II module

Vk

G1

e eGm

− − − +++
G2 G3 G4

Vm Va

FIGURE 4 Schematic design of a proximity-focused MCP image 
intensifier tube module.
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FIGURE 5 MCP image intensifier high-voltage supply.

for a short period, a pulse generator is used to control the output of the gated power supply to the 
normal gated on condition, i.e., Vk = 200 V with the polarity as shown in Fig. 5.

The dc HVPSs for IIs draw very little power, and they can be operated continuously using two 
AA cells, e.g., 3-V input voltage, for about 2 days. These dc HVPSs are available in small flat-packs or 
wraparound versions. Gated HVPSs, excluding the pulse generator, are generally at least two times 
larger than their dc counterparts.

In operation, an input image is focused onto the input window/photocathode assembly, produc-
ing a free-electron image pattern which is accelerated across the cathode-to-MCP gap by an applied 
bias voltage Vk. Electrons arriving at the MCP are swept into the channels, causing secondary elec-
tron emission gain due to the potential Vm applied across the MCP input and output electrodes. 
Finally, the amplified electron image emerging from the output end of the MCP is accelerated by the 
voltage Va applied across the MCP-to-phosphor screen gap so that they strike an aluminized phos-
phor screen on a glass or FO output window with an energy of about 6 keV. This energy is sufficient 
to produce an output image which is many times brighter than the input image. The brightness gain 
of the MCP II is proportional to the product of the window/photocathode sensitivity to the input 
light, the gain of the MCP, and the conversion efficiency of the phosphor-screen/output-window 
assembly. Each of these key components and/or assemblies is discussed in more detail in the follow-
ing sections of this section.

Input Window/Photocathode Assemblies

The optical spectral range of sensitivity of an II, or the II SSA that it is used in, is determined by the 
combination of the optical transmission properties of the window and the spectral sensitivity of the 
photocathode. In practice, a photocathode is formed on the input window in a high-vacuum system 
to produce the window/photocathode assembly as shown in Fig. 6. This assembly is then vacuum-
sealed onto the II body assembly, and the finished II is then removed from the vacuum system. This 
type of photocathode processing is called remote processing (RP), because the alkali metal generators, 
antimony sources, and/or other materials used to form the photocathode are located outside of the 
vacuum II tube. Since there is no room for these photocathode material generators, remote process-
ing must be used for MCP IIs. Also, IIs made using remote processing are found to have significantly 
less spurious dark current emission than the older Gen-0 and Gen-1 types of IIs having internally 
processed photocathodes.

The short wavelength cutoff of a window/photocathode assembly is determined by the optical 
transmission characteristic of the window, i.e., its thickness and material composition. The absolute 
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spectral sensitivity of the photocathode determines the midrange and long wavelength cutoff char-
acteristics of the assembly. Photocathode materials having longer wavelength cutoffs also have lower 
bandgap energies and generally higher thermionic emission than photocathodes with shorter wave-
length cutoffs.

The spectral quantum efficiencies of various window/photocathode combinations are shown 
in Fig. 7 for comparison. Useful spectral bands range from the uv to the near-ir, depending upon 
the particular combination chosen. This figure shows the spectral sensitivity advantages that can be 
achieved with II SSAs. Other advantages are discussed throughout this chapter.

Note that the window/photocathode spectral quantum efficiency [Y(l)] curves given in Fig. 7 
represent the ratio of the average number of photoelectrons produced per input photon as a func-
tion of wavelength l. Alternatively, window/photocathode response can be specified in terms of 

Input window Photocathode

PhotoelectronsInput optical signal e

FIGURE 6 Input window/photocathode assembly.

FIGURE 7 Window/cathode spectral quantum efficiencies.
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FIGURE 8 MCP parameters.
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absolute spectral sensitivity [S(l)], or defined as the ratio of photocathode current per watt incident 
as a function of wavelength. These two parameters are related by the convenient equation

Y
S

( )
( )λ λ

λ
= ⋅124

(13)

where Y is the quantum yield in percent, S is the absolute sensitivity in mA/W, and l is the wave-
length in nm.

Microchannel Plates

The development of the microchannel plate (MCP) was a revolutionary step in the art of making 
IIs. Although developed for and used in modern military passive night-vision systems, MCP IIs are 
being used today in nearly all II SSA cameras.

An MCP is shown schematically in Fig. 8. Microchannel plates are close-packed-hexagonal arrays 
of channel electron multipliers. With a voltage Vm applied across its input and output electrodes, the 
MCP produces a low-noise gain Gm, e.g., a small electron current (Iin) from a photocathode pro-
duces an output current GmIin. In addition to its function as a low-noise current amplifier, the MCP 
retains the current density pattern or “electron image” from its input to output electrodes. It is also 
possible to operate two MCPs (VCMP) or three MCPs (ZMCP) in face-to-face contact to achieve 
electron gains as high as about 1E7 e/e in an II tube, as shown in Fig. 9. Other general characteristics 
of these types of MCP assemblies are also given in Fig. 9.
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The approximate limiting spatial resolutions of MCPs depend upon the channel center-to-center 
spacings, as follows:

MCP:

VMCP:

ZMCP:

Vm
max
(kV)

Gm
max
(e/e)

Pulse height
distribution
(% FWHM)

Relative limiting
resolution (units)

1.0 1E3 Negative
exponential

1.00

2.0 1E5 120 0.71

3.0 1E7 80 0.50

FIGURE 9 General characteristics of MCPs, VMCPs, and ZMCPs.

TABLE 1 MCP Gain Equation and Gain Parameters

 G V
V

Vm m
m

c

g

( )=
⎛
⎝⎜

⎞
⎠⎟

 

 Type Vc(V) g (units) (Lm/Dc) (units)

MCP 350 8.5 40
MCP  530 13 60
VMCP  700 17 80
ZMCP 1050 25 120

 Channel Channel Approximate
 Diameter Center-to-Center Limiting Resolution
 (μm) Spacing (μm) (lp/mm)

 4 6 83
 6 8 63
 8 10 50
 10 12 42
 12 15 33

As shown in Fig. 8, MCPs are made to have channel axes that make a “bias angle” (qb) with respect 
to the normal to its input and output faces. This bias angle improves electron gain and reduces noise 
factor by reducing “boresighting” of electrons into the channels. The MCP bias current or “strip 
current” (Is) that results from the voltage applied to the MCP sets an upper limit to the maximum 
linear dynamic range of the MCP. Generally, when the output current density of the MCP is in 
excess of about 10 percent of the strip current density, the MCP ceases to remain a linear amplifier. 
Conventional MCPs have strip current densities of about 1 μA/cm2, and recent high-output-
technology MCPs (HOT MCPs)4 have become available that have strip current densities as high as 
about 40 μA/cm2. Electron-gain characteristics of MCP assemblies are given approximately by the 
equation and associated parameters shown in Table 1.
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Power noise factors for conventional MCPs, used in Gen-2 IIs, and “filmed-MCPs,” used in Gen-
3 IIs, are approximately 2.0 and 3.5, respectively. Detailed information on MCP gain, noise factors, 
and other parameters are given by Eberhardt.5 Note that MCP gain is a strong function of the chan-
nel length-to-diameter ratio. The parameter Vc in the gain equation is the “crossover” voltage for the 
channel, i.e., it is the MCP applied voltage at which the gain is exactly unity.

Phosphor Screens

Output spectral and temporal characteristics of a wide variety of screens are given in an Electronic 
Industries Association publication.6 The phosphor materials covered in this publication are listed in 
Table 2. Both the old “P-type” and the new two-letter phosphor designations are given in this table. 
Any of these phosphor screen materials can be used in proximity-focused MCP IIs. However, one 
very commonly used phosphor is the type KA (P20) because it has a high conversion efficiency, its 
output spectral distribution matches the sensitivity of a silicon SSA reasonably well, it is fast enough 
for conventional 1/30-s frame times, it has high resolution, and it is typically used in direct-view 
night-vision IIs.

The three main components of an aluminized phosphor-screen/output-window as sembly, of the 
type used in a proximity focused MCP II, are shown schematically in Fig. 10. An aluminum film elec-
trode is deposited on the electron input side of the phosphor to accelerate the MCP output to high 
energy, e.g., about 6 keV, and to increase the conversion efficiency of the assembly by reflecting light 
toward the output window. The phosphor itself is deposited on the glass or fiberoptic output window.

Decay times, or persistence, and relative output spectral distributions for a variety of phosphor 
types are given in Fig. 11. Key phosphor assembly parameters that should be accounted for in the 
design of MCP II SSAs are MCP-to-phosphor applied potential (Va), effective “dead-voltage” result-
ing from electron transmission losses in the aluminum film, phosphor screen energy input-to-
output conversion efficiency, optical transmission of the glass or fiberoptic window, sine-wave MTF 
of the assembly, phosphor persistence, and output spectral distribution.

Before specifying the use of a particular phosphor, the operational requirements of the II SSA 
camera should be reviewed. The phosphor persistence should be short compared to the SSA frame 

TABLE 2 Worldwide Phosphor-Type Designation 
System∗

P1 GJ P20 KA P38 LK
P2 GL P21 RD P39 GR
P3 YB P22 X(XX) P40 GA
P4 WW P23 WG P41 YD
P5 BJ P24 GE P42 GW
P6 WW P25 LJ P43 GY
P7 GM P26 LC P44 GX
P10 ZA P27 RE P45 WB
P11 BE P28 KE P46 KG
P12 LB P29 SA P47 BH
P13 RC P31 GH P48 KH
P14 YC P32 GB P49 VA
P15 GG P33 LD P51 VC
P16 AA P34 ZB P52 BL
P17 WF P35 BG P53 KJ
P18 WW P36 KF P55 BM
P19 LF P37 BK P56 RF
    P57 LL

∗Cross reference: old-to-new designations.
Source: Adapted from Electronic Industries Association 

Publication, no. 116-A, 1985.
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electron input

FIGURE 10 Aluminized phosphor screen and window 
assembly.

FIGURE 11 Phosphor screen decay times and spectral outputs. 
(Reprinted with permission from United Mineral and Chemical Co.)
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time to minimize image smear due to rapidly moving objects. Also, the absolute conversion effi-
ciency of the phosphor assembly and its relative output spectral distribution should be spectrally 
matched7 to the sensitivity of the SSA for maximum coupling efficiency.

Typical absolute spectral response characteristics, i.e., the phosphor spectral efficiency (radi-
ated watts per nanometer per watt excitation) as a function of wavelength, of aluminized phosphor 
screens are given in Ref. 7. The associated phosphor screen efficiencies are also given in this refer-
ence in three different ways:

• Typical quantum yield factor: photons out per eV input

• Typical absolute efficiency: radiated watts per watt excitation

• Typical luminous equivalent: radiated lumens per radiated watt

For example, a type KA(P20) aluminized phosphor-screen/glass window assembly is found to 
have its peak output at 560 nm and a typical quantum yield factor of 0.063 photons/eV. Thus, an 
electron which leaves the MCP and strikes the assembly with 6 keV of energy, and for a “dead-
voltage” of 3 kV, approximately (6 − 3) keV × 0.063 photons/eV = 190 photons will be produced at 
the output.

Proximity-Focused MCP IIs

By combining the image transfer and conversion properties of the three major proximity-focused 
MCP II assemblies discussed earlier, i.e.,

• Input window/photocathode

• Microchannel plate

• Phosphor screen/output window

the operational characteristics of the II itself, as shown in Fig. 4, can be determined.
For example, consider an II CCD application for a space-based astronomical telescope that requires 

more than 10 percent quantum yield at 200 nm, but minimum sensitivity beyond 300 nm. It is desired 
that the top end of the dynamic range be at an input window signal flux (Fsi) of 1000 photon/pixel/s at 
250 nm. Let the CCD have a 1-in vidicon format, i.e., an active area of 11.9 × 8.9 mm2, with 325 verti-
cal columns and 244 horizontal rows of pixels. The limiting resolution of even a dual-MCP (VMCP) 
image tube has a limiting resolution that is significantly higher than the horizontal pixel spatial Nyquist 
frequency ( fN) in the CCD, so that the pixel size at the input to the II will be essentially the same as that 
of the CCD. Let us rough-in an II design by making the following additional assumptions:

MCP-to-phosphor applied potential (Va) 6000 V

Phosphor screen type KA (P20)

Phosphor screen/window-quantum yield (Pq) 0.06 photon/eV

Phosphor screen dead voltage (Vd) 3000 V

CCD charge integration period (ti) 33 ms

CCD pixel full-well charge 1 pC = 6.3E6 e

An II with an 18-mm active diameter can be used, since the diagonal of the CCD active area is 14.9 mm. 
From Fig. 7, the MgF2/Cs-Te window/photocathode assembly will be chosen, having a quantum 
yield (Yk) of 0.12 at 200 nm, to meet the spectral sensitivity requirements.

Let’s now proceed to estimate the required gain of the MCP structure, decide what kind of an 
MCP structure to use, and determine its operating point. A first-order estimate of the stored pixel 
charge (Qccd) for the given input signal flux density is

Q F Y G V V P Yk m a d q iccd si ccd= ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅( ) τ (14)
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Since

 Fsi = 1000 photon/pixel/s

 Yk = 0.10 e/photon

 Yccd = 0.3 e/photon

it is found that Qccd = Gm (178 e/pixel). Setting this charge equal to the full-well pixel charge gives 
Gm = 6.3E6 e/pixel/(178 e/pixel) = 3.5E4 e/e. This MCP assembly gain is easily satisfied by using a 
VMCP. From Table 1, it is found that the gain of a VMCP is given approximately by Gm = (Vm/700)17 = 
3.5E4 e/e. Solving for Vm gives Vm = 1300 V.

Thus, a first-order estimate for the general requirements to be placed in the II to do the job is as 
follows:

Active diameter 18 mm

Quality area (11.9 × 8.9 mm)

Input window/photocathode Fused-Silica/Cs-Te

MCP assembly VMCP

Aluminized phosphor screen assembly KA/FO window

Coupling this II to the specified FO input window CCD, e.g., by using a suitable optical cement, 
will meet the specified objective. Other parameters like the dark count rate per pixel as a function 
of temperature, the DQE of the II CCD, cosmetic, uniformity of sensitivity, and other specifications 
will have to be considered as well before completing the design.

Recent “Generations” of MCP IIs The most impressive improvement in direct-view night-vision 
devices has come with the advent of Gen-3 technology. The improvement, which is most apparent at 
very low light levels, is mainly due to the use of GaAs as the photocathode material. At higher light 
levels, e.g., half-moon to full-moon conditions, the Gen-2+ gives somewhat better performance. Key 
to the detection of objects under LLL conditions is the efficiency of the photocathode; the Gen-3 
sensitivity is typically a factor of 3 higher. Also, the spectral response of Gen-3 matches better to the 
night sky spectral illumination. This equates to being able to see at almost one decade lower scene 
illumination with Gen-3. A summary of proximity-focused MCP image intensifier general charac-
teristics is given in Table 3.

TABLE 3 Summary of Proximity-Focused MCP Image Intensifier General Characteristics

 Temperature Rating
 Minimum  Spectral     Minimum
 Active Input Sensitivity    Output Limiting
 Diameter Window Range MCP Assembly Storage Operating Window Resolution Technology
 (mm) Material∗ (nm) Type (°C) (°C) Material (lp/mm) Type

 11.3 FS 160–850 MCP −55, +65 −20, +40 FO 25 Gen-2
 12.0 FS, G, FO 160–900 MCP, VMCP, ZMCP −57, +65 −51, +45 FO, G 45, 29, 20 Gen-2
 17.5 FS, G, FO 600–900 MCP, VMCP, ZMCP −57, +65 −51, +45 FO, G 45, 25, 20 Gen-2
 17.5 G, FO 500–1100 MCP, VMCP, ZMCP −57, +95 −51, +52 FO, G 45, 25, 20 Gen-3
 25.0 FS, G, FO 160–900 MCP −57, +65 −51, +45 FO, G 40 Gen-2
 25.0 G, FO 500–1100 MCP −57, +95 −51, +52 FO, G 40 Gen-3

∗FS = fused silica; G = Corning #7056 glass; FO = fiberoptic.

 Options

 Technology Type Photocathode Phosphor

 Gen-2 All but GaAs, InGaAs Wide selection
 Gen-3 GaAs, InGaAs Wide selection
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For systems design work, it is useful to know the approximate characteristics of the three most 
recent generations in terms of II resolution versus photocathode illumination. The resolution 
transfer curves shown in Fig. 12 give the II resolution, observable by the eye, as a function of input 
illumination for Gen-2, Gen-2+, and Gen-3 IIs. These curves do not include system optics degrada-
tions, except in the sense that a human observer made the resolution measurements using a 10-power 
eyepiece in viewing the output image of the II.

Improved Performance Gen-2 IIs Recent enhancements in the dynamic range performance of 
Gen-2 IIs for direct-view applications have been made which also benefit II SSA camera perfor-
mance. Improvement goals were to increase both the usable output brightness and the LLL gain 
of Gen-2 IIs. Night-vision devices are normally used at light levels ranging from full moon to just 
below quarter-moon, or in dark city environments with ample scattered light. It is important to 
have good contrast over as wide a light-level range as possible. To get this extended dynamic range, 
the gain should be held nearly constant to as high a level as possible, for improved contrast at the 
high-light levels. Any gain improvement should be attained with little or no increase in noise, to 
ensure good performance at the minimum light levels. Reducing the objective lens f-number as low 
as possible also improves system performance and gain. However, f-number reduction by itself may 
create problems in the system dynamic range if the II and its power supply assembly is not appro-
priately adjusted to match the optical throughput.

Figure 13 shows the extended dynamic range of a Gen-2+ II and power supply assembly, as 
compared to the typical MIL-SPEC Gen-2 assembly. Increasing the gain in a standard Gen-2 
assembly by increasing the gain control voltage, i.e., the MCP voltage, will not give the same ben-
efits as the Gen-2+. Ideally, a change of one unit in input brightness should result in a proportional 
output brightness change. The increased near-linear gain range up to higher-output light levels in 
the Gen-2+ improves the contrast at the higher levels. Brightness limiting begins reducing the gain 
to hold the output brightness constant after the automatic brightness control (ABC) limit of the 
power supply is reached. The increased gain of the Gen-2+ improves the performance at the lowest-
light levels as well.
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FIGURE 12 Image intensifier tube resolution curves.
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31.5 IMAGE INTENSIFIED SELF-SCANNED ARRAYS

There are several reasons to consider using an II SSA instead of an SSA alone. One obvious reason 
is to achieve LLL sensitivity. Figure 14 shows the limiting resolution versus faceplate illumination 
characteristic of CID camera operating in the unintensified and intensified modes.8 It is seen that 

FIGURE 13 Output versus input transfer characteristics of Gen-2, Gen-2+, and Gen-3 
II/power supply assemblies.
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and the same camera fiberoptically coupled to an MCP image intensifier tube. (From Ref. 8.)
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LLL sensitivity is achieved by coupling the CID to an image intensifier tube, albeit at the expense of 
reduced high-light resolution. Other reasons for using an II SSA are

• High-speed electronic gating, down to a few nanoseconds, for framing cameras, LADAR, smoke 
and fog penetration

• Improved spectral sensitivity

• Use in a TV camera system that operates automatically under lighting conditions ranging from 
nighttime to full daylight conditions.

• High-sensitivity and high-speed-gated optical multichannel analyzers (OMAs)

Fiberoptic-Coupled II/SSAs

Figure 15 shows a schematic design of a fiberoptically (FO) coupled II SSA assembly. These designs 
are modular, since an II module is optically coupled to an SSA module. Virtually any type of image 
tube can be optically coupled to an SSA. The fiberoptically coupled design shown in Fig. 15 requires 
the use of an II having a fiberoptic output window and an SSA having an SSA input window. 
A fiberoptic taper, instead of a simple unity magnification FO window, is also generally required to 
efficiently couple the output of the II into the SSA, and this is shown in Fig. 15 as a separate module. 
The various fiberoptic modules are joined at interfaces 1, 2, and 3, using optical cement, optical 
grease, immersion oil, or “air.” For the highest-resolution image transfer across these interfaces, it is 
necessary that the gap length at each interface be kept short, and the numerical aperture of the fiber-
optic windows should be kept as low as possible, consistent with the SNR and gain requirements. It 
has been shown9 that the first interface can be eliminated by making the fiberoptic taper part of the 
II and depositing the phosphor screen directly onto it, and interface 3 can also be eliminated by cou-
pling the fiberoptic taper directly to the SSA. The properties of the image transfer and conversion 
components shown in Fig. 15 can be used to estimate the overall performance characteristics of the 
fiberoptically coupled II SSA camera.

The terminology used to define SSA image format sizes derives from the earlier vidicon camera 
tube technology. The mass, volume, and power requirements of vidicon cameras are much larger 
than SSA cameras. Vidicons also have image distortion and gamma characteristics which must be 
accounted for, whereas SSAs and II SSSAs using proximity-focused IIs are nearly distortion-free with 
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FIGURE 15 Schematic design of fiberoptically coupled II SSA assembly.
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linear, i.e., unity gamma, input/output transfer characteristics over wide intrascene dynamic ranges. 
Table 4 gives the basic II active diameters, SSA format sizes, SSA active-area diagonal lengths, fiber-
optic taper magnifications (Mfot) required to couple II outputs to the SSAs, and limiting resolutions 
( flto) at the fiberoptic taper output. Figure 16 shows schematically the relative sizes of the standard 
active diameters of IIs and the standard SSA formats.

TABLE 4 Comparison of Basic Image Intensifier Diameters, SSA Format Sizes, 
Matching Fiberoptic Taper Magnifications, and Limiting Resolutions at the Fiberoptic Taper 
Output Surface (for 45 lp/mm Intensifier)

      (fito) Limiting
 Image 

SSA 
   Resolution at

 Intensifier Active Format  Diagonal (Mfot) FOT FOT Output
 Dia. (mm) Vidicon (in) (mm) (mm) Magnification (lp/mm)

 25 1 11.9 × 8.9 14.9 0.596 76
 25 2/3 8.8 × 6.6 11.0 0.440 102
 18 1 11.9 × 8.9 14.9 0.828 54
 18 2/3 8.8 × 6.6 11.0 0.611 74
 18 1/2 6.5 × 4.85 8.1 0.451 100
 12 2/3 8.8 × 6.6 11.0 0.917 49
 12 1/2 6.5 × 4.85 8.1 0.676 67
 12 1/3 4.8 × 3.6 6.0 0.500 90
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36 mm

6.6

8.8

6.4

4.8

(a)

FIGURE 16a Typical 35-mm film, image intensifier and SSA formats.

(b)

Diagonal

18-mm Φ
image tube 

12-mm Φ
image tube 

1" CCD 2/3" CCD 1/2" CCD 1/3" CCD 35-mm
film

Units

Vertical
Horizontal

Area

18.0

10.8

14.4
155.5

12.0

7.2

9.6
69.1

14.9

8.9

11.9
105.9

11.0

6.6
8.8

58.1

8.1

4.9

6.5
31.5

6.0

3.6

4.8
17.3

43.3

24.0

36.0
864.0

mm

mm
mm

mm2

FIGURE 16b Typical dimensions for image intensifies and SSAs using 3:4 format.
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The present limiting resolution range of MCP IIs is 36 to 51 lp/mm. In an II SSA, the resolution 
of the II should be matched, in some sense, to that of the SSA. For example, it is unwise to use a low-
resolution II and fiberoptic lens combination with a much higher resolution CCD.

Lens-Coupled II SSAs

Figure 17 is a schematic design for a lens-coupled II SSA assembly. The differences between this 
design and the fiberoptic-coupled II SSA design described earlier are that the output window of 
the II can be either fiberoptic or glass, and a lens is used instead of an FO taper to couple the out-
put optical image from the II directly into a conventional optical input SSA, i.e., no FO window is 
required at the SSA. Although the lens-coupling efficiency is lower, its image distortion and reso-
lution performance is superior to the FO-coupled design. Also, the chance for possible adverse rf 
interference at the sensitive input to the SSA camera from the II high-voltage power supply is less 
than for the lens-coupled design.

Parameters to Specify Typical parameters to specify for an MCP II SSA detector assembly, using 
either fiberoptic or lens-coupling, are as follows:

• Sensitivity
White-light (2856 K) (μA/lm)
Spectral sensitivity (mA/W versus nm)
Sensitivity (mA/W at specified wavelength)

• EBI (lm/cm2 at 23°C)

• MCP applied potential for 10 K fL/fc luminous gain (V)

• Horizontal resolution at specified input illumination (TVL)

• Shades-of-gray (units)

• Cosmetic properties
Uniformity (percent)
Bright spots (number allowable in format zone) Dark spots (number allowable in format zone)

• Burn-in (procedure)

Vacuum

MCP
Phosphor

screen

SSA chip

Fiberoptic or glass
output window

Lens

SSA
camera

SSA
module

Lens
module

Input window

Photocathode

Optical input

II module

Vk

G1

e eGm

− − − +++
G2 G3 G4

Vm Va

FIGURE 17 Schematic design of lens-coupled II SSA assembly.
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• Mechanical specifications

• Dimensions (interface drawing)

• Mass (g)

• Environmental (specified)

Electron-Bombarded SSA

Since the early work by Abraham et al.10 which showed the feasibility of achieving useful electron 
gain by electron bombardment (EB) of a silicon diode in a photomultiplier tube, several attempts 
have been made to achieve similar operation using an SSA specially designed for EB input, instead 
of optical input. The charge gain (Geb) resulting from the electron bombardment is given by

G
V Va d

eb =
−( )

.3 6
(15)

where Va is the acceleration voltage and Vd is the “dead-voltage” of the EBSSA. It was quickly found 
that successful CCD operation could not be obtained by simply bombarding the normal optical 
input side of the chip with electrons, because interface states soon form which prevent readout of the 
chip and other problems. By thinning a CCD chip to 10 to 15 μm from the “backside” and operating 
in a backside EB-mode, useful performance is achieved. In this way, 100 percent of the silicon chip is 
sensitive to incident photoelectrons, and it becomes technically feasible to make EBSSA cameras.

Proximity Focused EBSSAs A proximity-focused EBSSA is shown schematically in Fig. 18. In this 
design, the input light enters the window/photocathode assembly to generate the signal photo-
electrons which are accelerated to about 10-keV energy and bombard the thinned backside of the 
EBSSA. Note that no MCP, no MCP-to-screen gap, no phosphor screen/output window assembly, 
and no fiberoptic or lens coupling is used to transfer the electronic image to the SSA for readout. 
Thus, higher limiting resolution is attainable. Also, the power noise factor associated with the EBSSA 
gain process is lower than that of MCP devices, and image lag is eliminated because no phosphor is 
used. Early work on proximity-focused EBDDs was done by Barton et al.,11 Williams,12 and Cuny et al.13 
By 1979, a 100 × 160 pixel TI CCD was used in this type of detector and put into a miniature TV 
camera. With an acceleration voltage of Va = 15 kV, an electron gain of 2000 was achieved, along 
with a Nyquist limited resolution of 20 lp/mm. Recent advances have brought this technology closer 

Input optical signal
SSA camera

e–Beam input SSA

Vacuum

e

- +Va

Input window

Photocathode

FIGURE 18 Electron bombarded SSA (EBSSA).
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to extensive usage possibilities. Richard et al.14 have compared the SNR characteristics of an EB CCD 
tube, various other types of II CCDs, and bare CCDs. Their results are shown in Fig. 19.

In order to achieve its full performance capabilities, the energy of the bombarding electrons 
must be absorbed by the active silicon SSA material, photoelectrons must not be lost, the exposure 
of the EBSSA to high-energy electrons should not cause a life problem, and it must be possible to 
read out the stored charge pattern in the SSA. It is found that recombination phenomena at the EB-
input face can be reduced with a p+ passivation layer, e.g., by using 3E17 cm−3 boron doping, which 
reduces back-diffusion of signal electrons, front-diffusion of “dark” charges from the rear face, 
reduced diffusion length, separation of holes and electrons by the built-in electric field, and higher 
surface conductivity, thus better voltage stability, at the rear face.

Internally processed (IP) and remotely processed (RP) or “transfer” photocathodes have been used 
in EBSSAs. It is generally found that the internal processing produces consistently higher-background 
and spurious noise problems due to field emission from tube body parts and the photocathode. Both 
types of photocathode processes have yielded long-life EBCCD detectors.

Proven applications to date for EBSSA detectors:

• Photon-counting wavefront sensor (adaptive optics), European Space Organization 3.6-m tele-
scope at La Silla, Chile

• NASA, Goddard Space Flight Center, Oblique Imaging EB CCD uv sensitive camera 

Advantages of EBSSA cameras over MCP II-based II-SSAs:

• No image lag

• Higher resolution

• Single photoelectron detection per frame per pixel

• Higher DQE

Digital II SSA Cameras Consider a photon-counting imaging detector consisting of an MCP 
image intensifier tube (II) that is fiberoptically coupled to a silicon solid-state self-scanned array 

FIGURE 19 Comparison of the signal-to-noise ratio of various 
op toelectronic imagers versus the photon input. (From Ref. 14.)
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(SSA) chip in a TV camera. Incoming photons at wavelength l pass through the input window of the 
II and produce an average quantum yield of Yk photoelectrons per photon at the photocathode. The 
resulting photoelectrons (e) are accelerated into the MCP electron multiplier assembly. Amplified 
output electrons from this low-noise electron multiplier are accelerated into an aluminized phos-
phor screen on the output window of the II. The number of output photons from the II per pho-
toelectron is proportional to the electron gain in the MCP (Gm), the effective electron bombardment 
energy at the phosphor screen (εVs), and finally the electron-input to photon-output conversion 
efficiency (P) at the phosphor screen. As discussed earlier the optical transmission of the input win-
dow and the actual quantum yield of the photocathode are usually factored together in the average 
quantum yield parameter Yk, and the optical transmission of the output window is also normally 
factored together with the actual conversion efficiency of the phosphor screen in the screen effi-
ciency parameter P.

The output photon pulse from the II, resulting from the single detected input photon, is coupled 
into the SSA via the fiberoptic taper, which matches the output size of the II to the size of the SSA, 
and a fiberoptic window on the SSA. This photon pulse is then converted to an electron signal 
charge packet (Qssa) at the SSA. The number of electrons stored per pixel in the SSA depends upon 
the area of the photon pulse at the SSA, the spatial distribution of photons in this pulse, and the area 
per pixel in the SSA. Thus, in addition to the above II factors, the stored charge in the SSA per pho-
toelectron is also proportional to the optical transmissions of the FO taper (Tfot) and SSA window 
(Tssa), and the quantum yield of the SSA (Yssa).

By using two or three conventional MCPs in cascade, i.e., VMCPs or ZMCPs, the gain can be 
made so large that it completely overrides any normal room-temperature thermal dark current in 
an SSA at a conventional RS-170 rate. In this photon-counting mode of operation, a charge sig-
nal above a preset threshold value is looked for. When it is found in a given pixel, a “1” is stored in 
memory for that pixel’s address, “Os” are stored in pixel addresses where this condition is not met, 
and the entire frame is read out. By reading out a total of Nf frames, the dynamic range can be made 
as high as Nf if the dark count rate is negligible. Thus, photon-counting imaging can achieve a very 
large dynamic range.

Another advantage of photon-counting imaging is that the image resolution can also be made 
very high by centroiding the detected charge packets in the SSA. Since the performance of a cen-
troiding camera depends upon the signal-processing algorithm, this will not be analyzed here. 
Instead, the reader is referred to several references in which centroiding is discussed.15

Let us next calculate the stored charge and number of stored electrons in a photon-counting 
II SSA per photoelectron. Assume that a proximity-focused VMCP II is coupled to the SSA with a 
fiberoptic taper. For our analysis, some typical values will be used for the operating voltage and gain 
of a VMCP: the acceleration voltage between the VMCP and the phosphor screen, the efficiency of 
an aluminized type KA (P20) phosphor screen, the optical transmissions of a fiberoptic taper and an 
SSA fiberoptic window, and the quantum yield of an SSA.

Definitions for the parameters that will be used are summarized as follows:

 Qssa stored SSA charge per input photoelectron from the photocathode

 Yk photocathode quantum yield, e/photon

 Gm VMCP electron gain, e/e

 Vm VMCP applied potential, V

 Vs MCP-to-screen applied potential, V

 Vd phosphor screen “dead-voltage”

 P phosphor screen effi ciency, photon/eV

 Tfot transmission of fi beroptic taper

 Tssa transmission of fi beroptic window on the SSA

 Yssa quantum yield of SSA, e/photon

 e electron charge, 1.6E–19 C

 Nessa number of stored SSA electrons per input photoelectron
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Using these definitions, the general equation for the charge stored in the SSA per input photo-
electron is given by Eq. (16).

Q e G V V P T T Ym s dssa fot ssa ssa= ⋅ ⋅ − ⋅ ⋅ ⋅ ⋅( ) (16)

Thus, Qssa is given by the product of the VMCP gain, the effective electron bombardment energy 
at the aluminized phosphor screen, the conversion efficiency of the phosphor screen assembly, the 
transmissions of the FO taper and the SSA’s FO window, and finally the quantum yield of the SSA.

For

 Vm =1380 V  

the VMCP electron gain is
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By using the following values for the additional parameters

 Vs = 5500 V

 Vd = 2500 V

 P = 0.06 photon/eV

 Tfot = 0.6

 Tssa = 0.8

 Yssa = 0.5 e/photon

it is found that the stored charge per photoelectron is

 Qssa C= × −7 10 13  

and that the number of electrons stored in the SSA per input photoelectron is

 
N Q

N

essa ssa
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/e

electrons

=

= ×4 106
 

Since the full-well or saturation charge for an SSA pixel in on the order of 1 pC, this VMCP II/
SSA assembly is seen to qualify as a photon-counting imaging detector.

Modulation Transfer Function and Limiting Resolution The modulation transfer function (MTF) 
of an II SSA camera is determined by a convolution of the individual MTFs of the camera lens, II, 
II-to-SSA-coupling fiberoptic or lens, fiberoptic-to-fiberoptic interfaces, fiberoptic-to-SSA interface, 
SSA, etc. There are several ways to determine the MTF of an existing II SSA camera.

For example, the II SSA camera can be focused on a spatial frequency burst pattern, i.e., a peri-
odic pattern of black and white bars in which the spatial frequency of the bars increases in one 
direction. Alignment of the pattern’s bars with pixel columns and readout of the modulation of 
the spatial pattern in the pixel row direction gives the squarewave MTF of the camera S( f ), where 
f is the spatial frequency in cycles/mm. Conversion of this square-wave MTF to a sine-wave MTF is 
accomplished by using the Fourier transform at a given frequency:
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By calculating several values of T(f) from the known square-wave function, the sine-wave MTF can 
be determined and used for camera system optical image transfer analysis. The limiting resolution is 
often taken to be the spatial frequency value for this sine-wave MTF at which the modulation drops 
to a few percent.

Also, to use the above example as an illustration, the MTF of an II SSA is a function of the direction 
in which the spatial frequency burst pattern is aligned. Self-scanned array pixels are not generally square, 
and the distances between centers of pixels in the horizontal and vertical directions are not generally the 
same. Thus, the corresponding MTFs in the horizontal and vertical directions are different, and the 
MTF is a function of the angle that the burst pattern makes with the rows and columns of pixels.

A convenient specification of the spatial frequency response of an SSA or an II SSA camera is 
the Nyquist frequency (fN), defined to be the reciprocal of twice the distance between the pixels. For 
example, if an SSA has rows of pixels spaced on 20-μm center-to-center, then the horizontal Nyquist 
spatial frequency is

 fN h, ( .( . ))
= =1

2 0 02
25

mm
cycles/mm  

Assuming an II limiting resolution (fII) of 32 cycle/mm, and assuming that the MTFs are gauss-
ian, then an estimated value for the limiting resolution of the II SSA camera is
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For the values used in this example, fcam = 20 cycle/mm. Although this gaussian estimate is con-
venient to use, a more exact estimate can be made by multiplying the various component sine-wave 
MTFs to find the II SSA camera’s MTF, and from this its limiting resolution can also be found.

For example, actual MTF measurements9 on an II SSA camera, having a proximity-focused 
18-mm active diameter MCP II fiberoptically coupled to a CCD with an m = 8 mm/18 mm = 0.44 
magnification taper, showed that the MTF of the CCD, referred to the II input, is given by TCCD( f ) = 
exp − ( f/9.0)1.4, where f is the spatial frequency in cycles/mm. The Nyquist frequency of the CCD was 
fN = 20 cycle/mm, and the MTF of the complete camera was found to be TII SSA( f ) = exp − ( f/6.3)1.1, 
both referred to the II input.

31.6 APPLICATIONS

In time, it is expected that most of the quantum-limited and LLL TV applications will use some 
form of II SSA camera, instead of an intensified vidicon-based camera. A few of the major applica-
tion areas for II SSA cameras are highlighted in this section.

Optical Multichannel Analyzers

Optical multichannel analyzers (OMAs) are instruments used to measure optical radiation in linear 
patterns, e.g., spectra or two-dimensional images. Photographic film, single-channel photomulti-
plier tubes, and TV camera tubes, e.g., vidicons, have been replaced by SSAs, e.g., CCDs, and II SSAs, 
e.g., image tube intensified CCDs or photodiode arrays (PDAs). Four distinct application areas exist 
for OMAs using II SSA detectors:16
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In each of these types of systems, the incoming radiation is converted to charge packets that 
are stored in each pixel of the SSA. Each line and/or field of pixels is read out by a suitable camera 
electronics, and the pixel charge values are stored in a computer for subsequent processing and 
analysis. The sensitivity of the II is chosen for best performance over the range of wavelengths being 
investigated. The dynamic range of OMAs can be as high as 18 bits. In comparison with the older 
single-element scanning system, modern II SSA-based OMAs acquire spectra up to 1000 times faster 
and/or with higher SNR during a given measuring period. Three common OMA applications are 
Raman spectroscopy, multiple input spectroscopy, and small-angle light scattering.

Range Gating and LADAR

Range gating is becoming increasingly important because the required technology now exists at an 
affordable cost and the signal-to-noise ratio improvement is much higher than nongated conven-
tional TV imaging. A gated laser sends out a laser pulse of only a few nanoseconds duration while 
the II SSA camera is gated off. No reflection from scattering or reflection in the medium between 
the camera and the object is allowed to be registered in the II SSA camera.17 The II SSA camera is 
gated on only at the moment when the light packet from the object returns to the camera and, after 
exposing for the duration of the outgoing pulse, it is returned to a gated-off condition. By repeat-
ing this process and controlling the image-storing conditions, high-contrast images having high 
signal-to-noise ratios can be achieved. Another obvious advantage of the range-gated system is that 
the time-of-flight between pulse output and receipt gives the range to the object being viewed, thus 
leading to the realization of a laser detection and ranging (LADAR) system.

Microchannel plate image tubes offer high-speed gating and spectral response advantages to 
LADAR systems. They can be electronically gated to a few nanoseconds, i.e., providing distance 
resolutions of a few feet for LADAR systems. Present MCP IIs offer the user a broad range of spec-
tral sensitivity, including near-ir imaging at 1060 nm, so that powerful and efficient lasers may be 
used for optimum LADAR system performance. Also, the ruggedness, extremely small size, and low 
power drain characteristics of II SSA cameras make them very attractive for LADAR applications for 
spacecraft and unmanned autonomous vehicles.

Day/Night Cameras

Full day-night interscene dynamic range capability, while maintaining a high signal-to-noise ratio, 
is achievable using an II SSA camera in conjunction with an auto-iris camera lens.18 The principle 
of operation of this type of camera can be described as follows. Assume that operation begins at the 
lowest light level to be encountered. The MCP voltage in the II is set to operate with high SNR for 
the camera lens, an auto-iris lens, set to its lowest f-number. As the light level is increased, the system 
operates over two orders-of-magnitude dynamic range. For four orders-of-magnitude higher light 
level inputs, the f-setting of the auto-iris lens is increased by a feedback circuit, driven by the peak-
to-peak video output signal from the SSA camera. The effective exposure of the SSA is next auto-
matically reduced as the light level increases by four-and-one-half orders-of-magnitude, again to 

 Application Detector∗ Time

  Type Resolution
Spectroscopy IILPDA 50 ms
Time-resolved pulsed laser spectroscopy GIILPDA <5 ns
Time-resolved pulsed laser imaging spectroscopy GIISSCCD <5 ns/spectrum
Time-resolved imaging GIISSCCD <5 ns/spectrum

∗IILPDA = image intensified photodiode array; GIILPDA = gated image intensified photodiode 
array; GIISSCCD = gated image inten sified charge-coupled device.
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maintain a high SNR, by duty-cycle gating the MCP II. Finally, another two-and-one-half orders-of-
magnitude in input light level are accommodated by reducing the gain of the MCP, i.e., by reducing 
its applied operating potential. The total interscene dynamic range achievable with this type of auto-
matically controlled day/night camera is 13 orders-of-magnitude. In addition to its wide dynamic 
range capability, this type of camera is also able to make rapid narrow-band spectral samples across 
a wide spectral range, e.g., from the uv to the near-ir.

Mosaic II SSA Cameras

For very high amounts of image information throughput, multiple SSAs are used to read out large 
area IIs. For example, a 75-mm active diameter MCP II can be coupled fiberoptically to four indi-
vidual SSA cameras. The fiberoptic couplers are made to butt against each other at the output of 
the II, and their output ends are optically coupled to the SSAs. Parallel readout of the SSAs is then 
accomplished, giving the advantage of high-resolution readout without the disadvantage of having 
to use a wide bandwidth video electronic system or lower frame rates.

One such II SSA camera is designed for x-ray radiology image input.19 The x-ray input image 
is converted to a visible light image at a scintillator screen that is in optical contact with the 6-in-
diameter fiberoptic window. This scintillator/window assembly is, in turn, coupled to the input of 
a 6-in-diameter proximity-focused diode II, i.e., without an MCP, for modest light gain and good 
image quality. Six fiberoptic tapers in a 2 × 3 matrix couple the images from the six adjacent output 
sections of the II to six CCD cameras which operate in parallel to continuously read out the con-
verted x-ray image.

Other Applications

Other applications for II SSA cameras are the following:

• Semiconductor circuit inspection

• Astronomical observations

• X-ray imaging

• Coronary angiography

• Mammography

• Nondestructive testing

• Multispectral video systems

Active Imaging Active imaging is becoming increasingly important because the required technol-
ogy now exists at an affordable cost and the signal-to-noise ratio improvement is much higher than 
nonactive conventional TV imaging. Two types of active imaging presently exist, i.e., “line-scanned” 
and “range-gated.”

In a line-scanned imaging system, a narrow beam from a cw laser is raster-scanned across the 
object to be viewed, and the resulting reflected light is collected by a lens and detector assembly 
which receives and measures light from the illuminated field-of-view (FOV). Large FOV scenes can 
be scanned in a short period of time, which is a major advantage of this system. The signal from the 
detector is finally processed by a video electronics system and displayed, for direct viewing, or image 
processed as required. Limiting-resolution is set by the beam diameter achievable at the object. Thus 
systems operating in space; atmospheric and underwater environments have significantly different 
limiting-resolution characteristics.

In a range-gated type of system, a gated laser sends out a laser pulse of only a few nanoseconds 
duration while the TV camera is gated off. No reflection from scattering or reflection in the medium 
between the camera and the object is allowed to be registered in the TV camera. The TV camera is 
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gated on only at the moment when the light packet from the object returns to the camera and, after 
exposing for the duration of the outgoing pulse, the TV camera is returned to a gated-off condition. 
By repeating this process and controlling the image-storing conditions, high-contrast images having 
high signal-to-noise ratios can be achieved.

Another obvious advantage of the range-gated system is that the time of flight between pulse 
output and receipt gives the range to the object viewed, thus leading to the realization of a laser 
detection and ranging (LADAR) system. MicroChannel plate image tubes offer high-speed gat-
ing and spectral response advantages to LADAR systems. They can be electronically gated to a few 
nanoseconds, i.e., distance resolutions of a few feet, and in some parts of the optical spectrum they 
offer high sensitivity.
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32.1 GLOSSARY

 A area of the pixel

 CFD total capacitance of the fl oating diffusion in a CCD output

 Cg gate capacitance per unit area

 Cr readout line capacitance

JD total dark current per unit area

Js surface generation current

 Le diffusion length of electrons in silicon

 Lp diffusion length of holes in silicon

 NA p-type dopant concentration in silicon

 ND n-type dopant concentration in silicon

 Ne total number of electrons collected in a pixel

 N(0) number of photons entering the silicon

 N(x) number of photons remaining a distance x below the surface

 ni intrinsic carrier concentration in silicon

 P(x)  probability that an electron-hole pair generated a distance x from the surface will be col-
lected before recombination

q electron charge

 So surface recombination velocity

 Tint integration time of light in an image sensor

 T(l) transmission of light

 Vbi built-in voltage for a silicon pn junction

 W(V)  width of the depletion layer at a given bias voltage in the MOS capacitor or junction-
photodiode

a(l) absorption coeffi cient of light
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es silicon dielectric constant

me electron mobility in silicon

mp hole mobility in silicon

to depletion-layer lifetime

tp minority carrier hole lifetime in silicon

Φs electrostatic potential at the silicon-silicon dioxide, also called surface potential

32.2 INTRODUCTION

Since the invention of the image sensor in 1964, solid state image sensors have advanced in resolu-
tion, sensitivity, and image quality to the point where they have replaced other methods of convert-
ing visible light to electronic signals in nearly all imaging applications. There are two types of image 
sensors: area image sensors, which are used in cameras, and linear sensors, which are used in scan-
ning applications. Cameras using area image sensors dominate the camcorder, video and broadcast, 
machine vision, scientific, and medical fields. Area image sensors for camcorder applications are 
typically 400,000 picture elements in resolution, 60 dB in dynamic range, and have noise levels of a 
few tens of electrons. Area image sensors for scientific applications may have resolutions of over six 
million elements, dynamic ranges exceeding 80 dB, and noise levels approaching a single electron. 
Scanners employing linear solid-state image sensors dominate facsimile, document scanner, digital 
copier, and film scanner applications. Linear sensors range from 2000-element monochrome arrays 
with 40 dB of dynamic range used in facsimile applications to 8000 or more element trilinear arrays 
with 80 dB of dynamic range for high-performance color scanning applications.

The steps involved in image sensing consist of (1) converting the incoming photons to charge 
at picture element (pixel), and (2) transferring that charge to an output amplifier and converting 
the charge to a voltage or current signal which can be sensed by circuits external to the sensor. The 
image-sensing elements are described first, followed by readout elements. Sensor architectures for 
area and linear sensors are described next.

32.3 IMAGE SENSING ELEMENTS

There are four basic types of structures which are used for image sensing: the junction photodiode, 
the photocapacitor, the pinned (p+np) photodiode, and the photoconductor.∗ The first three are gen-
erally fabricated in single-crystal silicon as part of the image sensor; the photoconductor is usually 
fabricated from amorphous silicon deposited over the image sensor. The photoconversion process 
begins with the absorption of a photon in silicon resulting in the generation of a single electron-
hole pair. The absorption of light at a particular wavelength is given by

  N x N e x( , ) ( ) ( )λ α λ= −0   (1)

where N(x) is the number of photons remaining at a distance x below the surface, N(0) is the number 
of photons entering, and a(l) is the absorption coefficient.1,2 The absorption coefficient is shown in 
Fig. 1 as a function of wavelength l for single-crystal silicon, doped polycrystalline silicon, and hydro-
genated amorphous silicon. The absorption depth is defined as the inverse of the absorption coefficient 
[ ]d( ) ( )λ α λ=1/ . In single-crystal silicon, the absorption depth is 0.4 μm in the blue (450 nm), 1.5 μm 

∗For some scientific applications in which high quantum efficiency and fill factor are essential, the silicon wafer is thinned 
to 10 μm or less in thickness and illuminated from the backside. The frontside contains an area charge coupled device, which is 
used to collect the photogenerated carriers.
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in the green (550 nm), and 3.0 μm in the red (640 nm). In the infrared, the absorption depth increases 
to 10.5 μm at 800 nm. Beyond 1100 nm, the absorption is virtually zero because the photon energy is 
less than the 1.1-eV silicon bandgap.

Junction Photodiode

The junction photodiode is one of the most common image-sensing elements. The physical structure 
and band diagram of the junction photodiode are shown in Fig. 2a for a p-type substrate. The n-type 
region is formed by ion implantation or diffusion of phosphorous or arsenic to a depth of 2000 to 
10,000 Å into the p-type silicon. The n-type dopant region is usually graded, with the highest con-
centration at the surface. The gradient in n-type dopant concentration results in a gradient in elec-
trostatic potential which accelerates photogenerated carriers (holes in the n-type region) away from 
the surface. This reduces loss of photogenerated carriers to surface recombination. The photodiode 
is typically operated with a reverse bias V of 1 to 5 V. A depletion layer is formed between the n-and 
p-type regions.∗ The width of the depletion layer W(V) for an abrupt n + p junction is given by

  W V
V V

N
s

A

( )
( )

=
+2ε bi

q
  (2)

where q is the electronic charge, es is the silicon dielectric constant, NA is the p-type dopant concen-
tration, and Vbi is the built-in voltage given by

  V
kT N

n
A

i
bi =

q
ln   (3)

FIGURE 1 Absorption coefficient for light in 
single-crystal silicon, heavily doped polycrystalline sili-
con, and hydrogenated amorphous silicon as a function 
of wavelength.

∗For a detailed review of the device physics of junction diodes and MOS capacitors, see Sze, Physics of Semiconductor Devices, 
Wiley, New York, 1969.
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where ni is the intrinsic carrier concentration. For silicon doped at 1 × 1016 cm−3, the depletion width 
at 5-V reverse bias is 0.8 μm.

If the diode is illuminated, some of the photons will be absorbed in the n-region, some in the 
depletion layer, and the remainder in the p-type substrate. The quantum efficiency h(l) is the ratio 
of the charge collected to the number of photons incident on the diode (i.e., 100-percent quantum 
efficiency refers to one electron-hole pair collected for every incident photon). The quantum effi-
ciency depends on three factors: transmission T(l) of light through the overlying layers into silicon, 
absorption of light in silicon, and the probability P(x) that an electron-hole pair generated a dis-
tance x from the surface will be collected before recombination:

  η λ λ α λ( ) ( )= − −
=

= ∞

∫T P x dxx

x

x
( ) ( )( )1

0
e   (4)

The transmission of light through the overlying layers into the silicon can be calculated using stan-
dard multilayer interference models.

The collection of the photogenerated charge takes place by two processes: drift and diffusion. 
Drift is the movement of electrons and holes due to an electric field. Even for small electric fields, 
the transport of carriers by drift will dominate diffusion. This is the case in the depletion region. 
Outside the depletion region, such as in the p-type substrate, there is no electric field, and carrier 
transport occurs by diffusion. For example, a photon absorbed in the p-type region will excite an 
electron from the valence band to the conduction band. The electron will move in a three-dimensional 
random walk until it recombines or encounters the edge of the depletion region, where it is swept 
across the junction by the electric field. The probability that an electron at a distance x ′ from the 
junction can diffuse to the junction before recombining is given by

 P x L
KTx L( ) /′ = =− ′e
q

e
e e ewhere μ τ  (5)

in which Le is the diffusion length, me is the electron mobility, and te is the electron lifetime (typically 
~1 μs). For a 1-μs lifetime, the electron diffusion length in p-type silicon is 50 μm. Electrons gen-
erated from photons absorbed at less than the diffusion length from the junction have a high 
probability of collection.∗† Similarly, photons absorbed in the n-type layer create electron-hole 
pairs. The holes must travel by diffusion to the junction in order to be collected. The probability that 
a hole a distance x ′ from the junction can diffuse to the junction is given by

 P x L
KTx L

p p p
p( )′ = =− ′e

q
/ where μ τ  (6)

in which Lp is the diffusion length, mp is the hole mobility, and tp is the hole lifetime. For a 1-μs life-
time, the hole diffusion length in n-type silicon is 30 μm. Since the n-type region in an n + p junc-
tion is less than 1 μm thick, the holes have no difficulty diffusing through the n-type region to the 
junction unless the n-type region is so heavily damaged or so heavily doped that the hole lifetime is 

∗In image sensors, the collection of photogenerated carriers can be complicated by a variety of factors. The doping concen-
tration may not be uniform on either the n- or p-sides. On the n-side, the dopant concentration is designed to decrease from 
the surface to the junction, building in a potential gradient for holes away from the surface and toward the junction, preventing 
surface recombination. On the p-side, the dopant concentration may not be uniform owing to the use of epitaxial layers or wells 
diffused into silicon. Additionally, the carrier lifetime may not be uniform. Impurity gettering, a process used in many image 
sensors to remove metallic contaminants will leave a region of crystalline defects in the silicon starting 20 to 50 μm beneath the 
silicon surface. The defects result in a very short electron lifetime in this region. Finally, diffusion takes place in three dimensions; 
a carrier absorbed beneath a given pixel in an array will diffuse laterally by the same amount it diffuses vertically. This can cause 
it to be collected in adjacent pixels.

†See, for example, Lavine et al., “Steady State Photocarrier Collection in Silicon Imaging Devices,” IEEE Transactions on 
Electron Devices ED-30:1123–1133 (Sept. 1983).
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very short. More typically, loss of quantum efficiency on the n-side results from recombination at 
the surface.

The quantum efficiency of a junction photodiode is illustrated as a function of wavelength 
in Fig. 3. In the ultraviolet, the light is absorbed very near the surface and some of the photo-
generated charge can be lost to surface recombination. In the 420- to 700-nm region, most of 
the light is absorbed close to the junction and is easily collected. The structure in the quantum 
efficiency illustrated in Fig. 3 results from the multilayer reflections of light in the oxide layer 
which overlies the photodiodes used in image sensors. The positions of the minima and maxima 
depend on the thicknesses and indices of refraction of the layers overlying the silicon. Beyond 
800 nm, some of the photons are absorbed sufficiently deep in silicon that the carriers recombine 
before they can diffuse to the junction; this results in a decrease in quantum efficiency at longer 
wavelengths.

In most image sensing applications, the junction diode at each picture element is used not only 
to collect the photogenerated carriers but also to store the carriers until they can be read out. In an 
imaging array, each photodiode would be reset to a reverse bias V, by a MOS gate. The capacitance 
of the diode of area A for an abrupt n + p junction is given by C V A W Vs( ) [ ( )]= ε /  where W(V) is the 
depletion width.

When a photogenerated carrier is collected by the junction, it is stored on the junction until it is 
read out. Storage of a carrier will cause the voltage on the junction to decrease by q/C(V). When the 
photogenerated charge is removed from the junction during readout, the junction voltage is restored 
to its original value.

If so much photogenerated charge is stored on the photodiode that the voltage drops to zero 
before the charge can be read out, additional charge cannot be collected and will diffuse into the 
p-type substrate. This condition is referred to as saturation. The diffusion of excess charge into 
neighboring photosites is called blooming.

One of the difficulties encountered in using the junction photodiode in image sensor applica-
tions is image lag. The combination of the capacitance of the photodiode and the channel resistance 
of the MOS transfer gate used to read out the diode give rise to a time constant for transferring 
the photogenerated charge from the diode to the readout structure. As a result, not all the charge 
can be completely drained from the diode during the short reset times typically used in imaging 
applications. The remaining charge is drained in successive readouts, causing an afterimage. This 
effect is called image lag.3
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MOS Capacitor

The MOS capacitor consists of the silicon substrate (taken to be p-type in this section), a thin layer 
of silicon dioxide (typically 200 to 1000 Å thick), and an electrode (typically polycrystalline silicon 
doped heavily n-type with phosphorous). The physical structure and the band diagrams of the 
surface channel MOS capacitor are shown in Fig. 2b for a p-type substrate. If the gate of the MOS 
capacitor is biased positive, a depletion layer is created in the p-type silicon substrate. The depth 
of the depletion layer depends on the substrate doping, gate voltage, and oxide thickness. The cal-
culation of the depth of the depletion layer is somewhat more complex than the photodiode∗ and 
depends on the electrostatic potential at the surface, called the surface potential Φs. For values typi-
cal of image sensors (NA = 1 × 1015, 5-V gate bias, 500-Å oxide thickness) the depletion layer is 2.4 μm 
deep. On the edges of the photocapacitor (see Fig. 2b) is a heavily doped p-type region overlaid by 
a thick (2000- to 5000-Å) oxide layer. This is called the field or channel stop region. Because of the 
heavier p-type doping, the field is not depleted by the voltage on the gate. The channel stops confine 
the electrons to the channel region.

If the MOS capacitor is illuminated, a fraction of the light will be reflected, a fraction will be 
absorbed in the polysilicon, and the rest will be transmitted into the silicon substrate. The absorp-
tion coefficient of heavily doped polysilicon is shown as a function of wavelength in Fig. 1. The 
absorption coefficient is 4 × 104 cm−1 at 450 nm and 1.2 × 104 cm−1 at 550 nm. For a 3000-Å-thick 
polysilicon electrode, less than 30 percent of the blue light and less than 70 percent of the green light 
is transmitted through the polysilicon. The photons entering the silicon are absorbed, either in the 
depletion layer of the MOS capacitor or in the undepleted p-type silicon beneath the depletion layer. 
Those photogenerated electrons created in the undepleted p-type region move by diffusion until 
they are captured by the depletion layer or they recombine. The electrons are held at the silicon-SiO2 
interface, where they remain until they are read out. The quantum efficiency as a function of wave-
length is illustrated in Fig. 3. The efficiency is low in the blue owing to absorption in the polysilicon. 
The structure in the quantum efficiency as a function of wavelength is due to multilayer interference 
in the polysilicon-oxide-silicon stack.

Charge is stored in the MOS capacitor at the silicon-silicon dioxide interface as a layer of sheet-
charge only a few hundred angstroms thick. As more photogenerated charge is added, the surface 
potential decreases. If sufficient photogenerated charge is added, the surface potential becomes zero 
and no additional charge can be stored. This condition is saturation.

The capacitance per unit area on which photogenerated charge is stored is the parallel capaci-
tance of the oxide and the depletion layer:

  C
t W s− = +

⎛
⎝⎜

⎞
⎠⎟

1 ox

ox siε ε
( )Φ

  (7)

where the depletion width W s( )Φ  is give by 

  W
Ns

s

A

( )Φ
Φ

=
2εsi

q
  (8)

in nearly all cases, the oxide capacitance is the dominant term. As a result, the storage capacity of the 
MOS capacitor is significantly larger than the junction diode in which the charge is stored only on 
the depletion capacitance.

A variant of the surface-channel photocapacitor is the buried-channel photocapacitor. The 
structure and band diagram are shown in Fig. 2c. In this device, a lightly-doped n-type region is 
diffused or implanted into the silicon surface early in the fabrication process. This n-type region is 
sufficiently lightly doped that it is fully depleted. The n-type dopant in the buried channel results in 

∗To determine the depletion depth, the surface potential Φs must be calculated which depends on the voltage on the gate of 
the MOS capacitor, the oxide thickness, substrate doping, and weakly on temperature. See reference on p. 32.3. 
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a band diagram with a potential minimum, or well, for electrons just below the surface.∗ This well 
is separated from the surface by a few thousand angstroms in distance and about 1 V in potential. 
When the buried-channel photocapacitor is illuminated, the electrons collect in the buried channel 
and do not contact the surface. The primary purpose of the buried channel is to prevent electrons 
from being trapped by interface states at the silicon-silicon dioxide interface.

The photocapacitor has several advantages over the junction photodiode. These include higher 
storage capacity per unit area, zero lag readout, and generally lower dark current. The principal dis-
advantage is the low quantum efficiency in the blue. In some applications, a transparent electrode, 
such as indium-tin-oxide (ITO) may be substituted to improve the blue response.4 ITO has very low 
absorption over the visible (420 to 750 nm) and can be deposited sufficiently conductive for use as a 
gate electrode in an image sensor. 

Another approach to achieving high quantum efficiency is the thinned backside-illuminated 
charge-coupled device (CCD). In this approach, the CCD (which is an array of MOS capacitors) is 
fabricated on the frontside of a silicon wafer. The wafer is then thinned from the backside to 10 μm 
or less in thickness. The backside is passivated to prevent surface recombination. Photons entering 
the backside are absorbed in silicon beneath the MOS capacitors (usually buried channel). The pho-
togenerated carriers diffuse to the capacitors, where they are held until they are read out. This device 
has quantum efficiency similar to the photodiode in the visible. However, because the silicon is thin, 
some of the photons at wavelengths beyond 700 nm will not be absorbed and so the quantum effi-
ciency falls off beyond 700 nm. Owing to their extreme complexity in process and their extremely 
fragile design, backside-illuminated image sensors are limited to special scientific applications, espe-
cially astronomy.

Pinned Photodiode

The third type of photosensitive element is the pinned (p+ np) photodiode.5 This is sometimes called 
the hole accumulation diode, or HAD. This element combines the best features of the photodiode 
and photocapacitor, offering the high blue response of the photodiode with the high charge capac-
ity, zero lag, and low dark current of the buried-channel photocapacitor. The pinned photodiode 
consists of a very shallow (<2000 Å) P + layer overlying an n-type buried-channel region. The struc-
ture and band diagrams are shown in Fig. 2d. The p+ surface layer, which contacts the p+ channel 
stop region on the sides, holds the electrostatic potential at the surface at 0 V. When the photodiode 
is illuminated, the photogenerated electrons are held in the n-type buried-channel region just below 
the surface.

The quantum efficiency of the pinned photodiode is nearly identical to that of the photodiode 
shown in Fig. 2. Because there is no overlying polysilicon electrode, the blue response is very high, 
similar to that of the photodiode. Because the buried-channel region can be completely emptied, the 
pinned photodiode does not have the lag of a normal junction (n+p or p+n) photodiode. The pinned 
photodiode has been the most widely used image-sensing element in interline area CCDs used for 
camcorders and for industrial and medical cameras. The pinned photodiode is also used in some 
linear image sensors, particularly where low image lag is critical.

Photoconductor

The last type of photosensitive device is the photoconductor. The most common material for the 
photoconductor is hydrogenated amorphous silicon, although other material systems have been 
explored. Amorphous silicon photoconductors have been used for two types of image sensors: area image 

∗For a review of the calculation of electrostatic potential and charge capacity of buried-channel MOS capacitors and charge-
coupled devices, see B. C. Burkey, G. Lubberts, E. A. Trabka, and T. J. Tredwell, IEEE Transactions on Electron Devices ED-31(4):423 
(April 1984).
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sensors, where it is deposited on top of an area array to improve fill factor (i.e., the proportion of the 
picture element which is photosensitive), and contact linear sensors, where it is deposited on large 
ceramic or glass substrates to fabricate very long line or linear arrays.

The structure of an amorphous silicon photoconductor on a CCD image sensor and the cor-
responding band diagrams are shown in Fig. 2e. The hydrogenated amorphous silicon photo-
conductor consists of a back electrode, an undoped amorphous silicon layer approximately 1 μm 
thick, and a transparent top electrode.6 Additional doped amorphous silicon or silicon nitride 
layers may be added to the amorphous silicon front or back surfaces to improve performance. 
Photons absorbed in the amorphous silicon generate electron-hole pairs. Photogenerated elec-
trons and holes are quickly swept to the back and front electrodes, respectively, because of the 
high electric field in the photoconductor. When the amorphous silicon is used as part of an area 
image sensor, the electrons on the back electrode can be transferred into the readout element; 
when used as part of a contact linear array, the voltage change can be amplified and read out 
through a multiplexer.

The quantum efficiency of an amorphous silicon photoconductor is shown in Fig. 3. Owing to 
the wider bandgap of the amorphous silicon, photons of wavelength greater than about 650 nm are 
not absorbed. The advantage of the amorphous silicon is the high quantum efficiency across the 
visible wavelengths and the ability to fabricate devices either on top of area CCDs for higher fill fac-
tor or to process on glass or ceramic for very large linear sensors. The disadvantages include charge 
trapping at defects in the amorphous silicon and low carrier mobility, both of which lead to field-
dependent nonlinear response and image lag when used in an image sensor. Improvements in mate-
rial and device technology have mitigated many of these disadvantages at the expense of process and 
device complexity.7

Antiblooming in Charge-Sensing Elements

Blooming in image sensors occurs when the charge generated in an image-sensing element exceeds 
its capacity. If no method is provided to remove this excess charge, it will be injected either onto the 
readout element (CCD or MOS readout line) or into the substrate. If the excess charge is injected 
onto the readout element, it will usually appear as a bright line in the image. If it is injected into the 
substrate, the charge can diffuse in a circular pattern and be collected by neighboring elements.

There are two basic types of antiblooming circuits: lateral and vertical.8,∗ In lateral antiblooming, 
illustrated in Fig. 4a and b, a MOS antiblooming gate and an antiblooming drain are provided adjacent 
to each image-sensing element. Excess charge on the sensing element overflows the antiblooming gate 
onto the antiblooming drain. The antiblooming drains of all elements on the array are connected and 
the current sunk in a bias supply.

In a vertical antiblooming structure, illustrated in Fig. 4c and d for a pinned photodiode sensing 
element, the image-sensing element is fabricated in a shallow, lightly doped p-well. A large (10- to 
30-V) bias is applied to the n-type silicon substrate, causing the p-well underneath the photodiode 
to become completely depleted. Once the charge on the diode exceeds its capacity, the excess charge 
flows over the saddle-point in the p-well, under the diode, and into the substrate. The substrate is 
connected to a bias supply which sinks the blooming current. The vertical antiblooming structure 
has the advantage of requiring no additional silicon area, so that antiblooming is achieved with no 
reduction in fill factor. Lateral antiblooming, on the other hand, requires additional silicon area 
in each pixel, thereby reducing fill factor. The vertical antiblooming has the disadvantage of lower 
quantum efficiency at wavelengths longer than about 500 nm. Because any light absorbed below the 
photodiode or photocapacitor is drained into the substrate, the quantum efficiency of photodiodes 
or photocapacitors with vertical antiblooming is reduced.

∗Other types of antiblooming are occasionally used in image-sensing arrays. One of these is charge pumping, in which a 
MOS gate is repeatedly clocked in order to cause excess charge held underneath it to recombine at interface states at the silicon-
silicon dioxide interface. In charge pumping, the MOS gate is pulsed sufficiently negative to cause accumulation, resulting in the 
interface stated filling with holes. When the gate is pulsed out of accumulation, excess electrons can recombine with the holes.
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FIGURE 4 Antiblooming methods for image sensors: (a) cross section of lateral anti-
blooming structure; (b) illustration of electrostatic potential and charge overflow in lateral 
antiblooming; (c) cross section of vertical antiblooming structure; and (d) band diagram 
and illustration of charge overflow in vertical antiblooming.
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Dark Current in Photosensing Elements

Signal in photosensing elements is the result of collection of electron-hole pairs generated by the 
absorption of light. However, charge is generated at each photosensing element even in the absence 
of light. This generation is called dark current and is a result of thermal generation of electron-hole 
pairs. The thermal generation occurs at defects, such as impurities or crystalline defects, in the bulk 
of silicon and at surface states at the silicon-silicon dioxide interface.

There are four sources of dark current: (1) diffusion current, which is the thermal generation 
of carriers in the undepleted n- and p-type regions; (2) depletion layer generation current, which 
occurs in the depletion layer of a diode or MOS capacitor; (3) surface generation current, which 
is the generation of electron-hole pairs at interface states at the Si-SiO2 interface; and (4) leakage, 
which refers to generation at extended defects such as impurity clusters or stacking faults, particu-
larly in the presence of a large electric field. These sources of dark current are illustrated for a pho-
todiode and a photocapacitor in Fig. 5. The generation of the electron-hole pairs in both diffusion 
current and depletion-layer generation-recombination current occurs almost exclusively at impurity 
sites. Impurities with energy levels near midgap, such as gold, copper, and iron, are particularly 
effective in the thermal generation of charge. The depletion-layer generation current is given by∗

  J V
n W V

g
i

o

( )
( )

=
q

τ
  (9)

where W(V) is the width of the depletion layer at a given bias voltage in the MOS capacitor or junction-
photodiode, ni is the intrinsic carrier concentration, and to is the depletion-layer lifetime, for carriers. 

∗The expressions here are for the generation current. The total current is the sum of the generation and recombination 
current given by

  J V n W V
i o

V kT
gr

/( ) ( ( ) )( )/= −q eqτ 2 1   

However, for diodes under 0.2 V or more of reverse bias (qV/kT > 8), such as would be the case in an image sensor, the recombi-
nation current is negligible.
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Typical values of to in clean MOS processes would be 1 to 10 ms and values of Jgr would be 30 to 
300 pA/cm2.

The diffusion generation current for a p-type region is given by∗ 

  J
n L

N
i

a e
diff =

q 2
e

τ
  (10)

Since the intrinsic carrier concentration ni depends on temperature as e−Eg kT/2 , depletion-layer gen-
eration current and diffusion current will have different temperature dependences. Depletion-layer 
generation current will increase as e−Eg kT/2 , which corresponds to a doubling in dark current for 
every 9 to 11°C increase in temperature near room temperature. Diffusion current will increase as 

e−Eg kT/2 , which corresponds to a doubling every 4.5 to 5.5°C increase in temperature.
The surface generation current JS occurs almost exclusively at regions where the depletion layer 

intersects the Si-SiO2 interface, such as the surface region between the n+- and p-regions around a 
photodiode or in the depleted surface under a MOS capacitor. It is given by

  J
q

s
i on s

=
2

  (11)

where so is the surface recombination velocity. A typical value of JS for a MOS surface would be 
100 pA/cm2.9,† The surface generation depends on temperature in the same manner as the depletion-
layer current. In very clean MOS processes (i.e., low concentration of metallic impurities in silicon), 
the surface current is often the largest component of the overall dark current.

Leakage current occurs at extended defects in silicon, such as impurity clusters and stacking 
faults, particularly when these defects are in a depletion layer and so are subject to a high electric 
field. While there is no single analytical expression for the current generated by an extended defect, 

∗The full expression for the diffusion current from the undepleted p-region in a diode is

  J
n L

N
i

a

V kt
diff

= −
q

e
2

1e

e
τ

( )/q   

However, for reverse biases more than 0.2 V (qV/kT > 8), as would be the case in a photodiode in an image sensor, only the gen-
eration term is important.

†In calculating the total surface current, the current density Js is multiplied by the area of the depleted surface. For a pn junc-
tion diode, this would be the area of depleted surface region around the diode between the n- and p-regions (i.e., approximately 
the junction perimeter times the depletion-layer width); for a MOS capacitor it would be the entire area under the MOS capaci-
tor unless sufficient sheet charge of electrons had formed at the surface to invert the surface. The surface recombination velocity 
is given by S No n p= st thυ σ σ  where Nst is the density of surface states near midgap, uth is the thermal velocity (2.0 × 107 cm/s) 

and sn and sn are the electron and hole cross sections for midgap surface states. See reference on p. 32.3 for a complete 
explanation.

FIGURE 5 (a) Cross section of buried-channel MOS capacitor and (b) band diagram 
of buried-channel MOS capacitor illustrating mechanisms for dark current generation.
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they are characterized by very high values of dark current (�1 nA/cm2), a very strong dependence 
on the electric field, and, in regions of high electric field, only a very slight dependence on tempera-
ture. In an image sensor, they are visible as “bright spots” in a few isolated pixels against the other-
wise low level of background thermal generation.10

Values for the dark current vary widely because of variation in the amount of impurities in the 
silicon; the dark current can range from 0.01 nA/cm2 in very high quality image sensors to >10 nA/cm2 
in sensors with significant metallic contamination. The total number of electrons Ne collected in a 
pixel is

  N ATe J q= int /   (12)

where J is the total dark current per unit area, A is the area of the pixel, and Tint is the integration 
time. For a 1/2-in format CCD such as would be used in a camcorder, typical values would be a dark 
current of 0.5 nA/cm2, a pixel area of 100 μm2, and an integration time of 1/30 second; the number 
of thermally generated electrons would be 105 electrons per pixel. Image sensors developed for 
scientific purposes might have a dark current 5 to 10 times lower at room temperature. These same 
devices might also be operated below room temperature to reduce the thermal generation to levels 
below one electron per pixel.

There are two types of noise associated with the charge generated by the dark current: shot noise 
and pattern noise. The shot noise due to the dark current is the square root of the number of dark 
electrons in a pixel. Pattern noise is due to pixel-to-pixel variations in the dark current and is often 
highly correlated between neighboring pixels. A numerical value for the dark pattern noise is typi-
cally obtained by using the standard deviation of the pixel values in the dark from a large region of 
an imager, where the values are obtained by averaging over many frames to eliminate shot noise and 
other temporal noise sources.∗

32.4 READOUT ELEMENTS

The readout element transfers the charge from the image-sensing element (photodiode, photoca-
pacitor, or photoconductor) to the output of the image sensor. In a linear sensor, the readout is only 
in one direction. In an area sensor, both x and y readout is required. There are two basic types of 
readout elements: charge-coupled devices, or CCDs, and x-y addressed photodiode arrays (typically 
called MOS arrays owing to the MOS transistors used in the addressing of the pixels). CCDs are by 
far the most widely used readout elements owing to their very low noise. Nearly all consumer cam-
corders, facsimile machines, scanners, copiers, and professional and scientific cameras utilize CCDs. 
Applications of MOS arrays are largely restricted to those where addressing of an individual pixel or 
subarray is required.

Charge-Coupled Device (CCD)

CCD Operation The CCD works by moving packets of charge physically at or near surface of 
silicon from the image-sensing element to an output, where the charge packet is converted into a 
voltage. The CCDs is formed by an array of overlapping MOS capacitors.11–13 There are a number 
of different types of CCDs, including four-phase, three-phase, two-phase, virtual (single-) phase, and 
ripple-clocked CCDs. The number of phases refers to the number of separately clocked elements 

∗A histogram of the dark current values of the pixels is rarely gaussian. In most cases, it exhibits an extended tail at high 
dark current values due to pixels with crystalline defects. The histogram may also exhibit quantization due to pixels with integral 
number of impurities (i.e., 1, 2, or 3 gold atoms); the quantization may even be used as a signature of the impurity present. See, 
for example, McColgin et al., “Effects of Deliberate Metal Contamination on CCD Image Sensors,” Materials Research Society 
Symposium Proceedings, 262: 769 (1992) and “Dark Current Quantization in CCD Image Sensors,” Proc. 1992 International 
Electron Device Meeting, Washington, D.C., 113–116 (1992).
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within a single stage of the CCD. These are described later. For understanding the principle of 
charge transfer in a CCD, consider the four-phase CCD illustrated in Fig. 6a.

The four-phase CCD physically comprises a silicon substrate (assumed to be p-type for purposes 
of illustration), a gate oxide 300 to 1000 Å thick, and overlapping polysilicon electrodes 1000 to 5000 Å 
thick which have been heavily doped with phosphorus to lower their resistance. For a four-phase 
CCD, two levels of electrode are required. The first level is deposited, then defined photolithographi-
cally to form two phases (f1 and f3). A thin (500-Å) oxide is grown over the first level of polysilicon 
to insulate it from the second level. The second level of polysilicon is then deposited, doped with 
phosphorus, and defined to form the other two phases (f2 and f 4). An electron micrograph of a 
four-phase CCD with six-micron long gates is shown in Fig. 6b.

The process of charge transfer in a four-phase CCD is illustrated in Fig. 6c. In order to hold a 
packet of electrons, two adjacent gates (f2 and f3, for example) would be held at a high positive 
potential (~+5 V) while the other two phases would be held at a low potential (~0 V). A depletion 
layer, or well, is formed under f2 and f3, allowing electrons to be held at or below the surface. The 
other two phases, f1 and f 4, serve as potential barriers, keeping the charge packet under f2 and f3.
To transfer the electrons through silicon, the electrode ahead of the charge packet (f 4) is clocked 

(a)

(b)

(c)

p-type Silicon

CCD unit cell

Line readout register
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t1
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drain

Output
diffusion

Sensor output

FIGURE 6 (a) Cross-sectional diagram of unit cell 
of a four-phase CCD; (b) scanning electron micrograph 
of a unit cell of a four-phase CCD; and (c) illustration of 
charge transfer along a four-phase CCD, showing both 
transfer along the register and at the sensor output.
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positive and the electrode behind (f2) is clocked negative. The electrons move along the silicon 
surface following the positive potential. This is repeated through all four phases, during which the 
charge packet is moved forward one pixel.

The CCD may be either surface-channel or buried-channel. In a surface-channel CCD (Figs. 2b
and 6a) the electrons are held at the silicon surface. Surface-channel CCDs are rarely used owing to 
the trapping of electrons at interface states at the silicon surface. At the silicon-SiO2 interface there is 
a density of states of about 1 × 1010cm−2 eV−1. These states can trap electrons from one charge packet 
and reemit the electrons into a later charge packet. This results in transfer efficiency. In the buried-
channel CCD (Figs. 2c and 6d), a lightly doped n-type layer is formed in silicon. This n-type layer 
results in a potential well for electrons just below the surface rather than at the surface (Fig. 2b). As a 
result, the electrons remain separated from the interface and are not trapped by interface states. This 
results in the ability to transfer charge from one stage to another with very high efficiency. Virtually 
all CCDs for image-sensing applications utilize buried-channel CCDs. The clock voltages used to 
drive CCD gates typically swing by 5 to 8 V between high and low levels.

For buried-channel CCDs, transfer rates of up to 20 MPix/s can usually be achieved without spe-
cial design considerations. Above this rate, special attention must be paid to optimizing the electric 
field along the direction of transfer to speed up charge transfer. Transfer rates exceeding 50 MPix/s 
have been achieved in optimized CCD designs.14

CCD Output At the output of the CCD is a circuit to convert the charge packets into a voltage 
signal. By far the most common type of output circuit is the floating diffusion with source fol-
lower amplifier. The floating diffusion output is shown schematically in Fig. 7a and a photograph 
of the end of a CCD shift register with the first stage of the amplifier is shown in Fig. 7b. The float-
ing diffusion output consists of an output gate (OG), a floating diffusion, a reset gate (RG), and a 
reset drain. The floating diffusion is an n+-type region between the output gate and the reset gate. 
The floating diffusion is connected to the gate of a source-follower amplifier. The output gate is 
held at a fixed dc voltage, creating a barrier potential over which the packet of electrons can be 
transferred onto the floating diffusion when the last phase of the CCD register is clocked to its low 
(~0 V) voltage.

The sequence of events in the CCD output is shown in Fig. 6c. As the charge packet is transferred 
along the CCD, it arrives at the last phase (f4) before the output gate (time t2 in Fig. 6c). When f4 
is clocked low (time t3), the packet of electrons is transferred over the output gate onto the floating 
diffusion (time t0). The voltage of the floating diffusion changes by an amount

  V N C= q/   (13)

where N is the number of electrons and C is the total capacitance of the floating diffusion itself, 
the interconnect to the source-follower amplifier and the input capacitance of the amplifier. In 
typical CCDs, this capacitance would be in the 10- to 50-fF range. Because this capacitance is so 
small, there is a large change in voltage for a small change in charge. The charge-to-voltage con-
version is an important parameter in CCD design; for a 10-fF capacitance the charge-to-voltage 
conversion is 16 μV/electron. After the change in voltage has been sensed by the amplifier, the 
charge packet must be removed from the floating diffusion before the next packet arrives. This is 
achieved by clocking the reset gate positive (time t1 in Fig. 6c), allowing the charge packet to flow 
from the floating diffusion to the reset drain. The reset drain is held at a constant positive voltage, 
typically ∼10 V. The reset drain is then turned off and the floating diffusion is prepared to accept 
the next packet of electrons.

The change in voltage from the floating diffusion is typically buffered on-chip by a source-
follower (Fig. 7c). A two-stage source follower is most often used. The first stage utilizes very small-
dimensioned FET transistors in order to minimize the input capacitance. The second uses much 
larger FET transistors in order to achieve sufficient drive current to overcome off-chip capacitances 
such as package and lead capacitances on the circuit board. The source-follower amplifier is typi-
cally designed to have a bandwidth on the order of ten times the CCD pixel rate. For high-pixel-rate 
applications (>10 MPix/s), three-stage source-follower amplifiers are employed.
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For special purpose applications, such as CCD signal processing, nondestructive readout is 
required. Floating gate output amplifiers are used in these applications. These amplifiers are similar 
to the floating diffusion except that the floating diffusion is replaced by a MOS gate which is con-
nected to the MOS amplifier. Other outputs, such as buried-channel JFET structures, have seen lim-
ited use in very low noise applications.15

Types of CCDs In addition to the four-phase CCD described here, there are a number of other 
types of CCD shift registers, including three-phase, two-phase, and virtual phase. The different 
types are illustrated in Fig. 8. The four-phase CCD (Fig. 8a) was described previously. The three-
phase (Fig. 8b) consists of three different layers of polysilicon electrodes. The charge is normally 
held under one of the three; during transfer, the gate ahead of the charge packet is clocked positive 
and the gate holding the charge is clocked negative in order to transfer the charge one gate ahead. 
The three-phase CCD has the advantage of a shorter unit cell than the four-phase but at the expense 
of additional processing complexity (i.e., a third polysilicon layer).

In the two-phase CCD, each phase has a barrier and a well region. The barrier is formed by dop-
ing the barrier region slightly less n-type than the well region, making the electrostatic potential in 
the barrier region a few volts lower than the well region for the same gate voltage. Electrons will flow 
over the barrier region and be held in the well region. There are two methods of fabricating a two-
phase CCD. In the first method (Fig. 8c), two separate gates are used for each phase; one gate receives 
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(b)
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From
floating
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FIGURE 7 (a) Cross section of the floating 
diffusion output for a CCD; (b) photomicrograph of 
a floating diffusion output including the first stage 
of the source-follower amplifier; and (c) two-stage 
source-follower amplifier with on-chip loads.
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a threshold-adjust ion implantation in order to create the barrier region. The two gates, however, are 
connected and thus driven at the same voltage. In the other method (Fig. 8d), the barrier and well 
regions are created under a single polysilicon gate. The two-phase CCD is very commonly used for 
three reasons. First, it requires only two clocks (f1 and f2), simplifying drive circuitry. Second, the 
clocks are complementary. This reduces clock feedthrough. Third, the two-phase has a higher hori-
zontal density, especially the two-phase with barrier and well regions under the same gate.

The virtual phase CCD16,17 (Fig. 8e) consists of one gate with both barrier and well regions within 
it and a second region, the virtual phase, in which a shallow high-dose ion implantation is used to 
create a heavily doped surface region which pins the surface potential at 0 V. The virtual phase has 
both barrier and well regions within it and acts the same as a polysilicon gate held at a constant 
voltage. Charge is first transferred from the clocked phase into the virtual phase, then the charge is 
transferred from the virtual phase into the next clocked phase. The virtual phase CCD has a number 
of advantages, including higher quantum efficiency than two-polysilicon-level area CCD sensors 
and simpler clocking. The disadvantages of the virtual phase include the need for larger voltage 

(a)

(b)

f1 f2 f3 f4

(c)

f1 f2 f3

(d)

f1 f2

f1 f2

(e)

FIGURE 8 Types of CCD registers: (a) four-phase; (b) three-phase; (c) pseudo-two-phase; (d) true two-
phase; and (e) virtual phase. In the pseudo-two-phase CCD, each phase consists of two polysilicon gates, one of 
which is offset in potential from the other by an implanted threshold adjustment. In the true two-phase CCD, 
each phase consists of a single polysilicon gate in which the implanted threshold-adjust region is formed under-
neath a portion of the gate.
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swings on the single-clock and high-clock feedthrough into the output due to the lack of comple-
mentary clocks.

CCD Characteristics The four major performance parameters of a CCD shift register and output 
amplifier are charge-handling capacity, charge-transfer efficiency, charge-to-voltage conversion 
ratio, and noise. The charge capacity is the number of electrons which can be held and transferred 
in the CCD shift register. As charge is added to a shift register, a point is reached at which excess 
charge cannot be held; the excess charge either overflows into adjacent pixels or overflows into the 
bulk beneath the CCD or, in the case of a buried-channel CCD, overflows the barrier to the Si-SiO2 
surface. The charge capacity is a function of the device design, device layout, and CCD process. Figure 
9a shows the electrostatic potential and charge distribution in a buried-channel CCD at three levels 
of charge: approximately one-quarter of saturation, at saturation, and beyond saturation. Below 
saturation, the electrons fill the center of the buried channel in the region of largest potential, sepa-
rated from the surface by approximately 0.2 μm in distance and about 500 mV in potential. As more  
charge is added, the electron distribution spreads toward the surface and the potential barrier to 
the surface drops. Beyond saturation, the electrons contact the surface directly, resulting in charge-
transfer inefficiency and blooming to neighboring pixels. The charge capacity of most CCD shift 
registers is of the order 1 × 1012 electrons/cm2 of area in which the charge is held. In most CCD cells, 
the charge is held in only a fraction of the total cell area both along and across the CCD register. 
Typically, area CCD image sensors are designed with CCD charge capacities in the range of 50,000 
to 200,000 electrons. Linear CCD image sensors, because of the larger amount of silicon area avail-
able for the CCD shift register, often are designed for 100,000 to 1,000,000 electrons.

The second major performance parameter for CCD shift registers is charge transfer efficiency. 
The transfer of charge from one stage to the next is neither instantaneous nor complete, limiting 
both transfer rate and the total number of stages in the CCD. There are two intrinsic mechanisms 
governing charge transfer: drift and diffusion. Drift is the movement of charge in the presence of an 
electric field. There are two origins of the electric field seen by an electron during charge transfer: 
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the self-induced field resulting from the other electrons under the gate and the externally induced 
or fringing field. During the early stages of charge transfer, the self-induced field is large and is the 
dominant factor. After the charge concentration under the gate has decreased to a low value, the 
remainder of the charge transfer will be governed either by diffusion or by drift due to externally 
induced or fringing fields.

FIGURE 9 (b) Charge density as a function of distance along a CCD for various 
times following the beginning of charge transfer from one 8-μm stage to another 
and (c) charge transfer inefficiency as a function of time from the start of charge 
transfer for the same example. (Continued)
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For a surface-channel CCD, the self-induced fields can be estimated from the formula:

  E
q= −
C

dN
dx

  (14)

where C is the gate capacitance per unit area and N(x) is the density of electrons as a function of dis-
tance x from the edge of the electrode. In the early stages of charge transfer, both N and dN/dx are
large. As the transfer proceeds, both N and dN/dx become small and the charge transfer is governed 
by fringing fields and diffusion.

Fringing fields are due to the two-dimensional nature of the electrostatic potential. If the 
charge is being transferred from gate 1 to 2, the potential will change smoothly between the two 
gates. The effect of the potential from one gate will typically extend 1 to 3 μm into a neighboring 
gate. The charge within the range of the fringing field will move by drift to the neighboring gate. 
Charge out of the range of the fringing fields will move by diffusion.

Figure 9b shows an example of charge transfer calculated for charge transfer from one 8-μm-
long CCD gate into an adjacent gate. The charge density is shown as a function of distance along 
the CCD at several times after the start of charge transfer. At the start of the transfer, all the charge is 
under the first gate. At 0.01 ns into the transfer, the charge has moved from the edge of the first gate 
into the second gate, as a result of self-induced drift. By 0.2 ns, approximately half the charge has 
been transferred. By 0.7 ns, over 90 percent of the charge has moved into the second gate, leaving a 
residual in the first. At this point, the self-induced drift is sufficiently small that drift due to fringing 
fields and diffusion are the dominant mechanisms. Figure 9c shows the charge transfer inefficiency 
as a function of time for this example. Two slopes are evident in the transfer inefficiency. In the first 
0.5 ns, the charge is transferred rapidly owing to the self-induced drift. For times longer than 0.7 ns, 
the transfer is due to fringing fields in this example.

For CCDs with longer gates or lower fringing fields than the example above, the final ∼10 percent 
of the charge must transfer by diffusion. Charge transfer by diffusion follows an exponential time 
dependence.

  N t N e t( ) ( ) /= −0 τdiff   (15)

where, the time constant τdiff  for diffusion is

  τ
πdiff =
4 2

2

L

D
g

  (16)

Here, Lg is one gate length and D KT qe= μ / .
For electrons at room temperature, D = 25.8 cm2/s. For an 8-μm long gate, the diffusion time 

constant is ∼10 ns. To achieve a transfer inefficiency below 2 × 10−5 per transfer, 11 time-constants, 
or 110 ns in this example, are required. For this reason CCDs are typically designed with gate lengths 
shorter than ∼8 μm and to build-in fringing fields.

In the simplest case for very low levels of transfer inefficiency, the total transfer inefficiency 
in a CCD register is the product of the number of stages N in the register and the transfer inef-
ficiency per stage. Each stage will require two or more transfers. Virtual phase and two-phase 
require two transfers per stage, three-phase requires three transfers, and four-phase requires four 
transfers. The inefficiency per stage, however, will likely depend in a complicated manner on the 
amount of charge in the charge packet, the amount of charge in preceding charge packets, the 
voltages, and frequency of operation. The charge in the preceding packets will affect the filling of 
both bulk and interface traps.

In addition to the intrinsic sources of transfer inefficiency, there are a variety of extrinsic sources. 
These include surface and bulk traps and potential wells and barriers. The traps and the potential 
obstacles hold back an amount of charge from a charge packet. The charge is reemitted to later 
charge packets. The inefficiency due to traps depends on whether the traps have been filled by 
preceding charge packets and the emission time constants of the traps, and so is not modeled in a 
simple manner.
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The intrinsic sources of noise in CCD shift registers include dark current and output ampli-
fier noise. In addition, other sources of noise not intrinsic to the CCD itself include noise due to 
clock feedthrough from the CCD clocks to the output signal and noise in external electronics. The 
generation of dark current in CCD shift registers is the same as described at the end of Sec. 32.3 for 
photosensing elements. Associated with the dark current are both shot noise and pattern noise. The 
magnitude of the pattern noise in a CCD shift register is reduced over that of a single element since 
the charge packet averages the dark current over many pixels as it is transferred to the output.

The noise associated with the CCD output consists of the Johnson or thermal noise, the 1/f noise 
of the output amplifier, and the kTC noise associated with resetting the floating diffusion. The kTC 
noise is due to uncertainty in the amount of charge remaining on the floating diffusion following 
reset owing to thermal fluctuations in the reset gate. The rms noise sn in the number of electrons 
caused by kTC noise is given by

  σn q
C= kT

FD   (17)

where CFD is one total floating diffusion capacitance. For a 10-fF floating diffusion capacitance, the 
rms noise is ~40 electrons.

The kTC noise may be eliminated entirely by use of a signal-processing technique called corre-
lated double sampling (CDS). In correlated double sampling, the output level is sampled before the 
charge packet is transferred onto the floating diffusion and again after transfer of the charge packet 
(times t2 and t0 respectively in Fig. 6c). The two values are subtracted either by an analog circuit or 
by digital subtraction. Any uncertainty in the voltage level of the floating diffusion following reset 
is subtracted and thus the kTC noise eliminated. The output amplifier low-frequency noise, called 
1/f noise because of the inverse frequency (1/f) shape of the noise power spectrum, is also reduced 
but not eliminated by correlated double sampling. The total noise of a CCD output amplifier is in 
the range of 7 to 40 rms electrons per pixel depending on the amplifier design and the operating 
speed. Values of a single rms electron or less have been obtained for very slow pixel rates under 
cooled conditions.18

MOS Readout

The other major category of readout structures is the MOS readout. The individual light-sensing ele-
ments (photodiodes, photocapacitors, or photoconductors) at each pixel are connected to a readout 
line by means of a transfer gate. Each pixel along the readout line is addressed separately by address-
ing circuitry. When a particular pixel is addressed, the transfer gate is turned on and the charge 
transferred from the pixel to the readout line. An amplifier at the end of the readout line senses the 
change in voltage or current resulting from the charge transfer.

Typically, the pixels would be addressed serially along the line. The first pixel would be addressed, 
causing the charge from the image-sensing element to be transferred onto the readout line. The 
voltage change or current would be sensed, the readout line reset to its original voltage if necessary, 
and the next pixel addressed. This is different from a CCD. In the CCD, charge from all pixels is 
transferred into the CCD register simultaneously. Individual pixels or groups of pixels cannot easily 
be addressed in a random fashion by the CCD, but this random addressing can be accomplished 
readily by the MOS readout.

There are several types of MOS readout devices. These include the CID,19 the AMI,20 and the 
CMD21 in addition to the normal MOS array. The CID has no readout line. Each pixel consists of 
two overlapping gates, one controlled by a row address and the other by a column address.11 When 
neither a row nor a column of a particular pixel is being addressed, the photogenerated charge is 
held under both gates and can be transferred between them. When a row of a pixel is addressed, 
the charge transfers onto the column gate. Then both row and column are addressed, the charge is 
injected into the substrate, and the current sensed. The CID is not widely used in visible imaging 
applications because the charge conversion sensitivity is very poor and noise very high compared to 
the CCD or the other MOS architectures.
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In the amplified MOS imager (AMI), the image-sensing element at each pixel consists of a pho-
totransistor rather than a simple photodiode. The photogenerated charge is stored on the gate of the 
MOS transistor.19 When a particular pixel is addressed, the photogenerated charge modulates the 
transistor current. This current amplification at each pixel helps to overcome many of the noise and 
speed limitations of conventional MOS arrays.

MOS readout differs in an important way from CCD readout. In MOS readout, the charge 
is transferred from a single pixel onto a readout line and the change in voltage or current in the 
readout line is sensed. In a CCD, the charge packets are kept intact while being transferred physi-
cally to a low-capacitance output. The lower sensitivity of a simple MOS array can be illustrated 
as follows. The change in voltage on the readout line is given by V N C= q/  where N is the number 
of electrons, and C is the readout line capacitance. Because the readout line covers the full length 
of the array, its capacitance is in the picofarad range (typically 2 to 10 pF depending on design 
and process). This compares to the 10-fF capacitance for the CCD output. As a result, the voltage 
swings on the readout line are very small (16 nV/electron for a 10-pF readout line capacitance). 
This leads to a high sensitivity to clock noise due to capacitive feedthrough of the row and column 
address clocks onto the readout line. The feedthrough may be many times larger than the signal in 
most MOS sensors. Once the charge has been transferred onto the readout line, it is sensed either 
by a current-sensitive amplifier or by a voltage-sensitive amplifier, followed by a reset of the read-
out line to its original voltage.

CCD readout has the advantages of very high sensitivity and low noise. However, CCD read-
outs are limited in charge-handling capacity, while MOS readouts are capable of carrying very 
large amounts of charge and so are not as limited on the high end of the dynamic range. However, 
because the MOS readout line has much higher capacitance than the CCD, the sensitivity is lower 
and the noise is higher. Another difference is in the readout architecture. The CCD readout is essen-
tially serial and not suited to random readout or partial-array readout. The MOS array, however, 
can be addressed in a manner similar to a memory, making it well-suited to pixel or partial-array 
addressing.

32.5 SENSOR ARCHITECTURES

Solid-state image sensors are classified into two basic groupings: linear and area. Linear sensors 
include single-line arrays, multilinear arrays for color scanning, and time delay and integrate (TDI) 
arrays for low-light-level scanning. Area sensor architectures include the frame transfer CCD, the 
interline transfer CCD, and various forms of MOS x-y addressed arrays.

Linear Image Sensor Arrays

Linear sensors are used almost exclusively in scanning systems for scanning documents, film, and 
three-dimensional still objects. There are two basic classes of scanning systems: contact scanners 
and reduction scanners. These are illustrated in Figs. 10a and b. In reduction scanners (Fig. 10a), the 
sensor is smaller than the document to be scanned; lenses are used to image the document onto the 
sensor. In contact scanners (Fig. 10b), the sensor is the same width as the item to be scanned, usually 
a document. Relay optics is used between the sensor and the document. Selfoc lenses (Fig. 10c and d)
and roof-mirror-lens arrays are the two types of relay optics used most frequently.

There are three basic architectures for linear sensing arrays: MOS line arrays, CCD linear and 
multilinear sensors, and time-delay and integrate (TDI) sensors. These architectures are illustrated 
in Fig. 11. The MOS array is used most often in contact scanning applications where material or 
processing problems make CCD arrays impractical. These applications include arrays fabricated 
from polysilicon or amorphous silicon on nonsilicon substrates, arrays covering large distances, 
or arrays requiring special processing (such as logarithmic amplification) at each pixel. The CCD 
linear and multilinear arrays are used most often in reduction scanning where wide dynamic range 
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FIGURE 10 (a) Reduction document scanner using linear image 
sensor, in which the image on the page is reduced by a lens onto the line 
array; (b) contact document scanner in which the length of the image 
sensor is the same as the document width and one-to-one relay optics is 
used to transfer the image from the document to the array; (c) diagram of 
a selfoc lens array used as transfer optics between document and array 
in a contact scanner; and (d) operation of a selfoc lens array.

FIGURE 11 Architectures for linear image sensors: (a) MOS 
line array consisting of photodiodes, preamplifier, MOS switches 
addressed by an address register, and a readout line with amplifier; 
(b) linear CCD image sensor consisting of photo-diodes, transfer 
gate, and CCD readout; and (c) linear CCD image sensor with two 
CCD output registers, one for the odd diodes and the other for the 
even diodes, for higher horizontal pitch.

(a)

(b)

(c)

Address gate

Output

Readout lineAddress register

Amplifier

Photodiode

OutputCCD

fT

Photodiode
Transfer gate

Output A

Output B

fT Photodiode
Transfer gate

Transfer gate

32_Bass_v2ch32_p001-036.indd 32.22 8/24/09 5:39:25 PM



VISIBLE ARRAY DETECTORS  32.23

FIGURE 11 (d) Staggered linear CCD image sensor with two 
rows of photodiodes offset by one-half pixel to increase horizontal 
sampling; (e) trilinear CCD in which three CCDs are fabricated on 
the same silicon die, each with its own color filter; and (f ) time-delay 
and integrate (TDI) array, in which the charge in the vertical registers 
is clocked in phase with the motion of the scene or document being 
imaged in order to increase signal-to-noise. (Continued)
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and small pixel size are required. However, contact arrays are also often realized by butting multiple 
CCD arrays end-to-end. TDI arrays are used in very low-light-level scanning applications where 
integration over many lines is required to achieve adequate signal-to-noise ratio.

The MOS linear array (Fig. 11a) consists of individual photosensing elements, an amplifier, an 
address switch, and a readout line and amplifier. The photosensing element is usually a photodiode, 
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although photoconductors are used in contact scanning arrays fabricated from amorphous silicon. 
Since the charge generated in the diode is generally very small (in the hundreds to thousands of 
electrons), a simple amplifier is usually placed at each pixel to drive the high-capacitance readout 
line. The use of amplification at each pixel can allow some signal-processing functions, such as loga-
rithmic amplification, clipping, triggering and latching, etc., to be performed at the pixel. A MOS 
switch placed after the amplifier allows each pixel to be addressed in sequence; the switch is driven 
by an address register. At the end of the readout line is an amplifier which may buffer and/or amplify 
the signal. The MOS array has the advantage of process simplicity and the ability to perform signal 
processing at each pixel; it has the disadvantage of low signal level (because of the large readout line 
capacitance) and pattern noise introduced by feedthrough from the switching transistor.

The linear CCD image sensor is the most often used architecture for scanning applications 
owing to its low noise, high sensitivity, wide dynamic range, and small pixel pitch. Figure 11b shows 
the simplest type of linear CCD, in which a single row of photodiodes is connected to a single CCD 
register via a transfer gate. In operation, the signal is integrated on the image-sensing element (gen-
erally a photodiode) for a line time. The horizontal CCD is then stopped, the transfer gate opened, 
and the charge transferred from all the photodiodes simultaneously to the CCD. The transfer time is 
typically a few microseconds. The transfer gate is then closed, integration resumed for the next line, 
and the CCD clocked to read out the charge packets. Many arrays also feature antiblooming for situ-
ations where the light level may not be controlled, as well as electronic shuttering, which allows an 
integration time on the photodiodes to be less than the readout time of the CCD.

For linear-sensing applications requiring a higher pixel density, a double-sided readout is often 
used (Fig. 11c). In this architecture, a CCD array is placed on either side of the line of photodiodes 
and charge transfer from the diodes alternates between the top and bottom CCDs. This architecture 
uses lower horizontal clock rates and a higher pixel pitch, since the diode pitch can usually be made 
smaller than the CCD pitch. The charge packets from the two arrays may be multiplexed into one 
output if desired. The disadvantage of this architecture is the slight differences between even and 
odd pixels, due to slight differences in the two outputs (or slight differences due to multiplexing the 
two registers).

Another architecture which is used to further decrease the sampling pitch is the staggered linear 
array (Fig. 11d). In the staggered array, two rows of photodiodes are offset by a half pixel. The two 
rows are read out by CCD arrays. The first array is delayed (usually in a digital line store) and then 
combined with the second to form a double-density scan.

Multilinear arrays (Fig. 11d) have been developed for color scanning applications. In this archi-
tecture, several (usually three) linear arrays are combined on the same silicon die separated by a 
distance equivalent to an integral number of scan lines. Color filters (either integral or in close prox-
imity) are aligned over the arrays. External digital line delays are used to realign the three arrays. 
Separate electronic shuttering may be provided for each array in order to adjust for differences in 
intensity in each of the bands.

The third major class of line arrays is time-delay and integrate, or TDI, arrays.22,23 The TDI 
architecture is shown in Fig. 11f . TDI arrays are used when inadequate signal-to-noise ratio from 
a single-line array requires averaging over multiple lines. Applications for TDI arrays include high-
speed document scanners and space-based imaging systems. Instead of a single row of photodiodes, 
the TDI array utilizes CCD stages in the vertical dimension which are clocked synchronously 
with the movement of the document to be scanned. The signal level in a TDI array increases linearly 
with the number of stages. The noise level, however, increases most as the square root of the number 
of stages.

Area Image Sensor Arrays

There are three major classes of area image sensor architectures: MOS diode arrays, frame-transfer 
CCDs, and interline-transfer CCDs. Within each there are a number of variations. CCDs have come 
to dominate the majority of applications owing to their higher sensitivity. However, MOS arrays are 
still used for specialized applications where addressability or high readout rate is important.
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Historically, the physical dimensions of the active imaging areas of CCD arrays for consumer and 
commercial applications are specified by the size of the vidicon tube which it replaces. The common 
format sizes include 1/4, 1/3, 1/2, and 1 in. In most cases, the aspect ratio is 4:3, reflecting the televi-
sion standard. Table 1 lists the formats and the corresponding dimensions of the imaging area of the 
array.

The standards for the number of vertical lines in arrays for consumer and professional video 
are usually based on the corresponding television standards, including NTSC, PAL, and the various 
HDTV standards. NTSC has 484 active lines, PAL has 575, the Japanese HDTV standard has 1035, 
and the European HDTV standard has 1150. In all cases the lines are interlaced; i.e., odd lines are 
read out in one field and even lines in the next. Historically, for sensors for NTSC television, the 
number of pixels horizontally in a line has been associated with multiples of the color subcarrier 
frequency; common horizontal pixel counts include 384, 576, and 768. Sensors for the Japanese 
HDTV standard typically have 1920 horizontal pixels. The pixels are rectangular rather than square. 
Table 1 lists approximate pixel dimensions in micrometers for a few common formats for a 484(V) × 
768(H) pixel image sensor.

For industrial, scientific, graphics electronic photography, digital television, and multimedia 
applications, however, the nonsquare pixels and interlaced readout of sensors based on television 
standards are significant disadvantages. Image sensors designed for these industrial and commercial 
applications typically have square pixels and progressive scan readout. In interlaced NTSC readout, 
for example, the first field consists of lines 1, 3, 5 … 483 and is read out in the first 1/60 second of 
a frame. The second field consists of lines 2, 4, 6 … 484 and is read out in the second 1/60 second 
of a frame. The resulting temporal and spatial displacement between the two fields is undesirable 
for these applications. In addition, digital compression of interlaced scan moving images, especially 
with motion estimation, is difficult and also introduces artifacts.

In progressive scan readout each line is read out sequentially. There is no even or odd field, only 
a single frame. As a result there are no temporal and spatial sampling displacement differences. 
However, for a given resolution and frame rate, the readout rate of a progressive scan image sensor 
is double that of an interlaced scan. In addition, for these applications, the number of pixels is often 
based on powers of 2: such as 512 × 512 or 1024 × 1024—facilitating memory mapping and image 
processing.

MOS Area Array Image Sensors The architecture of MOS area arrays is illustrated in Fig. 12.24 It 
consists of the imaging array, vertical and horizontal address registers, and output amplifiers. The 
pixel of a MOS array consists of an image-sensing element (photodiode, photocapacitor, phototran-
sistor, or photoconductor), a row-address gate, and a vertical readout line. The row-address gate is 
bussed horizontally across the array and is driven from a row-address register on the side(s) of the 
array. At the start of a line, a single row is addressed, causing the charge from all the photodiodes in 

TABLE 1 Image Area Dimensions and Pixel Dimensions for Various 
Format Image Sensors

The format name is given in inches based on historic image tube formats. The 
pixel dimensions are based on a 484 × 768 pixel array.

Optical format 1 in 2/3 in 1/2 in 1/3 in 1/4 in

Active area (4:3 aspect ratio)

Height (mm) 9.6 6.6 4.8 3.3 2.4
Width (mm) 12.8 8.8 6.4 4.4 3.2
Diagonal (mm) 16 11 8 5.5 4

Pixel dimensions (484 lines × 768 pixels)

Height (μm)  19.8 13.6 9.9 6.8 4.9
Width (μm) 16.7 11.5 8.3 5.7 4.2

32_Bass_v2ch32_p001-036.indd 32.25 8/24/09 5:39:26 PM



32.26  IMAGING DETECTORS

a row to be transferred onto the vertical readout line. Horizontal address gates are placed at the bot-
tom of the vertical readout line. Buffer amplifiers to drive the horizontal readout line may also be 
placed at the end of the vertical readout line. The horizontal address register then serially addresses 
each vertical readout line, sequentially turning on the horizontal address gates. After the horizontal 
addressing is completed, the readout lines may be reset and precharged and the next row addressed.

There is a wide range of variations on this basic architecture. An example is the charge modu-
lation device, or CMD,25,26 array in which a phototransistor is placed at each pixel site in order to 
achieve amplification and to achieve high currents to drive the capacitance of the vertical and hori-
zontal readout lines. Other examples include arrays with sophisticated charge collection circuits at 
the end of each vertical readout line.

Frame Transfer CCD Image Sensors CCD area arrays fall into two categories: frame transfer and 
interline transfer. The simplest form of frame transfer CCD is the full-frame type, shown in Fig. 13a. 
A photograph of a few pixels of a frame transfer CCD is shown in Fig. 14a. The array consists of a 
single image area composed of vertical CCDs and a single horizontal register with an output ampli-
fier at its end. In this architecture, the pixel consists of a single stage of a vertical CCD. This type 
of device requires an external shutter. When the shutter is opened, the entire surface of the sensor 
is exposed and the charge is collected in the CCD potential wells at each pixel. After the shutter is 
closed, the sensor is read out a row at a time by clocking a row of the vertical register into the hori-
zontal register, then clocking the horizontal register to read out the row through the output ampli-
fier. For higher readout rates dual horizontal CCDs are used in parallel. The full-frame CCD has 
the advantage of progressive scan readout high fill factor, very low noise, and wide dynamic range. 
However, it requires an external shutter. It is most often used in still electronic photography, scien-
tific, industrial, and graphics applications.

For motion imaging applications, a shutter is not practical. In order to overcome the need for a 
shutter, frame transfer CCDs incorporate a storage area in addition to imaging area. For interlaced 
video applications, this storage area is sufficiently large to hold a field (242 lines in NTSC television). 

Vertical address
register

H
or

iz
on

ta
l a

dd
re

ss
re

gi
st

er

FIGURE 12 MOS photodiode array, consisting of ver-
tical and horizontal address registers and readout line.
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The image area consists of vertical CCDs. For interlaced NTSC video, there are 242 pixels vertically 
in the image area. Interlace is achieved by changing the gates under which integration is performed 
in the even and odd fields. For example, for a four-phase CCD, integration would be performed 
under phases 1 and 2 in one field and 3 and 4 in another, effectively shifting the sampling area by 
half a pixel in each field. The storage area consists also of 242 pixels vertically. The device opera-
tion is as follows. The image area integrates for a field time and the photogenerated charge held 
in the vertical CCDs. The vertical CCDs are then clocked in order to rapidly transfer the charge 
from the image area into the storage area. Because the sensor is still under illumination, this 
transfer time must be much shorter than the integration time. This transfer typically requires 0.2 to 
0.5 ms. The storage area is then read out a row at a time by transferring a row into the horizontal 
register and clocking this register. While this readout is occurring, the image area is integrating the 
next field. The most significant disadvantage of frame transfer CCDs is the image smear caused by 
illumination during the transfer from the image to the storage area. This smear can be on the order 
of 3 percent.

In both frame transfer and full-frame devices, the light must pass through the polysilicon 
electrodes before being absorbed in silicon. Owing to the high absorption of short wavelengths 
in the polysilicon, the quantum efficiency in the blue is only about 20 percent and in the green is 
about 50 percent. Figure 14b shows the quantum efficiency for a full-frame image sensor with 
polysilicon gates. Three approaches have been used to improve the efficiency: the virtual phase 
CCD, transparent electrodes, and backside illumination. In the virtual phase CCD (see “Types of 

FIGURE 13 (a) Architecture of full-frame CCD; (b) architecture of interlaced inter-
line transfer CCD; (c) architecture of frame interline transfer CCD, in which a storage 
area is provided to reduce smear during readout; and (d) progressive scan interline trans-
fer CCD, in which every photodiode is read out into the vertical CCD simultaneously.

Horizontal CCD

Interlaced interline transfer CCD

Full frame CCD

Image
area

Image
area

Frame interline
transfer CCD

Progressive scan
interline transfer CCD

Storage
area

(a) (b)

Horizontal register

(c) (d)

32_Bass_v2ch32_p001-036.indd 32.27 8/24/09 5:39:27 PM



32.28  IMAGING DETECTORS

CCDs” in Sec. 32.4), the second polysilicon electrode is replaced with a very shallow highly doped 
p+ layer, very similar to the pinned photodiode (Fig. 2d). Since there is no electrode over this phase 
to absorb the light, higher quantum efficiency is achieved, particularly at wavelengths less 
than 500 nm. Backside illumination provides nearly unity quantum efficiency but requires that the 
sensor be thinned to less than 10 μm. Owing to its cost, backside thinning is employed only in sen-
sors for very specialized scientific or aerospace applications. Indium-tin-oxide, or ITO, is the most 
commonly used transparent electrode.27 Usually it is substituted for the second level of polysilicon. 
Figure 14b also shows the quantum efficiency of a full-frame device in which ITO has been substi-
tuted for one of the polysilicon gates.

Interline Transfer CCD Image Sensors The interline transfer CCD is fundamentally different from 
the frame-transfer CCD in that, in addition to the vertical CCD, the pixel also contains a separate 
image-sensing element (photodiode, pinned photodiode, photocapacitor, or photoconductor) and a 

FIGURE 14 (a) Photograph of a few pixels in the image area of a full-frame 
CCD and (b) quantum efficiency as a function of wavelength for a full-frame CCD 
with polysilicon and with transparent indium-tin-oxide electrodes.
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transfer region between the photodiode and the vertical CCD. Interline CCDs with photodiodes for 
sensing elements are considered first. Figure 13b illustrates the architecture of an interline transfer 
CCD and Fig. 15 illustrates a pixel of the CCD. The CCD and the transfer region between the diode 
and CCD are covered with a light shield (typically aluminum, although metal silicides are also used). 
The light shield prevents any light from entering the vertical CCD registers, allowing them to be read 
out while the sensor is illuminated. When the sensor is illuminated, the photogenerated charge is 
held on the photodiode. During the vertical retrace interval at the end of a field, the photogenerated 
charge is transferred into the vertical CCD by clocking the CCD gate over the transfer region. Once 
the charge has been transferred from the diodes into the vertical CCDs, the diodes resume integrat-
ing and the vertical CCDs are clocked in order to transfer a row at a time from the image area into 
the horizontal CCD.

For consumer and most commercial applications, interlaced interline CCDs are used to be con-
sistent with television standards. In interlaced interline CCDs there is one vertical CCD stage for 
every two photodiodes. During the retrace time before the first field the charge from the odd rows of 
photodiodes is transferred into the vertical CCDs; the charge is then transferred out a row at a time 
into the horizontal CCD. During the retrace time before the second field the charge from the even 
rows of photodiodes is transferred into the vertical CCDs; once again, the charge is transferred out a 
row at a time into the horizontal CCD. In NTSC television the fields are approximately 1/60 second 
long; in PAL the field time is 1/50 second.

Because the vertical CCDs in an interline CCD are covered by a light shield, very little stray light 
is absorbed in the CCD. However, due to light scattering under the lightshield and lateral diffusion 
of photogenerated electrons, some charge can reach the vertical registers as they are read out dur-
ing a field. This results in smear. For consumer applications the level of smear is not noticeable. 
However, for especially demanding applications such as television broadcast cameras, a field stor-
age area is added to the bottom of the image area. This architecture is called the frame interline 
transfer, or FIT CCD28 (Fig. 13c). Following transfer of the photogenerated charge from the diodes 
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FIGURE 15 (a) Diagram of a pixel of an interline transfer CCD and (b) photograph of a pixel from 
an interline transfer CCD.
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into the vertical CCDs, the vertical CCDs are clocked to rapidly shift the charge from the image 
area into the storage area. This transfer typically takes less than 0.5 ms, reducing smear 30-fold. 
One line at a time is transferred from the storage area to the horizontal register and the readout.

For still electronic photography, scientific, computer-related, graphics and professional applica-
tions, interlaced video is not desirable. For these applications a progressive scan architecture is uti-
lized. In a progressive scan interline CCD there is a full CCD stage for every photodiode.28 Following 
integration, the photogenerated charge from all the photodiodes is transferred into the vertical 
CCDs. The photodiodes resume integration and the charge packets from the vertical registers are 
transferred into the horizontal a row at a time. The progressive scan interline CCD requires twice 
the vertical CCD density and is therefore more complicated to fabricate. However, progressive scan 
readout provides many advantages in image quality for both motion and still imaging.

Nearly all interline CCDs used in camcorder, broadcast camera, or commercial applications 
utilize vertical antiblooming in order to prevent blooming when the sensor is illuminated beyond 
saturation. A cross-section diagram of an interline CCD with vertical antiblooming is shown in 
Fig. 15b. The device illustrated uses a pinned photodiode photosensing element. The CCD is built 
on an n-type silicon substrate. A p-well is formed about 2 μm deep in the n-type silicon. An n-type 
buried-channel is then formed followed by a p+ surface layer. The n-type substrate is reverse biased 
with respect to the p-well. When the photodiode is illuminated above saturation, the excess elec-
trons spill out of the n-type buried channel and into the substrate. Owing to the vertical overflow, 
however, photogenerated carriers from photons absorbed below the p-well are drawn into the sub-
strate and are not collected by the diode. Thus the quantum efficiency of these devices falls rapidly 
at wavelengths beyond 550 nm. Figure 16 shows the quantum efficiency of an interline CCD with 
vertical antiblooming as a function of wavelength. The internal quantum efficiency of the photodi-
ode is nearly 100 percent to about 550 nm, after which it decreases. However, since the photodiode 
only occupies about 20 percent of the pixel, and this aperture is typically reduced further by the 
light shield in order to eliminate optical scattering into the vertical CCD, the actual efficiency of the 
device is only about 15 percent. The photoresponse is linear at low signal levels but becomes nonlin-
ear at charge levels near saturation.29

Two major approaches are used to improve the fill factor (and therefore the quantum efficiency) 
of interline CCDs. One uses microlens arrays to focus the light incident on a pixel onto the photodi-
ode and the other a vertical integration of image sensors with amorphous silicon photoconductors 
to achieve a high fill factor. Figure 17 shows a microlens array on top of an interline CCD.30 The 

FIGURE 16 Quantum efficiency as a function of wave-
length for an interline transfer CCD with and without micro-
lens array.
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lenses are formed by coating a spacer layer on the wafer of CCD devices followed by a lens-forming 
layer. The lens-forming layer is patterned and then reflowed to form the lens arrays. The quantum 
efficiency of an interline CCD with and without a microlens array is shown in Fig. 18. A 3-fold 
improvement in quantum efficiency is achieved because light from nearly the entire pixel area is 
focused onto the photodiode.

The structure of the photoconductor and its band diagram in the second approach7 are illus-
trated in Fig. 2e. The amorphous silicon is about 1 μm thick; owing to its high absorption coefficient 
in the visible, it can achieve nearly 100 percent internal quantum efficiency. The back contact of the 

FIGURE 17 Scanning electron micrograph of microlens array on top of an inter-
line transfer CCD.
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photoconductor contacts the diode in the interline CCD. Light absorbed in the amorphous silicon 
generates electron-hole pairs. The amorphous silicon is biased such as to create a high field which 
sweeps out the electrons to the back contact, where they can be stored on the diode until they are 
transferred into the CCD. Because the photoconductor is fabricated on top of the CCD pixel, it can 
have nearly 100 percent fill factor. In addition, because of the wide bandgap of the amorphous sili-
con, its dark current (due to thermal generation of carriers) is often lower than the single-crystal sili-
con. However, the amorphous silicon photocon ductors suffer difficulties related to charge trapping. 
Owing to impurities and dangling or strained bonds, there is a high density of traps in amorphous 
silicon. These can trap charge carriers and reemit them at a later time, causing image lag. Because the 
trapping and detrapping is field-dependent, it can also result in nonlinear response.

CCD Performance In all CCDs, both interline and frame transfer, the signal output is linear with 
the illumination except at levels approaching saturation. This linear response is in marked contrast 
to image tubes, which exhibit highly nonlinear response. For interline CCDs, the total charge capac-
ity ranges from 100,000 electrons for larger cells (such as the 13.6(V) × 11.6(H)-μm cell typical for 
a 2/3-in format) to 20,000 electrons or less for smaller cells (such as the 6.8 × 5.8-μm cell in a 1/3-in 
format 484 × 768-pixel CCD).

The principal noise sources in both interline and full-frame image sensors are dark current pat-
tern and shot noises and output amplifier noise. To illustrate the contributions, CCDs have dark 
current levels at 40°C of less than 1 nA/cm2. For a 2/3-in format sensor, this would correspond to 
about 320 electrons per pixel dark level. The corresponding shot noise would be 18-rms electrons 
and the pattern noise would typically be at a similar level. However, because of the nonrandom 
nature of pattern noise, its appearance is considerably more noticeable. The output amplifier noise 
would also be at about the 15-rms electron level. Thus, the overall noise for this example would be 
in the 30-electron range and the dynamic range would be over 2000 for a charge capacity of 90,000 
electrons. For scientific applications where the sensor can be cooled and the readout performed at 
a lower frequency, noise levels less than 5 electrons can be achieved and even subelectron noise has 
been reported.18

Color Imaging

Silicon based CCDs are monochrome in nature. That is, they have no natural ability to determine 
the varying amounts of red, green, and blue (RGB) illumination presented to the photodetectors. 
There are three techniques to extract color information.

1. Color Sequential (Fig. 19)—A color image can be created using a CCD by taking three successive 
exposures while switching in optical filters having the desired RGB transmittances. This approach 
is normally used only to provide still images of stationary scenes. The resulting image is then 
reconstructed off-chip. The advantage to this technique is that resolution of each color can remain 
that of the CCD itself. The disadvantage is that three exposures are required, reducing frame times 
by more than a factor of three. Color misregistration can also occur due to subject or camera 
motion. The filter switching assembly also adds to the mechanical complexity of the system.

2. Three-Chip Color (Fig. 19)—Three-chip color systems use an optical system to split the scene 
into three separate color images. A dichroic prism beam splitter is normally used to provide RGB 
images. Color images can then be detected by synchronizing the outputs of the three CCDs. The 
disadvantage to such a system is that the optical complexity is very high and registration between 
sensors is difficult.

3. Integral Color Filter Arrays (CFA) (Fig. 19)—Instead of performing the color filtering off-chip, 
filters of the appropriate characteristics can be fabricated above individual photosites.31

’
32 This 

approach can be performed during device fabrication using dyed (e.g., cyan, magenta, yellow) 
photoresists in various patterns. The major problem with this approach is that each pixel is sen-
sitive to only one color. Off-chip processing is required to “fill in” the missing color information 
between pixels.33,34
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In order to minimize size, weight, and cost, most consumer color camcorders use a CCD sensor 
with an integral CFA. The photosites are covered with individual color filters—for example, a red, 
green, and blue striped filter, or a green, magenta, cyan, and yellow mosaic filter. Some popular CFA 
patterns are shown in Fig. 20. Because each photosite can sense only one color, the color sampling 
is not coincident. For example, a blue pixel might be seeing a white line, while nearby red and green 
pixels are seeing a dark line in the scene. As a result, high-frequency luminance edges can be aliased 
into bright color bands. These color bands depend not only on the color filter pattern used, but also 

Color wheel
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G B

(a)

(b)

(c)

CCD

Image scene

Image scene

Beam splitter

CCD #2
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G
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CCD #1

CCD #3

CCD

Color filter array

Image scene

FIGURE 19 Methods of color separation 
in cameras with area image sensors: (a) color 
sequential using a color wheel; (b) a prism with 
dichroic beam splitters and three image sensors; 
and (c) single-chip image sensor with integral 
color filter array.
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on the optical prefilter and CFA interpolation algorithm. The color bands are caused by aliasing, 
which is a property of any sampled system. Aliasing occurs when the frequency of the input signal 
is greater than the Nyquist limit of one-half the sampling frequency. If the input frequency is well 
below the Nyquist limit, there are many samples per cycle. This allows the input to be reconstructed 
perfectly, if a proper reconstruction filter is used. When the input frequency is greater than the 
Nyquist limit, there are less than two samples per cycle. The sample values now define a new curve, 
which has a frequency lower than the input frequency. In effect, the high frequency takes on the alias 
of a lower frequency. Aliasing is a particular problem with color sensors, since the sampling phase is 
different for the different color photosites. Therefore, the aliased signal has different phases for dif-
ferent colors. This creates the color bands.

The color aliasing is reduced by using an optical anti-aliasing or “blur” filter, positioned in front 
of the color CCD sensor.35 Blur filters are typically made of birefringent quartz, with the crystal axis 
oriented at a 45° angle, as shown in Fig. 21. In this orientation, the birefringent quartz exhibits the 
double refraction effect. An unpolarized input ray emerges as two polarized output rays, labelled 
o- and e-rays. The output ray separation is proportional to the filter’s thickness, T. A 1.5-mm-thick 
plate will give a separation of about 9 μm. Figure 21 shows a simple “two-spot” filter. More complex 
filters use three or more pieces of quartz cemented in a stack.

FIGURE 21 Birefringent blur filter used to reduce 
aliasing in single-chip color image sensors.
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FIGURE 20 Common color filter array patterns where, R = Red, G = Green, 
B = Blue, Y = Yellow, M = Magenta, C = Cyan, and W = White.
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33.1 GLOSSARY

 Adet detector area

 AI gate modulation current gain (ratio of integration capacitor current to load current

 A V amplifi er voltage gain

 Camp amplifi er capacitance

 Cdet detector capacitance

 CFIS fi ll-and-spill gate capacitance for a Tompsett type CCD input

 Cfb CTIA feedback or Miller capacitance

 Cgd FET gate-drain overlap capacitance

 Cgs FET gate-source capacitance

 CL CTIA band-limiting load capacitance

 Cout sense node capacitance at the CCD output

 CT  effective feedback (transcapacitance) or integration capacitance for a capacitive tran-
simpedance amplifi er

 CTl spectral photon contrast

 cte charge transfer effi ciency

Dλpk
∗ peak detectivity (cm-Hz1/2/W or Jones)

 Dbb
∗  blackbody detectivity (cm-Hz1/2/W or Jones)

 Dth
∗  thermal detectivity (cm-Hz1/2/W or Jones)

 e− electron

 Eg detector energy gap

 f /# conventional shorthand for the ratio of the focal length of a lens to its diameter

 fchop chopper frequency

∗Deceased.
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 fframe display frame rate

 fknee frequency at which the 1/f noise intersects the broadband noise
 fs spatial frequency (cycles/radian)
 gm, LOAD gate transconductance of the load FET in the gate-modulated input circuit
 gm gate transconductance of a Field Effect Transistor
 h Planck’s constant
 ID FET drain current
 Idet detector current
 Iphoto detector photocurrent
 k Boltzmann constant
 Kamp amplifi er FET noise spectral density at 1 Hz
 Kdet detector noise spectral density at 1 Hz
 KFET FET noise spectral density at 1 Hz
 L length-to-width ratio of a bar chart (always set to 7)
 MRT minimum resolvable temperature (K)
 MTF  modulation transfer function for the optics, detector, readout, the integration process, 

or the composite sensor
 n detector junction ideality or diffusion constant
 Namp, 1/f number of noise carriers for one integration time due to amplifi er FET 1/f noise
 Namp, white number of noise carriers for one integration time due to amplifi er FET white noise
 Nc number of photo-generated carriers integrated for one integration time
 ndet detector junction ideality or diffusion constant
 NE ΔT noise equivalent temperature difference (K)
 nFET subthreshold FET ideality
 NFPA composite (total) FPA noise in carriers
 NkTC, channel CTIA broadband channel noise in carriers
 Nload, white number of noise carriers for one integration time due to CTIA load FET white noise
 Nos display overscan ratio
 NPHOTON shot noise of photon background in carriers
 NSD  noise spectral density of a detector or fi eld effect transistor; the 1/f noise is often specifi ed 

by the NSD at a frequency of 1 Hz
 Nsf source follower noise
 Nss serial scan ratio
 q electron charge in coulombs
 QB photon fl ux density (photons/cm2-s) incident on a focal plane array
 QD charge detected in a focal plane array for one integration time
 Qmax maximum charge signal at saturation
 Rdet detector resistance
 RLOAD gate modulation load resistance
 R0 detector resistance at zero-bias resistance
 R0A detector resistance-are product at zero-bias voltage
 Rr detector resistance in reverse-bias resistance
 S/N signal-to-noise ratio
 SNRT target signal-to-noise ratio
 SV  readout conversion factor describing the ratio of output voltage to detected signal carriers
 T operating temperature
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 tce thermal coeffi cient of expansion
 TCR thermal coeffi cient of resistance for bolometer detectors

 TD time constant for correlated double sampling process normally set by Nyquist rate

 tint integration time

 U residual nonuniformity

 Vbr  detector reverse-bias breakdown voltage, sometimes defi ned as the voltage where Rr = R0

 VD FET drain voltage

 Vdet detector bias voltage

 VDS FET grain-to-source voltage

 VG FET gate voltage

 un measured rms noise voltage

 ΔAI gate modulation current gain nonuniformity

 Δf noise bandwidth (Hz)

 ΔIphoto differential photocurrent

 ΔT scene temperature difference creating differential photocurrent ΔIphoto

 ΔVS signal voltage for differential photocurrent ΔIphoto

 Δ x horizontal detector subtense (mradian)

 Δy vertical detector subtense (mradian)

 h detector quantum effi ciency

 hBLIP percentage of BLIP

 hinj, DI  injection effi ciency of detector current into the source-modulated FET of the direct 
injection input circuit

 hinj injection effi ciency of detector current

 hnoise injection effi ciency of DI circuit noise into integration capacitor

 hpc quantum effi ciency of photoconductive detector

 hpυ quantum effi ciency of photovoltaic detector

 lc detector cutoff wavelength (50 percent of peak response, μm)

 sdet noise spectral density of total detector noise including photon noise

 sinput, ir noise spectral density of input-referred input circuit noise

 sLOAD noise spectral density of input-referred load noise

 smux, ir noise spectral density of input-referred multiplexer noise

 sVT rms threshold voltage nonuniformity across an FPA

 tamp amplifi er time constant (s)

 teye eye integration time (s)

 to optical transmission

 w angular frequency (radians)

 〈eamp 〉 buffer amplifi er noise for buffered direct injection circuit

33.2 INTRODUCTION

Infrared sensors have been available since the 1940s to detect, measure, and image the thermal radia-
tion emitted by all objects. Due to advanced detector materials and microelectronics, large scanning 
and staring focal plane arrays (FPA) with few defects are now readily available in the short wave-
length infrared (SWIR; 1 to 3 μm), medium wavelength infrared (MWIR; ≈3 to 5 μm), and long 
wavelength infrared (LWIR; ≈8 to 14 μm) spectral bands. We discuss in this chapter the disparate 
FPA technologies, including photon and thermal detectors, with emphasis on the emerging types.
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IR sensor development has been driven largely by the military. Detector requirements for missile 
seekers and forward looking infrared (FLIR) sensors led to high-volume production of photocon-
ductive (PC) HgCdTe arrays starting in the 1970s. Though each detector requires direct connection 
to external electronics for purposes of biasing, signal-to-noise ratio (SNR) enhancement via time 
delay integration (TDI), and signal output, the first-generation FPAs displaced the incumbent 
Pb-salt (PbS, PbSe) and Hg-doped germanium devices, and are currently being refined using cus-
tom analog signal processing,1 laser-trimmed solid-state preamplifiers, etc.

Size and performance limitations of first-generation FLIRs necessitated development of self-
multiplexed FPAs with on-chip signal processing. Second-generation thermal imaging systems use 
high-density FPAs with relatively few external connections. Having many detectors that integrate 
longer, low-noise multiplexing and on-chip TDI (in some scanning arrays), second-generation FPAs 
offer higher performance and design flexibility. Video artifacts are suppressed due to the departure 
from ac-coupling and interlaced raster scan, and external connections are minimized. Fabricated in 
monolithic and hybrid methodologies, many detector and readout types are used in two basic archi-
tectures (staring and scanning). In a monolithic FPA, the detector array and the multiplexing signal 
processor are integrated in a single substrate. The constituents are fabricated on separate substrates 
and interconnected in a hybrid FPA.

FPAs use either photon or thermal detectors. Photon detection is accomplished using intrinsic 
or extrinsic semiconductors and either photovoltaic (PV), photoconductive (PC), or metal insulator 
semiconductor (MIS) technologies. Thermal detection relies on capacitive (ferro- and pyroelectric) 
or resistive bolometers. In all cases, the detector signal is coupled into a multiplexer and read out in 
a video format.

Infrared Applications

Infrared FPAs are now being applied to a rapidly growing number of civilian, military, and scientific 
applications such as industrial robotics and thermography (e.g., electrical and mechanical fault 
detection), medical diagnosis, environmental and chemical process monitoring, Fourier transform 
IR spectroscopy and spectroradiometry, forensic drug analysis, microscopy, and astronomy. The 
combination of high sensitivity and passive operation is also leading to many commercial uses. The 
passive monitoring provided by the addition of infrared detection to gas chromatography-mass 
spectroscopy (GC-MS), for example, yields positive chemical compound and isomer detection with-
out sample alteration. Fusing IR data with standard GC-MS aids in the rapid discrimination of the 
closely related compounds stemming from drug synthesis. Near-IR (0.7 to 0.1 μm) and SWIR spec-
troscopy and fluorescence are very interesting near-term commercial applica tions since they pave 
the way for high-performance FPAs in the photochemical, pharmaceutical, pulp and paper, bio-
medical, reference quantum counter, and materials research fields. Sensitive atomic and molecular 
spectroscopies (luminescence, absorpion, emission, and Raman) require FPAs having high quantum 
efficiency, low dark current, linear transimpedance, and low read noise.

Spectral Bands

The primary spectral bands for infrared imaging are 3 to 5 and 8 to 12 μm because atomspheric 
transmission is highest in these bands. These two bands, however, differ dramatically with respect 
to contrast, background signal, scene characteristics, atmospheric transmission under diverse 
weather conditions, and optical aperture constraints. System performance is a complex combi-
nation of these and the ideal system requires dual band operation. Factors favoring the MWIR 
include its higher contrast, superior clear-weather performance, higher transmissivity in high 
humidity, and higher resolution due to ~3 × smaller optical diffraction. Factors favoring the LWIR 
include much-reduced background clutter (solar glint and high-temperature countermeasures 
including fires and flares have much-reduced emission), better performance in fog, dust, and win-
ter haze, and higher immunity to atmospheric turbulence. A final factor favoring the LWIR, higher 
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S/N ratio due to the greater radiance levels, is currently moot because of technology limitations. 
Due to space constraints and the breadth of sensor applicability, we focus on target/background 
metrics in this section.

The signal collected by a visible detector has higher daytime contrast than either IR band because 
it is mainly radiation from high-temperature sources that is subsequently reflected off earth-based 
(ambient temperature; ≈290 K) objects. The high-temperature sources are both solar (including the 
sun, moon, and stars) and synthetic. Since the photon flux from high- and low-temperature sources 
differs greatly at visible wavelengths from day to night, scene contrasts of up to 100 percent ensue.

Reflected solar radiation has less influence as the wavelength increases to a few microns since the 
background radiation increases rapidly and the contrast decreases. In the SWIR band, for example, 
the photon flux density from the earth is comparable to visible room light (1013 photons/cm2-s). 
The MWIR band (~1015 photon flux density) has lower, yet still dynamic, daytime contrast, and can 
still be photon-starved in cold weather or at night.

The net contribution from reflected solar radiation is even lower at longer wavelengths. In the 
LWIR band, the background flux is equivalent to bright sunlight (≈1017 photons/cm2-s). This band 
thus has even lower contrast and much less background clutter, but the “scene” and target/background 
metrics are similar day and night. Clear-weather performance is relatively constant.

Depending on environmental conditions, however, IR sensors operating in either band must 
discern direct emission from objects having temperatures very near the average background tem-
perature (290 K) in the presence of the large background and degraded atmospheric transmissivity. 
Under conditions of uniform thermal soak, such as at diurnal equilibrium, the target signal stems 
from minute emissivity differences.

The spectral photon incidence for a full hemispheric surround is

 Q Q dcf= ∫τ λ λλλ

λ
( )

1

2
 (1)

if a zero-emissivity bandpass filter having in-band transmission tc f  , cut-on wavelength l1, and 
cutoff wavelength l2 is used (zero emissivity obtained practically by cooling the spectral filter to a 
temperature where its self-radiation is negligible). The photon flux density, QB (photons/cm2-s), 
incident on a focal plane array is

 Q
f
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+

1
4 12( #)/
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where f/# is the conventional shorthand for the ratio of the focal length to the diameter (assumed 
circular) of the limiting aperture or lens. The cold shield f/# limits the background radiation to a 
field-of-view consistent with the warm optics to eliminate extraneous background flux and con-
comitant noise. The background flux in the LWIR band is approximately two orders of magnitude 
higher than in the MWIR.

The spectral photon contrast, CTl, is the ratio of the derivative of spectral photon incidence to 
the spectral photon incidence, has units K−1, and is defined
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Figure 1 is a plot of CTl for several MWIR subbands (including 3.5 to 5, 3.5 to 4.1, and 4.5 to 
5 μm) and the 8.0 to 12 μm LWIR spectral band. The contrast in the MWIR bands at 300 K is 3.5 to 
4 percent compared to 1.6 percent for the LWIR band. While daytime MWIR contrast is even higher 
due to reflected sunlight, an LWIR FPA offers higher sensitivity if it has the larger capacity needed 
for storing the larger amounts of photogenerated (due to the higher background flux) and detector-
generated carriers (due to the narrow bandgap). The photon contrast and the background flux are 
key parameters that determine thermal resolution as will be described later under “Performance 
Figures of Merit.”
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Scanning and Staring Arrays

The two basic types of FPA are scanning and staring. The simplest scanning device consists of a 
linear array as shown in Fig. 2a. An image is generated by scanning the scene across the strip. Since 
each detector scans the complete horizontal field-of-view (one video raster line) at standard video 
frame rates, each resolution element or pixel has a short integration time and the total detected 
charge can usually be accommodated.

A staring array (Fig. 2b) is the two-dimensional extension of a scanning array. It is self-scanned 
electronically, can provide enhanced sensitivity, and is suitable for lightweight cameras. Each pixel 
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FIGURE 2 Scanning (a) and staring (b) focal plane arrays.
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is a dedicated resolution element, but synchronized dithering of sparsely populated arrays is some-
times used to enhance the effective resolution, minimize spatial aliasing, and increase the effec-
tive number of pixels. Although theoretically charge can be integrated for the full frame time, the 
charge-handling capacity is inadequate at terrestrial LWIR backgrounds.

Detectors

Infrared detectors convert IR photons and energy to electrical signals. Many types are used in FPAs 
(as shown in Fig. 32) including photon and thermal detectors that address diverse requirements 
spanning operating temperatures from 4 K to room temperature. Figure 4 compares the quantum 
efficiencies of several detector materials.

Intrinsic detectors3 usually operate at higher temperatures than extrinsic devices, have higher 
quantum efficiencies, and dissipate less power. Backside-illuminated devices, consisting of an 
absorbing epitaxial layer on a transparent substrate, are used in hybrid FPAs and offer the advantages 
of nearly 100 percent active detector area, good mechanical support, and high quantum efficiency. 
The most popular intrinsic photovoltaics are HgCdTe and InSb. These detectors are characterized by 
their quantum efficiency (h), zero-bias resistance (R0), reverse-bias resistance (Rr), junction ideality 
or diffusion constant n, excess noise (if any) versus bias, and reverse-bias breakdown voltage (Vbr),
which is sometimes defined as the voltage where Rr = R0.

PtSi is a photovoltaic Schottky barrier detector (SBD) which is the most mature for large mono-
lithic FPAs. IR detection is via internal photoemission over a Schottky barrier (0.21 to 0.23 eV). 
Characteristics include low (≈0.5 percent for broadband 3.5 to 5.0 μm) but very uniform quantum 
efficiency, high producibility that is limited only by the Si readout circuits, full compatibility with 
VLSI technology, and soft spectral response with peak below 2 μm and zero response just beyond 
6 μm. Internal photoemission dark current requires cooling below 77 K.

HgCdTe is the most popular intrinsic photoconductor, and various linear arrays in several 
scanning formats are used worldwide in first-generation FLIRs. For reasons of producibility and 
cost, HgCdTe photoconductors have historically enjoyed a greater utilization than PV detectors 
despite the latter’s higher quantum efficiency, higher D∗ by a factor of (2hpυ /hpc)

1/2, and superior 
modulation transfer function (MTF). Nevertheless, not all photoconductors are good candidates 
for FPAs due to their low detector impedance. This includes the intrinsic materials InSb and 
HgCdTe.

The most popular photoconductive material system for area arrays is doped extrinsic silicon 
(Si: x; where x is In, As, Ga, Sb, etc.), which is made in either conventional or impurity band con-
duction [IBC or blocked impurity band (BIB)] technologies. Early monolithic arrays were doped-Si 
devices, due primarily to compatibility with the silicon readout. Extrinsic photoconductors must 
be made relatively thick (up to 30 mils; doping density of IBCs, however, minimizes this thickness 
requirement but does not eliminate it) because they have much lower photon capture cross section 
than intrinsic detectors. This factor adversely affects their MTF in systems having fast optics.

Historically, Si:Ga and Si:In were the first mosaic focal plane array PC detector materials because 
early monolithic approaches were compatible with these dopants. Nevertheless, problems in fabri-
cating the detector contacts, early breakdown between the epitaxial layer and the detector material 
(double injection), and the need for elevated operating temperatures helped force the general move 
to monolithic PtSi and intrinsic hybrids.

The most advanced extrinsic photoconductors are IBC detectors using Si:As and Si:Ga.4 These 
have reduced recombination noise (negating the √2 superiority in S/N that PV devices normally 
have) and longer spectral response than standard extrinsic devices due to the higher dopant levels. 
IBC detectors have a unique combination of PC and PV characteristics, including extremely high 
impedance, PV-like noise (reduced recombination noise since IBC detectors collect carriers both 
from the continuum and the “hopping” impurity band), linear photoconductive gain, high unifor-
mity, and superb stability. The photo-sensitive layer in IBCs is heavily doped to achieve hopping-
type conduction. A thin, lightly doped (1010/cm2) silicon layer blocks the hopping current before 
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INFRARED DETECTOR ARRAYS  33.9

it reaches the device electrode to reduce noise. Specially doped IBCs (see cross-sectional views in 
Fig. 3) operate as solid-state photomultipliers (SSPM) and visible light photon counters (VLPC) in 
which photoexcited carriers are amplified by impact ionization of impurity-bound carriers.5 The 
amplification allows counting of individual photons at low flux levels. Standard SSPMs respond 
from 0.4 to 28 μm.

An alternative custom tunable detector is the GaAs/AlGaAs quantum well infrared photodetec-
tor (QWIP). Various QWIP photoconductive6 and photovoltaic7 structures are being investigated 
as low-cost alternatives to II-VI LWIR detectors like HgCdTe. Infrared detection in the typical PC 
QWIP is via intersubband or bound-to-extended-state transitions within the multiple quantum well 
superlattice structure. Due to the polarization selection rules for transitions between the first and 
second quantum wells, the photon electric field must have a component parallel to the superlattice 
direction. Light absorption in n-type material is thus anisotropic with zero absorption at normal 
incidence. The QWIP detector’s spectral response is narrowband, peaked about the absorption 
energy. The wavelength of peak response can be adjusted via quantum well parameters and can be 
made bias-dependent.

Various bolometers, both resistive and capacitive (pyroelectric), are also available. Bolometers 
sense incident radiation via energy absorption and concomitant change in device temperature 
in both cooled moderate-performance and uncooled lower-performance schemes. Much recent 
research, which was previously highly classified, has focused on both hybrid and monolithic 
uncooled arrays and has yielded significant improvements in the detectivity of both resistive and 
capacitive bolometer arrays. The resistive bolometers currently in development consist of a thin film 
of a temperature-sensitive resistive material film which is suspended above a silicon readout. The 
pixel support struts provide electrical interconnect and high thermal resistance to maximize pixel 
sensitivity. Recent work has focused on the micromachining necessary to fabricate mosaics with low 
thermal conductance using monolithic methodologies compatible with silicon.

Hg0.458Cd0.542Te

Hg0.3Cd0.7Te

Al0.25Ga0.75As/GaAs QWIP

Ge0.42Si0.58 (50 K)

Ge0.33Si0.57 (40 K)

Ga0.22Si0.78 (30 K)
PtSi
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FIGURE 4 Quantum efficiency versus wavelength for several detector materials.
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33.10  IMAGING DETECTORS

Capacitive bolometers sense a change in elemental capacitance and require mechanical chopping 
to detect incident radiation. The most common are pyroelectric detectors. J. Cooper8 suggested the 
use of pyroelectric detectors in 1962 as a possible solution for applications needing a low-cost IR 
FPA with acceptable performance. These devices have temperature-dependent spontaneous polar-
ization. Ferroelectric detectors are pyroelectric detectors having reversible polarization. There are 
over a thousand pyroelectric crystals, including several popularly used in hybrid FPAs; e.g. lithium 
tantalate (LiTaO3), triglycine sulfate (TGS), and barium strontium titanate9 (BaSrTiO3). 

33.3 MONOLITHIC FPAs

A monolithic FPA consists of a detector array and the readout multiplexer integrated on the same 
substrate. The progress in the development of the monolithic FPAs in the last two decades has been 
strongly influenced by the rapid advances in the silicon VLSI technology. Therefore, the present 
monolithic FPAs can be divided into three categories reflecting their relationship to the silicon 
VLSI technology. The first category includes the “complete” monolithic FPAs in which the detec-
tor array and the readout multiplexer are integrated on the same silicon substrate using processing 
steps compatible with the silicon VLSI technology. They include the extrinsic Si FPAs reported 
initially in the 1970s,10 FPAs with Schottky barrier,11 heterojunction detector FPAs, and microbo-
lometer FPAs.12

The second category will be referred to here as the “partial monolithic” FPAs. This group includes 
narrowband detector arrays of HgCdTe13 and InSb14 integrated on the same substrate only with the 
first level of multiplexing, such as the row and column readout from a two-dimensional detector 
array. In this case the multiplexing of the detected signal is completed by additional silicon IC chips 
usually packaged on the imager focal plane.

The third category represents “vertically integrated” photodiode (VIP) FPAs. These FPAs are 
functionally similar to hybrids in the sense that a silicon readout multiplexer is used with the narrow-
bandgap HgCdTe detectors. However, while in the hybrid FPA the completed HgCdTe detector array 
is typically connected by pressure contacts via indium bumps to the silicon multiplex pads; in the 
case of the vertically integrated FPAs, HgCdTe chips are attached to a silicon multiplexer wafer and 
then the fabrication of the HgCdTe photodiodes is completed including the deposition and the defi-
nition of the metal connections to the silicon readout multiplexer.

In the following sections we will review the detector readout structures, and the main mono-
lithic FPA technologies. It should also be noted that most of the detector readout techniques and 
the architectures for the monolithic FPAs were originally introduced for visible silicon imagers. This 
heritage is reflected in the terminology used in the section.

Architectures

The most common structures for the photon detector readout and architectures of monolithic FPAs 
are illustrated schematically in Figs. 5 and 6.

MIS Photogate FPAs: CCD, CID, and CIM Most of the present monolithic FPAs use either MIS 
photogates or photodiodes as the photon detectors. Figure 5 illustrates a direct integration of the 
detected charge in the potential well of a MIS (photogate) detector for a charge coupled device 
(CCD) readout in (a), a charge injection device (CID) readout in (b), and a charge-integration 
matrix (CIM) readout in (c). The unique characteristic of the CCD readout is the complete transfer 
of charge from the integration well without readout noise. Also in a CCD FPA the detected charge, 
QD, can be transferred via potential wells along the surface of the semiconductor that are induced 
by clock voltages but isolated from the electrical pickup until it is detected by a low-capacitance 
(low kTC noise) on-chip amplifier. However, because of the relatively large charge transfer losses 
(~10−3 per transfer) and a limited charge-handling capacity, the use of nonsilicon CCD readout has 
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INFRARED DETECTOR ARRAYS  33.11

been limited mainly to HgCdTe TDI FPAs. Such TDI imager is shown in Fig. 6a as a frame transfer 
(FT) type CCD area imager performing a function of a line sensor with the effective optical integra-
tion time increased by the number of TDI elements (CCD stages) in the column CCD registers. In 
this imager the transfer of the detected charge signal between CCD wells of the vertical register is 
adjusted to coincide with the mechanical motion of the image.

In the FT-CCD TDI FPA, the vertical registers perform the functions of charge detection and 
integration as well as transfer. The detected image is transferred one line at a time from the paral-
lel vertical registers to the serial output registers. From there it is transferred at high clock rate to 
produce the output video. Similar TDI operation can also be produced by the interline-transfer 
(IT) CCD architecture shown in Fig. 6e. However, in the case of IT-CCD readout, the conversion of 
infrared radiation into charge signal photodetection is performed by photodiodes.

In the CID readout, see Fig. 5b, the detected charge signal is transferred back and forth between 
the potential wells of the MIS photogates for nondestructive X-Y addressable readout, ΔV(QD), that 
is available at a column (or a row) electrode due to the displacement current induced by the transfer 
of the detected charge signal, QD. At the end of the optical integration time, the detected charge is 
injected into the substrate by driving both MIS capacitors into accumulation.

CID FPAs with column readout for single-output-port and parallel-row readout are illustrated 
schematically in Fig. 6b and c, respectively. Another example of a parallel readout is the CIM FPA 
shown in Fig. 6d. The parallel readout of CID and CIM FPAs is used to overcome the inherent limi-
tation on charge-handling capacity of these monolithic FPAs by allowing a short optical integration 
time with fast frame readout and off-chip charge integration by supporting silicon ICs.

Silicon FPAs: IT-CCD, CSD, and MOS FPAs The monolithic FPAs fabricated on silicon substrate 
take advantage of well-developed silicon VLSI process technology. Therefore, silicon (Eg = 1.1 eV), 
which is transparent to infrared radiation having wavelength longer than 1.0 μm, is often used to 
produce monolithic CCD and MOS FPAs with infrared detectors that can be formed on silicon 
substrate. In the 1970s there was great interest in the development of monolithic silicon FPAs 
with extrinsic Si:In and Si:Ga photoconductors. However, since the early 1980s most progress was 
reported on monolithic FPAs with Schottky-barrier photodiodes, GeSi/Si heterojunction photodi-
odes, vertically integrated photodiodes, and resistive microbolometers. With the exception of the 

(a) CCD

MIS photogates

(d) PD-CCD (e) PD-MOS (f) DSI

(b) CID (c) CIM

Column (X)
QD

QD

MIS
photogate

Row (Y)

NP
QD

Column (X)
ΔV (QD)

QD

Row (Y)

QD
PD

MOS CCD gates
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QD

PD

Row (Y)

PtSi

P+ P BCCD

IT-CCDCCEG

P–

N Well

FIGURE 5 Photodetector readout structures.
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33.12  IMAGING DETECTORS

resistive microbolometers, in the form of thin-film semiconductor photoresistors formed on micro-
machined silicon structures, all of the above infrared detectors can be considered to be photodiodes 
and can be read out either by IT-CCD or MOS monolithic multiplexer.

The photodiode (PD) CCD readout, see Fig. 5d, is normally organized as the interline-transfer (IT) 
CCD staring FPA, shown in Fig. 6e. The IT-CCD readout has been used mostly for PtSi Schottky-
barrier detectors (SBDS). The operation of this FPA consists of direct integration of the detected 
charge signal on the capacitance of the photodiode. At the end of the optical integration time, a 
frame readout is initiated by a parallel transfer of the detected charge from the photodiodes to the 
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parallel vertical CCD registers. From there the detected image moves by parallel transfers one line at 
a time into the horizontal output register for a high-clock-rate serial readout.

The design of the Schottky-barrier IT-CCD FPA involves a trade-off between fill factor (repre-
senting the ratio of the active detector area to the pixel area) and maximum saturation charge signal 
(Qmix). This trade-off can be improved by the charge sweep device (CSD) architecture, shown in 
Fig. 6f, that has also been used as a monolithic readout multiplexer for PtSi and IrSi SBDs.

In CSD FPA the maximum charge signal is limited only by the SBD capacitance since its opera-
tion is based on transferring the detected charge signal from one horizontal line corresponding to 
one or two rows of SBDs (depending on the type of the interlacing used) into minimum geometry 
vertical CCD registers. During the serial readout of the previous horizontal line, the charge signal is 
swept into a potential well under the storage gate by low-voltage parallel clocking of the vertical reg-
isters. Then, during the horizontal blanking time, the line charge signal is transferred in parallel to 
the horizontal CCD register for serial readout during the next horizontal line time.

The main advantage of the silicon CCD multiplexer is relatively low readout noise, from a few elec-
trons to the order of several tens of electrons (depending on video rate, sense capacitance, and CCD 
technology), so that a shot-noise-limited operation can be achieved at relatively low signal levels. 
But as the operating temperature is lowered below 60 K, the charge transfer losses of buried-channel 
CCDs (BCCDs) become excessive due to the freeze-out of the BCCD implant. Therefore, detectors 
requiring operation at 40 K or lower are more compatible with MOS readout device technology.

Photodiode (PD) MOS readout (see Fig. 5e) represents another approach to construction of an 
X-Y addressable silicon multiplexer. These types of monolithic MOS multiplexers used for readout 
of PtSi SBDs are illustrated in Fig. 6g and h.

A single-output-port FPA with one MOSFET switch per detector, MOS (1T), is shown in Fig. 6g. 
During FPA readout, the vertical scan switch transfers the detected charge signal from one row of 
detectors to the column lines. Then the column lines are sequentially connected by MOSFET switches 
to the output sense line under the control of the horizontal scan switch. The main limitation of the 
MOS (IT) FPA is a relatively high readout noise (on the order of 100 electrons/pixel) due to sensing 
of small charge signals on large-capacitance column lines. This readout noise can be decreased with 
a row readout MOS (2T) FPA having two MOSFET switches per detector. In this case, low readout 
noise can be achieved using current sensing, it is limited by the noise of the amplifier, and for voltage 
sensing it can be reduced by correlated double sampling (CDS).15 A readout noise of 300 rms electrons/
pixel was achieved at Sarnoff for a 640 × 480 low-noise PtSi MOS (2T) FPA designed with row buffers 
and 8:1 multiplexing of the output lines;16 2T MOS FPA read noise of 60e− was later achieved by read-
ing via capacitive transimpedance amplifier column buffers in 0.5 μm CMOS technology.17

An alternative form of the MOS (IT) FPA architecture is an MOS FPA with parallel column read-
out for fast frame operation. This silicon VIP FPA, resembling CIM architecture in Fig. 6d, can be 
used with HgCdTe vertically integrated PV detectors.

Direct-Charge-Injection Silicon FPAs All of the silicon monolithic FPAs thus far described use 
separately defined detectors. A direct-charge-injection type monolithic silicon FPA with a single 
detector surface is a PtSi direct Schottky injection (DSI) imager that is made on thinned silicon 
substrate having a CCD or MOS readout on one side and PtSi SBD charge-detecting surface on the 
other side.18 A cross-sectional area of one pixel of this FPA for IT-CCD readout is shown in Fig. 5f. 
In the operation of this imager, the p-type buried-channel CCD formed in an n-well removes charge 
from a P+ charge-collecting electrode that in turn depletes a high-resistivity p-type substrate. Holes 
injected from the PtSi SBD surface into the p-type substrate drift through the depleted p-type sub-
strate to the P+ charge-collecting electrode. The advantages of the DSI FPA include 100 percent fill 
factor, a large maximum charge due to the large capacitance between the charge collecting electrode 
and the overlapping gate, and that the detecting surface does not have to be defined. A 128 × 128 IT-
CCD PtSi DSI FPA was demonstrated;19 however, the same basic structure could also be used with 
other internal photoemission surfaces such as IrSb or Ge:Si.

Microbolometer FPAs A microbolometer FPA for uncooled applications consists of thin-film 
semiconductor photoresistors micromachined on a silicon substrate. The uncooled IR FPA is 
fabricated as an array of microbridges with a thermoresistive element in each microbridge. The 
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33.14  IMAGING DETECTORS

resistive microbolometers have high thermal coefficient of resistance (TCR) and low thermal con-
ductance between the absorbing area and the readout circuit which multiplexes the IR signal. As 
each pixel absorbs IR radiation, the microbridge elemental resistance changes accordingly with its 
temperature.

Metal films have traditionally been used to make the best bolometer detectors because of their 
low 1/f noise. These latest devices use semiconductor films of 500 Å thickness having TCR of 
2 percent per °C. The spacing between the microbridge and the substrate is selected to maximize the 
pixel absorption in the 8- to 14-μm wavelength range. Standard photolithographic techniques pat-
tern the thin film to form detectors for individual pixels. The thin film TCR varies over an array by 
±1 percent, and produces responsivity of 70,000 V/W in response to 300 K radiation. This has been 
sufficient to yield 0.1°C NE ΔT with an f/1 lens. Potential low-cost arrays at prices similar to that of 
present large IC memories are possible with this technology.

Scanning and Staring Monolithic FPAs

In an earlier section we have reviewed the available architectures for the construction of two-dimensional 
scanning TDI, scanning, and staring FPAs. The same basic readout techniques, however, are also 
used for line-sensing imagers with photodiodes and MIS photogate detectors. For example, a line-
scanning FPA corresponds to a vertical column CCD with the associated photodiodes of an IT-
CCD, a column readout CID, a MOS (IT) FPA with only one row of detectors. However, since the 
design of a staring FPA is constrained by the size of the pixels, there is more space available for the 
readout multiplexer of a line of detectors. Therefore, design of the monolithic silicon multiplexer for 
a line detector array may also resemble the complexity of silicon multiplexer for hybrid FPAs.

33.4 HYBRID FPAs

Hybrid FPAs are made by interconnecting, via either direct or indirect means, a detector array to a 
multiplexing readout. Several approaches are pursued in both two- and three-dimensional configu-
rations. Hybrids are typically made by either epoxying detector material to a processed silicon wafer 
(or readout) and subsequently forming the detectors and electrical interconnects by, for example, 
ion-milling; by mating a fully processed detector array to a readout to form a “two-dimensional” 
hybrid;20 or by mating a fully processed detector array to a stack of signal processors to form a three-
dimensional stack (Z-hybrid or “3D-IC”). The detector is usually mounted on top of the multiplexer 
and infrared radiation impinges on the backside of the detector array. Indium columns typically 
provide electrical and, often in conjunction with various epoxies, mechanical interconnect.

Hybrid methodology allows independent optimization of the detector array and the readout. 
Silicon is the preferred readout material due to performance and the leveraging of the continuous 
improvements funded by commercial markets. Diverse state-of-the-art processes and lithography 
are hence available at a fraction of their original development cost.

Thermal expansion match In a hybrid FPA, the detector array is attached to a multiplexer 
which can be of a different material. In cooling the device from room temperature to operating 
temperature, mechanical strain builds up in the hybrid due to the differing coefficients of thermal 
expansion. Hybrid integrity requires detector material that has minimum thermal expansion mis-
match with silicon. Based on this criterion, the III-V and II-VI detectors are favored over Pb-salts. 
Silicon-based detectors are matched perfectly to the readout; these include doped-Si and PtSi. The 
issue of hybrid reliability has prompted the fabrication of II-VI detectors on alternative substrates to 
mitigate the mismatch. HgCdTe, for example, is being grown on sapphire (PACE-I),21 GaAs (liftoff 
techniques are available for substrate thinning or removal), and silicon in addition to the lattice-
matched Cd(Zn)Te substrates. Detector growth techniques22 include liquid phase epitaxy and vapor 
phase epitaxy (VPE). The latter includes metal organic chemical vapor deposition (MOCVD) and 
molecular beam epitaxy (MBE).
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Hybrid Readout

Hybrid readouts perform the functions of detector interface, signal processing, and video multiplexing.23 
The hybrid FPA readout technologies include

• Surface channel charge coupled device (SCCD)

• Buried channel charge coupled device (BCCD)

• x-y addressed switch-FET (SWIFET) or direct readout (DRO) FET arrays

• Combination of MOSFET and CCD (MOS/CCD)

• Charge-injection device (CID)

Early hybrid readouts were either CIDs24 or CCDs, and the latter are still popular for silicon mono-
lithics. However, x-y arrays of addressed MOSFET switches are superior for most hybrids for reasons 
of yield, design flexibility, simplified interface, and direct leveraging of Moore’s Law for ongoing 
improvements and cost reduction. The move to the FET-based, direct readouts is key to the dramatic 
improvements in staring array producibility and is a consequence of the spin-off benefits from the 
silicon memory markets. DROs are fabricated with high yield and are fully compatible with advanced 
processes that are available at captive and commercial foundries. We will thus focus our discussion 
on these families. Though not extensively, CCDs are still sometimes used in hybrid FPAs.25

Nonsilicon readouts Readouts have been developed in Ge, GaAs, InSb, and HgCdTe. The readout 
technologies include monolithic CCD, charge-injection device (CID), charge-injection matrix (CIM), 
enhancement/depletion (E/D) MESFET (GaAs), complementary heterostructure FET (C-HFET; 
GaAs),26 and JFET (GaAs and Ge). The CCD, CID, and CIM readout technologies generally use MIS 
detectors for monolithic photon detection and signal processing.

The CID and CIM devices rely on accumulation of photogenerated charge within the depletion 
layer of a MIS capacitor that is formed using a variety of passivants (including CVD and photo-SiO2, 
anodic SiO2, and ZnS). A single charge transfer operation then senses the accumulated charge. Device 
clocking and signal readout in the CIDs and CIMs relies on support chips adjacent to the monolithic 
IR FPA. Thus, while the FPA is monolithic, the FPA assembly is actually a multichip hybrid.

CCDs have been demonstrated in HgCdTe and GaAs.27 The n-channel technology is preferred 
in both materials for reasons of carrier mobility and device topology. In HgCdTe, for example, 
n-MOSFETs with CVD SiO2 gate dielectric have parametrics that are in good agreement with basic 
silicon MOSFET models. Fairly elaborate circuits have been demonstrated on CCD readouts, e.g., an 
on-chip output amplifier containing a correlated double sampler (CDS).

GaAs has emerged as a material that is very competitive for niche applications including IR 
FPAs. Since GaAs has very small thermal expansion mismatch with many IR detector materials 
including HgCdTe and InSb, large hybrids are possible, and VPE detector growth capability sug-
gests future development of composite monolithic FPAs. The heterostructure (H-)MESFET and 
C-HFET technologies are particularly interesting for IR FPAs because low 1/f noise has been dem-
onstrated; noise spectral densities at 1 Hz of as low as 0.5 μV/√Hz for p-HIGFET and 2 μV/√Hz 
for the enhancement H-MESFET28 at 77 K have been achieved. The H-MESFET has the advantage 
of greater fabrication maturity (16 K SRAM and 64 × 2 readout demonstrated), but the C-HFET 
offers lower power dissipation.

Direct Readout Architectures The DRO multiplexer consists of an array of FET switches. The basic 
multiplexer has several source follower stages that are separated at the cell, row, and column levels by 
MOSFET switches which are enabled and disabled to perform pixel access, reset, and multiplexing. The 
signal voltage from each pixel is thus direct-coupled through the cascaded source follower architec-
ture as shown, for example, in Fig. 7. Shift registers generate the various clock signals; a minimum 
of externally supplied clocks is required. Since CMOS logic circuitry is used, the clock levels do not 
require precise adjustment for optimum performance. The simple architecture also gives high func-
tional yield even in readout materials less mature than silicon.
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Owing to the relatively low internal impedances beyond the input circuit, multiplexer noise is usu-
ally negligible. The inherent dynamic range is often >100 dB and the FPA dynamic range is limited only 
by the output-referred noise of the input circuit and the maximum signal excursion. The minimum 
read noise for DROs in imaging IR FPAs is typically capacitor reset noise. Correlated double samplers 
are thus used to suppress the reset noise for highest possible SNR at low integrated signal level.

In addition to excellent electrical characteristics, the DRO has excellent electro-optical properties 
including negligible MTF degradation and no blooming. Crosstalk in DRO-based FPAs is usually 
detector-limited since the readouts typically have low (<0.005 percent) electrical crosstalk. DROs 
also have higher immunity to clock feedthrough noise due to their smaller clock capacitances. 
Substrate charge pumping, which causes significant FET backgating29 and transconductance degra-
dation in SCCDs, is low in DROs.

X-Y addressing and clock generation Both static and dynamic shift registers are used to gener-
ate the clock signals needed for cell access, reset, and pixel multiplexing. Static registers offer robust 
operation and increased hardness to ionizing radiation in trade for increased FET count and prefer-
ence for CMOS processes. Dynamic registers use fewer transistors in NMOS or PMOS processes, but 
require higher voltages, have lower maximum clocking rate, and must be carefully designed to avoid 
being affected by incident radiation.

Dynamic shift registers use internal bootstrapping to regenerate the voltage at each tap. The circuit 
techniques limit both the lowest and highest clock rates and require fine-tuning of the MOSFET 
design parameters for the specific operating frequency. More importantly, the high internal voltages 
stress conventional CMOS processes.

Electronically scanned staring FPAs The inability to integrate photogenerated charge for full 
staring frame times is often handled by integration time management. Since the photon background 
for the full 8- to 12-μm spectral band is over two orders of magnitude larger than the typical MWIR 
passband, and since the LWIR detector dark current is several orders of magnitude larger than 
similarly sized MWIR devices, LWIR FPA integration duty cycle can be quite poor. It is sometimes 
prudent to concede the limited duty cycle by electronically scanning the staring readout. Electronic 
scanning refers to a modified staring FPA architecture wherein the FPA is operated like a scanning 
FPA but without optomechanical means. Sensitivity is enhanced beyond that of a true scanning FPA 
by, for example, using multiple readout bus lines to allow integration times longer than one row 
time. The sharing reduces circuit multiplicity and frees unit cell real estate to share circuitry and 
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FIGURE 7 Direct readout schematic (shown with direct injection 
input).
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INFRARED DETECTOR ARRAYS  33.17

larger integration capacitance, and to use the otherwise parasitic bus capacitance to further increase 
capacity. More charge can thus be integrated even though the duty cycle is preset to 1/N, where N is 
the number of elements on each common bus.

Time delay integration scanning FPAs While no longer extensively used for staring readouts, 
SCCDs are used in scanning readouts to incorporate on-focal plane TDI since they have higher 
dynamic range than FET bucket brigades. Dynamic range >72 dB and as high as 90 dB are typi-
cally achieved with high TDI efficacy. Two architectures dominate. In one, the CCD is integrated 
adjacent to the input circuit in a contiguous unit cell. In the second, the input circuit is segregated 
from the CCD in a sidecar configuration. The latter offers superior cell-packing density and on-chip 
signal processing in trade for circuit complexity. Figure 8 shows the schematic circuit for a channel 
of a scanning readout having capacitive transimpedance amplifier input circuit (discussed earlier), 
common TDI channel bus, and fill-and-spill30 input to a sidecar SCCD TDI. This scheme integrates 
CMOS and CCD processes for much on-chip signal processing in very fine orthoscan pitch.31

The readout conversion factor, i.e., volts out per electrons in, for the sidecar CTIA scheme is

 S
V

e

C

C
A A

q

CV
T

V V=
Δ

=−
F/S

out
1 2

 (4)

where CF/S is the fill-and-spill gate capacitance, CT is the integration/feedback capacitance, AVx char-
acterizes the various source follower gains, and Cout is the sense node capacitance at the CCD output. 
The ratio of CF/S to CT sets a charge gain that allows design-tailoring for managing dynamic range or 
lowering input-referred noise. High charge-gain yields read noise that is limited by the input circuit 
and not by the transfer noise32 of the high-carrier-capacity SCCD.

MOSFET bucket brigades are also used as TDI registers since simpler, all-MOS designs and pro-
cesses can be used. Advantages include compatibility with standard MOS and CMOS, and capability 
for external clocking using specific CMOS-compatible clock levels. The latter potential advantage is 
mitigated in the sidecar TDI scheme by appropriately sizing the SCCD registers and the charge gain 
to yield the desired CCD clock levels, for example. Disadvantages include higher TDI register noise 
due to kTC noise being added at each transfer and limited signal excursion.
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FIGURE 8 Sidecar TDI with capacitive transimpedance amplifier input circuit.
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33.18  IMAGING DETECTORS

Output circuits Output circuitry is usually kept to a minimum to minimize power dissipation. 
Circuit design thus tends to focus on the trades between voltage-mode and current-mode output 
amplifiers, although on-chip signal processing is now at system-on-chip (SoC) level of sophistica-
tion, including low-speed A/D conversion, switched-capacitor filtering,33 and on-chip nonunifor-
mity correction. Voltage-mode outputs offer better S/N performance across a wider range in back-
grounds for a given readout transimpedance. Current-mode outputs offer wider bandwidth and 
better drive capability at higher clock frequencies.

Detector Interface: Input Circuit After the incoming photon flux is converted into a signal by the 
detector, it is coupled into the readout via a detector interface circuit.34 Signal input is optical in 
a monolithic FPA, so signal conditioning is limited. In hybrid FPAs and some composite material 
monolithics, the signal is injected electrically into the readout. The simplest input schemes offer-
ing the highest mosaic densities include direct detector integration (DDI) and direct injection (DI). 
More complex schemes trade simplicity for input impedance reduction [buffered direct injection 
(BDI) and capacitive transimpedance amplification (CTIA)], background suppression (e.g., gate 
modulation), or ultralow read noise with high speed (CTIA). We briefly describe the more popular 
schemes and their performance. Listed in Table 1 are approximate performance-describing equa-
tions for comparing the circuits schematically shown in Fig. 9.

Direct detector integration Direct detector integration (Fig. 9a), also referred to as source fol-
lower per detector (SFD), is used at low backgrounds and long frame times (frame rates typically 
≤15 Hz in large staring arrays). Photocurrent is stored directly on the detector capacitance, thus 
requiring the detector to be heavily reverse-biased to maximize dynamic range. The changing detec-
tor voltage modulates the gate of a source follower whose drive FET is in the cell and whose current 
source is common to all the detectors in a column or row. The limited cell area constrains the source 
followers’ drive capability and thus the bandwidth.

The DDI unit cell typically consists of the drive FET, cell enable transistor(s), and reset 
transistor(s). A detector site is read out by strobing the appropriate row clock, thus enabling the out-
put source follower. The DDI circuit is capable of read noise as low as a few electrons per pixel.

Direct injection Direct injection (Fig. 9b) is perhaps the most widely used input circuit due to 
its simplicity and high performance. The detector directly modulates the source of a MOSFET. The 
direct coupling requires that detectors with p-on-n polarity, as is the case with InSb and most pho-
tovoltaic LWIR detectors, interface p-type FETs (and vice versa) for carrier collection in the integra-
tion capacitor. In surface channel CCDs, the input transistor’s drain is virtual, as formed by a fully 
enhanced well, and often doubles as the integration capacitor.

Practical considerations, including limited charge-handling capacity, constrain the DI input to oper-
ation with high-impedance MWIR or limited cutoff (lc ≤9.5 μm) LWIR detectors. The associated back-
ground photocurrent for the applications where direct injection can be used mandates that the DI FET 
operate subthreshold.35 The subthreshold gate transconductance, gm, is independent of FET geometry:36
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where Rdet and Cdet are the detectors’ dynamic resistance and capacitance, respectively. Poor DI circuit 
bandwidth occurs at low-photon backgrounds due to low gm.
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The injection efficiency varies across an FPA due to FET threshold, detector bias, and detector 
resistance nonuniformity. Changes in detector current create detector bias shifts since the input 
impedance is relatively high. In extreme cases a large offset in threshold gives rise to excess detector 
leakage current and 1/f noise, in addition to fixed pattern noise. The peak-to-peak threshold voltage 
nonuniformity spans the range from ≈1 mV for silicon p-MOSFETs to over 125 mV for some GaAs-
based readouts.

Depending upon the interface to the multiplexing bus, the noise-limiting capacitance, Cinput, is 
approximately the integration capacitance or the combined integration and bus capacitance. Some 
direct-injection cells are thus buffered with a source follower (see Fig. 7). Omitting the source fol-
lower reduces the readout transimpedance (due to charge splitting between the integration capacitor 
and thus bus line capacitance) in trade for larger integration capacitance since more unit-cell real 
estate is available.

Increasing the pixel density has required a continuing reduction in cell pitch. Figure 10 plots 
the charge-handling capacity as functions of cell pitch and minimum gate length for representa-
tive DI designs using the various minimum feature lengths. Also plotted is the maximum capacity 
assuming the cell is composed entirely of integration capacitor (225 ÅiO2). A 27-μm DI cell, fabri-
cated in 1.25-μm CMOS, thus had similar cell capacity as an earlier 60-μm DI cell in 3-μm CMOS. 
Limitations on cell real estate, operating voltage, and the available capacitor dielectrics nevertheless 

FIGURE 9 Hybrid FPA detector interface circuits.
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INFRARED DETECTOR ARRAYS  33.21

dictate maximum integration times that are often shorter than the total frame time. This duty 
cycling equates to degradation in detective quantum efficiency.

Buffered direct injection A significant advantage of the source-coupled input is MOSFET noise 
suppression. This suppression is implied in the hBLIP expression shown in Table 1. When injection 
efficiency is poor, however, MOSFET noise becomes a serious problem along with bandwidth. These 
deficiencies are ameliorated via buffered direct injection (BDI),37 wherein a feedback amplifier with 
open-loop gain −Av (Fig. 9c) is added to the DI circuit. The buffering increases injection efficiency to 
near-unity, increases bandwidth by orders of magnitude, and suppresses the DI FET noise.

BDI has injection efficiency

 η
ωυ υ

inj ≅
+

+ + + +
g R A

g R A j R A
m V

m

det

det det

(

( ) [(

1

1 1 1 )) ]detC Camp +  (7)

where Camp is the Miller capacitance of the amplifier. Circuit bandwidth is maximized by lowering 
the amplifiers’ Miller capacitance to provide detector-limited frequency response that is lower than 
that possible with DI by the factor (1 + AV).

The noise margin of the BDI circuit is superior to DI, even though two additional noise sources 
associated with the feedback amplifier are added. The dominant circuit noise stems from the drive 
FET in the amplifier. The noise power for frequencies less than 1/(2pRdetCdet) is directly propor-
tional to the detector impedance. Amplifier noise is hence a critical issue with low impedance (<1 
MΩ) detectors including long wavelength photovoltaics operating at temperatures above 80 K.

Chopper-stabilized buffered direct injection The buffered direct injection circuit has high 1/f 
noise with low-impedance detectors. While the MOSFET 1/f noise can be suppressed somewhat by 
reverse-biasing the detectors to the point of highest resistance, detector 1/f noise may then dominate. 
Other approaches include enlarging MOSFET gate area, using MOS input transistors in the lateral 
bipolar mode, or using elaborate circuit techniques such as autozeroing and chopper stabilization. 
Chopper stabilization is useful if circuit real estate is available, as in a scanning readout. Figure 9d
shows a block diagram schematic circuit of chopper-stabilized BDI.
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Chopper stabilization refers to the process of commutating the integrating detector node between 
the inverting and noninverting inputs of an operational amplifier having open-loop gain, A V . This 
chopping process shifts the amplifier’s operating frequency to higher frequencies where the amplifi-
er’s noise is governed by white noise, not 1/f noise. At chopping frequencies fchop>>fk, the equivalent 
low-frequency input noise of the chopper amplifier is equal to the original amplifier white-noise 
component.38 The amplifier’s output signal is subsequently demodulated and filtered to remove the 
chopping frequency and harmonics. This scheme also reduces the input offset nonuniformity by the 
reciprocal of the open-loop gain, thereby generating uniform detector bias. Disadvantages include 
high circuit complexity and the possibility of generating excess detector noise via clock feedthrough-
induced excitation of traps, particularly with narrow bandgap photovoltaic detectors.

Gate modulation Signal processing can be incorporated in a small unit cell by using a gate-
modulated input structure (c.f. MOSFET load gate modulation in Fig. 9e).39 The use of an MOSFET 
as an active load device, for example, provides dynamic range management via automatic gain 
control and user-adjustable background pedestal offset since the detector current passes through a 
load device with resistance RLOAD The differential gate voltage applied to the input FET varies for a 
change in photocurrent, ΔIphoto, as

 Δ = ΔV R IG LOAD inj, DI photoη  (8)

The current injected into the integration capacitor is

 I g R Iminput LOAD inj, DI photo= Δη  (9)

The ratio of Iinput to Iphoto is the current gain, AI , which is

 A
g

gI
m

m

=
, LOAD

inj, DIη  (10)

The current gain can self-adjust by orders of magnitude depending on the total detector current. 
Input-referred read noise of tens of electrons has thus been achieved with high-impedance SWIR 
detectors at low-photon backgrounds. The same circuit has also been used at LWIR backgrounds 
with LWIR detectors having adequate impedance for good injection efficiency.

The current gain expression suggests a potential shortcoming for imaging applications since the 
transfer characteristic is nonlinear, particularly when the currents in the load and input FETs differ 
drastically. In conjunction with tight specifications for threshold uniformity, pixel functionality can 
be decreased, dynamic range degraded, and imagery dominated by spatial noise. The rms fractional 
gain nonuniformity (when operating subthreshold) of the circuit is approximately

 
Δ
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A

q

n kT
I

I

VTσ

FET

 (11)

where sVT is the rms threshsold nonuniformity. At 80 K, state-of-the-art sVT of 0.5 mV for a 128 × 
128 FPA, and n = 1, the minimum rms nonuniformity is ≈7 percent.

Capacitive transimpedance amplifier (CTIA) Many CTIAs have been successfully demonstrated. 
The most popular approach uses a simple CMOS inverter40 for feedback amplification (Fig. 9f ). 
Others use a more elaborate differential amplifier. The two schemes differ considerably with respect 
to open-loop voltage gain, bandwidth, power dissipation, and cell real estate. The CMOS inverter-
based CTIA is more attractive for high-density arrays. The latter is sometimes preferred for scanning 
or Z-hybrid applications where real estate is available primarily to minimize power dissipation.41

In either case, photocurrent is integrated directly onto the feedback capacitor of the tran-
simpedance amplifier. The minimum feedback capacitance is set by the amplifier’s Miller capaci-
tance and defines the maximum circuit transimpedance. Since the Miller capacitance can be made 
very small (<5 fF), the resulting high transimpedance yields excellent margin with respect to 
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downstream system noise. The transimpedance degrades when the circuit is coupled to large detec-
tor capacitances, so reducing pixel size serves to minimize read noise and the circuits’ attractiveness 
will continue to increase in the future.

The CTIA allows extremely small currents to be integrated with high efficiency and tightly 
regulated detector bias. The amplifier open-loop gain, AV, amp, ranges from as low as on the order of 
ten to higher than several thousand for noncascoded inverters, and many thousands for cascoded 
inverter and differential amplifier designs. The basic operating principle is to apply the detector out-
put to the inverting input of a high-gain CMOS differential amplifier operated with capacitive feed-
back. The feedback capacitor is reset at the detector sampling rate. The noise equivalent input voltage 
of the amplifier is referred to the detector impedance, just as in other circuits.

The CTIA’s broadband channel noise sets a lower limit on the minimum achievable read noise, is 
the total amplifier white noise, and can be approximated for condition of large open-loop gain by
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 (12)

where Cfb is the feedback capacitance including the Miller capacitance and integration capacitance 
and CL is the output load capacitance. This expression provides an intuitive formula for minimizing 
noise: detector capacitance must be low (i.e., minimize detector shunting capacitance which reduces 
closed-loop gain) and output capacitance high (i.e., limit bandwidth). Of the three amplifier noise 
sources listed in Table 1, amplifier 1/f noise is often largest. For this reason, the CMOS inverter-
based CTIA has best performance with p-on-n detectors and p-MOSFET amplifier FET due to the 
lower 1/f noise.

33.5 PERFORMANCE: FIGURES OF MERIT

In the early days of infrared technology, detectors were characterized by the noise equivalent power 
(NEP) in a 1-Hz bandwidth. This was a good specification for single detectors, since their perfor-
mance is usually amplifier limited. The need to compare detector technologies for application to 
different geometries and the introduction of FPAs having high-performance on-board amplifiers 
and small parasitics necessitated normalization to the square root of the detector area for comparing 
S/N. R. C. Jones42 thus introduced detectivity (D∗), which is simply the reciprocal of the normalized 
NEP and has units cm-√Hz/W (or Jones).

While D∗ is well-suited for specifying infrared detector performance, it can be misleading to the 
uninitiated since the D∗ is highest at low background. An LWIR FPA operating at high background 
with background-limited performance (BLIP) S/N can have a D∗ that is numerically lower than for 
a SWIR detector having poor S/N relative to the theoretical limit. Several figures of merit that have 
hence proliferated include other ways of specifying detectivity: e.g., thermal D∗ (D∗ 

th), blackbody 
D∗(D∗

bb), peak D∗ (D∗
lpk), percentage of BLIP (%BLIP or hBLIP), and noise equivalent temperature 

difference (NE ΔT). Since the final output is an image, however, the ultimate figure of merit is how 
well objects of varying size are detected and resolved in the displayed image. The minimum resolv-
able temperature (MRT) is thus a key benchmark. These are briefly discussed in this section.

Detectivity (D *)

D∗ is the S/N ratio normalized to the electrical bandwidth and detector area. In conjunction with the 
optics area and the electrical bandwidth, it facilitates system sensitivity estimation. However, D∗ can 
be meaningless unless the test conditions, including magnitude and spectral distribution of the flux 
source (e.g., blackbody temperature), detector field-of-view, chopping frequency (lock-in amplifier), 
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background temperature, and wavelength at which the measurement applies. D∗ is thus often quoted 
as “blackbody,” since the spectral responsivity is the integral of the signal and background character-
istics convolved with the spectral response of the detector. D∗

bb specifications are often quantified 
for a given sensor having predefined scene temperature, filter bandpass, and cold shield f/# using a 
generalized expression.

Peak detectivity is sometimes preferred by detector engineers specializing in photon detectors. 
The background-limited peak detectivity for a photovoltaic detector is

 D
Q hcB

λ
η λ

pk

pk∗ =
2

 (13)

and refers to measurement at the wavelength of maximum spectral responsivity. For detector-limited 
scenarios, such as at higher operating temperatures or longer wavelengths (e.g., lc > 12 μm at oper-
ating temperature less than 78 K or lc > 4.4 μm at >195 K), the peak detectivity is limited by the 
detector and not the photon shot noise. In these cases the maximum detector-limited peak D∗ in the 
absence of excess bias-induced noise (both 1/f and shot noise) is

 D
q R A

kT hcλ
η λ

pk
∗ =

2
0  (14)

The R0 A product of a detector thus describes detector quality even though other parameters may 
actually be more relevant for FPA operation.

Percentage of BLIP

Whereas D∗ compares the performance of dissimilar detectors, FPA designers often need to quantify 
an FPA’s performance relative to the theoretical limit at a specific operating background. Percentage 
of BLIP, hBLIP , is one such parameter and is simply the ratio of photon noise to composite FPA noise
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NEDT

The NE ΔT of a detector represents the temperature change, for incident radiation, that gives an out-
put signal equal to the rms noise level. While normally thought of as a system parameter, detector 
NE ΔT and system NE ΔT are the same except for system losses (conservation of radiance). NE ΔT is 
defined:
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where un is the rms noise and ΔVS is the signal measured for the temperature difference ΔT. It can be 
shown that

 NE BLIPΔ = ( )−
T C No T cτ ηλ

1
 (16a)

where to is the optics transmission, CTl is the thermal contrast from Fig. 1, and Nc is the number of 
photogenerated carriers integrated for one integration time, tint:

 N A t Qc B=η det int  (16b)
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The distinction between an integration time and the FPA’s frame time must be noted. It is often 
impossible at high backgrounds to handle the large amount of carriers generated over frame times 
compatible with standard video frame rates. The impact on system D∗ is often not included in the 
FPA specifications provided by FPA manufacturers. This practice is appropriate for the user to assess 
relative detector quality, but must be coupled with usable FPA duty cycle, read noise, and excess 
noise to give a clear picture of FPA utility. Off-FPA frame integration can be used to attain a level of 
sensor sensitivity that is commensurate with the detector-limited D∗ and not the charge-handling-
limited D∗.

The inability to handle a large amount of charge nevertheless is a reason why the debate as to 
whether LWIR or MWIR operation is superior is still heated. While the LWIR band should offer 
order-of-magnitude higher sensitivity, staring readout limitations often reduce LWIR imager sensi-
tivity to below that of competing MWIR cameras. However, submicron photolithography, alterna-
tive dielectrics, and refinements in readout architectures are ameliorating this shortfall and LWIR 
FPAs having sensitivity superior to MWIR counterparts are available. Figure 11 shows the effect on 
high quantum efficiency FPA performance and compares the results to PtSi at TV-type frame rate. 
The figure illustrates BLIP and measured NE  ΔTs versus background temperature for several spec-
tral bands assuming a 640 × 480 DI readout multiplexer (27-μm pixel pitch and ≈1-μm-minimum 
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FIGURE 11 NE  ΔT versus background temperature for several 
prominent spectral bands.
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feature) is hybridized to high-quantum-efficiency MWIR and LWIR detectors. Though the device 
has large charge-handling capacity, there is large shortfall in the predicted LWIR FPA performance 
relative to the BLIP limit. The measured MWIR FPA performance values, as shown by the data 
points, are in good agreement with the predicted trends.

Spatial noise Estimation of IR sensor performance must include a treatment of spatial noise 
that occurs when FPA nonuniformities cannot be compensated correctly. This requires consider-
ation of cell-to-cell response variations. Mooney et al.43 comprehensively discussed the origin of 
spatial noise. The total noise determining the sensitivity of a staring array is the composite of the 
temporal noise and the spatial noise. The spatial noise is the residual nonuniformity U after appli-
cation of nonuniformity compensation, multiplied by the signal electrons N. Photon noise, equal 
to √N, is the dominant temporal noise source for the high infrared background signals for which 
spatial noise is significant (except for TE-cooled or uncooled sensors). The total noise equivalent 
temperature difference is

 Total NE =
/

Δ
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where ∂N/∂T is the signal change for a 1 K source temperature change. The denominator, (∂N/∂T)/
N, is the fractional signal change for a 1 K source temperature change. This is the relative scene con-
trast due to CTl and the FPA’s transimpedance.

The dependence of the total NE ΔT on residual nonuniformity is plotted in Fig. 12 for 300 K 
scene temperature, two sets of operating conditions, and three representative detectors: LWIR 
HgCdTe, MWIR HgCdTe, and PtSi. Operating case A maximizes the detected signal with f/1.4 
optics, 30-Hz frame rate, and 3.4 to 5.0-μm passband. Operating case B minimizes the solar influ-
ence by shifting the passband to 4.2 to 5.0 μm and trades off signal for the advantages of lighter, less 
expensive optics ( f/2.0) at 60-Hz frame rate. Implicit in the calculations are charge-handling capaci-
ties of 30 million e− for MWIR HgCdTe, 100 million e− for LWIR HgCdTe, and 1 million for PtSi. 
The sensitivity at the lowest nonuniformities is independent of nonuniformity and limited by the 
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scene temperature.
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shot noise of the detected signal. The LWIR sensitivity advantage is achieved only at nonuniformi-
ties less than 0.01 percent, which is comparable to that achieved with buffered input circuits. At the 
reported direct-injection MWIR HgCdTe residual nonuniformity of 0.01 to 0.02 percent, the total 
NE ΔT is about 0.007 K, which is comparable to the MWIR BLIP limit. At the reported PtSi residual 
nonuniformity of 0.05 percent with direct detector integration, total NE ΔT is higher at 0.04K, but 
exceeds the BLIP limit for the lower quantum efficiency detectors.

Minimum Resolvable Temperature

The minimum resolvable temperature (MRT) is often the preferred figure of merit for imaging 
infrared sensors. MRT is a function of spatial resolution and is defined as the signal-to-noise ratio 
required for an observer to resolve a series of standard four-bar targets. While many models exist 
due to the influence of human psycho-optic response, a representative formula44 is
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where fs is the spatial frequency in cycles/radian, a target signal-to-noise ratio (SNRT) of five is 
usually assumed, the MTF describes the overall modulation transfer function including the optics, 
detector, readout, and the integration process, Δ x and Δy are the respective detector subtenses in 
mRad, teye is the eye integration time, fframe is the display frame rate, NOS is the overscan ratio, NSS

is the serial scan ratio, and L is the length-to-width ratio of a bar chart (always set to 7). While the 
MRT of systems with temporal noise-limited sensitivity can be adequately modeled using the tem-
poral NE ΔT, scan noise in scanned system and fixed pattern noise in staring cameras requires that 
the MRT formulation be appropriately modified.

Shown in Fig. 13 are BLIP (for 70 percent quantum efficiency) MRT curves at 300 K background 
temperature for narrow-field-of-view (high-resolution) sensors in the MWIR and LWIR spectral 
bands. Two LWIR curves are included to show the impact of matching the diffraction-limited blur 
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to the pixel pitch versus 2× oversampling of the blur. The latter case commonly arises, for example, 
when the LWIR FPA is miniaturized to minimize die size for enhancing yield and, for hybrid FPAs, 
alleviating thermal expansion mismatch. Also included for comparison are representative curves for 
first-generation scanning, staring uncooled, staring TE-cooled and staring PtSi sensors assuming 
0.1, 0.1, 0.05, and 0.1 K NE ΔTs, respectively. Theoretically, the staring MWIR sensors have order 
of magnitude better sensitivity while the staring LWIR bands have two orders of magnitude better 
sensitivity than the first-generation sensor. In practice, due to charge-handling limitations, an LWIR 
sensor has only slightly better MRT than the MWIR sensor. The uncooled sensor is useful for short-
range applications such as a driver’s aid in modern automobiles; the TE-cooled sensor provides lon-
ger range than the uncooled, but less than the high-density PtSi-based cameras.

33.6 CURRENT STATUS AND FUTURE TRENDS

Status

After over three decades of ongoing development, today’s second-generation infrared focal plane 
arrays have typically 1000 times more pixels and up to 10 times higher sensitivity than first-generation 
devices. FPA format is consequently now set by application need, rather than a technological bar-
rier. Nevertheless, there is ongoing motivation for fully achieving theoretically limited performance, 
especially at elevated operating temperatures. Development is hence continuing in the form of third-
generation FPA technology. While specifications for third-generation FPAs encompass a broad range 
of needs, common objectives require overcoming recurring practical limits with respect to sensitivity, 
frame rate, power dissipation, multispectral capability, and cost. The common methodology going 
forward, regardless of specific mission requirements, is to dramatically increase on-FPA functionality 
via system-on-chip integration. While second-generation technology was largely driven by defense-
oriented R&D funding, it is likely that third-generation technology will more directly leverage emerg-
ing commercial foundry capability for 3D-IC assembly; this emerging commercial interest in 3D-IC 
integration should dramatically lower infrared FPA cost while further improving FPA performance.

Figure 14 summarizes the typical performance of the most prominent detector technologies. 
The figure, a plot of the D∗

th (300 K, 0° field-of-view) versus operating temperature, clearly shows 
the performance advantage that the intrinsic photovoltaics have over the other technologies. 
Thermal detectivity is used here to compare the various technologies for equivalent NE ΔT irre-
spective of wavelength. While the extrinsic silicon detectors offer very high sensitivity, high produc-
ibility, and very long cutoff wavelengths, the very low operating temperature is often prohibitive. 
Also shown is the relatively low and slightly misleading detectivity of PtSi, which is offset by its 
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excellent array uniformity (i.e., array performance is commensurate with best diode performance). 
Thermal imaging achieved with a Sarnoff 640 × 480 PtSi FPA is shown in Fig. 15, an image free of 
the artifacts often plaguing competing detector technologies. Table 2 further summarizes the char-
acteristics of monolithic and hybrid PtSi FPAs with IR-CCD, CSD, and MOS silicon multiplexers 
developed at the peak of PtSi FPA interest. In addition to the pixel size and fill factor, this table also 
shows the process design rules, maximum charge signal, Qmax, the reported noise equivalent tem-
perature (NE ΔT) for operation with specific f/# optics, the associated company, and the pertinent 
references for that era.

TABLE 2 Representative Staring PtSi FPAs

Type of FPA
Pixel Size 

(μm2)
Fill 

Factor
Design 

Rules (μm)
Qmax  × 106 

(e–/p)

NE ΔT

Year Company References(K) f/#

320 × 244 IT-CCD 40 × 40 44 2.0 1.4 0.04 1.4 1988 Sarnoff 46
680 × 480 MOS 24 × 24 38 1.5 1.5 0.06 1.0 1991 47
324 × 487 IT-CCD 42 × 21 42 1.5 0.25 0.10 1.0 1988 NEC 48
648 × 487 IT-CCD 21 × 21 40 1.3 1.5 0.10 1.0 1991 49
256 × 244 IT-CCD 31.5 × 25 36 1.8 0.55 0.07 1.8 1989 Loral 50
512 × 512 IT-CCD Fairchild
640 × 486 IT-CCD 25 × 25 54 1.2 Kodak
 noninterl. 4-port 0.23 0.15 2.8 1990 51
 interlaced 1-port 0.55 <0.1 2.8 1991
512 × 512 CSD 26 × 20 39 2.0 0.7 0.1 1.5 1987 Mitsubishi 52

71 1.2 2.9 0.033 1.5 1992 53
1040 × 1040 CSD 17 × 17 53 1.5 1.6 0.1 1.2 1991 45
 4-port
400 × 244 hybrid 24 × 24 84 2.0 0.75 0.08 1.8 1990 Hughes 54
640 × 488 hybrid 20 × 20 80 2.0 0.75 0.1 2.0 1991 55
 4-point

FIGURE 15 Thermal image of a man holding a match detected by 
the 640 × 480 MOS imager. (Courtesy of Sarnoff).
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Similar in performance at cryogenic temperatures, InSb and HgCdTe have comparable array size 
and pixel yield at MWIR cutoff wavelengths. Wavelength tunability and high radiative efficiency, 
however, have often made HgCdTe the preferred material because the widest possible bandgap 
semiconductor can be configured and thus the highest possible operating temperature achieved for 
a given set of operating conditions. The associated cooling and system power requirements can thus 
be optimally distributed.

FPA costs are currently very similar for all the second-generation FPA technologies. Though it is 
often argued that FPA cost for IR cameras will be irrelevant once it reaches a certain minimum pro-
duction volume, nevertheless the key determinants as to which FPA technology becomes ubiquitous 
in the coming decade are availability and cost.

Future Trends and Technology Directions

The 1980s saw the maturation of PtSi and the emergence of HgCdTe and InSb as producible MWIR 
detector materials. Many indicators pointed to the 1990s being the decade that IR FPA technology 
would enter the consumer marketplace, but penetration did not actually occur until a decade later. 
Figure 16 shows the chronological development of IR FPAs including monolithic and hybrid tech-
nologies. Specifically compared is the development of various hybrids (primarily MWIR) to PtSi, the 
pace-setting technology with respect to array size. The hybrid FPA data includes Pb-salt, HgCdTe, 
InSb, and PtSi devices. This database suggests that monolithic PtSi led all other technologies with 
respect to array size by about 2 years and clearly shows the thermal mismatch barrier confronted by 
hybrid FPA developers in the mid-1980s.

In addition to further increases in pixel density to >1016 pixels, several trends are clear. Future 
arrays will have much more on-chip signal processing, need less cooling, have higher sensitiv-
ity (particularly intrinsic LWIR FPAs), and offer multispectral capability. If the full performance 
potential of the uncooled technologies is realized, either the microbolometer arrays or, less likely, 
the pyroelectric arrays will capture the low-cost markets. It is not unreasonable that the uncooled 
arrays may obsolete “low-cost” PtSi, QWIP, and HIP FPAs, and render the intrinsic TE-cooled 
developments inconsequential. To improve hybrid reliability, alternative detector substrate materials 
including silicon along with alternative readout materials will become sufficiently mature to begin 
monolithic integration of the intrinsic materials with highest radiative performance. True optoelec-
tronic FPAs consisting of IR sensors with optical output capability may be developed for reducing 
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thermal loading and improving immunity to noise pickup. Availability of inexpensive, commercial 
devices is imminent along with the development of IR neural networks for additional signal pro-
cessing capability. 

In conclusion, it is likely instructive to compare the development of infrared sensors with both 
visible imaging sensors and other commercial integrated circuits, including semiconductor memory 
and microprocessors. All these products commonly share the benefits derived from Moore’s law.56 
Fig. 17 is such a chronology showing notable devices of all types. Early infrared devices tended to 
develop at a pace only a few years behind the overlying trend known as Moore’s law. Multicolor 
sensors initially developed at a rapid pace since the infrastructure was already in place. All infrared 
devices lag visible sensor development, which is driven by consumer demand. The largest visible 
sensors now boast about 100 million pixels; these foreshadow the size of upcoming infrared sensors 
once reliability issues and packaging costs are fully contained.
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34

34.1 GLOSSARY

 A area

 A1, A2, As, Ad area of surface 1, surface 2, a source, a detector, respectively

 Ar area of an image on the retina of a human eye

 Ap area of the pupil of a human eye

 Ain, Aout, Asph area of an input port, output port, and sphere surface, respectively

 b distance from optic axis

 c the speed of light in a vacuum

 Ce  photon-to-electron conversion effi ciency, i.e., quantum effi ciency of a 
photodetector

 D diameter

 dA infi nitesimal element of area

 dA1, dA2, dAs, dAd  infi nitesimal element of area of surface 1, surface 2, a source, a detector, 
respectively

 dLl infi nitesimal change in radiance per wavelength interval

 dT infi nitesimal change in temperature

 dΦ12 infi nitesimal amount of radiant power transferred from point 1 to point 2

 dl infi nitesimal wavelength interval

 dn infi nitesimal frequency interval

 dΩ infi nitesimal change in solid angle

 E irradiance, the incident radiant power per the projected area of a surface

 Ev illuminance, the photometric equivalent of irradiance

 Er average illuminance in an image on the retina of a human eye

 ET retinal illuminance in units of trolands

 ET(l) photopic retinal illuminance from a monochromatic source in trolands
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′ET ( )λ  scotoptic retinal illuminance from a monochromatic source in trolands

 Erl retinal spectral irradiance in absolute units: W nm−1m−2

 f focal length

 f# F-number

 g  fraction of light lost through the input and output ports of an averaging sphere

 h Planck’s constant

 hs, hd object (source) height, image (detector) height

 I radiant intensity, the emitted or refl ected radiant power per solid angle

 i photoinduced current from a radiation detector

 Iv luminous intensity, the photometric equivalent of radiant intensity

 k Boltzmann’s constant

 Km luminous effi cacy (i.e., lumen-to-watt conversion factor) for photopic vision

′Km luminous effi cacy for scotopic vision

 Kab nonlinearity correction factor for a photodetector

 L radiance, the radiant power per projected area and solid angle

 L12 radiance from point 1 into the direction of point 2

 La, Lb radiance in medium a, in medium b

 Le radiance within the human eye

 Ll radiance per wavelength interval

 Lv radiance per frequency interval

 Lv luminance, the photometric equivalent of radiance

 Lv(l) luminance of a monochromatic light source

 M  exitance, the emitted or refl ected radiant power per the projected area of a 
source

 m mean value

 N photon fl ux, the number of photons per second

 n index of refraction

 na, nb index of refraction in medium a, in medium b

 ne index of refraction of the ocular medium of the human eye

 ns, nd  index of refraction in the object (i.e., source) region, in the image (i.e., detector) 
region

 Nl photon fl ux per wavelength interval

 Nn photon fl ux per frequency interval

 NEl photon fl ux irradiance on the retina of a human eye

 Q radiant energy

 Ql radiant energy per wavelength interval

 Qn radiant energy per frequency interval

 R responsivity of a photodetector, i.e., electrical signal out per radiant signal in

 r radius

 rs, rd, rsph radius of a source, detector, sphere, respectively

 R(l) spectral (i.e., per wavelength interval) responsivity of a photodetector

 s distance

 s12 length of the light ray between points 1 and 2

 ssd length of the light ray between points on the source and detector

 spr distance from the pupil to the retina in a human eye
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 T absolute temperature

 t time

 U photon dose, the total number of photons

 V(l)  spectral luminous effi ciency function (i.e., peak normalized human visual spec-
tral responsivity) for photopic vision

 V ′(l) spectral luminous effi ciency function for scotopic vision

 w width

 xi the ith sample in a set of measurements

a absorptance, fraction of light absorbed

ba, bb angle of incidence or refraction

g absorption coeffi cient of a solute

d angle of rotation between crossed polarizers

e emittance of a blackbody simulator

 E étendue

h total number of sample measurements

qs, qd  angle between the light ray and the normal to a point on the surface of a source, 
of a detector

q1, q2 angle between the light ray and the normal to a surface at point 1, at point 2

k concentration of a solute

l wavelength

n frequency

r fraction of light scattered or refl ected

s standard deviation

sm standard deviation of the mean

t transmittance, radiant signal out per radiant signal into a material

t(l) spectral (i.e., per wavelength interval) transmittance

te(l) spectral transmittance of the ocular medium of the human eye

Φ radiant power or equivalently radiant fl ux

f half angle subtended by a cone

Φin, Φout incoming radiant power, outgoing radiant power

Φr luminous fl ux at the retina of the human eye

Φl radiant power per wavelength interval

Φn radiant power per frequency interval

Φn photopic luminous fl ux, radiant power by photopic detectable human vision

′Φv  scotopic luminous fl ux, radiant power detectable by scotopic human vision

Ω  solid angle, a portion of the area on the surface a sphere per of the square of the 
sphere radius

Ωa, Ωb solid angle in medium a, in medium b

34.2 INTRODUCTION

Radiometry is the measurement of the energy content of electromagnetic radiation fields and the 
determination of how this energy is transferred from a source, through a medium, and to a detec-
tor. The results of a radiometric measurement are usually obtained in units of power, i.e., in watts. 
However, the result may also be expressed as photon flux (photons per second) or in units of energy 
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(joules) or dose (photons). The measurement of the effect of the medium on the transfer of radia-
tion, i.e., the absorption, reflection, or scatter, is usually called spectrophotometry and will not be 
covered here. Rather, the assumption is made here that the radiant power is transferred through a 
lossless medium.

Traditional radiometry assumes that the propagation of the radiation field can be treated using 
the laws of geometrical optics. That is, the radiant energy is assumed to be transported along the 
direction of a ray and interference or diffraction effects can be ignored. In those situations where 
interference or diffraction effects are significant, the flow of energy will be in directions other than 
along those of the geometrical rays. In such cases, the effect of interference or diffraction can often 
be treated as a correction to the result obtained using geometrical optics. This assumption is equiva-
lent to assuming that the energy flow is via an incoherent radiation field. This assumption is widely 
applicable since most radiation sources are to a large degree incoherent. For a completely rigorous 
treatment of radiant energy flow, the degree of coherence of the radiation must be considered via 
a formalism based on the theory of electromagnetism as derived from Maxwell’s equations.1,2 This 
complexity is not necessary for most of the problems encountered in radiometry.

In common practice, radiometry is divided according to regions of the spectrum in which differ-
ent measurement techniques are used. Thus, vacuum ultraviolet radiometry, intermediate-infrared 
radiometry, far-infrared radiometry, and microwave radiometry are considered separate fields, and 
all are distinguished from radiometry in the visible and near-visible optical spectral region.

The reader should note that there is considerable confusion regarding the nomenclatures of the 
various radiometries. The terminology for radiometry that we have inherited is dictated not only 
by its historical origin,3 but also by that of related fields of study. By the late 1700s, techniques were 
developed to measure light using the human eye as a null detector in comparisons of sources. At 
about the same time, radiant heating effects were studied with liquid-in-glass thermometers and 
actinic (i.e., chemical) effects of solar radiation were studied by the photoinduced decomposition 
of silver compounds into metallic silver. The discovery of infrared radiation in 1800 and ultra-
violet radiation in 1801 stimulated a great deal of effort to study the properties of these radiations. 
However, the only practical detectors of ultraviolet radiation at that time were the actinic effects—
for infrared radiation it was thermometers and for visible radiation it was human vision. Thus acti-
nometry, radiometry, and photometry became synonymous with studies in the ultraviolet, infrared, 
and visible spectral regions. Seemingly independent fields of study evolved and even today there 
is confusion because the experimental methods and terminology developed for one field are often 
inappropriately applied to another. Vestiges of the confusion over what constitutes photometry and 
radiometry are to be found in many places. The problems encountered are not simply semantic, 
since the confusion can often lead to substantial measurement error.

As science progressed, radiometry was in the mainstream of physics for a short time at the end 
of the nineteenth century, contributing the absolute measurement base that led to Planck’s radia-
tion law and the discovery of the quantum nature of radiation. During this period, actinic effects, 
which were difficult to quantify, became part of the emerging field of photochemistry. In spite of the 
impossibility of performing an absolute physical measurement using the human eye, it was photom-
etry, however, that grew to dominate the terminology and technology of radiant energy measure-
ment practice in this period. At the beginning of the nineteenth century, the reason photometry was 
dominant was that the most precise (not absolute) studies of radiation transfer relied on the human 
eye. By the end of the nineteenth century, the growth of industries such as electric lighting and 
photography became the economic stimulus for technological developments in radiation transfer 
metrology and supported the dominance of photometry. Precise photometric measurements using 
instrumentation in which the human eye was the detector continued into the last half of the twenti-
eth century. The fact that among the seven internationally accepted base units of physical measure-
ment there remains one unit related to human physiology—the candela—is an indication of the 
continuing economic importance of photometry.

Presently, the recommended practice is to limit the term photometry to the measurement of the 
ability of electromagnetic radiation to produce a visual sensation in a physically realizable man-
ner, that is, via a defined simulation of human vision.4–5 Radiometry, on the other hand, is used 
to describe the measurement of radiant energy independent of its effect on a particular detector. 
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Actinometry is used to denote measurement of photon flux (photons per second) or dose (total 
number of photons) independent of the subsequent photophysical, photochemical, or photobiolog-
ical process. Actinometry is a term that is not extensively used, but there are current examples where 
measurement of the “actinic effect of radiation” is an occasion to produce a new terminology for a 
specific photoprocess, such as for the Caucasian human skin reddening effect commonly known as 
sunburn. We do not attempt here to catalog the many different terminologies used in photometry 
and radiometry, instead the most generally useful definitions are introduced where appropriate.

This chapter begins with a discussion of the basic concepts of the geometry of radiation transfer 
and photon flux measurement. This is followed by several approximate methods for solving simple 
radiation transfer problems. Next is a discussion of radiometric calibrations and the methods 
whereby an absolute radiant power or photon flux measurement is obtained. The discussion of 
photometry that follows is restricted to measurements employing physical detectors rather than 
those involving a human observer. Because many esoteric terms are still in use to describe photo-
metric measure ments, the ones most likely to be encountered are listed and defined in the section 
on photometry.

It is not the intention that this chapter be a comprehensive listing or a review of the extensive 
literature on radiometry and photometry; only selected literature citations are made where appro-
priate. Rather, it is hoped that the reader will be sufficiently introduced to the conceptual basis of 
these fields to enable an understanding of other available material. There are many texts on general 
radiometry. Some of the recent books on radiometry are listed in the reference section.6–10 In addi-
tion, the subject of radiometry or photometry is often presented as a subset of another field of 
study and can therefore be found in a variety of texts. Several of these texts are also listed in the 
reference section.11–14 Finally , the reader will also find material related to radiometry, photometry, 
colorimetry, and spectrophotometry in Chaps. 34 to 40 in this volume and Chap. 10, “Colorimetry” 
in Vol. III.

34.3 RADIOMETRIC DEFINITIONS 
AND BASIC CONCEPTS

Radiant Power and Energy

For a steadily emitting source, that is a radiation source with a continuous and stable output, radio-
metric measurement usually implies measurement of the power of the source. For a flashing or 
single-pulse source, radiometric measurement implies a measurement of the energy of the source.

Radiometric measurements are traditionally measurements of thermal power or energy. 
However, because of the quantum nature of most photophysical, photochemical, and photobio-
logical effects, in many applications it is not the measurement of the thermal power in the radiation 
beam but measurement of the number of photons that would provide the most physically meaning-
ful result. The fact that most radiometric measure ments are in terms of watts and joules is due to the 
history of the field. The reader should examine the particular application to determine if a measure-
ment in terms of photon dose or photon flux would not be more meaningful and provide insight for 
the interpretation of the experiment. (See section on “Actinometry” later in this chapter.)

Radiant Energy Radiant energy is the energy emitted, transferred, or received in the form of elec-
tromagnetic radiation. 
Symbol: Q Unit: joule (J)

Radiant Power Radiant power or radiant flux is the power (energy per unit time t) emitted, trans-
ferred, or received in the form of electromagnetic radiation. 
Symbol: Φ Unit: watt (W)

 Φ = dQ
dt

 (1)
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Geometrical Concepts

The generally accepted terminology and basic definitions for describing the geometry of radiation 
transfer are presented below. More extensive discussions of each of these definitions and concepts 
can be found in the references.4–14

The concepts of irradiance, intensity, and radiance involve the density of the radiant power (or 
energy) over area, solid angle, and area times solid angle, respectively.

In situations where the density or distribution of the radiation on a surface is the required quan-
tity, then it is the irradiance that must be measured. An example of where an irradiance measure-
ment would be required is the exposure of a photosensitive surface such as the photoresists used 
in integrated circuit manufacture. The irradiance distribution over the surface determines the local 
degree of exposure of the photoresist. A nonuniform irradiance distribution will result in overexpo-
sure and/or underexposure of regions across the piece and results in a defect in manufacture.

In an optical system where the amount of radiation transfer through the system is important, 
then it is the radiance that must be measured. The amount of radiation passing through the optical 
system is determined by the area of the source from which the radiation was emitted and the field of 
view of the optic, also known as the solid angle or collection angle. Radiance is often thought of as a 
property of a source, but the radiance at a detector is also a useful concept.

Both irradiance and radiance are defined for infinitesimal areas and solid angles. However, in 
practice, measurements are performed with finite area detectors and optics with finite fields of view. 
Therefore all measurements are in fact measurement of average irradiance and average radiance.

Irradiance and radiance must be defined over a projected area in order to account for the effect 
of area change with angle of incidence This is easily seen from the observation that the amount of a 
viewed area diminishes as it is tilted with respect to the viewer. Specifically, the view of the area falls 
off as the cosine of the angle between the normal to the surface and the line of sight. This effect is 
sometimes called the cosine law of emission or the cosine law of irradiation.

Intensity is a term that is part of our common language and often a point of confusion in radi-
ometry. Strictly speaking, intensity is definable only for a source that is a point. An average intensity 
is not a measurable quantity since the source must by definition be an infinitesimal point. All inten-
sity measurements are an approximation, since a true point source is physically impossible to pro-
duce. It is an extrapolation of a series of measurements that is the approximation of the intensity. An 
accurate intensity measurement is one that is made at a very large distance and, consequently, with 
a very small signal at the detector and an unfavorable signal-to-noise ratio. Historically speaking, 
however, intensity is an important concept in photometry and, to a much lesser extent, it has some 
application in radiometry. Intensity is a property of a source, not a detector.

Irradiance Irradiance is the ratio of the radiant power incident on an infinitesimal element of a 
surface to the projected area of that element, dAd , whose normal is at an angle qd to the direction of 
the radiation. 
Symbol: E Unit: watt/meter2 (W m−2)

 E
d

dAd d

= Φ
cosθ

 (2)

Exitance The accepted convention makes a distinction between the irradiance, the surface density 
of the radiation incident on a radiation detector (denoted by the subscript d ), and the exitance, the 
surface density of the radiation leaving the surface of a radiation source (denoted by the subscript s).

Exitance is the ratio of the radiant power leaving an infinitesimal element of a source to the 
projected area of that element of area dAs whose normal is at an angle qs to the direction of the 
radiation.
Symbol: M Unit: watt/meter2 (W m−2)

 M
d

dAs s

= Φ
cosθ

 (3)
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RADIOMETRY AND PHOTOMETRY  34.9

Intensity Radiant intensity (often simply “intensity”) is the ratio of the radiant power leaving a 
source to an element of solid angle dΩ propagated in the given direction. 
Symbol: I Unit: watt/steradian (W sr−1)

 I
d
d

= Φ
Ω

 (4)

Note that in the field of physical optics, the word intensity refers to the magnitude of the 
Poynting vector and thus more closely corresponds to irradiance in radiometric nomenclature.

Solid Angle The solid angle is the ratio of a portion of the area on the surface of a sphere to the 
square of the radius r of the sphere. This is illustrated in Fig. 1.
Symbol: Ω Unit: steradian (sr)

 d
dA

r
Ω =

2
 (5)

It follows from the definition that the solid angle subtended by a cone of half angle f, the apex of 
which is at the center of the sphere, is given by

 Ω = − =2 1 4
2

2π π( cos ) sinφ φ
 (6)

Radiance Radiance, shown in Fig. 2, is the ratio of the radiant power, at an angle qs to the normal 
of the surface element, to the infinitesimal elements of both projected area and solid angle. Radiance 
can be defined either at a point on the surface of either a source or a detector, or at any point on the 
path of a ray of radiation.
Symbol: L Unit: watt/steradian meter2 (W sr−1m−2)

 L
d
dA ds s

= Φ
Ωcosθ

 (7)

Radiance plays a special role in radiometry because it is the propagation of the radiance that 
is conserved in a lossless optical system; see “Radiance Conservation Theorem, Homogeneous 
Medium.” Radiance was often referred to as the brightness or the specific intensity, but this termi-
nology is no longer recommended.

Spectral Dependence of Radiometric Quantities

Polychromatic Radiation Definitions For polychromatic radiation, the spectral distribution of 
radiant power (or radiant energy) is denoted as either radiant power (energy) per wavelength inter-
val or radiant power (energy) per frequency interval.

Surface area

r

FIGURE 1 The solid angle at the center 
of the sphere is the surface area enclosed in 
the base of the cone divided by the square of 
the sphere radius. 

dΩ

dA

q

FIGURE 2 The radiance at the infini-
tesimal area dA is the radiant flux divided 
by the solid angle times the projection of the 
area dA onto the direction of the flux.
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34.10  RADIOMETRY AND PHOTOMETRY

Symbol: Φλ λ( )Q  Unit: watt/nanometer (W nm−1); joule/nanometer (J nm−1); 
or
Symbol: Φv vQ( ) Unit: watt/hertz (W Hz−1); joule/hertz (J Hz−1)

It follows that Φldl is the radiant power in the wavelength interval l to l + dl, and fv dv is the 
radiant power in the frequency interval v to v + dv. The total radiant power over the entire spectrum 
is therefore

 Φ Φ=
∞

∫ λ λd
0

 (8a)

or

 Φ Φ=
∞

∫ vdv
0

 (8b)

If l is the wavelength in the medium corresponding to the frequency v, and since v = c/nl, where 
c is the speed of light in a vacuum and n is the index of refraction of the medium, then

 dv
c

n
d= −

λ
λ

2
 (9)

and

 λ λΦ Φ= v v  (10)

Since the wavelength changes with the index of refraction of the medium, it is becoming more 
common to use the vacuum wavelength, l = c/v. It is particularly important in high-accuracy appli-
cations to state explicitly whether or not the vacuum wavelength is being used.

Spectral versions of the other radiometric quantities, i.e., radiant energy, radiance, etc., are 
defined similarly.

Polychromatic Radiation Calculations As an example of the application of the concept of the spec-
tral dependence of a radiometric quantity, consider the calculation of the response of a radiometer 
consisting of a detector and a spectral filter. The spectral responsivity of a detector R(l) is the ratio of 
the output signal to the radiant input at each wavelength l. The output is usually an electrical signal, 
such as a photocurrent i, and the input is a radiometric quantity, such as radiant power. The spectral 
transmittance of a filter t(l) is the ratio of the output radiant quantity to the input radiant quantity 
at each wavelength l. For a spectral radiant power Φl, the photocurrent i of the radiometer is

 i R d=
∞

∫ ( ) ( )λ τ λ λλΦ
0

 (11)

In practice, either the responsivity of the detector or the transmittance of the filter are nonzero 
only within a limited spectral range. The integral need be evaluated only within the wavelength lim-
its where the integrand is nonzero.

Photometry

The radiation transfer concepts, i.e., geometrical principles, of photometry are the same as those for 
radiometry. The exception is that the spectral responsivity of the detector, the human eye, is specifi-
cally defined. Photometric quantities are related to radiometric quantities via the spectral efficiency 
functions defined for the photopic and scotopic CIE Standard Observer. The generally accepted val-
ues of the photopic and scotopic human eye response function are represented in the “Photometry” 
section in Table 2.

Luminous Flux The photometric equivalent of radiant power is luminous flux, and the unit that is 
equivalent to the watt is the lumen. Luminous flux is spectral radiant flux weighted by the appropri-
ate eye response function. The definition of luminous flux for the photopic CIE Standard Observer is 
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Symbol: Φv Unit: lumen (lm)

 Φ Φv mK V d= ∫ λ λ λ( )  (12)

where V(l) is the spectral luminous efficiency function and Km is the luminous efficacy for photopic 
vision. The spectral luminous efficacy is defined near the maximum, lm = 555 nm, of the photopic 
efficiency function to be approximately 683 lm W−1.

Definitions of the Density of Luminous Flux

Illuminance Illuminance is the photometric equivalent of irradiance; that is, illuminance is the 
luminous flux per unit area.
Symbol: Ev Unit: lumen/meter2 (1m m−2)

 E
d

dA

d K V d

dAv
v

d d

m

d d

= = ∫Φ Φ
cos

[ ( ) ]

cosθ
λ λ

θ
λ  (13)

Luminous intensity Luminous intensity is the photometric equivalent of radiant intensity. 
Luminous intensity is the luminous flux per solid angle. For historical reasons, the unit of luminous 
intensity, the candela—not the lumen—is defined as the base unit for photometry. However, the 
units for luminous intensity can either be presented as candelas or lumens/steradian.
Symbol: Iv Unit: candela or lumen/steradian (cd or lm sr−1)

 I
d

d

d K V d

dv
v m= = ∫Φ

Ω
Φ

Ω
[ ( ) ]λ λ λ

 (14)

Luminance Luminance is the photometric equivalent of radiance. Luminance is the luminous 
flux per unit area per unit solid angle.
Symbol: Lv Unit: candela/meter2 (cdm−2)

 L
d

dA d

d K V d

dA dv
v

s s

m

s s

= = ∫Φ
Ω

Φ
Ωcos

[ ( ) ]

cosθ
λ λ

θ
λ  (15)

Actinometry

Radiant Flux to Photon Flux Conversion Actinometric measurement practice closely follows 
that of general radiometry except that the quantum nature of light rather than its thermal effect is 
emphasized. In actinometry, the amount of electromagnetic radiation being transferred is measured 
in units of photons per second (photon flux). The energy of a single photon is

 Q hv=  (16)

where v is the frequency of the radiation and h is Planck’s constant, 6.6261 × 10−34 J s. For mono-
chromatic radiant power Φl, measured as watts and wavelength l, measured as nanometers, the 
number of photons per second Nl in the monochromatic radiant beam is

 N nλ λλ= ×5 0341 1015. Φ  (17)

Photon Dose and the Einstein Dose is the total number of photons impinging on a sample. For a 
monochromatic beam of radiant power Φl that irradiates a sample for a time t seconds, the dose U
measured as Einsteins is

 U n t= × −8 3593 10 9. λ λΦ  (18)

The Einstein is a unit of energy used in photochemistry. An Einstein is the amount of energy in 
one mole (Avogadro’s number, 6.0221 × 1023) of photons.
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34.12  RADIOMETRY AND PHOTOMETRY

Conversions between Radiometry, Photometry, 
and Actinometry

Conversions between radiometric, photometric, and actinometric units is not simply one of deter-
mining the correct multiplicative constant to apply. As seen previously, the conversion between 
radiant power and photon flux requires that the spectral character of the radiation be known. It was 
also shown that, for radiometric to photometric conversions, the spectral distribution of the radia-
tion must be known. Furthermore, there is an added complication for photometry where one must 
also specify the radiant power level in order to determine which CIE Standard Observer function is 
appropriate. Table 1, which summarizes the spectral radiation transfer terminology, may be helpful 
to guide the reader in determining the relationship between radiometric, photometric, and actino-
metric concepts. In Table 1, the power level is assumed to be high enough to restrict the photometric 
measurements to the range of the photopic eye response function.

Basic Concepts of Radiant Power Transfer

Radiance Conservation Theorem, Homogeneous Medium In a lossless, homogeneous isotropic 
medium, for a perfect optical system (i.e., having no aberrations) and ignoring interference and dif-
fraction effects, the radiance is conserved along a ray through the optical system. In other words, the 
spectral radiance at the image always equals the spectral radiance at the source.

It follows from Eq. (7), the definition of radiance, that for a surface A1 with radiance L12 in the 
direction of a second surface A2 with radiance L21 in the direction to a first surface, and joined by 
a light ray of length s12, the net radiant power exchange between elemental areas on each surface is 
given by

 ΔΦ Φ Φ= − =
−

d d
L L dA dA

s12 21
12 21 1 2 1 2

12
2

( )cos cosθ θ
 (19)

where q1 and q2 are the angles between the ray s12 and the normals to the surfaces A1 and A2, respec-
tively. The transfer of radiant power and the terminology used in this discussion is depicted in Fig. 3.

The total amount of radiation transferred between the two surfaces is given by the integral over 
both areas as follows:

 Φ =
−

∫∫
( )cos cosL L

s
dA dA12 21 1 2

12
2 1 2

θ θ
 (20)

This is the generalized radiant power transfer equation for net exchange between two sources. In the 
specialized case of a source and receiver, the radiant power emitted by a receiver is zero by definition. 
In this case, the term L21 in Eq. (20) is zero.

TABLE 1 Radiation Transfer Terminology, Spectral Relationships

 Radiometric Photometric Actinometric

Base quantity: Radiant power (also  Luminous flux Photon flux
  radiant flux)
Units: Watts/nanometer Lumens Photons/second
Conversion:    — [W/nm] KmV(l) [W/nm] l (hc)−1

Surface density: Irradiance Illuminance Photon flux irradiance
Solid angle density: Radiant intensity Luminous intensity Photon flux intensity
Solid angle and surface density: Radiance Luminance Photon flux radiance
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Refractive Index Changes In the case of a boundary between two homogeneous isotropic media 
having indices of refraction na and nb, the angles of incidence and refraction at the interface ba and 
bb are related by Snell’s law. If the direction of the light ray is oblique to the boundary between na
and nb, the solid angle change at the boundary will be

 d
n

n
da

b b

a a
bΩ Ω=

2

2

cos

cos

β
β

 (21)

Therefore the radiance change across the boundary will be

 
L

n

L

n
a

a

b

b
2 2

=  (22)

This result is obtained directly by substituting the optical path for the distance in Eq. (19) and 
considering that the radiance transferred across the boundary between the two media is unchanged. 
Optical path is the distance within the medium times the index of refraction of the medium.

In the case of an optical system having two or more indices of refraction, the radiance conserva-
tion theorem is more precisely stated as: In a lossless, homogeneous isotropic medium, for a perfect 
optical system (i.e., having no aberrations) and ignoring interference and diffraction effects, at a 
boundary between two media having different indices of refraction the radiance divided by the 
square of the refractive index is conserved along a ray through the optical system.

Radiative Transfer through Absorbing Media For radiation transmitted through an absorbing and/
or scattering medium, the radiance is not conserved. This is not only because of the loss due to the 
absorption and/or scattering but the medium could also emit radiation. The emitted light will be 
due to thermal emission (see the discussion on blackbody radiation later in this chapter). In some 
cases, the medium may also be fluorescent. Fluorescence is the absorption of radiant energy at one 
wavelength with subsequent emission at a different wavelength.

Historically, the study of radiative transfer through absorbing and/or scattering media dealt with 
the properties of stellar atmospheres. Presently, there is considerable interest in radiative transfer 
measurements of the earth and its atmosphere using instruments on board satellites or aircraft. An 
accurate measure of the amount of reflected sunlight (approximately 400 to 2500 nm) or the ther-
mally emitted infrared (wavelengths >2500 nm) requires correction for the absorption, scattering, 
and, in the infrared, the emission of radiation by the atmosphere. This specialized topic will not be 
considered here. Detailed discussion is available in the references.15–17

34.4 RADIANT TRANSFER APPROXIMATIONS

The solution to the generalized radiant power transfer equation is typically quite complex. However, 
there are several useful approximations that in some instances can be employed to obtain an esti-
mate of the solution of Eq. (20). We shall consider the simpler case of a source and a detector rather 

dA2

dA1

s12

q1

q2

FIGURE 3 The radiant flux transferred 
between the infinitesimal areas dA1 to dA2.
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34.14  RADIOMETRY AND PHOTOMETRY

then the net radiant power exchange between two sources, since this is the situation commonly 
encountered in an optical system. In this case, Eq. (20) becomes

 Φ = ∫∫
L

s
dA dAs d

sd
s d

cos cosθ θ
2

 (23)

where the subscripts s and d denote the source and detector, respectively. Here it is assumed the 
detector behaves as if it were a simple aperture. That is, it responds equally to radiation at any point 
across its surface and from any direction. Such a detector is often referred to as a cosine corrected 
detector. Of course, deviations from ideal detection behavior within the spatial and angular range of 
the calculation reduces the accuracy of the calculation.

Point-to-point Approximation: Inverse Square Law

The simplest approximations are obtained by assuming radiant flux transfer between a point source 
emitting uniformly in all directions and a point detector. The inverse square law is an approximation 
that follows directly from the definitions of intensity, solid angle, and irradiance, Eqs. (2), (4), and 
(5), respectively. The irradiance (at an infinitesimal area whose normal is along the direction of the 
light ray) times the square of the distance from a point source equals the intensity of the source

 I
A

s Es= =Φ 2 2  (24)

The relationship between the uniformly emitted radiance and the intensity of a point source is 
obtained similarly from Eqs. (4) and (7):

 L
I
As

=  (25)

These point-to-point relationships are perhaps most important as a test of the accuracy of a radia-
tion transfer calculation at the limit as the areas approach zero.

Lambertian Approximation: Uniformly Radiant Areas

Lambertian Sources A very useful concept for the approximation of radiant power transfer is that 
of a source having a radiance that is uniform across its surface and uniformly emits in all directions 
from its surface. Such a uniform source is commonly referred to as a lambertian source.

For the case of a lambertian source, Eq. (23) becomes

 Φ = ∫∫L
s

dA dAs d

sd
s d

cos cosθ θ
2

 (26)

Configuration factor The double integral in Eq. (26) has been given a number of different 
names: configuration factor, radiation interaction factor, and projected solid angle. There is no gen-
erally accepted terminology for this concept, although configuration factor appears most frequently. 
Analytical solutions to the double integral have been found for a variety of different shapes of source 
and receiver. Tabulations of these exact solutions to the integral in Eq. (26) are usually found in texts 
on thermal engineering,18,19 under the heading of radiant heat transfer or configuration factor.

Radiation transfer between complex shapes can often be determined by using various combina-
tions of configuration factors. This technique is often referred to as configuration factor algebra.18 
The surfaces are treated as pieces, each with a calculable configuration factor, and the separate con-
figuration factors are combined to obtain the effective configuration factor for the complete surface.

34_Bass_v2ch34_p001-048.indd 34.14 8/21/09 5:19:48 PM



RADIOMETRY AND PHOTOMETRY  34.15

Étendue The double integral in Eq. (26) is often used as a means to characterize the flux-transmit-
ting capability of an optical system in a way that is taken to be independent of the radiant properties 
of the source. Here the double integral is written as being over area and solid angle:

 Φ Ω= ∫∫L dA dd scosθ  (27)

In this case, the surface of the lambertian source is assumed perpendicular to the optic axis and 
to lie in the entrance window of the optical system. The solid angle is measured from a point on the 
source to the entrance pupil. The étendue E of an optical system of refractive index n is defined as

 E n dA dd s= ∫∫2 cosθ Ω  (28)

Equation (28) is sometimes referred to as the throughput of an optical system.

Total flux into a hemisphere The total amount of radiation emitted from a lambertian source 
of area dAs into the hemisphere centered at dAs (or received by a hemispherical, uniform detector 
centered at dAs) is obtained from integrating Eq. (26) over the area Ad. Note that the ray ssd is every-
where normal to the surface of the hemisphere; i.e., cos qd = 1.

 Φ = ∫L dAsπ  (29)

Using Eq. (3), the definition of the exitance, the radiance at each point on the surface of the 
source is

 L
M

=
π

 (30)

Because of the relationship expressed in Eq. (30), Eq. (26) is often written in terms of the exitance.

 Φ = ∫∫M
s

dA dAs d

sd
s dπ

θ θcos cos
2

 (31)

In this case, the factor p is considered to be part of the configuration factor. Note again that there is 
no generally accepted definition of the configuration factor.

Radiation transfer between a circular source and detector The particular case of radiation trans-
fer between circular apertures, the centers of which are located along the same optical axis as shown 
in Fig. 4, is a configuration common to many optical systems and is therefore illustrated here. The 

ssd

rd
rs

FIGURE 4 Radiant flux trans-
fer between two circular apertures 
normal and concentric to the axis 
joining them.
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radius of the source (or first aperture) is rs, the detector (second aperture) radius is rd, and the dis-
tance between the centers is ssd. The exact solution of the integral in Eq. (26) yields

 Φ =
+ + + + + −

2

4

2

2 2 2 2 2 2 2

L r r

r r s r r s
s d

s d sd s d sd

( )

[( )

π
rr rs d

2 2 1 2] /
 (32)

This result can be approximated for the case where the sum of the squares of the distance and radii 
is large compared to the product of the radii, that is, ( )r r s r rs d sd s d

2 2 2 2+ + >> so that Eq. (32) reduces to

 Φ ≅
+ +

L r r

r r s
s d

s d sd

( )π 2

2 2 2
 (33)

From this expression the irradiance at the detector can be obtained

 E
A

LA

r r s

LA

sd

s

s d sd

s

sd

= ≅
+ +

≅Φ
2 2 2 2

 (34)

where As is the area of the lambertian disk and Ad is the detector area. The approximation at the 
extreme right is obtained by assuming that the radii are completely negligible with respect to the 
distance. This is the same result that would be obtained from a point-to-point approximation.

Off-axis irradiance: cosine-to-the-fourth approximation Equation (34) describes the irradiance 
from a small lambertian disk to a detector on the ray axis and where both surfaces are perpendicular 
to the ray. If the detector is moved off-axis by a distance b as depicted in Fig. 5, the ray from As to Ad
will then be at an angle with respect to the normal at both surfaces as follows

 θ θ θs d
sd

b
s

= = =
⎛
⎝⎜

⎞
⎠⎟

−tan 1  (35)

The projected areas are then (As cos q) and (Ad cos q). In addition, the distance from the source to the 
detector increases by the factor (1/cos q). The radiant power at a distance b away from the axis there-
fore decreases by the fourth power of the cosine of the angle formed between the normal to the surface 
and the ray.

 Φ ≅
LA A

s
s d

sd
2

4cos θ  (36)

Since the radiance is conserved for propagation in a lossless optical system, Eq. (36) also approxi-
mates the radiant power from an off-axis region of a large lambertian source received at a small 
detector. The approximate total radiant power received at the detector would then be the sum of the 
radiant power contributed by each region of the source.

FIGURE 5 illustration of the cosine-
fourth effect on irradiance, displacement of 
the receiving surface by a distance b.

ssd

b

qs

qd
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Spherical lambertian source In order to compute the radiant power at a point at a distance ssd
from the center of a spherical lambertian source of radius rsph, it is not necessary to explicitly solve 
the integrals in the radiation transfer equation. The solution is readily obtained from the symmetry 
of the lambertian sphere. Using the relationship between the exitance and radiance of a lambertian 
source [Eq. (30)], the total radiation power emitted by the source is obtained from the product of 
the surface area of the source times the exitance.

 Φ = 4π 2r Lsph
2  (37)

The radiant power is isotropically emitted. Therefore, the irradiance at any point on an enclosing 
sphere of radius ssd is the total radiant power divided by the area of the enclosing sphere.

 E
r L

ssd

=
π sph

2

2
 (38)

Note that the irradiance from a spherical lambertian source follows the inverse square law at all 
distances from the surface of the sphere. The intensity of a spherical lambertian source is

 I r L=π sph
2  (39)

Radiant Flux Transfer through a Lambertian Reflecting Sphere A lambertian reflector is a surface 
that uniformly scatters a fraction r of the radiation incident upon it.

 L
E

=
ρ
π

 (40)

where E is the irradiance.
A spherical enclosure whose interior is coated with a material that approximates a lambertian 

reflector is a widely used tool in radiometry and photometry.20 Such spheres are used either for 
averaging a nonuniform radiant power distribution (averaging sphere) or for measuring the total 
amount of radiant power emitted from a source (integrating sphere).

The sphere has the useful property whereby the solid angle subtended by any one section of the 
wall times the projected area is constant over all other points on the inside surface of the sphere. 
Therefore, if radiation falling on any point within the sphere is uniformly reflected, the reflected 
radiation will be uniformly distributed, i.e., produce uniform irradiance, throughout the interior. 
This result follows directly from the symmetry of the sphere.

Consider a sphere of radius rsph and the radiant power transfer between two points on the inner 
surface. The normals to the two points are radii of the sphere and form an isosceles triangle when 
taken with the ray joining the points. Therefore, the angles between the ray and the normals to each 
point are equal. From Eq. (26)

 Φ = ∫∫L
s

dA dA
sd

s d

cos2

2

θ
 (41)

The length of the ray joining the points is 2rsph cos q. The irradiance is therefore

 E
A

LA

rd

s= =Φ
4 sph

2
 (42)

which is independent of the angle q. If Φin is the radiant power entering the sphere, the irradiance at 
any point on the sphere after a single reflection will be

 E
r

=
ρ
π
Φin

sph
24

 (43)
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A fraction r of the flux will be reflected and again uniformly distributed over the sphere. After 
multiple reflections the irradiance at any point on the wall of the sphere is

 E
r A

=
+ + +

=
−

( )

( )

ρ ρ ρ
π

ρ
ρ

2 3

4 1

� Φ Φin

sph
2

in

sph

 (44)

where Asph is the surface area of the sphere. The flux Φout exiting the sphere through a port of area 
Aout is

 Φ
Φ

out
in out

sph

=
−

ρ
ρ

A

A( )1
 (45)

In Eq. (45) it is assumed that the loss of radiation at the entrance and exit ports is negligible and 
does not affect the symmetry of the radiation distribution.

The effect of the radiation lost through the entrance and exit ports is approximated as follows. 
After the first reflection, the fraction of radiation lost in each subsequent reflection is equal to the 
combined areas of the ports divided by the sphere area. Therefore the fraction reflected within the 
sphere is

 g
A A

A
= −

+
1 in out

sph

 (46)

Using this in Eq. (44) yields

 Φ
Φ

out
in out

sph

=
−

ρ
ρ

A

g A( )1
 (47)

Since the sphere is approximately a lambertian source, the radiance at the exit port is

 L
g A

=
−

ρ
ρ π

Φin

sph( )1
 (48)

Radiometric Effect of Stops and Vignetting

Refer to Fig. 6 for an illustration of these definitions. The aperture stop of an optical system is an 
aperture near the entrance to the optical system that determines the size of the bundle of rays leav-
ing the source that can enter the optical system.

The field stop is an aperture within the optical system that determines the maximum angle of the 
rays that pass through the aperture stop that can reach the detector. The position and area of the field 
stop determines the field of view of the optical system. The field stop limits the extent of the source 
that is represented in its image at the detector.

The image of the aperture stop in object space, i.e., in the region of the source, is the entrance 
pupil. The image of the aperture stop in image space, i.e., in the region of the detector, is the exit 
pupil. Light rays that pass through the center of the aperture stop also pass through the centers of 
the images of the aperture stop at the entrance and exit pupils. Since all of the light entering the 
optical system must pass through the aperture stop, all of the light reaching the detector appears to 
pass through the exit pupil.

The field stop defines the solid angle within the optical system, the system field of view. When 
viewed from the image, the field stop of an optical system takes on the radiance of the object being 
imaged. This is a useful radiometric concept since a complex optical system can often be approxi-
mated as an exit pupil having the same radiance as the object being imaged (modified by the system 
transmission losses). The direction in which the radiation in the image appears to be emitted is, 
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of course, limited by the aperture at the field stop. A word of caution: if the object is small, its image 
will be limited by diffraction effects and its radiance will depart even further from the extended 
source (large area) approximations used here.

The entrance window is the image of the field stop at the source and the exit window is the image 
of the field stop at the detector. If the field stop coincides with the detector, i.e., the detector is in 
the image plane of the optical system, then the entrance window will correspond with the object 
plane on the source. If the field stop does not coincide with the image plane at the detector, then 
because of parallax, different portions of the source will be visible from different points within the 
exit pupil. This condition, known as vignetting, causes a decrease in the irradiance at the off-axis 
points on the detector or image plane.

Approximate Radiance at an Image

Aplanatic Optical Systems Except for rays that lie on the optic axis, the radiance of an image must 
be based on a knowledge of the image quality since any aberrations introduced by the optical system 
divert some of the off-axis rays away from the image.

Consider a well-corrected optical system that is assumed to be aplanatic for the source and image 
points. That is, the optical system obeys Abbe’s sine condition which is

 n h n hs s s d d dsin sinθ θ=  (49)

where ns and nd are the refractive indices of the object (source) and image (detector) spaces, hs and 
hd are the object and image heights, and qs and qd are the angles between the off-axis rays and the 

Entrance
window

Aperture
stop and
entrance

pupil

Field
stop
exit

window

Source Detector

Exit
pupil

FIGURE 6 Schematic showing the relative positions of the stops, pupils, and win-
dows in a simple optical system.
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optic axis in object and image space. From Eq. (27) the flux radiated by a small lambertian source of 
area As into the solid angle of the optical system is

 Φ ≅ =∫2 2

0
π θ θ θ π θ

θ
LA d LAs s s

s
cos sin sin  (50)

The differential of the solid angle is obtained from Eq. (6). Since Φ is the radiant flux at the 
image and Ad is the area of the image, the irradiance at the image is
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s= =Φ π

θsin2  (51)

If hs and hd are the radii of circular elements As and Ad, then according to Abbe’s sine condition
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The irradiance at the image is
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2sin  (53)

Numerical Aperture and F-number The quantity nd sin qd in Eq. (53) is called the numerical aper-
ture of the imaging system. The irradiance of the image is proportional to the square of the numeri-
cal aperture. Geometrically speaking, the image irradiance increases with the angle of the cone of 
light converging on the image.

Another approximate measure of the image irradiance of an optical system is the F-number, f# 
(sometimes called the focal ratio) defined by the ratio of focal length (in the image space) f to the 
diameter D of the entrance pupil. For a source at a very large distance

 f
f

D d d

#
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= = ≅1

2
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2θ θ
 (54)

The approximate image irradiance expressed in terms of the F-number is
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34.5 ABSOLUTE MEASUREMENTS

An absolute measurement, often referred to as an absolute calibration, is a measurement that is 
based upon, i.e., derived from, one of the internationally recognized units of physical measure-
ment. These units are known as the SI units (Système International d’Unitès21). The absolute SI base 
units are the meter, second, kilogram, kelvin, ampere, candela, and mole. The definitions of the SI 
units, the methods for their realization, or their physical embodiment are a matter of international 
agreement under the terms of the 1875 Treaty of the Meter. A convenient method (but often not a 
sufficient condition) for achieving absolute accuracy is to obtain traceability to one of the SI units 
via a calibration transfer standard issued by one of the national standards laboratories. The United 
States standards laboratory is the National Institute of Standards and Technology (NIST, formerly 
the National Bureau of Standards).

A relative measurement is one that is not required to be traceable to one of the SI units. Relative 
measurements are usually obtained as the ratio of two measurements. An example of a relative 
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measurement is the determination of the transmittance of an optical material wherein the ratio of 
the output radiant power to the input radiant power is measured; the measurement result is inde-
pendent of SI units.

Absolute Accuracy and Traceability

Establishment of legal traceability to an SI unit requires that one obtain legally correct documenta-
tion, i.e., certification, of the device that serves as the calibration transfer standard and sometimes 
of the particular measurement process in which the device is to be used. Certification of legal trace-
ability within each nation is obtained from the national standards laboratory of that nation. Often 
another nation’s standards laboratory can be used to establish legal traceability, provided that there 
exists the legal framework for mutual recognition of the legality of each other’s standards.

In order to establish accurate traceability to an SI unit, one needs to determine the total accumu-
lated error arising from: (1) the realization of the base SI unit; (2) if applicable, the derivation of an 
associated measurement quantity; (3) if applicable, scaling to a higher or lower value; and (4,5...) 
transfer of the calibration from one device to another. The last entries must include the instability of 
the calibration transfer devices; the others may or may not involve a transfer device.

Legal traceability to SI units does not guarantee accurate traceability and vice versa. In order to 
obtain accurate traceability, it is not necessary to prove traceability to a national standards labora-
tory. Instead, the measurement must trace back to one of the SI units. However, it is usually conve-
nient to establish accurate traceability via one of the national standards laboratories. The degree of 
convenience and accuracy will depend upon the accuracy of the measurement method and type of 
calibration transfer device available from the particular national standards laboratory.

Although relative measurements do not require traceability to one of the SI base units often to 
satisfy legal requirements traceability to a national standards laboratory may be necessary.

Types of Errors, Uncertainty Estimates, and Error 
Propagation

It is almost pointless to state a value for an absolute or relative measurement without an estimate of 
the uncertainty and the degree of confidence to be placed in the uncertainty estimate. Verification of 
the accuracy and the confidence limits is not only desirable but is often a legal requirement.

The accuracy and the uncertainty of a measurement are synonymous. The usual terminology is 
that a measurement is “accurate to within ± x” or “uncertain to within ± x”, where x is either a frac-
tion (percent) of the measured value or an interval within which the true value is known to within 
some degree of confidence. The degree of confidence in the uncertainty estimate is the confidence 
interval or s-level.

Errors are classified as type A errors, also known as random errors, and type B, or systematic 
errors. Type A errors are the variations due to the effects of uncontrolled variables. The magnitude 
of these effects is usually small and successive measurements form a random sequence. Type B errors 
are not detectable as variations since they do not change for successive measurements with a given 
apparatus and measurement method. Type B errors arise because of differences between the ideal 
behavior embodied in fundamental laws of physics and real behavior embodied in an experimental 
simulation of the ideal. A type B error could also be a function of the quantity being measured; for 
example, in a blackbody radiance standard using the freezing point of a metal and its defined tem-
perature instead of the true absolute temperature.

Type A errors are estimated using standard statistical methods. If the distribution of the measure-
ments is known (e.g., either Gaussian, which is often called a normal distribution, or Poisson), then 
one uses the formalism appropriate to the distribution. Unless enough data is obtained to establish 
that the distribution is not Guassian, it is usual to assume a gaussian distribution. A brief discussion 
of Gaussian statistical concepts and terminology is given here to guide the reader in interpreting or 
determining the uncertainty in a radiometric or photometric calibration. A thorough discussion of 
these topics is available via the web from NIST.22
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The mean value m, the standard deviation s, and the standard deviation of the mean sm, of a set 
of measurement xi , are estimated for a small sample from a gaussian distribution of measurements 
as follows:

 m
xi

i

= ∑ η  (56)
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ηm =  (58)

where i = 1 to h, and h is the total number of measurements.
The standard deviation is an estimate of the spread of the individual measurements within a 

sample, and it approaches a constant value as h is increased.
The standard deviation of the mean is an estimate of the spread of the values of the mean that 

would be obtained from several different sets of sample measurements. The standard deviation 
of the mean decreases as the number of samples in a set increases, since the estimate of the mean 
approaches the true mean for an infinite data set. The standard deviation of the mean is used in the 
estimate of the confidence interval assigned to the reported value of the mean.

The degree of confidence to which a reported value of the mean is valid is known as the confi-
dence interval (CI). If it is assumed that a very large set of measurements has been sampled, then 
the CI is often given in terms of the number of standard deviations of the mean (one-s level, two-s 
level, etc.) within which the type A error of a reported value is known.

The CI is the probability that the mean from a normal distribution will be within the estimated 
uncertainty. That is, for a z-percent confidence interval, z-percent of the measurements will fall 
inside and (100 − z) percent will fall outside of the uncertainty estimate. For small measurement 
samples from a gaussian distribution, Student’s t-distribution is used to estimate the CI. Tables of 
Student’s t-distribution along with discussions concerning its use are presented in most statistics 
textbooks. For large sets of measurements, a one-s level corresponds approximately to a 68-percent 
CI, a two-s level to a 95-percent CI, and a three-s level to a 99.7-percent CI.

The reader is cautioned about using the s level designation to describe the CI for a small sample 
of measurements. As an example of the small versus large sample difference, consider two data sets, 
one consisting of three samples and the other ten. Using a Student’s t-distribution to estimate the 
CI for the three sample set, the one-s, two-s, and three-s levels correspond to CIs of 61 percent, 
86 percent, and 94 percent, respectively. For the ten-sample set, the respective CIs are 66 percent, 
93 percent, and 99 percent. It can be quite misleading to state only the s level of the uncertainty 
estimate without an indication of the size of the measurement set from which it was drawn. In order 
to avoid misleading accuracy statements, it is recommended that, instead of simply reporting the s 
level, either the estimated CI be reported or the standard deviation of the mean be reported along 
with the number of measurement samples obtained.

Type B error estimates are either educated guesses of the magnitude of the difference between 
the real and the ideal or they are the result of an auxiliary measurement. If an appropriate auxil-
iary experiment can be devised to measure a systematic or type B error, then it need no longer be 
considered an error. The result obtained from the auxiliary measurement can usually be used as a 
correction factor. If a correction factor is applied, then the uncertainty is reduced to the uncertainty 
associated with the auxiliary experiment.

Most of the effort in high-accuracy radiometry and photometry is devoted to reducing type B 
errors. The first rule for reducing type B errors is to ensure that the experiment closely simulates the 
ideal. The second rule is that the differences between real and ideal should be investigated and that a 
correction be applied. Unlike type A errors for which an objective theory exists, the educated guess 
for a type B error is often subjective. For type B errors, neither a confidence interval nor a s level is 
objectively quantifiable.
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Error propagation, error accumulation, or a combined uncertainty analysis is the summation of 
all the type A and type B uncertainties that contribute to the final measurement in the chain. Because 
type A errors are truly random, they are uncorrelated and the accumulated type A error is obtained 
from the square-root of the sum of the squares (also known as root-sum-square, RSS) of the several 
type A error estimates. Type B uncertainties, however, may be either correlated or uncorrelated. 
If they are uncorrelated, the total uncertainty is the RSS of the several estimates. Type B uncertain-
ties that are correlated must be arithmetically summed in a way that accounts for their correlation. 
Therefore, it is usually desirable to partition type B uncertainties so that they are uncorrelated.

Absolute Sources

Planckian or Blackbody Radiator A blackbody, or planckian, radiator is a thermal radiation source 
with a predictable absolute radiance output. An ideal blackbody is a uniform, i.e., lambertian, source 
of radiant power having a predictable distribution over area, solid angle, and wavelength. It is used 
as a standard radiance source from which the other radiometric quantities, e.g., irradiance, intensity, 
etc., can be derived.

Blackbody simulators are in widespread use not only at national standards laboratories but also 
in many other industrial, academic, and government laboratories. Blackbody simulators are com-
mercially available from a number of manufacturers and cover a wide range of temperatures and 
levels of accuracy. Because they are in such widespread use as absolute standard sources for a vari-
ety of radiometric applications, particularly in the infrared, they are discussed here in some detail. 
Furthermore, since many practical sources of radiation can be approximated as a thermal radiation 
source, a blackbody function is often used in developing the radiometric model of an optical system.

An ideal blackbody is a completely enclosed volume containing a radiation field which is in ther-
mal equilibrium with the isothermal walls of the enclosure that is at a known absolute temperature. 
The radiation in equilibrium with the walls does not depend upon the shape or constitution of the 
walls provided that the cavity dimensions are much larger than the wavelengths involved in the 
spectrum of the radiation.

Since the radiometric properties of a blackbody source are completely determined by its temper-
ature, the SI base unit traceability for blackbody-based radiometry is to the kelvin. Because of recent 
improvements in the accuracy of absolute detector-based measurements thermodynamic tempera-
tures are obtained by radiometric detector methods. 23

Since the radiation field and the walls are in equilibrium, the energy in the radiation field is 
determined by the temperature of the walls. The relationship between the absolute temperature T
and the spectral radiance Ll is given by Planck’s law:
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Here h is Planck’s constant, c is the speed of light in a vacuum, k is Boltzmann’s constant, l is 
the wavelength, and n is the index of refraction of the medium. Incorporating the values of the con-
stants in this equation yields,
Spectral radiance units: W m−2 sr−1 μm−1
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It follows that the peak of the spectrum of a blackbody is determined by its temperature (Wein 
displacement law).

 n Tλmax 2898 mK= μ  (61)

It is often useful to measure blackbody spectral radiance in units of photons per second Nl. The 
form of Planck’s law in this case is 
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Spectral radiance units: photons s−1 m−2 sr−1 μm−1
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The peak of this curve is not at the same wavelength as in the case of radiance measured in units 
of power. Wein’s displacement law for blackbody radiance measured in photons per second is

 n Tλmax 3670 mK= μ  (63)

In other applications, the spectral distribution of the blackbody radiation may be required in 
units of photons per second per frequency interval (symbol: Nv). This form of Planck’s law is 
Spectral radiance units: photons s−1 m−2 sr−1 Hz−1
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and that of Wein’s displacement law is
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KHz= × − −1 701 10 11 1.  (65)

Planck’s law integrated over all wavelengths (or frequencies) leads to the Stefan-Boltzmann law 
which describes the temperature dependence of the total radiance of a blackbody. For blackbody 
radiance measured as radiant power, the Stefan-Boltzmann law is 
Radiance units: W m−2 sr−1

 L n T= × −1 8047 10 8 2 4.  (66)

Equation (66) is the usual form of the Stefan-Boltzmann law; however, it can also be derived for 
blackbody radiance measured as photon flux. 
Radiance units: photons s−1 m−2 sr−1

 N n T= ×4.8390 1014 2 3  (67)

The preceding expressions are valid provided that the cavity dimensions are much larger than 
the wavelengths involved in the spectrum of the radiation. The restriction imposed by the cavity 
dimension may lead to significant errors in very high accuracy radiometry or very long wavelength 
radiometry. For example, in a cube 1 mm on a side and at a wavelength of 1 μm, the approximate 
correction to Planck’s equation is only 3 × 10−7; however, if the measurement is made within a 1-nm 
bandwidth or less, the root mean square fluctuation of the signal is about 2 × 10−3 which may not be 
negligible. Recent work describes how well the Planck and Stefan-Boltzmann equations describe the 
radiation in small cavities and at long wavelengths.24–26

Blackbody Simulators An ideal blackbody, being completely enclosed, does not radiate into its 
surrounds and therefore cannot serve as an absolute radiometric source. A blackbody simulator is 
a device that does emit radiation but only approximates the conditions under which Planck’s law is 
valid. In general, a blackbody simulator is an enclosure at some fixed temperature with a hole in it 
through which some of the radiation is emitted. Some low-accuracy blackbody simulators are fabri-
cated as a flat surface held at a fixed temperature.

A blackbody simulator can be used as an absolute source provided that the type B errors intro-
duced by the deviations from the ideal Planck’s-law conditions are evaluated and the appropriate 
corrections are applied. In a blackbody simulator there are three sources of type B error: inaccurate 
surface temperature, nonequilibrium between the radiant surface and the radiation field due to 
openings in the enclosure, and nonuniformity in the temperature of the radiant surface.
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Calculation of the effect of a temperature error on the spectral radiance is obtained from the 
derivative of Planck’s law with respect to temperature.
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Since the radiation field is in equilibrium with the surface of the cavity, it is the absolute temper-
ature of the surface that must be measured. It is usually impractical to have the thermometer located 
on the emitting surface and it is the temperature within the wall that is measured. The difference 
between the temperature within the wall and the surface must therefore be measured, or calculated 
from a thermal model, and the correction applied.

The error due to nonequilibrium occurs because a practical radiation source cannot be a com-
pletely closed cavity. The correction factor for the effect on the radiance due to the escaped radia-
tion is obtained from application of Kirchhoff ’s law. Simply stated, Kirchhoff ’s law states that the 
absorptive power of a material is equal to its emissive power. According to the principle of detailed 
balancing, for a body to be in equilibrium in a radiation field, the absorption of radiation by a given 
element of the surface for a particular wavelength, state of polarization, and in a particular direction 
and solid angle must equal the emission of that same radiation. If this were not true, the body would 
either emit more than it absorbs or vice versa, it would not be in equilibrium with the radiation, and 
it would either heat up or cool off.

Radiation impinging upon a body is either reflected, transmitted, or absorbed. The fraction of 
the incident radiation that is reflected r (reflectance), plus the fraction absorbed a (absorptance), 
plus the fraction transmitted t (transmittance), is equal to one.

 1= + +ρ α τ  (69)

From Kirchhoff ’s law for a surface in radiative equilibrium, the fraction of absorbed radiation 
equals the fraction emitted e (emittance or emissivity). Therefore, the sum of the reflectance, trans-
mittance, and emittance must also be equal to one. If the body is opaque, the transmittance is zero 
and the emittance is just equal to one minus the reflectance.

 ε ρ= −1  (70)

For a body not in an enclosed volume to be in equilibrium with a radiation field, it must absorb 
all the radiation impinging upon it, because any radiation lost through reflection will upset the 
equilibrium. An emittance less than one is the measure of the departure from a perfect absorber 
and, therefore, it is a measure of the radiance change due to the departure from closed-cavity equi-
librium. In general, cavities with an emittance nearly equal to unity are those for which the size of 
the hole is very small in comparison to the size of the cavity.

Temperature nonuniformity modifies the radiant flux over the whole cavity in much the same 
way as the presence of a hole in that it is a departure from equilibrium. Radiation loss from the 
region of the cavity near the hole is typically larger than from other regions and this loss produces a 
temperature change near the hole and a nonuniformity along the cavity wall. In addition, the tem-
perature nonuniformity is another source of uncertainty in the absolute temperature. In practice, 
the limiting factor in the accuracy of a high-emittance blackbody simulator is typically the nonuni-
formity of the temperature.

Accurate calculation of the emittance of a cavity radiator requires a detailed knowledge of the 
geometry of the cavity and the viewing system. This is a radiance transfer calculation and, in order 
to perform it accurately, one must know the angular emitting or reflecting properties of the cavity 
surface. The regions that contribute most to the accuracy of the calculation are those that radiate 
directly out the hole into the direction of the solid angle of the optical detection system.

There are many methods of calculating the emittance. The most popular are based upon the 
assumption of uniform emission that is independent of direction, i.e., lambertian emission. One can 
calculate the spectral emittance and temperature of each element along the cavity wall and sum the 
contribution from each element to the cavity radiance. Extensive discussion of the diffuse emittance 
and temperature nonuniformity calculation methods can be found elsewhere.27–31
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Instead of calculating the emittance of a cavity directly, the problem may be transformed into 
one of calculating the absorptance for a ray incident from the direction in which the emittance is 
required.32–34 The quantity to be calculated in this case is that fraction of the radiation entering the 
hole from a particular direction which is subsequently reflected out of the hole into a hemisphere.

Real surfaces are not perfectly diffuse reflectors and often have a higher reflectance in the specular 
direction. A perfect specularly reflecting surface is at the other extreme for calculating the emittance 
of a blackbody simulator. In some applications, a specular black surface might perform better than 
a diffusely reflecting one, particularly if the viewing geometry is highly directional and well known. 
The calculation of the emittance of a cavity made from a perfectly specular reflector is obtained in 
terms of the number of reflections undergone by an incident ray before it leaves the cavity.35

One can reduce the error due to temperature nonuniformity by reducing the emittance of those 
regions along the cavity wall that do not contribute radiation directly to that emitted from the cavity.36 
That is, by fabricating the “hidden” portions of the cavity wall from a specular, highly reflecting 
material and by proper orientation of these surfaces, the highly reflecting surfaces absorb almost 
none of the radiation but reflect it back to the highly absorbing surfaces. Since the highly reflective 
surfaces absorb and emit very little radiation, their temperature will have a minimal effect on the 
equilibrium within the cavity.

In high-accuracy applications, it is preferable to measure rather than calculate the emittance of the 
blackbody cavity. This can be done either by comparison of the radiance of the device under test to that 
of a higher-quality blackbody simulator (emittance closer to unity) or by a direct measurement of the 
reflectance of the cavity.37 Accurate measurement of thermal nonuniformity by measurement of the 
variations in the radiance from different regions within the cavity is made difficult by the fact that radi-
ance variations depend not only on the local temperature but also upon the emittance of the region.

Synchrotron Radiation A synchrotron is an electronic radiation source that if well-characterized 
has a predictable absolute radiance output. A synchrotron source is a very nonuniform, i.e., highly 
directional and highly polarized, radiance standard in contrast to a blackbody which is uniform and 
unpolarized. However, like a blackbody, a synchrotron has a predictable spectral output and it is 
useful as a standard radiance source from which the other radiometric quantities, e.g., irradiance, 
intensity, etc., can be derived.

Classical electrodynamic theory predicts that an accelerated charged particle will emit radiation. 
A synchrotron is a type of electron accelerator where the electron beam is accelerated in a closed 
loop and synchrotron radiation is the radiation emitted by the electrons undergoing acceleration. 
The development of these and other charged particle accelerators led to closer experimental and 
theoretical scrutiny of the radiation emitted by an accelerated charged particle. These studies cul-
minated in Schwinger’s complete theoretical prediction, including relativistic effects, of the spectral 
and angular distribution of the radiation emitted by a beam in a particle accelerator.38 The accuracy 
of Schwinger’s predictions have been verified in numerous experimental studies.39–41

Schwinger’s theoretical model of the absolute amount of radiation emitted by an accelerated 
charged particle is analogous to the Planck equation for blackbody sources in that both predict the 
behavior of an idealized radiation source. Particle accelerators, when compared to even the most 
elaborate blackbodies, are, however, far more expensive. Furthermore, in order to accurately predict 
the spectral radiance of the beam in a particle accelerator, much detailed information is required of 
the type not found for most accelerators. Accurately predictable radiometric synchrotron sources 
are consequently found only in a few laboratories throughout the world.

The magnitude of the radiant power output from a synchrotron source is proportional to the num-
ber of electrons in the beam and their velocity, i.e., the number of electrons per second or current and 
their energy. Therefore, synchrotron radiometry is traceable to the SI unit of electricity, the ampere.

Because absolute synchrotron sources are so rare, a detailed discussion of Schwinger’s model of 
synchrotron radiation and the various sources of uncertainty will not be presented here. It is gener-
ally useful, however, to know some of the characteristics of synchrotron radiation. For example, the 
radiance from a synchrotron beam is highly polarized and very nonuniform: radiant power is almost 
entirely in the direction of the electron velocity vector and tangent to the electron beam. The peak 
of the synchrotron radiation spectrum varies from the vacuum ultraviolet to the soft x-ray region 
depending upon the energy in the beam. Higher-energy beams have a shorter wavelength peak: 1-GeV 
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peaks near 10 nm, 6-GeV peaks near 0.1 nm. Radiant power decreases to longer wavelengths by very 
roughly two decades for every decade increase of wavelength, so that for the typical radiometric-
quality synchrotron source, there is usually sufficient energy to perform accurate radiometric mea-
surements in the visible for intercomparison to other radiometric standards.41

Absolute Detectors

Electrical Substitution Radiometers An electrical substitution radiometer, often called an elec-
trically calibrated detector, is a device for measuring absolute radiant power by comparison to 
electrical power.8 As a radiant power standard, an electrical substitution radiometer can be used as 
the basis for the derivation of the other radiometric quantities (irradiance, radiance, or intensity) 
by determining the geometrical distribution (either area and/or solid angle) of the radiation.42–48 
Since an electrical substitution radiometer measures the spectrally total radiant power, it is used 
primarily for the measurement of monochromatic sources or those with a known relative spectral 
distribution.

An electrical substitution radiometer consists of a thermal detector (i.e., a thermometer) that 
has a radiation-absorbing surface and an electrical heater within the surface, or the heater is in good 
thermal contact with the surface. When the device is irradiated, the thermometer senses the tem-
perature of the radiantly heated surface. The radiation source is then blocked and the power to the 
electrical heater adjusted to reproduce the temperature of the radiantly heated surface. The electri-
cal power to the heater is measured and equated to the radiant power on the surface. The absolute 
base for this measurement is the electrical power measurement which is traceable to the SI ampere. 
In order for the measurement to be accurate, differences between the radiant and electrical heating 
modes must be evaluated and the appropriate corrections applied.

Electrical substitution radiometers predate the planckian radiator as an absolute radiometric 
standard.49–50 They were the devices used to quantify the radiant power output of the experimental 
blackbody simulators studied at the end of the nineteenth century. Electrical substitution radiom-
eters are in widespread use today and are commercially available in a variety of forms that can be 
classified either as to the type of thermometer, the type of radiant power absorber, or the tempera-
ture at which the device operates.

Early electrical substitution radiometers operated at ambient temperature and used either a 
thermocouple, a thermopile, or a bolometer as the detector. Thermopile- and bolometer-based 
radiometers are presently used in a variety of applications. They have been refined over the years 
to produce devices of either greater accuracy, sensitivity, and/or faster response time. Thermopile-
based, ambient temperature electrical substitu tion radiometers used for radiant power (and laser 
power, see later discussion) measure ments at about the 1-mW level at several national standards 
laboratories have estimated uncertainties reported to be within ±0.1 percent.51–53 Electrical substitu-
tion radiometers have also been used for very high-accuracy absolute radiant power measurements 
of the total solar irradiance both at the surface of the earth,51,53 and above its atmosphere.52 The type 
of high-accuracy radiometer used at various national standards laboratories is a custom-built device 
and is not commercially available in general. On the other hand, electrical substitution radiometers 
for solar and laser power measurements at a variety of accuracy levels are available commercially.

An ambient temperature electrical substitution radiometer based on a pyroelectric as the thermal 
detector was developed in the 1970s.54,55 A pyroelectric detector is a capacitor containing a dielectric 
with a temperature-sensitive spontaneous electrical polarization; a change in temperature results 
in a change in polarization. Small and rapid changes of polarization are readily detectable, mak-
ing the pyroelectric a sensitive and fast thermal detector. It is most useful as a detector of a pulsed 
or chopped radiant power signal. During the period when the radiant power signal is blocked, 
electrical power can be introduced to a heater in the absorptive surface of the radiometer. As in 
the method for a thermopile- or bolometer-based electrical substitution radiometer, the electrical 
power is adjusted to equal the heating produced by the radiant power signal. Chopping can be done 
at a reasonable frequency, hence the electrical heating can be adjusted to achieve a balance in a com-
paratively short time. Because the radiant-to-electrical heating balance is more rapidly obtained, a 
pyroelectric radiometer is often more convenient to use than a thermopile radiometer. Pyroelectric 
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electrical substitution radiometers are generally more sensitive but are usually less accurate than the 
room temperature thermopile or bolometer electrical substitution radiometers.

Electrical substitution radiometers are further distinguished by two types of radiant power 
absorber configurations: a flat surface coated with a highly absorbing material or a cavity-shaped, 
light-trapping detector. Cavity-shaped radiometers are usually more accurate over a greater spectral 
range than flat-surface radiometers. However, a flat-surface receiver can usually be fabricated with 
less thermal mass than a cavity-shaped receiver and therefore may have greater sensitivity and/or a 
faster response time.

Electrical substitution radiometers are further distinguished by the temperature at which the 
electrical-to-radiant-power comparison is performed. In the last two decades there have been sig-
nificant advancements56,57 made in instruments that perform the radiant-to-electrical comparison 
at a temperature near to that of liquid helium (4.2 K). Such devices are known as cryogenic electri-
cal substitution radiometers or electrically calibrated cryogenic detectors and they are commercially 
available. Cryogenic electrical substitution radiometers are presently the most accurate absolute 
radiometric devices; the uncertainty of some measurements of radiant power has been estimated to 
be within ±0.005 percent.47

Sources of Error in Electrical Substitution Radiometers The relative significance of each of the pos-
sible sources of error and the derived correction factor depends upon the type of radiometer being 
used and the particular measurement application. It is possible to determine the total error occur-
ring in equating radiant to electrical power and thence the accuracy of the traceability to the abso-
lute electrical SI unit of measurement. Most manufacturers provide extensive characterization of 
their instruments. In such cases, the traceability to SI units is independent of radiometric standards 
such as blackbodies, hence electrical substitution radiometers are sometimes called absolute detec-
tors. A commercially produced electrical substitution radiometer is capable of far greater accuracy 
(within ±0.01 percent for the cryogenic instruments) than any of the typical radiometric transfer 
devices available from a national standards laboratory. Hence, establishing traceability through a 
radiometric standard from a national standards laboratory is almost pointless for a cryogenic elec-
trical substitution radiometer.

The sources of error in an electrical substitution radiometer can be divided into three categories: 
errors in traceability to the absolute base unit, errors due to differences in the radiant-versus-electrical 
heating modes of operation, and errors arising in a particular application. The major error sources 
common to all electrical substitution radiometers as well as some of the less common are briefly 
described here. An extensive listing and description of all of these errors is given in Ref. 8, Chap. 1.

Electrical power measurement accuracy is first determined by the accuracy of the voltage and resis-
tance standards (or voltmeter and resistance meter) used to measure voltage and current. Electrical 
power measurement accuracy within ±0.01 percent is readily achievable and if needed it can be 
improved by an order of magnitude or better. Additional error is possible due to improper electrical 
measurement procedures such as those giving rise to ground-loops (improper connection to earth).

Differences between electrical-versus-radiant heating appear as differences in radiative, conduc-
tive, or convective losses. Most of these differences can be measured and a correction factor applied to 
optimize accuracy. The most obvious example is probably that of the radiative loss due to reflection 
from the receiver surface. Less obvious perhaps is the effect due to extraneous heating in the portion 
of the electrical conductors outside the region defined by the voltage sensing leads.

Differences between electrical heating and radiant heating may also arise due to spatial nonuni-
formity of the thermal sensor and/or differences in the heat conduction paths in the electrical-versus-
radiant heating modes. These effects are specific to the materials and design of each radiometer. The 
electrical heater is typically buried within the device, whereas radiant heating occurs at the surface, 
so that the thermal conductivity paths to the sensor may be very different. Also, the distribution of 
the radiant power across the receiver is usually quite different compared to the distribution of the 
electrical heating. A detailed thermal analysis is required to create a design which minimizes these 
effects, but for optimum accuracy, the measurement of the magnitude of the nonuniformity effects 
is required to test the thermal model. Nonuniformity can be measured either by placing small auxil-
iary electrical heaters in various locations or by radiative heating of the receiver in several regions by 
moving a small spot of light across the device.
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It should be noted that the thermal conduction path differences may also be dependent upon the 
environment in which the radiometer is to be operated. For example, atmospheric-pressure-dependent 
differences between the electrical-to-radiant power correction factor have been detected for many 
radiometers. These differences are, of course, greatest for a device for which the correction factors have 
been characterized in a normal atmosphere and which is then used in a vacuum.

Application-dependent errors arise from a variety of sources. Some examples are window trans-
mission losses if a window is used, the accuracy of the aperture area and diffraction corrections are 
critical for measurements of irradiance; and, if a very intense source such as the sum is measured, 
heating of the instrument case and the body of the aperture could be an important correction fac-
tor. The last effect might also be very sensitive to atmospheric pressure changes.

Photoionization Devices Another type of absolute detector is a photoionization detector which 
can be used for absolute photon flux, i.e., radiant power, measurements of high-energy photon 
beams. Since a photoionization detector is a radiant power standard like the electrical substitution 
radiometer, it can in principle be used as the basis for the derivation of the other radiometric quan-
tities (irradiance, radiance, or intensity) by determining the geometrical distribution (either area 
and/or solid angle) of the radiation.

A photoionization detector is a low-pressure gas-filled chamber through which a beam of high-
energy (vacuum ultraviolet) photons is passed between electrically charged plates, the electrodes. 
The photons absorbed by the gas, if of sufficient energy, ionize the gas and enable a current to pass 
between the electrodes. The ion current is proportional to the number of photons absorbed times 
the photoionization yield of the gas and is, therefore, proportional to the photon flux.

The photoionization yield is the number of electrons produced per photon absorbed. If the 
photon is of sufficiently high energy, the photoionization yield is 100 percent for an atomic gas. The 
permanent atomic gases are the rare gases: helium, neon, argon, krypton, and xenon. Their photo-
ionization yields have been measured relative to each other and shown to be 100 percent over specific 
wavelength ranges.58,59 If an ionization chamber is constructed properly and filled with the appropri-
ate gas so that all of the radiation is absorbed, then the number of photons per second incident on 
the gas is simply equal to the ion current produced. If instead of measuring the ion current one were 
to measure each pulse produced by a photon absorption, then one would have a photon counter.

Carefully constructed ion current measurement devices have been used as absolute detectors 
from 25 to 102.2 nm and photon counters from 0.2 to 30 nm. Careful construction implies that all 
possible systematic error sources have either been eliminated or can be estimated, with an appro-
priate correction applied. Because of the difficulty in producing accurate and well-characterized 
devices, ion chambers and high-energy photon counters are not claimed to be high-accuracy radio-
metric devices. Furthermore, they are limited to applications in vacuum ultraviolet radiometry and 
are consequently of restricted interest.

Predictable Quantum Efficiency Devices A useful and quite economical type of absolute detector 
is a predictable quantum efficiency (PQE) device using high-quality silicon photodiodes. Quantum 
efficiency is the photon fiux-to-photocurrent conversion efficiency. Because there have been many 
technological advancements made in the production of solid-state electronics, it is now possible to 
obtain very high quality silicon photodiodes whose performance is extremely close to that of the 
theoretical model.60,61 The technique for predicting the quantum efficiency of a silicon photodiode 
is also known as the self-calibration of a silicon photodiode.62,63 It is a relatively new absolute radio-
metric technique, quite simple to implement and of very high accuracy.64,65

Conversion of a detector calibration from spectral responsivity R(l), in units of A/W, to quan-
tum efficiency, i.e., photon-to-electron conversion efficiency, is as follows:

 C
R

e =1239 85.
( )λ
λ

 (71)

where l is the in-vacuum wavelength in nm and Ce is in units of electrons per photon.
As in the case of the other absolute detectors discussed previously, a PQE device is used for abso-

lute photon flux, i.e., radiant power, measurements. It can also be used as the basis for the derivation 
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of the other radiometric quantities such as irradiance, radiance, or intensity. The extension to other 
radiometric measurements is by the determination of the geometrical distribution (area and/or 
solid angle) of the radiation. Also, like other absolute detectors, it measures spectrally total flux 
(within its spectral response range) and is therefore used primarily for the measurement of mono-
chromatic sources or those with a known relative spectral distribution.

In a solid-state photodiode, the process for the conversion of a photon to an electronic charge 
is as follows. Photons not lost through reflection or by absorption in a coating at the front surface 
are absorbed in the semiconductor—if the photon is of high enough energy. To be absorbed, the 
photon energy must be greater than the band gap; the band gap for silicon is 1.11 eV (equivalent 
wavelength, 1.12 μm). In silicon, the absorption of a photon causes a promotion of a charge carried 
to the conduction band. Absorption of very high energy photons will create charge carriers with 
sufficient energy to promote a second, third, or possibly more charge carriers into the conduction 
band by collision processes. However, for silicon, the photon energy throughout the visible spectral 
range is insufficient for such impact ionization processes to occur. Therefore, in the visible to near-ir 
spectral region (about 400 to 950 nm), one absorbed photon produces one electron in the conduc-
tion band of silicon.

In a photodiode, impurity atoms diffused into a portion of the semiconductor material create 
an electric field. The internal electric field causes the newly created charge carriers to separate, even-
tually promoting the flow of an electron in an external measurement circuit. The efficiency with 
which the charge carriers are collected depends upon the region of the photodiode in which they are 
created. In the electric field region of a high-quality silicon photodiode, this collection efficiency has 
been demonstrated to approach 100 percent to within about 0.01 percent. Outside the field region, 
the collection efficiency can be determined by simple electrical bias measurements.

For the spectral regions in which the collection efficiency is 100 percent, the only loss in the pho-
ton-to-electron conversion process is due to reflection from the front surface of the detector. Several 
silicon photodiodes can be positioned to more effectively collect the radiation, acting as a light 
trap.66,67 If the radiation reflected from the first photodiode is directed to a second photodiode, then 
onto a third photodiode, etc., almost all the radiation will be collected in a small number of reflections. 
The photocurrents from all of the photodiodes are then summed and the total current (electrons per 
second) will be nearly equal, within 0.1 percent or less, to the photon flux (photons per second).

The more common type of silicon photodiode is the pn-type (positive charge impurity diffused 
into negative charge impurity starting material). High-quality pn-type detectors have their high 
collection efficiency in the long wavelength visible to near-ir spectral region. On the other hand, 
np-type silicon photodiodes have high collection efficiency in the short wavelength spectral region. 
At this time, the silicon photodiodes with the highest quantum efficiency (closest to ideal behavior) 
in the blue spectral region are the np-type devices, while nearly ideal red region performance is 
obtained with pn-type devices. The predictable quantum efficiency technique for silicon photodi-
odes has been demonstrated64–67 to be absolutely accurate to within ±0.1 percent from about 400 nm 
to 900 nm.

A disadvantage of the light-trap geometry is the limited collection angle (field of view) of the 
device. Light-trap silicon photodiode devices are now commercially available using large area 
devices and a compact light-trap configuration that maximizes the field of view.

An np-type silicon photodiode trap detector optimized for short-wavelength performance and a 
pn-type silicon photodiode trap detector optimized for long-wavelength performance can be used 
as an almost ideal radiometric standard. The pair covers the 400- to 900-nm spectral range, has 
direct absolute SI base unit traceability via convenient electrical standards, and they are sufficiently 
independent to be meaningfully cross-checked to verify absolute accuracy and long-term stability. 
These detectors are not only useful radiometric standards by themselves but can be used with vari-
ous source standards to either verify the absolute accuracy or to correct for the instabilities in the 
source standards.

The concept of a PQE light-trapping device is extendable to other high-quality photodiodes. 
Very recently, InGaAs devices with nearly 100-percent collection efficiency in the 1000- to 1600-nm 
spectral range have been developed. A light-trapping device employing these new detectors is now 
commercially available.
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Calibration Transfer Devices

The discussion to this point focused on absolute radiometric measurements using methods that in 
themselves can be made traceable to absolute SI units. It is often more convenient (and sometimes 
required by contractual agreements) to obtain a device that has been calibrated in radiometric units 
at one of the national standards laboratories. Specific information as to the type and availability of 
various calibration transfer devices and calibration services may be obtained by directly contacting 
any of the national standards laboratories in the world. The products and services offered by the 
various standards laboratories cover a range of applications and accuracies, and differ from country 
to country.

Radiometric calibration transfer devices are either sources or detectors. The calibration transfer 
sources are either incandescent, tungsten filament lamps, deuterium lamps, or argon arc discharge 
sources.68–70 Generally, calibration transfer detectors are photodiodes of silicon, germanium, or 
indium gallium arsenide. The most prevalent calibration transfer sources are incandescent lamps 
and the typical calibration transfer detector is a silicon photodiode.71

The commonly available spectral radiance calibration transfer devices that span the 250- to 
5000-nm region are typically tungsten strip filament lamps. Lamps calibrated in the 250- to 2500-nm 
region by a national standards laboratory are available. Lamps calibrated in the 2.5- to 5-μm region 
by comparison to a blackbody are commercially available. These devices are calibrated within spe-
cific geometrical constraints: the area on the filament, and the direction and solid angle of obser-
vation. The calibration is reported at discrete wavelengths, for a specified setting of the current 
through the filament and the ambient laboratory temperature. The optimum stability of spectral 
radiance is obtained with vacuum rather than gas-filled lamps, and with temperature controlled, i.e., 
water-cooled electrodes. Vacuum lamps cannot be operated at high filament temeratures and conse-
quently do not have sufficient uv output. Gas-filled lamps cover a broader spectral and dynamic 
range and are the more commonly available calibration transfer device.

The commonly available spectral irradiance calibration transfer devices that span the 250- to 
2500-nm region are tungsten coiled filament lamps. These are usually gas-filled lamps that have 
a halogen additive to prolong filament life and enable higher-temperature operation. Lamps cali-
brated in the 250- to 2500-nm region by a national standards laboratory are available. These devices 
are calibrated within the specific geometrical constraints of the distance and the direction with 
respect to a location on the lamp base or the filament. The calibration is reported at discrete wave-
lengths, for a specified setting of the current through the filament and the ambient laboratory tem-
perature. Because the filament is operated at a higher temperature, the spectral irradiance lamps are 
usually less stable than the radiance lamps.

The drift of an incandescent lamp’s radiance or irradiance output is not reliably predictable. It 
is for this reason that the calibration is most reliably maintained not by an individual lamp but by 
a group of lamps. The lamps are periodically intercompared and the average radiance (irradiance) 
of the group is considered to be the calibration value. The calculated differences between the group 
average and the individual lamps is used as a measure of the performance of the individual lamp. 
Lamps that have drifted too far from the mean are either recalibrated or replaced.

Spectral radiance and irradiance calibration transfer devices for the vacuum to near-uv (from 
about 160 to 400 nm) are typically available as deuterium lamps.

The commonly available calibrated transfer detectors for the 250- to 1100-nm spectral region 
are silicon photodiodes and for the 1000- to 1700-nm region, they are either germanium or indium 
gallium arsenide photodiodes. The calibration is reported at discrete wavelengths in absolute 
responsivity units (A/W) or irradiance response units (A cm2/W). In the first case, the calibration 
of the detector is performed with its active area underfilled, while in the second case, it is overfilled. 
If the detector is fitted with a precision aperture and if its spatial response is acceptably uniform, then 
the area of the aperture can be used to calculate the calibration in either units. The conditions under 
which the device was calibrated should be reported. The critical parameters are the location and size 
of the region within the active area in which it was calibrated, the radiant power in the calibration 
beam (alternately the photocurrent), and the temperature at which the calibration was performed. 
The direction in which the device was calibrated is usually assumed to be normal to its surface and 
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the irradiation geometry is usually that from a nearly collimated beam. Significant departures from 
normal incidence or near collimation should be noted.

Lasers

Power and Energy Measurement Lasers are highly coherent sources and the previous discussion 
of radiometry has been limited to the radiometry of incoherent sources. Nevertheless, the absolute 
power (or energy) in a laser beam can be determined to a very high degree of accuracy (within 
±0.01 percent in some cases) using some of the detector standards discussed here. The most accu-
rate laser power measurements are made with cryogenic and room temperature electrical substitu-
tion radiometers and with predictable quantum efficiency devices. In order to measure the laser 
power (energy) it is necessary to ensure that all the radiation is impinging on the sensitive area of 
the detector and, if the absolute detector characterization was obtained at a different power (energy) 
level, that the detector is operating in a linear fashion. For pulsed lasers, the peak power may sub-
stantially exceed the dynamic range of the detector’s linear performance. (A discussion of detector 
linearity is presented later in this chapter.) Furthermore, caution should be exercised to ensure that 
the detector not be damaged by the high photon flux levels achieved with many lasers.

In addition to ensuring that the detector intercept all of the laser beam, it is necessary to deter-
mine that all coherence effects have been eliminated (or minimized and corrected).72,73 The predom-
inant effects of coherence are, first, interference effects at windows or beam splitters in the system 
optics and, second, diffraction effects at aperture edges. The use of wedged windows will minimize 
interference effects, and proper placement of apertures or the use of specially designed apertures74 
will minimize diffraction effects.

Lasers as a Radiometric Characterization Tool It should be noted that lasers, particularly the cw 
(continuous wave) variety, are particularly useful as characterization tools in a radiometric labora-
tory. Some of their applications are instrument response uniformity mapping, detector-to-detector 
spectral calibration transfer, polarization sensitivity, linearity verifications, and both diffuse and 
specular reflectance measurements.

Lasers are highly polarized and collimated sources of radiation. It is usually simple to construct 
an optical system as required for each measurement using mostly plane and spherical mirrors and to 
control scattered light with baffles and apertures. Lasers are high-power sources so that the signal-to-
noise levels obtained are very good. If the power level is excessive it can usually be easily attenuated. 
Also, care must be taken to avoid local saturation of a detector at the peak of a laser’s typical gaussian 
beam profile. They are highly monochromatic so that spectral purity, i.e., out-of-band radiation, is 
not usually a problem. However, in very high accuracy, within <0.1 percent, measurements, lasing 
from weaker lines may be significant and additional spectral blocking filters could be required.

Lasers are not particularly stable radiation sources. This problem is overcome by putting a beam 
splitter and stable detector into the optical system near the location of the measurement. The detec-
tor either serves to monitor the laser beam power and thereby supplies a correction factor to com-
pensate for the instability, or its output is used to actively stabilize the laser.43 In the latter case, an 
electronically controllable attenuator, such as an electro-optical, acousto-optical, or a liquid crystal 
system, is used to continuously adjust the power in the laser beam at the beam splitter. Feedback 
stabilization systems for cw lasers, both the electro-optical and liquid crystal type, are commercially 
available. For the highest-accuracy measurements, i.e., optimum signal-to-noise ratios, it is neces-
sary both to actively stablize the laser source and also to monitor the beam power close to the mea-
surement in order to correct for the residual system drifts.

Various Type B Error Sources

Offset Subtraction One common error source, which is often simply an oversight, is the incorrect 
(or sometimes neglected) adjustment of an instrument reading for electronic and radiometric offsets. 
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This is often called the dark signal or dark current correction since it is obtained by shutting off the 
radiation source and reading the resulting signal. The shuttered condition needs to be close to radi-
ant zero, at least within less than the expected accuracy of the measurement.

A dark signal reading is usually easy to achieve in the visible and near-visible spectral regions. 
However, in the long-wavelength infrared a zero radiance source is one that is at a temperature of 
ideally 0 K. Often an acceptably cold shutter is not easily obtained so that the radiance, i.e., tempera-
ture, of the “zero” reference source must be known in order to determine the true instrument offset.

Scattered Radiation and Size of Source Effect An error associated with the offset correction is that 
of scattered radiation from regions outside the intended optical path of the measurement system. 
Often, by judicial placement of the shutter, the principal light path can be blocked while the scat-
tered light is not. In this case, the dark signal measurement includes the scattered light which is then 
subtracted from the measurement of the unshuttered signal. It is not possible to formulate a general 
scattered light elimination method so that each radiometric measurement system needs to be evalu-
ated on an individual basis. The effects of scattered radiation can often be significantly reduced by 
using an optical chopper, properly placed, and lock-in amplifier system to read the output of the 
photodetector.

No optical element will produce a perfect image and there will be an error due to geometrically 
introduced stray light. Sharp edges between bright and dark regions will be blurred by aberrations, 
instrument fabrication errors, scattering due to roughness and contamination of the optical sur-
faces, and scattered light from baffles and stops within the instrument enclosure. Diffraction effects 
will also introduce stray light. Light originating from the source will be scattered out of the region of 
the image and light from the area surrounding the source will be scattered into the image. The error 
resulting from scattering at the objective lens or mirror is related to the size of the source since the 
scattering is proportional to the irradiance of the objective element. Thus, the error introduced by 
the lack of image quality is commonly referred to as the size-of-source effect.

The effect of the aberrations on the radiant power both into and out of an image can, in prin-
ciple, be calculated. The diffraction-related error can also be calculated in some situations.73–75 
However, the effect due to scattering is very difficult to model accurately and usually will have to be 
measured. In addition, the amount of scattering can be expected to change in time due to contami-
nation of the optics, baffles, and stops. It is often more practical to measure the size of source effect 
and determine a correction factor for the elimination of this systematic error.

There are two different methods for measuring the size-of-source effect. The first method mea-
sures the response of the instrument as the size of the source is increased from the area imaged to 
the total area of the source. In the second method, a dark target of the same size as the image is 
placed at the imaged region on the source, and the surrounding area is illuminated. The second 
method has the advantage in that the effect being measured is the error signal above zero, whereas in 
the first method a small change in a large signal is being sought. In either case, the total error signal 
is measured; it includes aberrations, diffraction, and scattering effects.

Polarization Effects These are often significant perturbations of radiant power transfer due to prop-
erties of the radiation field other than its geometry. One such possible error is that due to the polar-
ization state of the radiation field. The signal from a photodetector that is polarization-sensitive will 
be dependent upon the relative orientation of the polarization state of the radiation with respect to 
the detector orientation. Examples of polarization-dependent systems are grating monochromators 
and radiation transfer through a scattering medium or at a reflecting surface. In principle, the polar-
ization state of the radiation field may be included in the geometrical transfer equation as a discrete 
transformation that occurs at each boundary or as a continuous transformation occurring as a 
function of position in the medium. Often it is sufficient to perform a calibration at two orthogo-
nal rotational positions of the instrument or its polarization-sensitive com ponents. However, it 
is recommended that other measurements at rotations intermediate between the two orthogonal 
measurements be included to test if the maximum and minimum polarization sensitivities have 
been sampled. The average of the maximum and minimum polarization measurements is then the 
calibration factor of the instrument for a nonpolarized radiation source.
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Detector Nonlinearity 

Nonlinearity measurement by superposition of sources Another possibly significant error source 
is photodetector and/or the electronic signal processing system nonlinearity. If the calibration and 
subsequent measurements are performed at the same radiant power level, then nonlinearity errors 
are avoided. Often conditions require that the measure ments be performed over a range of power 
levels. In general, a separate measurement is required either to verify the linearity of the photodetec-
tor (and/or the electronics) or to deduce the form of the nonlinearity function in order to apply the 
appropriate correction.72,76–78

The typical form of a nonlinearity appears as a saturation of the photoelectronic process at 
high irradiance levels. At low radiant flux levels what often appears to be a nonlinearity may be the 
result of failing to apply a dark signal or offset correction. There are, of course, other effects that will 
appear as a nonlinearity of the photodetector and/or electronics.79

Either the linearity of the detector and electronics can be directly verified by experiment or it can 
be determined by comparison to a photodetector/electronics system of verified linear performance. 
It is useful to note that several types of silicon photodiodes using a transimpedance or current 
amplifier have been demonstrated to be linear within ±0.1 percent over up to eight decades for most 
of its principal spectral range.78

The fundamental experimental method for determining the dynamic range behavior of a pho-
todetector is the superposition-of-sources method.76–78 The principle of the method is as follows. 
If a photodetector/electronics system is linear, then the arithmetic sum of the individual signals 
obtained from different radiant power sources should equal the signal obtained when all the sources 
irradiate the photodetector at the same time. There are many variations of the multiple source lin-
earity measurement method using combinations of apertures or beam splitters. A note of caution: 
Interference effects must be avoided when combining beams split from the same source or when 
combining highly coherent sources such as lasers.

The difference between the arithmetic sum and the measured signal from the combined sources 
is used as the nonlinearity correction factor. Consider the superposition of two sources having 
approximately equal radiant powers fa and fb, which when combined have a radiant power of f(a + b).
The signals from the photodetector when irradiated by the individual and combined sources is ia, ib,
and i(a + b). The following equation would be equal to unity for a linear detector:
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For a calibration performed at the radiant power level fa (or fb), the detector responsivity is R and

 i Ra a= φ  (73)

For a measurements at the higher radiant power level f(a + b),

 i K Ra b ab a b( ) ( )+ += φ  (74)

Scaling up to much higher radiant power levels (or down to lower levels) requires repeated appli-
cation of the superposition-of-sources method. For example, in order to scale up to the next higher 
radiant power level, the source outputs from the first level are increased to match the second level 
(e.g., by using larger apertures). The increased source outputs are then combined to reach a third 
level and a new correction factor calculated. The process is repeated to cover the entire dynamic 
range of a photodetector/electronics system in factor-of-two steps.

Note that when type B errors, such as the interference effects noted above, are eliminated, the 
accumulated uncertainty in the source superposition method is the accumulated imprecision of the 
individual measurements.

Various nonlinearity measurement methods Other techniques for determining the dynamic 
range behavior of a photodetector are derivable from predictable attenuation techniques.72 One such 
method is based upon chopping the radiation signal using apertures of known area in a rotating disk. 
This is often referred to as Talbot’s law: the average radiant power from a source viewed through the 
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apertures of a rotating disk is given by the product of the radiant power of the source and the trans-
mittance of the disk. The transmittance of the disk is the ratio of the open area to the blocked area of 
the disk. The accuracy of this technique depends upon the accuracy with which the areas are known 
and may also be limited by the time dependence of the photodetector and/or electronics.

Another predictable attenuation technique is based upon the transmittance obtained when rotat-
ing, i.e., crossing two polarizers.

 τ τ δ= 0
4cos  (75)

Here d is the angle of rotation between the linear polarization directions of the two polarizers and 
t0 is the transmittance at d = 0°. This technique, of course, assumes ideal polarizers that completely 
extinguish the transmitted beam at d = 90°, and its accuracy is limited by polarization efficiency of 
the polarizers.

A third predictable attenuation technique is the application of Beer’s law which states that the 
transmittance of a solution is proportional to the concentration k of the solute

 τ γ κ= −e  (76)

Here g is the absorption coefficient of the solute. The accuracy of this technique depends upon 
the solubility of the solute and the absence of chemical interference, i.e., concentration-dependent 
chemical reactions.

Time-dependent Error For measurements of pulsed or repeatedly chopped sources of radiation, 
the temporal response of the detector could introduce a time-dependent error. A photodetector 
that has a response that is slow compared to the source’s pulse width or the chopping frequency will 
not have reached its peak signal during the short time interval. Time-dependent error is avoided by 
determining if the detector’s frequency response is suitable before undertaking the calibration and 
measurement of pulsed or chopped radiation sources.

Nonuniformity The nonuniformity of the distribution of radiation over an image or within the area 
sampled in an irradiance or radiance measurement may lead to an error if the response of the instru-
ment is nonuniform over this area. The calibration factor for a nonuniform instrument will be differ-
ent for differing distributions of radiation. The size of the error will depend upon the relative magni-
tudes of the source and instrument nonuniformities and it is a very difficult error to correct. This type 
of error is usually minimized either by measuring only sources that are uniform or by ensuring that the 
instrument response is uniform. It is usually easier to ensure that the instrument response is uniform.

Nonideal Aperture For very high-accuracy radiometric calibrations, the error due to the effect 
of the land on an aperture must be correctly taken into account. An ideal aperture is one that has 
an infinitesimally thin edge that intercepts the radiation beam. In practice an aperture will have a 
surface of finite thickness at its edge. This surface is referred to as the land; see Fig. 7. The effective 

Land

r

FIGURE 7 The nonideal aperture show-
ing the location of the land.
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radius of the aperture will be slightly reduced by vignetting caused by the land on its edge, assuming 
that the vignetting is small compared to the aperture radius and that all the radiation reflected by 
the land eventually falls on the detector (i.e., the land has a highly reflective surface). The effective 
radius of the aperture r′ is

 ′ = − −⎡
⎣⎢

⎤
⎦⎥

r r
w

s
1

1( )ρ
 (77)

Here r is the reflectance, s is the distance between this aperture and the mirror or lens (or other 
aperture), and w is the width of the land.

Spectral Errors

Wavelength error In those cases where a spectrally selective element, such as a monochromator or 
a filter, is included in the radiometric instrument, spectral errors must be taken into account.44 The 
first type of error is called the wavelength error and is due to misassignment of the wavelength of the 
spectrum of the filter or the monochromator in the instrument. That is, either the monochromator 
used to calibrate the filter transmission or the monochromator within the radiometric instrument 
has an error in its wavelength setting. This error is eliminated by calibration of the monochromator 
wavelength setting using one or more atomic emission lines from either a discharge lamp (usually 
a mercury and/or a rare gas lamp) or one of the many spectra of the elements available as a hol-
low cathode lamp. The wavelengths of most atomic emission lines are known with an accuracy that 
exceeds the requirements of radiometric calibrations.

A special note regarding the wavelength error and the use of interference filters in a radiometric 
instrument. The typical angular sensitivity of an interference filter is 0.1 nm per angular degree of 
rotation. If the transmission of the interference filter is measured in a collimated beam and then 
used in a convergent beam there will be an error due to the angularly dependent shift in the spectral 
shape of the transmission. For an accurate radiometric instrument it is important to measure inter-
ference filter transmission in nearly the same geometry as it will be used. Furthermore, the tempera-
ture coefficient of the transmission of an interference filter is about 0.2 nm K−1. Therefore, it is also 
important in subsequent measurements to ensure that the filter remains at the same temperature as 
that used during the calibration.

It should also be noted that in order to accurately determine the spectral transmission of a 
monochromator it is necessary to completely fill the aperture of the dispersing element in the 
monochromator. This usually means that the field of view of the monochromator must be filled by 
the beam from the spectral calibration instrument.

Out-of -band radiation error The second type of spectral error is called the out-of-band or 
spectrally stray radiation error. This error is due to the radiation transmitted at both longer and 
shorter wavelengths that are beyond the edges of the principle transmission band of the filter or 
monochromator. This radiation is not taken into account if the limits in the integral in Eq. (11) are 
restricted to the edges of the principle transmission band. Although the relative amount of radiation 
transmitted at any wavelength beyond the edges of the principle transmission band may appear to 
be negligible with respect to the amount of radiation within the band, it is the spectrally total radia-
tion that “leaks through” that is the error signal. It is therefore necessary to determine the trans-
mission of the filter or monochromator over the entire spectrum of either the detector’s response 
and/or the light source’s output, whichever is greater. If the out-of-band radiation effect is small, it is 
possible to determine the correction factor from nominal values or limited accuracy measurements 
of the out-of-band spectra of the source, detector, and filter (monochromator).

Temperature Dependence The effect of temperature on the various elements in a radiometric 
instrument must not be overlooked. Unless the temperature of the instrument at the time of its cali-
bration is maintained during subsequent applications, there may be substantial changes introduced 
in the instrument calibration factor that could well be above the uncertainty of its traceability to 
absolute SI units. The simple solution is to control the temperature of the system from the calibration 
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to the subsequent measurements. A more practical solution is often to measure the relative change 
in the instrument calibration factor as a function of temperature and then apply this as a correction 
factor to account for the temperature difference in the subsequent measurements.

34.6 PHOTOMETRY

Definition and Scope

Photometry is the measurement of radiation in a way that characterizes its effectiveness in stimulat-
ing the normal human visual system.4–5,80–82 Since visual sensation is a subjective experience, it is not 
directly quantifiable in absolute physical units. Attempts to quantify human visual sensation, there-
fore, were by comparison to various specified sources of light. The first sources used as standards 
were candles and later flames of prescribed construction. About the turn of the century, groups of 
incandescent lamps were selected as photometric standards and eventually a planckian radiator at a 
specific temperature was adopted by international agreement as the standard source. At present, the 
SI base unit for photometry, the candela, is no longer defined in terms of a given light source but is 
related to the radiant intensity by a multiplicative constant. Therefore, either an absolute source or 
detector can be used to establish an internationally recognized photometric calibration. Furthermore, 
there is no need for a human observer to effect a quantitative photometric measurement.

Photometry, as discussed here, is more precisely referred to as physical photometry to distinguish 
it from psychophysical photometry. Early photometric calibrations relied on human observers to 
compare an unknown light source to a standard. Presently, photometric calibrations are based on 
measurements using physical instruments. The instrument simulates human visual response either 
by having a detector with a spectral response that approximates that of the CIE standard observer or 
by using the CIE standard observer spectral response function in the data analysis.

Psychophysical photometry is the measurement of the effectiveness of light in individual observ-
ers and is more generally referred to as visual science. An individual’s visual system may differ from 
that of the CIE standard observer defined for physical photometry, and these differences are some-
times important in experiments in visual science.

Photometry is restricted to the measurement of the magnitude of the visual sensation without 
regard to color, although it is well known that the perception of brightness is highly dependent on 
color in many circumstances. Measurement of the human response to color in terms of color match-
ing is known as colorimetry. See Vol. III, Chap. 10, “Colorimetry.”

Under reasonable light levels, the human eye can detect a difference of as little as 0.5 percent 
between two adjacent fields of illumination. For fields of illumination which are not adjacent, or 
are viewed at substantially different times, the eye can only detect differences of 10 to 20 percent. A 
discussion of the performance of the human visual system can be found in Vol. III, Chap. 2, “Visual 
Performance.” Extensive treatments of photometry can be found in Walsh,80 and Wyszecki and Stiles.81

Photopic, Scotopic, and Mesopic Vision

Electromagnetic radiation of sufficient power and in the wavelength range from about 360 to 830 nm, 
will stimulate the human visual system and elicit a response from an observer. The spectral range 
given here is the range over which measurements in physical photometry are defined. The range of 
reasonably perceptible radiation is usually given as about 400 to 700 nm. After light enters through 
the optical system of the eye—the cornea, iris or pupil, lens, and vitreous humor—the next stage of 
the visual response occurs in the retina. The retina contains two types of receptor cells: cones, which 
are the dominant sensors when the eye is adapated to higher radiance levels of irradiation (photopic
vision), and rods, the dominant sensors at lower radiance levels (scotopic vision). Between the higher 
and lower levels of light adaptation is the region of mesopic vision, the range of radiance levels where 
both cones and rods contribute in varying degrees to the visual process.
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Three types of cones having different spectral sensitivity functions exist in the normal human 
eye. The brain is able to distinguish colors by comparison of the signals from the three cone types. 
Of the three cone types, only the middle- and long-wavelength-sensitive cones contribute to the 
photopic sensation of the radiation entering the eye. The relative spectral sensitivity functions of the 
photopically and scotopically adapted human eye have been measured for a number of observers. 
From averages of these measurements, a set of values has been adopted by international agreement 
as the spectral efficiency for the CIE standard observer for photopic vision and another set for the 
CIE standard observer for scotopic vision (CIE, Commission Internationale de l’Eclairage). Because 
of the complexity of the spectral sensitivity of the eye at intermediate irradiation levels, there is no 
standard of spectral efficiency for mesopic vision. Values of the photopic and scotopic spectral effi-
ciency functions are listed in Table 2.

TABLE 2 Photopic and Scotopic Spectral Luminous Efficiency Functions

 Wavelength Photopic Scotopic Wavelength Photopic Scotopic

 375 0.00002 —  575 0.91540 0.1602
 380 0.00004 0.00059 580 0.87000 0.1212
 385 0.00006 0.00111 585 0.81630 0.0899
 390 0.00012 0.00221 590 0.75700 0.0655
 395 0.00022 0.00453 595 0.69490 0.0469
 400 0.00040 0.00929 600 0.63100 0.03315
 405 0.00064 0.01852 605 0.56680 0.02312
 410 0.00121 0.03484 610 0.50300 0.01593
 415 0.00218 0.0604 615 0.44120 0.01088
 420 0.00400 0.0966 620 0.38100 0.00737

 425 0.00730 0.1436 625 0.32100 0.00497
 430 0.01160 0.1998 630 0.26500 0.00334
 435 0.01684 0.2625 635 0.21700 0.00224
 440 0.02300 0.3281 640 0.17500 0.00150
 445 0.02980 0.3931 645 0.13820 0.00101
 450 0.03800 0.455 650 0.10700 0.00068
 455 0.04800 0.513 655 0.08160 0.00046
 460 0.06000 0.567 660 0.06100 0.00031
 465 0.07390 0.620 665 0.04458 0.00021
 470 0.09098 0.676 670 0.03200 0.00015

 475 0.11260 0.734 675 0.02320 0.00010
 480 0.13902 0.793 680 0.01700 0.00007
 485 0.16930 0.851 685 0.01192 0.00005
 490 0.20802 0.904 690 0.00821 0.00004
 495 0.25860 0.949 695 0.00572 0.00003
 500 0.32300 0.982 700 0.00410 0.00002
 505 0.40730 0.998 705 0.00293 0.00001
 510 0.50300 0.997 710 0.00209 0.00001
 515 0.60820 0.975 715 0.00148 0.00001
 520 0.71000 0.935 720 0.00105 0.00000

 525 0.79320 0.880 725 0.00074 0.00000
 530 0.86200 0.811 730 0.00052 0.00000
 535 0.91485 0.733 735 0.00036 0.00000
 540 0.95400 0.650 740 0.00025 0.00000
 545 0.98030 0.564 745 0.00017 0.00000
 550 0.99495 0.481 750 0.00012 0.00000
 555 1.00000 0.402 755 0.00008 0.00000
 560 0.99500 0.3288 760 0.00006 0.00000
 565 0.97860 0.2639 765 0.00004 0.00000
 570 0.95200 0.2076 770 0.00003 0.00000
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Photometric quantities can be calculated or measured as either photopic or scotopic quantities. 
Adaptation to luminance levels of ≥3 cd m−2 (see further discussion) in the visual field usually leads 
to photopic vision, whereas adaptation to luminance levels of ≤3 × 10−5 cd m−2 usually leads to sco-
topic vision. Photopic vision is normally assumed in photometric measurements and photometric 
calculations unless explicitly stated to be otherwise.

Basic Concepts and Terminology

As noted in the earlier section on “Photometry,” the principles of photometry are the same as those 
for radiometry with the exception that the spectral responsivity of the detector is defined by general 
agreement to be specific approximations of the relative spectral response functions of the human 
eye. Photometric quantities are related to radiometric quantities via the spectral efficiency functions 
defined for the photopic and scotopic CIE standard observers.

Luminous Flux If physical photometry were to have been invented after the beginning of the twen-
tieth century, then the physical basis of measurement might well have been the relationship between 
visual sensations and the energy of the photons and their flux density. It would follow naturally 
because vision is a photobiological process that is more closely related to the quantum nature of the 
radiation rather than its thermal heating effects. However, because of the weight of historical prec-
edent, the basis of physical photometry is defined as the relationship between visual sensation and 
radiant power and its wavelength. The photometric equivalent of radiant power is luminous flux, 
and the unit that is equivalent to the watt is the lumen.

Luminous flux, Φn, is the quantity derived from spectral radiant power by evaluating the radia-
tion according to its action upon the CIE standard observer.

 Φ Φv mK V d= ∫ λ λ λ( )  (78)

where V(l) is the spectral efficiency function for photopic vision listed in Table 2, and Km is the 
luminous efficacy for photopic vision. The spectral luminous efficacy is defined near the maximum, 
lm = 555 nm, of the photopic efficiency function to be
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The definitions are similar for scotopic vision

 ′ = ′ ′∫Φ Φv mK V dλ λ( ) λ  (80)

where V ′(l) is the spectral luminous efficiency function for scotopic vision listed in Table 2, and 
K ′ m is the luminous efficacy for scotopic vision. The scotopic luminous efficiency function maxi-
mum occurs at lm = 507 nm. The defining equation for K ′ m is
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The spectral shifts indicated in Eqs. (79) and (81) are required in order to obtain the precise val-
ues for the photopic and scotopic luminous efficacies. The magnitudes of the shifts follow from the 
specification of an integral value of frequency instead of wavelength in the definition of the SI base 
unit for photometry, the candela.

Luminous Intensity, Illuminance, and Luminance The candela, abbreviated cd, is defined by 
international agreement to be the luminous intensity in a given direction of a source that emits 
monochromatic radiation of frequency 540 × 1012 Hz (equal to 555.016 nm) and that has a radiant 
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intensity of 1/683 W sr−1 in that direction. The spectral luminous efficacy of radiation at 540 × 1012 Hz 
equals 683 lm W−1 for all states of visual adaptation.

Because of the long history of using a unit of intensity as the basis for photometry, the candela 
was chosen as the SI base unit instead of the lumen, notwithstanding the fact that intensity is, 
strictly speaking, measurable only for point sources.

The functional form of the definitions of illuminance, luminous intensity, and luminance were pre-
sented in Eqs. (13), (14), and (15). The concepts are briefly reviewed here for the sake of convenience.

Luminous intensity is the photometric equivalent of radiant intensity, that is, luminous intensity 
is the luminous flux per solid angle. The symbol for luminous intensity is In The unit for luminous 
intensity is the candela.

Illuminance is the photometric equivalent of irradiance, that is, illuminance is the luminous flux 
per unit area. The symbol for illuminance is Ev. The typical units for illuminance are lumens/meter2.

Luminance is the photometric equivalent of radiance. Luminance is the luminous flux per unit 
area per unit solid angle. The symbol for luminance is Lv. The units for luminance are typically candelas/
meter2. In many older treatises on photometry, the term brightness is often taken to be equivalent to 
luminance, however, this is no longer the accepted usage.

In present usage, luminance and brightness have different meanings. In visual science (psycho-
physical photometry), two spectral distributions that have the same luminance typically do not 
have the same brightness. Operationally, spectral distributions of equal luminance are established 
with a psychophysical technique called heterochromatic flicker photometry. The observer views two 
spectral distributions that are rapidly alternated in time at the same spatial location, and the radi-
ance of one is adjusted relative to the other to minimize the appearance of flicker. Spectral distribu-
tions of equal brightness are established with heterochromatic brightness matching, in which the 
two spectral distributions are viewed side-by-side and the radiance of one is adjusted relative to the 
other so that the fields appear equally bright. Though repeatable matches can easily be set with each 
technique, flicker photometric matches and brightness matches differ for many pairs of spectral 
distributions.

Photometric radiation transfer calculations and measurements are performed using the same 
methods and approximations that apply to the radiometric calculations discussed earlier. The excep-
tion, of course, is that the spectral sensitivity of the detector is specified.

Retinal Illuminance

In vision research it is frequently required to determine the effectiveness of a uniform, extended field 
of light (i.e., a large lambertian source that overfills the field of view of the eye) by estimating the 
illuminance on the retina. If it is assumed that the cornea, lens, and vitreous humor are lossless, then 
the luminous flux Φn in the image on the retina can be approximated from the conservation of the 
source luminance Lv as follows [see Eq. (22)],
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where Le is the radiance within the eye, ne is the index of refraction of the ocular medium (the index 
of refraction of air is 1), Φr is the luminous flux at the retina, Ar is the area of the image of the retina, 
Ap is the area of the pupil, spr is the distance from the pupil to the retina, and Er is the average illumi-
nance in the image. Therefore, the average illuminance on the retina is

 E L
n A

Sr v

e p

pr

=
2

2
 (83)

The luminance can, of course, be in units of either photopic or scotopic cd m−2. The area of 
the pupil is measurable, but the distance between the pupil and retina is typically not available. 
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Therefore, a unit of retinal illuminance that avoids the necessity of determining this distance has 
been defined in terms of just the source luminance and pupil area. This unit is the troland, abbreviated 
td, and is defined as the retinal illumination for a pupil area of 1 mm2 produced by a radiating sur-
face having a luminance of 1 cd m−2.

 E L AT v p=  (84)

Although it may be construed as an equivalent unit, one troland is not equal to one microcandela. 
The source is not a point but is infinite in extent. The troland is useful for relating several vision 
experiments where sources of differing luminance levels and pupil areas have been used.

The troland is, furthermore, not a measure of the actual illuminance level on the retina since 
the distance, index of refraction, and transmittance of the ocular medium are not included. For a 
schematic eye, which is designed to include many of the optical properties of the typical human eye, 
the effective distance between the pupil and the retina including the effect of the index of refraction 
is 16.7 mm83 (see also Vol. III, Chap. 10, “Colorimetry”). For the schematic eye with a 1-mm2 pupil 
area, the effective solid angle at the retina is approximately 0.0036 sr. The retinal illuminance equiva-
lent to one troland is therefore 0.0036 lm m−2 times the ocular transmittance.

Recall from the section on “Radiometric Effects of Stops and Vignetting” the effect of the aper-
ture stop on the light entering an optical system; that is, all of the light entering the optical system 
appears to pass through the exit pupil, and the image of the aperture stop on the retina is the exit 
pupil. If the source is uniform and very large so that it overfills the field of view of the eye, the illu-
minance on the retina is independent of the distance between the source and the eye. If there is no 
intervening optic between the eye and the source, then the pupil is the aperture stop. However, if one 
uses an optical system to image the source into the eye, then the aperture stop need not be the pupil. 
An external optical system enables both the use of a more uniform, smaller source and the precise 
control of the retinal illumination by adjustment of an external aperture. The first configuration 
is called the newtonian view and the second is the maxwellian view of a source80 (see also Vol. III, 
Chap. 5, “Optical Generation of the Visual Stimulus”).

Though the troland is a very useful and a commonly used photometric unit among vision 
researchers, it should be interpreted with some caution in situations where one wishes to draw 
quantitative inferences about the effect of light falling on the retina. The troland is not a precise pre-
dictor because, besides not including transmission losses, no angular information is conveyed. The 
photoreceptors exhibit directional sensitivity where light entering through the center of the pupil is 
more effective than light entering through the pupil margin (the Stiles-Crawford effect, see Vol. III, 
Chap. 1, “Optics of the Eye”). Finally, specifying retinal illuminance in photometric units of trolands 
does not completely define the experimental conditions because the spectral distribution of the light 
on the retina is unspecified. Rather, the relative spectral responsivity of the eye (including the spec-
tral dependence of the transmittance) is assumed by the inclusion of the V(l) or V ′(l) functions. 
Experiments performed under mesopic conditions will be particularly prone to error.

If one measures the absolute spectral radiance of the light source, then Eq. (83) may be used in 
the radiometric form; that is, one substitutes Erl and Ll for Er and Lv. The retinal spectral irradiance 
will then be in absolute units: W nm−1m−2.

Because the process of vision is a photobiological effect determined by the number and energy of 
the incident photons, the photon flux irradiance may be a more meaningful measure of the effect of 
the light on the retina. Using the radiometric form of Eq. (83) and the conversion to photon flux in 
Eq. (17), the photon flux irradiance NEl on the retina is as follows.
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The ocular transmittance is included in this expression as te(l). The wavelength is in nm and, for 
radiance in units of W m−2 sr−1 nm−1, the photon flux irradiance is in units of photons s−1 m−2 nm−1.
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If one uses a monochromatic light source, then a relationship between a monochromatic troland 
ET(l) and the photon flux irradiance may be derived.
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Only the transmittance at the peak of the V(l) curve, te(555) = 0.5883 needs to be included since the 
spectral dependence of the ocular transmittance is already included in the V(l) function. The term 
Lv(l) is the luminance of a monochromatic light source.

An equivalent expression can be derived for the scotopic form of the monochromatic troland 
E′ T(l). Here, an ocular transmittance at 505 nm of 0.5583 has been used.
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The reader is reminded that Eqs. (86) and (87) are valid only for a monochromatic source.

Absolute Photometric Calibrations

Photometric calibrations are in principle derived from the SI base unit for photometry, the candela. 
However, as one can see from the definitions of the candela and the other photometric quantities, 
photometric calibrations are in fact derived from absolute radiometric measurements using either a 
planckian radiator or an absolute detector. Typically, the relationship between illuminance and irra-
diance, Eq. (13), is used as the defining equation in deriving a photometric calibration.

The photometric calibration transfer devices available from national standards laboratories are 
usually incandescent lamps of various designs.84 The photometric quantities commonly offered as 
calibrations are luminous intensity and total luminous flux.

The luminous intensity of a lamp, at a specified minimum distance and in a specified direction, 
is derived from a calibration of the spectral irradiance of the lamp, in the specified direction and at 
measured distance(s). The radiometric-to-photometric conversion [see Eq. (13)] is used to convert 
from spectral irradiance to illuminance. The inverse-square-law approximation, Eq. (24), is then 
used to derive luminous intensity.

Total luminous flux is a measure of all the flux emitted in every direction from a lamp. Total 
luminous flux is derived from illuminance (or luminous intensity) by measuring the flux emitted 
in all directions around the lamp. This procedure is known as goniophotometry. For an illumi-
nance-based derivation, the total flux is the average of all the illuminance measurements times the 
surface area of the sphere described by the locus of the points at which the average illuminance was 
sampled. In the case of an intensity-based derivation, the total flux is the average of all the intensity 
measurements times 4p steradians. These are, in principle, the calculation methods for goniopho-
tometry. In practice, the average illuminance (or intensity) is measured in a number of zones of 
fixed area (or solid angle) around the lamp. The product of the illuminance times the area of the 
zone (or the intensity times the solid angle of the zone) is the flux. The flux from each of the zones 
is then summed to obtain the total flux from the lamp.

A number of national standards laboratories provide luminance calibration transfer devices. 
These are typically in the form of a translucent glass plate that is placed at a specified distance and 
direction from a luminous intensity standard. One method of deriving the luminance calibration of 
the lamp/glass unit is to restrict the area of the glass plate with an aperture of known area. The inten-
sity of the lamp/glass combination is then calibrated by comparison to an intensity standard lamp 
and the average luminance calculated by dividing the measured intensity by the area of the aperture.

Some national standards laboratories also offer calibrations of photometers,85 also known as illu-
minance meters. A photometer is a photodetector that has been fitted with a filter to tailor its rela-
tive (peak normalized) spectral responsivity to match that of the CIE standard photopic observer. 
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Calibration of a photometer is usually obtained by reference to a luminous intensity standard positioned 
at a measured distance from the detector aperture. The inverse-square-law approximation is invoked 
to obtain the value of the illuminance at the measurement distance.

Other Photometric Terminology

Foot-candles, Foot-lamberts, Nits, etc The following units of illuminance are often used in pho-
tometry, particularly in older texts:

lux (abbreviation: lx) = lumen per square meter

phot (abbreviation: ph) = lumen per square centimeter

meter candle = lumen per square meter

footcandle (abbreviation: fc) = lumen per square foot

One foot-candle = 0.0929 lux.

The following units of luminance are often used:

nit (abbreviation: nt) = candela per square meter

stilb (abbreviation: sb) = candela per square centimeter

It is sometimes the practice, particularly in illuminating engineering, to express the luminance of 
an actual surface in any given direction in relation to the luminance of a uniform, diffuse, i.e., lam-
bertian, source that emits one lumen per unit area into a solid angle of p steradians [see Eq. (30)]. 
This concept is one of relative luminance and its units (given following) are not equatable to the 
units of luminance. Furthermore, in spite of what may appear to be a similarity, this concept is not, 
strictly speaking, the photometric equivalent of the exitance of a source because, in its definition, the 
integral of the flux over the entire hemisphere is referenced. In other words, the equivalence to emit-
tance is true only for a perfectly uniform radiance source. For all other sources it is the luminance in 
a particular direction divided by p. The units for luminance normalized to a lambertian source are:

1 apostilb (abbreviation: asb) = (1/p) candela per square meter

1 lambert (abbreviation: L) = (1/p) candela per square centimeter

1 foot-lambert (abbreviation: fL) = (1/p) candela per square foot

Sometimes the total flux of a source is referred to as its candlepower or spherical candlepower.
This term refers to a point source that uniformly emits in all directions, that is, into a solid angle 
of 4p steradians. Such a source does not exist, of course, so that the terminology is more precisely 
stated as the mean spherical candle power, which is the mean value of the intensity of the source 
averaged over the total solid angle subtended by a sphere surrounding the source.

Distribution Temperature, Color Temperature Distribution temperature is an ap proximate charac-
terization of the spectral distribution of the visible radiation of a light source. Its use is restricted to 
sources having relative spectral outputs similar to that of a blackbody such as an incandescent lamp. 
The mathematical expression for evaluating distribution temperature is

 1

2

−
⎡

⎣
⎢

⎤

⎦
⎥ ⇒∫

φ λ
φ λ

λ
λ

λ x

ba T
d

( )

( , )
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1

2
 (88)

where fx(l) is the relative spectral radiant power distribution function of the test source, fb(l , T) is 
the relative spectral radiant power distribution function of a blackbody at the temperature T, and a
is an arbitrary constant. The limits of integration are the limits of visible radiation. Since distribu-
tion temperature is only an approximation, the exact values of the integration limits are arbitrary: 
typical limits are 400 and 750 nm. Values of a and T are adjusted simultaneously until the value of 
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the integral is minimized. The temperature of the best-fit blackbody function is the distribution 
temperature.

Color temperature and correlated color temperature are defined in terms of the perceived color 
of a source and are obtained by determining the chromaticity of the radiation rather than its relative 
spectral distribution. Because they are not related to physical photometry they are not defined in 
this section of the Handbook. These quantities do not provide information about the spectral dis-
tribution of the source except when the source has an output that closely approximates a blackbody. 
Although widely, and mistakenly, used in general applications to characterize the relative spectral 
radiant power distribution of light sources, color temperature and correlated color temperature 
relate only to the three types of cone cell receptors for photopic human vision and the approximate 
manner in which the human brain processes these three signals. As examples of incompatibility, 
there are the obvious differences between the spectral sensitivity of the human eye and physical 
receptors of visible optical radiation, e.g., photographic film, TV cameras. In addition, ambiguities 
occur in the ability of humans to distinguish the perceived color from different spectral distribu-
tions (metameric pairs). These ambiguities and the spectral sensitivity functions of the eye are not 
replicated by physical measurement systems. Caution must be exercised when using color tempera-
ture or correlated color temperature to predict the performance of a physical measurement system.
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35.1 GLOSSARY

 A Area

 a absorption

bb blackbody

 c2 second radiation constant

 E irradiance

 f bidirectional scattering distribution function

 i internal

 L radiance

 P electrical power

 R refl ectance factor

 r refl ection

 T temperature

 t transmission

a absorptance

a ′ absorption coeffi cient

e emittance (emissivity)

q, f angles

r refl ectance

s Stefan Boltzmann constant

t transmittance

Φ power (fl ux)

Ω projected solid angle

∗Deceased.
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35.2 INTRODUCTION AND TERMINOLOGY

When radiant flux is incident upon a surface or medium, three processes occur: transmission, 
absorption, and reflection. Figure 1 shows the ideal case, where the transmitted and reflected com-
ponents are either specular or perfectly diffuse. Figure 2 shows the transmission and reflection for 
actual surfaces.

The symbols, units, and nomenclature employed in this chapter follow the established usage as 
defined in ISO Standards Handbook 2,1 Cohen and Giacomo,2 and Taylor.3 Additional general termi-
nology applicable to this chapter is from ASTM,4 IES,5 IES,6 Drazil,7 and CIE.8 The prefix spectral is used 

Reflection, strong
diffuse component

Reflection, strong
specular component

Regular transmission Diffuse transmission

Reflection, strong
retroreflective component

FIGURE 2 Actual reflection and transmission.

Retroreflection

Incident
beam

Diffuse
reflection

Specular
reflection Specular (regular)

transmission

Diffuse
transmission

FIGURE 1 Idealized reflection and transmission.
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to denote a characteristic at a particular wavelength and is indicated by the symbol l. The absence 
of the spectral prefix implies integration over all wavelengths with a source function included (omis-
sion of the source function is meaningless except where the characteristic is constant with wave-
length).

There has been a continuing dialog over terminology, particularly between the suffixes -ance 
and -ivity.9–13 The suggested usage reserves terms ending with -ivity (such as transmissivity, absorp-
tivity, and reflectivity) for properties of a pure material and employs the suffix -ance for the charac-
teristics of a specimen or sample. For example, one can distinguish between the reflectivity of pure 
aluminum and the reflectance of a particular sample of 6061-T6 aluminum with a natural oxide 
layer. This distinction can be extended to differentiate between emissivity (of a pure substance) and 
emittance (of a sample). This usage of emittance should not be confused with the older term radiant 
emittance, now properly called radiant exitance. In this chapter, the suffix -ance will be used exclu-
sively inasmuch as the measurement of radiometric properties of materials is under discussion.

35.3 TRANSMITTANCE

Transmission is the term used to describe the process by which incident radiant flux leaves a surface 
or medium from a side other than the incident side, usually the opposite side. The spectral transmit-
tance t (l) of a medium is the ratio of the transmitted spectral flux Φlt to the incident spectral flux 
Φli , or

 τ λ λ

λ
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Φ
Φ

t

i

  (1)

The transmittance t is the ratio of the transmitted flux Φt , to the incident flux Φi , or
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Note that the integrated transmittance is not the integral over wavelength of the spectral transmit-
tance, but must be weighted by a source function Φl as shown.

The transmittance may also be described in terms of radiance as follows:
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where Ll i represents the spectral radiance Ll i (l; qi, fi) incident from direction (qi, fi), Ll t represents 
the spectral radiance Ll t (l ; qt, ft) transmitted in direction (qt, ft), and dΩ is the elemental pro-
jected solid angle sin q cos q dq df.

The bidirectional transmittance distribution function (BTDF, symbol ft) relates the transmitted 
radiance to the radiant incidence as
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Geometrically, transmittance can be classified as specular, diffuse, or total, depending upon 
whether the specular (regular) direction, all directions other than the specular, or all directions are 
considered.
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35.4 ABSORPTANCE

Absorption is the process by which incident radiant flux is converted to another form of energy, 
usually heat. Absorptance is the fraction of incident flux that is absorbed. The absorptance a of an 
element is defined by α = Φ Φa i/ . Similarly, the spectral absorptance a(l) is the ratio of spectral 
power absorbed Φla to the incident spectral power Φli ,

 α
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An absorption coefficient a ′ (cm−1 or km−1) is often used in the expression τ α
i

te= − ′ , where ti is 
internal transmittance and t is pathlength (cm or km).

35.5 REFLECTANCE

Reflection is the process where a fraction of the radiant flux incident on a surface is returned into 
the same hemisphere whose base is the surface and which contains the incident radiation. The 
reflection can be specular (in the mirror direction), diffuse (scattered into the entire hemisphere), 
or a combination of both. Table 114 shows a wide range of materials that have different goniometric 
(directional) reflectance characteristics.

TABLE 1 Goniometric Classification of Materials14

 Material Classification Scatter∗ s † g ‡ Structure§ Example

Exclusively reflecting  None 0 ≅0 None Mirror
 materials Weak ≤0.4 ≤27° Micro Matte aluminum
    Macro Retroreflectors

t = 0 Strong >0.4 >27° None Laquer & enamel coatings
    Micro Paint films, BaSO4, Halon
    Macro Rough tapestries, road surfaces

Weakly transmitting, strongly  None 0 ≅0 None Sunglasses, color filters cold mirrors
 reflecting Materials Weak ≤0.4 ≤27° Micro Matte-surface color filters

t ≤ 0.35    Macro Glossy textiles
 Strong >0.4 >27° None Highly turbid glass
    Micro Paper
    Macro Textiles

Strongly transmitting  None 0 ≅0 None Window glass
 materials Weak ≤0.4 ≤27° None Plastic film
    Micro Ground glass

t > 0.35    Macro Ornamental glass
     prismatic glass
 Strong >0.4 >27° None Opal glass
    Micro Ground opal glass
    Macro Translucent acrylic plastic with 
      patterned surface

∗It is suggested that the diffusion factor is appropriate for strongly diffusing materials and that the half-angle is better for 
weakly diffusing materials.

†g  is a half-value angle, the angle from the normal where the radiance has dropped to one-half the value at normal.
‡s is a diffusion factor, the ratio of the mean of radiance measured at 20° and 70° to the radiance measured at 5° from the 

normal, when the incoming radiation is normal. s = [L(20) + L(70)]/[2L(5)]. It gives an indication of the spatial distribution of 
the radiance, and is unity for a perfect (lambertian) diffuser.

§Structure refers to the nature of the surface. In a microscattering structure, the scatterers cannot be resolved with the 
unaided eye. The macrostructure scatterers can be readily seen.
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The most general definition for reflectance r is the ratio of the radiant flux reflected Φr to the 
incident radiant flux Φi , or

 ρ =
Φ
Φ

r

i

  (6)

Spectral reflectance is similarly defined at a specified wavelength l as

 ρ λ λ

λ
( )=

Φ
Φ

r

i

  (7)

(Spectral) reflectance factor (symbol R) is the ratio of (spectral) flux reflected from a sample to the 
(spectral) flux which would be reflected by a perfect diffuse (lambertian) reflector.

No single descriptor of reflectance will suffice for the wide range of possible geometries. The 
fundamental geometric descriptor of reflectance is the bidirectional reflectance distribution func-
tion (BRDF, symbol fr). It is defined as the differential element of reflected radiance dLr in a speci-
fied direction per unit differential element of radiant incidence dEi, also in a specified direction,15 
and carries unit of sr−1:

 f
dL E

dr i i r r
r i i r r i( , , , )
( , ; , ; )

θ φ θ φ
θ φ θ φ

=
EEi i i( , )

[ ]
θ φ

sr−1   (8)

The polar angle q is measured from the surface normal and the azimuth angle f is measured 
from an arbitrary reference in the surface plane, most often the plane containing the incident beam. 
The subscripts i and r refer to the incident and reflected beams, respectively.

By integrating over varying solid angles, Nicodemus et al.,15 based upon earlier work by Judd,16 
defined nine goniometric reflectances, and by extension, nine goniometric reflectance factors. These 
are shown in Tables 2 and 3 and Fig. 3. In these tables, the term directional refers to a differential 
solid angle dw in the direction specified by ( , )θ φ . Conical refers to a cone of finite extent centered in 
direction ( , )θ φ ; the solid angle w of the cone must also be specified.

Details on these definitions and further discussion can be found in ASTM STP475,4 ASTM 
E808,17 Judd,16 Nicodemus,18 Nicodemus,19 and Nicodemus et al.15

TABLE 2 Nomenclature for Nine Types of Reflectance15

1. Bidirectional reflectance d f di i r r r i i r r rρ θ φ θ φ θ φ θ φ( , ; , ) ( , ; , )= Ω  

2. Directional-conical reflectance ρ θ φ ω θ φ θ φ
ω

( , ; ) ( , ; , )i i r r i i r r rf d
r

= ∫ Ω  

3. Directional-hemispherical reflectance ρ θ φ π θ φ θ φ
π

( , ; ) ( , ; , )i i r i i r r rf d2
2

= ∫ Ω  

4. Conical-directional reflectance d d f di r r r i r i i r rρ ω θ φ θ φ θ φ( ; , ) ( ) ( , ; , )= Ω Ω Ω/ rr
iω∫  

5. Biconical reflectance ρ ω ω θ φ θ φ
ω

( ; ) ( ) ( , ; , )i r i r i i r r r if d d
r

= ∫1/Ω Ω Ω
ωωi
∫  

6. Conical-hemispherical reflectance ρ ω π θ φ θ φ
π

( ; ) ( ) ( , ; , )i i r i i r r r if d d2 1
2

= ∫/Ω Ω Ω
22πω ∫∫

i
 

7. Hemispherical-directional reflectance d d f dr r r r i i r r iρ π θ φ π θ φ φ φ( ; , ) ( ) ( , ; , )2 = Ω Ω/
22π∫  

8. Hemispherical-conical reflectance ρ π ω π θ φ θ φ
ω

( ; ) ( ) ( , ; , )2 1
2r r i i r r r if d d

r

= ∫/ Ω Ω
ππ∫  

9. Bihemispherical reflectance ρ π π π θ φ θ φ
π

( ; ) ( ) ( , ; , )2 2 1
22

= ∫/ f d dr i i r r r iΩ Ω
ππ∫  
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TABLE 3 Nomenclature for Nine Types of Reflectance Factor15

1. Bidirectional reflectance factor R fi i r r r i i r r( , ; , ) ( , ; , )θ φ θ φ π θ φ θ φ=

2. Directional-conical reflectance factor R f di i r r r i j r r r
r

( , ; ) ( ) ( , ; , )θ φ ω π θ θ θ φ
ω

= /Ω Ω∫∫
3. Directional- hemispherical reflectance factor R f di i r i i r r r( , ; ) ( , ; , )θ φ π θ φ θ φ

π
2

2
= ∫ Ω

4. Conical-directional reflectance factor R f di r r i r i i r r i
i

( ; , ) ( ) ( , ; , )ω θ φ π θ φ θ φ
ω

= /Ω Ω∫∫
5. Biconical reflectance factor R f d di r i r r i i r r r( ; ) [ ( )] ( , ; , )ω ω π θ φ θ φ= / Ω Ω Ω Ωii

ri ωω ∫∫
6. Conical-hemispherical reflectance factor R f d di i r i i r r r i( ; ) ( ) ( , ; , )ω π θ φ θ φ

π
2 1

2
= ∫/Ω Ω Ω

ωωi
∫

7. Hemispherical-directional reflectance factor R f di r r i i r r i( ; , ) ( , ; , )2
2

π θ φ θ φ θ φ
π

= ∫ Ω

8. Hemispherical-conical reflectance factor R f d dr r r i i r r r i
r

( ; ) ( ) ( , ; , )2 1π ω θ φ θ φ
ω

= ∫/Ω Ω Ω
22π∫

9. Bihemispherical reflectance factor R f d dr i i r r r i( ; ) ( ) ( , ; , )2 2 1
22

π π π θ φ θ φ
π

= ∫/ Ω Ω
ππ∫
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FIGURE 3 Nine geometrical definitions of reflectance.
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35.6 EMITTANCE

Emittance (e) is the ratio of the radiance of an object or surface to the radiance of a blackbody 
(planckian radiator) at the same temperature. It is therefore dimensionless and can assume values 
between 0 and 1 for thermal radiators at equilibrium. Spectral emittance e (l) is the emittance at a 
given wavelength. If a radiator is neutral with respect to wavelength, with a constant spectral emit-
tance less than unity, it is called a graybody.

 ε ε λ λ

λ
= =L

L

L

Lbb bb
, ( )  (9)

Directional emittance ε θ φ( , ) is defined by

 ε θ φ θ φ
( , )

( , )= L

Lbb
  (10)

Note that if the body is nongray, its emittance is dependent upon temperature inasmuch as the inte-
gral must be weighted by the source (Planck) function.

 ε
ε λ λ

λ π
ε λ λ

σ
λ

λ

λ= =

∞

∞

∞

∫
∫

∫( ) ( )L d

L d

L d

T

bb

bb

bb

0

0

0
4

1
  (11)

35.7 KIRCHHOFF’S LAW

In a closed system at thermal equilibrium, conservation of energy necessitates that emitted and 
absorbed fluxes be equal. Since the radiation field in such a system is isotropic (the same in all direc-
tions), the directional spectral emittance and the directional spectral absorptance must be equal, i.e.,

 ε λ θ φ α λ θ φ( ; , ) ( ; , )=   (12)

This statement was first made by Kirchhoff.20 Strictly, this equation holds for each orthogo-
nal polarization component, and for it to be valid as written, the total radiation must have equal 
orthogonal polarization components. Kirchhoff ’s law is often simplified to the declaration a = e;
however, this is not a universal truth; it may only be applied under a limited set of conditions. The 
geometrical and spectral averaging (integration) is governed by a specific set of rules as demon-
strated by Siegel and Howell.21 Table 4, adapted from Siegel and Howell21 and Grum and Becherer,22 
shows the various geometrical and spectral conditions under which the absorptance may be related 
to the emittance.

35.8 RELATIONSHIP BETWEEN TRANSMITTANCE, 
REFLECTANCE, AND ABSORPTANCE

Radiant flux incident upon a surface or medium undergoes transmission, reflection, and absorp-
tion. Application of conservation of energy leads to the statement that the sum of the transmission, 
reflection, and absorption of the incident flux is equal to unity, or

 α τ ρ+ + =1  (13)
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35.8  RADIOMETRY AND PHOTOMETRY

In the absence of nonlinear effects (i.e., the Raman effect, etc.),

 α λ τ λ ρ λ( ) ( ) ( )+ + =1   (14)

If the situation is such that one of the above Kirchhoff-type relations is applicable, then emittance e
may be substituted for absorptance a in the previous equations, or

 ε τ ρ ε λ τ λ ρ λ= − − = − −1 1( ) ( ) ( )   (15)

35.9 MEASUREMENT OF TRANSMITTANCE

A knowledge of the transmission of optical materials and elements, gaseous atmospheres, and vari-
ous liquids is necessary throughout the realm of optics. Most of these measurements are made with 
commercial spectrophotometers. It is beyond the scope of this chapter to discuss the design and 
operation of spectrophotometric equipment except sample-handling practices. For further discus-
sion, see Gram and Becherer,22 ASTM E275,23 and ASTM E409.24

Conventional spectrophotometers are of the double-beam configuration, where the output is the 
ratio of the signal in the sample beam to the signal in the reference beam plotted as a function of 
wavelength. It is incumbent upon the experimenter to ensure that the only difference between the 
two beams is the unknown. Therefore, if liquid or gas cells are employed, one should be placed in 
each beam. For gas cells, an equal amount of carrier gas should be injected into each cell, with the 
unknown to be sample placed in only one cell, destined for the sample beam. For liquids, an equal 
amount of solute should be placed in each cell. A critical issue with liquid and solid samples is the 
beam geometry. Most spectrophotometers feature converging beams in the sample space. If the 

TABLE 4 Summary of Absorptance-Emittance Relations21

 Quantity Equality Required Conditions

Directional spectral α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  None other than thermal equilibrium
Directional total α θ φ ε θ φ( , , ) ( , , )T Ta a=  (1)  Spectral distribution of incident energy pro-

portional to blackbody at Ta, or
  (2)  α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  independent of 

wavelength
Hemispherical spectral α λ ε λ( , ) ( , )T Ta a=  (1)  Incident radiation independent of 

angle, or
  (2)  α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  independent of 

angle
Hemispherical total α ε( ) ( )T Ta a=  (1)  Incident energy independent of angle 

and spectral distribution proportional to 
blackbody at Ta, or

  (2)  Incident energy independent of angle and
α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a= independent of 
wavelength, or

  (3)  Incident energy at each angle has spectral 
distribution proportional to blackbody 
at Ta and α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=
independent of angle, or

  (4)  α λ θ φ ε λ θ φ( ; , , ) ( ; , , )T Ta a=  independent of 
angle and wavelength
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MEASUREMENT OF TRANSMISSION, ABSORPTION, EMISSION, AND REFLECTION  35.9

optical path length (the product of index of refraction and actual distance) for each beam is not 
identical, a systematic difference is presented to either the entrance slit or the detector. In addition, 
some specimens (e.g., interference filters) are susceptible to errors when measured in a converging 
beam. Most instruments also have a single monochromator which is susceptible to stray radiation, 
the limiting factor when trying to make measurements of samples that are highly absorbing in one 
spectral region and transmitting in another. Some recent instruments feature linear detector arrays 
along with single monochromators to allow the acquisition of the entire spectrum in several milli-
seconds; these are particularly applicable to reaction rate studies.

Conventional double-beam instruments are limited by these factors to uncertainties on the order 
of 0.1 percent. For lower uncertainties, the performance deficiencies found in double-beam instru-
ments can largely be overcome by the use of a single-beam architecture. The mode of operation is 
sample-in–sample-out. If the source is sufficiently stable with time, the desired spectral range can be 
scanned without the sample, then rescanned with the sample in place. Otherwise, the spectrometer 
can be set at a fixed wavelength and alternate readings with and without the sample in place must 
be made. Care should be taken to ensure that the beam geometry is not altered between sequential 
readings.

To achieve the ultimate in performance from conventional spectrophotometry, several design 
characteristics should be included. A double monochromator is essential to minimize stray light. 
The beam geometry in the sample compartment should be highly collimated to avoid focus shifts 
with optically thick samples. Some form of beam integration, such as an integrating sphere or other 
diffuser, should be employed to negate the effects of nonuniform detectors and beam shifts. An 
exemplary instrument is the high-accuracy spectrophotometer developed by the National Institute 
for Standards and Technology (NIST), described in Mielenz and Eckerle,25 Mielenz et al.,26  Venable 
et al.,27 Eckerle,28 and Eckerle et al.29 A particularly useful review is Eckerle et al.30 Similar laboratory 
instruments have also been built elsewhere by Clarke,31 Freeman,32 and Zwinkles and Gignac.33

Numerous other instruments have been described in the literature; some have been designed for 
singular or limited purposes while others have a more universal appeal. Use of integrating spheres 
is common, both for the averaging effects and for the isolation of the specular and diffuse compo-
nents, as shown in Fig. 4.14,34 Several useful instruments are described by Karras,35 Taylor,36 Zerlaut 
and Anderson,37 Clarke and Larkin,38 and Kessell.39

Conventional instruments lack a wide dynamic range because there are simply not enough pho-
tons available in a narrow bandpass in a reasonable time. Solutions include Fourier transform spec-
trometers with a large multiplex advantage, the use of tunable lasers, and heterodyne spectrometry.40

Simple instruments can be purchased or constructed for specific purposes. For example, solar 
transmittance can be determined using either the natural sun (if available) or simulated solar radia-
tion as the source. A limited degree of spectral isolation can be achieved with an abridged spectro-
photometer using narrow bandpass interference or glass absorption filters.

Several publications have suggested methods for making accurate and repeatable measurements 
including Hughes,41 Mielenz,42 Venable and Hsia,43 Burke and Mavrodineanu,44 ASTM F768,45 
ASTM E971,46 ASTM E903,47 and ASTM E179.48 Calibration and performance assessment of spec-
trophotometers includes photometric accuracy, linearity, stray light analysis, and wavelength calibration. 
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FIGURE 4 Measurement of total, diffuse, and specular transmittance using an integrating sphere.
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35.10  RADIOMETRY AND PHOTOMETRY

Particular attention should be paid to luminescent samples that absorb radiant energy in one spec-
tral region and re-emit it at longer wavelengths. Pertinent references include Hawes,49 Bennett and 
Ashley,50 ASTM E387,51 ASTM E275,23 and ASTM, E409.24

Standards of spectral transmittance are available as Standard Reference Materials from NIST. 
These take the form of metal-on-glass, metal-on-quartz, and solid glass filters. Most are used for 
verifying the photometric scale or for checking the wavelength calibration of a recording spectro-
photometer. Descriptions of their development and use are given in Mavrodineanu and Baldwin,52 
Mavrodineanu and Baldwin,53 Eckerle et al.,30 and Hsia.54 The standardization laboratories of sev-
eral countries occasionally conduct international intercomparisons of traveling standards. Recent 
intercomparisons have been reported in Eckerle et al.55 and Fillinger and Andor.56

35.10 MEASUREMENT OF ABSORPTANCE

In most cases, absorptance is not directly measured, but is inferred from transmission measure-
ments, with appropriate corrections for reflection losses. These corrections can be calculated from 
the Fresnel equations if the surfaces are polished and the index of refraction is known. For materials 
where the absorption is extremely small, this method is unsatisfactory, as the uncertainties are dom-
inated by the reflection contribution. In this case, direct measurements (such as laser calorimetry) 
must be made as discussed by Lipson et al.57 and Hordvik.58

35.11 MEASUREMENT OF REFLECTANCE

Instrumentation for the measurement of reflectance takes many forms. Only a few of the definitions 
for reflectance (Table 2) and reflectance factor (Table 3) have been adopted as standard configura-
tions. The biconical configuration with small solid angles is most suited to a measurement of specular 
(regular, in the mirror direction) reflection. A simple reflectometer for the absolute measurement of 
specular reflectance was devised by Strong59,60 and is shown schematically in Fig. 5. Numerous detail 
improvements have been made on this fundamental design, including the use of averaging spheres. 
Designs range from simple61–65 to complex.66 Some reflectometers have been built specifically to 
measure at normal incidence.67–69 Measurement methods and data interpretation are also given in 
ASTM F768,45 ASTM D523,70 ASTM F1252,71 Hernicz and DeWitt,72 and Snail et al.73

Sample holder

Φi ΦiΦA ΦB

Sample

Auxiliary mirror,
position A

Auxiliary mirror,
position B

FIGURE 5 The Strong “VW” reflectometer.
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The characterization of appearance of materials involves measurements of reflectance, both dif-
fuse and specular. Numerous procedures and instruments have been devised for goniophotometry, 
the measurement of specular gloss with biconical geometry. Measure ments are made at several 
angles from normal (20°, 30°, 45°, 60°, 75°, and 85°) depending upon the material under scrutiny. 
Further details can be found in ASTM C347,74 ASTM E167,75 ASTM D523,70 ASTM E1349,76 ASTM 
E179,77 ASTM E430,78 Erb,79 and Hunter.80

The measurement of diffuse reflectance can be accomplished using any one of the nine defini-
tions from Table 2 and integrating where necessary. One could, for example, choose to measure the 
bidirectional reflectance distribution function (BRDF) as a function of incident beam parameters 
and to integrate over the hemisphere, but this would be a tedious process, and the large amount of 
data generated would be useful only to those involved with detailed materials properties research. 
Most practical measurements of diffuse reflectance involve the use of an integrating sphere. Several 
papers have discussed the general theory of the integrating sphere.81,82

In the visible and near-IR spectral regions, the integrating sphere is the instrument of choice 
for both specular and diffuse specimens. Many papers have been written detailing instruments, 
methods, and procedures, some of which are shown in Fig. 6. The specular component of the 
reflected flux can be included to determine the total reflectance (Fig. 6a) or excluded to measure 
just the diffuse component (Fig. 6b). The angle of incidence can be varied by placing the sample at 
the center of the sphere (Fig. 6c), Edwards et al.83 Others making contributions include Clarke 
and Compton,84 Clarke and Larkin,85 Dunkle,86 Egan and Hilgeman,87 Goebel et al.,88 Hisdal,89,90 
Karras,35 McNicholas,91 Richter and Erb,92 Sheffer et al.,93,94 Taylor,95 and Venable et al.27 Some of 
these methods have been incorporated into standard methods and practices, such as ASTM C523,96 
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FIGURE 6 Measurement of diffuse reflectance using an integrating sphere.
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FIGURE 7 Measurement of diffuse reflectance using alternate methods.
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ASTM E429,97 ASTM E903,47 CIE,98 and IES.99 Most integrating sphere measurements require refer-
ence to some form of an artifact standard, but the double-sphere method (Fig. 6d) produces abso-
lute diffuse reflectance.37,38,100,101 Lindberg102 has demonstrated a method to scale relative measure-
ments to absolute.

Alternative forms of hemispherical irradiation and/or collection have been described, several of 
which are shown in Fig. 7. Specular hemispherical (Fig. 7a), paraboloidal (Fig. 7b), and ellipsoidal 
(Fig. 7c) collectors have been used, particularly in those spectral regions where integrating sphere 
coatings are difficult to obtain.86,103–109 The Helmholtz reciprocity principle has been invoked to 
demonstrate the reversibility of the source and the collector.110 Hemispherical irradiation has also 
been employed by placing a cooled sample coplanar with the wall of a furnace and comparing the 
radiance of the sample with that of the wall of the furnace as shown in Fig. 7d.86,111–113

The procedures and instrumentation for the measurement of reflectance factor are identical with 
those for diffuse reflectance using the 0°/45° or 45°/0° geometry with annular, circumferential, or 
uniplanar illumination or viewing. Reference is made to a white reflectance standard characterized 
for reflectance factor, which must be compared with a perfect diffuse reflector. Pertinent references 
are ASTM E1349,76 ASTM E97,114 ASTM E1348,115 Hsia and Weidner,116 and Taylor. 36,117
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Orbiting sensors measure the radiance of the earth-atmosphere system with some known geom-
etry (generally nadir) and in well-defined wavelength bands. The quantity of interest is reflectance, 
as it is related to factors such as crop assessment, mineralization, etc. Corrections must be made for 
the atmospheric absorption, emission, and scattering and for the BRDF of the target. BRDF has 
been characterized in the field using the sun as the source, as described by Duggin.118,119

Laboratory measurements of BRDF are made using goniometers where the sample-source angle 
and sample-receiver angle are independently adjustable. Coherent sources (lasers) are employed for 
the characterization of smooth specimens where a large source power is necessary for adequate SNR 
for off-specular angles and where speckle is not a concern. Incoherent sources (xenon arcs, black-
body simulators, or tungsten-halogen) sources are often employed with spectral filters for more 
diffuse specimens. Similar measurements and techniques are employed to characterize bidirectional 
transmittance distribution function (BTDF) and bidirectional scattering distribution function 
(BSDF). For further information, see Asmail,120 ASTM E1392,121 and Bartell et al.122

The measurement of retroreflection poses the situation that the return beam coincides with the 
incident beam. The usual solution is to employ a beam splitter in the system, allowing the incident 
beam to pass and the return beam to be reflected. This immediately imposes both a significant loss 
in flux and the situation where the beam reaching the sample is partially polarized, unless a non-
polarizing beamsplitter is employed. In addition, it is imperative that the reflected component of 
the incident beam be well-trapped, as the radiometer is looking in the same direction. The special 
vocabulary for retroflection is given in CIE123 and ASTM E808.17 Test methods are given in ASTM 
E810,124 ASTM E809,125 and Venable and Johnson.126 An instrument specifically designed to measure 
retroflection is detailed in Eckerle et al.127

Most measurements of reflectance are relative and require artifact standards. Specular reflectance 
measurements are occasionally made using the absolute technique shown in Fig. 5, but are more 
commonly done using a simple reflectance attachment for a commercial spectrophotometer, requir-
ing a calibrated reference. Freshly deposited metallic films have been used, with the assumption that 
an individual coating is the same as accepted data as shown in Table 5 for Al and Au.128–133 Standards 
for specular reflectance are also available.135–137

Diffuse reflectance standards exist in several forms. Ideally, a perfect (r = 1, lambertian) dif-
fuser would be used, particularly for measuring reflectance factor.138–140 Certain materials approach 
the ideal over a limited angular and wavelength range. Historically, MgO was used in the visible 
spectrum.141,111 It was replaced first by BaSO4

142 and more recently by PTFE143,144 and ASTM E259.145 
Table 5 also shows a typical 6°/hemispherical reflectance factor for PTFE.146 This fine, white pow-
der, when pressed to a density of 1 g/cm3, is close to ideal over a wide spectral range. It is not quite 
lambertian, showing a falloff of BRDF at angles far removed from the specular direction147 and 
exhibiting a slight amount of retroreflection. It may also be slightly luminescent when excited by 
far-ultraviolet.148

In the infrared, two materials have proven useful. Flowers of sulfur149–151 is suitable over the spec-
tral range 1 to 15 μm. Gold is highly reflective and very stable. To be useful as a diffuse reflectance 
standard, it must be placed on top of a lambertian surface. Several substrates for gold have been sug-
gested, including sandpaper152 and flame-sprayed aluminum.

PTFE is a satisfactory laboratory standard but is not well-suited for field use as it is not par-
ticularly rugged and is highly adsorbant and therefore subject to contamination. Several solu-
tions have been proposed for working standards, including Eastman integrating sphere paint 
(BaSO4), Vitriolite tile, and the Russian MS20 and MS14 opal glasses. These materials are, in 
general, more rugged, stable, and washable than PTFE. Further details can be found in CIE153 and 
Clarke et al.154

Discussion on the fabrication, calibration, and properties of various diffuse reflectance standards 
can be found in ASTM E259,155 Budde,156,157 Egan and Hilgeman,158 Fairchild and Daoust,147 Morren 
et al.,159 TAPPI,160 and Weidner.161,162 International intercomparisons of laboratory standards of dif-
fuse reflectance have been reported in Budde et al.,163 and Weidner and Hsia,146 and IES.99

There are no standards available for retroflection. However, NIST offers a Measurements 
Assurance Program (MAP) to enable laboratories to make measurements consistent with other 
national standards.
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35.12 MEASUREMENT OF EMITTANCE

Measurements of emittance can be done in several ways. The most direct method involves form-
ing a material into the shape of a cavity in such a way that near-blackbody radiation is emitted. 
A measurement then compares the radiation from a location within the formed cavity to radiation 
from a flat, outside surface of the material, presumably at the same temperature.164 The cavity can 
take the form of a cylinder, cone, or sphere. Similarly, a small-diameter, deep hole can be drilled 
into a specimen and radiation from the surface compared to radiation from the hole. Care must be 
taken that the specimen is isothermal and that the reflected radiation is considered. The definitive 
measurements of several materials, such as tungsten,165 were determined in this fashion. The signifi-
cant advantage in this direct method is that it is relative, depending on neither absolute radiometry 
or thermometry, but only requiring that the radiometer or spectroradiometer be linear over the 
dynamic range of the measurement. This linearity is also determinable by relative measurements.

If a variable-temperature blackbody simulator and a suitable thermometer are available, the 
specimen can be heated to the desired temperature Ts and the blackbody simulator temperature Tbb 
can be adjusted such that its (spectral) radiance matches that of the specimen. Then the (spectral) 

TABLE 5 Reflectance Standards

 Wavelength (nm) Aluminum Gold PTFE (6°/hemi)

 250  0.295 0.973
 300 0.921 0.346 0.984
 350 0.921 0.330 0.990
 400 0.919 0.360 0.993
 450 0.918 0.358 0.993
 500 0.916 0.453 0.994
 550 0.916 0.800 0.994
 600 0.912 0.906 0.994
 650 0.906 0.947 0.994
 700 0.898 0.963 0.994
 750 0.886 0.970 0.994
 800 0.868 0.973 0.994
 850 0.868 0.973 0.994
 900 0.891 0.974 0.994
 950 0.924 0.974 0.994
 1000 0.940 0.974 0.994
 1100  0.975 0.994
 1200 0.964 0.975 0.993
 1300  0.975 0.992
 1400  0.975 0.991
 1500 0.974 0.975 0.992
 1600  0.975 0.992
 1700  0.976 0.990
 1800  0.976 0.990
 1900  0.976 0.985
 2000 0.978 0.976 0.981
 2100  0.976 0.968
 2200  0.976 0.977
 2300  0.976 0.972
 2400  0.976 0.962
 2500 0.979 0.977 0.960
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emittance is calculable using the following equations for spectral emittance e(l) and emittance e
(for a graybody only).
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If an absolutely calibrated radiometer and a satisfactory thermometer are available, a direct mea-
surement can be made, as Lb is calculable if the temperature is known. Again, the reflected radiation 
must be considered.

Simple “inspection meter” techniques have been developed, and instrumentation is commercially 
available to determine the hemispherical emittance over a limited range of temperatures surround-
ing ambient. These instruments provide a single number, as they integrate both spatially and spec-
trally. A description of the technique can be found in ASTM E408.166

Measurements of spectral emittance are most often made using spectral reflectance techniques, 
invoking Kirchhoff ’s law along with the assumption that the transmittance is zero. A review of 
early work is found in Dunn et al.,167 and Millard and Streed.168 The usual geometry of interest is 
the directional-hemispherical. This can be achieved by either hemispherical irradiation-directional 
collection, or, using Helmholtz reciprocity,110 directional irradiation-hemispherical collection. Any 
standard reflectometry technique is satisfactory.

A direct method for the measurement of total (integrated over all wavelengths) hemispherical 
emittance is to use a calorimeter as shown in Fig. 8. A heated specimen is suspended in the center of 
a large, cold, evacuated chamber. The vacuum minimizes gaseous conduction and convection. If the 
sample suspension is properly designed, the predominant means of heat transfer is radiation. The 
chamber must be large to minimize the configuration factor between the chamber and the speci-
men. The chamber is cooled to Tc to reduce radiation from the chamber to the specimen. The equa-
tion used to determine emittance e is

 ε
σ

=
−

P

A T Ts c( )4 4
  (17)

Vacuum port
Electrical
feedthrough

Thermo-
couple
heater

Cold bath at Tc
(liquid nitrogen, alcohol+dry ice, etc.)

Specimen
under test
at Ts

Vacuum chamber

FIGURE 8 Calorimetric measurement of total hemispherical emittance.
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where P is the power input to the specimen heater necessary to maintain an equilibrium specimen 
temperature Ts and A is the specimen area. The equation has been simplified with the aid of the 
following assumptions: (1) no thermal conduction from the specimen to the chamber, (2) no con-
vective losses, (3) equilibrium has been achieved, and (4) the specimen area is much less than the 
chamber area. The power can be supplied electrically by means of a known heater or optically via a 
window in the chamber. In the latter case, a direct measurement of the ratio of solar absorptance as
to thermal emittance eT can be directly obtained if the optical source simulates solar radiation. By 
varying the input power, the emittance can be determined as a function of temperature. There are 
numerous small corrections to account for geometry, lead conduction, etc. Details can be found in 
ASTM C835,169 ASTM E434,170 Edwards,171 and Richmond and Harrison.172

Several attempts have been made to define and characterize artifact standards of spectral emit-
tance for direct measurements.10,11 These were specimens of a thermally stable metal (i.e., Inconel) 
which were calibrated for emittance as a function of wavelength at several temperatures. No such 
standards are currently available. Interlaboratory comparisons have been made and reported.173

Special problems include measurements at cryogenic temperatures174 and effects of partially 
transparent materials.175 Some additional references relating to emittance and its measurement 
are ASTM E307,176 ASTM E423,177 Clarke and Larkin,85 DeWitt,178 DeWitt and Richmond,179 
Hornbeck,180 Millard and Streed,168 Redgrove,181 Sparrow et al.,164 Stierwalt,182 and Wittenberg.183
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RADIOMETRY 
AND PHOTOMETRY: 
UNITS AND CONVERSIONS

James M. Palmer∗

College of Optical Sciences
University of Arizona 
Tucson, Arizona

36.1

36

36.1 GLOSSARY†

 A area, m2

 Aproj projected area, m2

 E, Ee radiant incidance (irradiance), W m−2

 Ep, Eq photon incidance, s−1 m−2

 Ev illuminance, lm m−2 [lux (lx)]

 I, Ie radiant intensity, W sr−1

 Ip, Iq photon intensity, s−1 sr−1

 Iv luminous intensity, candela (cd)

 Km absolute luminous effi ciency at lp for photopic vision, 683 lm/W

 K ′ m absolute luminous effi ciency at lp for scotopic vision, 1700 lm/W

 K(l) absolute spectral luminous effi ciency, photopic vision, lm/W

 K ′(l) absolute spectral luminous effi ciency, scotopic vision, lm/W

 L, Le radiance, W m−2 sr−1

 Lp, Lq photon radiance (photonance), s−1 m−2 sr−1

 Lv luminance, cd sr−1

 M, Me radiant exitance, W m−2

 Mp, Mq photon exitance, s−1 m−2

 Q , Qe radiant energy, joule (J)

 Qp, Qq photon energy, J or eV

 Qv luminous energy, lm s−1

∗Deceased.
†Note. The subscripts are used as follows: e (energy) for radiometric, v (visual) for photometric, and q (or p) for photonic. 

The subscript e is usually omitted; the other subscripts may also be omitted if the context is unambiguous.
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R( )λ   spectral responsivity, A/W or V/W

V( )λ   relative spectral luminous effi ciency, photopic vision

′V ( )λ   relative spectral luminous effi ciency, scotopic vision

Vq( )λ   relative spectral luminous effi ciency for photons

l wavelength, nm or μm

lp wavelength at peak of function, nm or μm

Φ, Φe radiant power (radiant fl ux), watt (W)

Φp, Φq photon fl ux, s−1

Φv luminous power (luminous fl ux), lumen (lm)

w solid angle, steradian (sr)

Ω projected solid angle, sr

36.2 INTRODUCTION AND BACKGROUND

After more than a century of turmoil, the symbols, units, and nomenclature (SUN) for radiometry 
and photometry seem somewhat stable at present. There are still small, isolated pockets of debate 
and even resistance; by and large, though, the community has settled on the International System of 
Units (SI) and the recommendations of the International Organization for Standardization (ISO)1

and the International Union of Pure and Applied Physics (IUPAP).2

The seed of the SI was planted in 1799 with the deposition of two prototype standards, the 
meter and the kilogram, into the Archives de la République in Paris. Noted physicists Gauss, Weber, 
Maxwell, and Thompson made significant contributions to measurement science over the next 75 years. 
Their efforts culminated in the Convention of the Meter, a diplomatic treaty originally signed by 
representatives of 17 nations in 1875 (currently there are 48 member nations). The Convention 
grants authority to the General Conference on Weights and Measures (CGPM), the International 
Committee for Weights and Measures (CIPM), and the International Bureau of Weights and 
Measures (BIPM). The CIPM, along with a number of subcommittees, suggests modifications to 
the CGPM. In our arena, the subcommittee is the Consultative Committee on Photometry and 
Radiometry (CCPR). The BIPM, the international metrology institute, is the physical facility that is 
responsible for realization, maintenance, and dissemination of standards.

The SI was adopted by the CGPM in 1960 and is the official system in the 48 member states. It 
currently consists of seven base units and a much larger number of derived units. The base units 
are a choice of seven well-defined units that, by convention, are regarded as independent. The seven 
base units are as follows:

1. Meter

2. Kilogram

3. Second

4. Ampere

5. Kelvin

6. Mole

7. Candela

The derived units are those that are formed by various combinations of the base units.
International organizations involved in the promulgation of SUN include the International 

Commission on Illumination (CIE), the IUPAP, and the ISO. In the United States, the American 
National Standards Institute (ANSI) is the primary documentary (protocol) standards organiza-
tion. Many other scientific and technical organizations publish recommendations concerning the 
use of SUN for their scholarly journals. Several examples are the Illuminating Engineering Society 
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(IESNA), the International Astronomical Union (IAU), the Institute for Electrical and Electronic 
Engineering (IEEE), and the American Institute of Physics (AIP).

The terminology employed in radiometry and photometry consists principally of two parts: (1) an 
adjective distinguishing between a radiometric, photonic, or photometric entity, and (2) a noun describ-
ing the underlying geometric or spatial concept. In some instances, the two parts are replaced by a single 
term (e.g., radiance).

There are some background concepts and terminology that are needed before proceeding further.

Projected area is defined as the rectilinear projection of a surface of any shape onto a plane nor-
mal to the unit vector. The differential form is d A Aproj d= cos( ) ,β  where b is the angle between 
the local surface normal and the line of sight. Integrate over the (observable) sur face area to get

A A
Aproj d= ∫ cosβ   (1)

Some common examples are shown in Table 1.
Plane angle and solid angle are both derived units in the SI system. The following definitions are 

from National Institute of Standards and Technology (NIST) SP811.3

The radian is the plane angle between two radii of a circle that cuts off on the circumference an arc 
equal in length to the radius.

The abbreviation for the radian is rad. Since there are 2π rad in a circle, the conversion between 
degrees and radians is 1 rad = (180/π) degrees. (See Fig. 1.)

A solid angle is the same concept that is extended to three dimensions.

One steradian (sr) is the solid angle that, having its vertex in the center of a sphere, cuts off an area on 
the surface of the sphere equal to that of a square with sides of length equal to the radius of the sphere.

The solid angle is the ratio of the spherical area (Aproj) to the square of the radius, r. The spherical 
area is a projection of the object of interest onto a unit sphere, and the solid angle is the surface area 
of that projection, as shown in Fig. 2. Divide the surface area of a sphere by the square of its radius 
to find that there are 4π sr of solid angle in a sphere. One hemisphere has 2π sr. The accepted symbols 

TABLE 1 Projected Areas of Common Shapes

  Shape Area Projected area

Flat rectangle  A = L × W Aproj = L × W cos b
Circular disc  A = π r 2 = π d 2/4 Aproj = π r 2 cos b = (π d 2 cos b)/4
Sphere A = 4π r 2 = π d 2 Aproj = A/4 = π r 2

l

l

r

rq = 

q

FIGURE 1 Plane angle.

A
r 2

r

w = 

A

FIGURE 2 Solid angle.
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for solid angle are either lowercase Greek omega (w) or upper case Greek omega (Ω). I recommend 
using w exclusively for solid angle, and reserving Ω for the advanced concept of projected solid 
angle (w cos q). The equation for solid angle is d d /projω = A r2. For a right circular cone, w =
2π(1 − cos q), where q is the half-angle of the cone.

Both plane angles and solid angles are dimensionless quantities, and they can lead to confusion 
when attempting dimensional analysis. For example, the simple inverse square law, E = I/d2 appears
dimensionally inconsistent. The left side has units W m−2 while the right side has W sr−1 m−2. It 
has been suggested that this equation be written E I d= Ω0

2/ , where Ω0 is the unit solid angle, 1 sr. 
Inclusion of the term Ω0 will render the equation dimensionally correct, but will far too often be 
considered a free variable rather than a constant equal to 1, leading to erroneous results.

Isotropic and lambertian both carry the meaning “the same in all directions” and, regret tably, are 
used interchangeably.

Isotropic implies a spherical source that radiates the same amount in all directions [i.e., the inten sity 
(W/sr or cd) is independent of direction]. The term isotropic point source is often heard. No such 
entity can exist, for the energy density would necessarily be infinite. A small, uniform sphere 
comes very close. Small in this context means that the size of the sphere is much less than the 
distance from the sphere to the plane of observation, such that the inverse square law is appli-
cable. An example is a globular tungsten lamp with a milky white diffuse envelope some 10 cm 
in diameter, as viewed from a distance greater than 1 m. From our vantage point, a distant star is 
considered an isotropic point source.

Lambertian implies a flat radiating surface. It can be an active emitter or a passive, reflec tive sur-
face. The intensity decreases with the cosine of the observation angle with respect to the surface 
normal (Lambert’s law). The radiance (W m2 sr−1) or luminance (cd m−2) is independent of direc-
tion. A good approximation is a surface painted with a quality matte, or flat, white paint. The 
intensity is the product of the radiance, L, or luminance, Lv , and the projected area Aproj. If the 
surface is uniformly illuminated, it appears equally bright from whatever direction it is viewed. 
Note that the flat radiating surface can be used as an elemental area of a curved surface.

The ratio of the radiant exitance (power per unit area, W m−2) to the radiance (power per unit 
projected area per unit solid angle, W m2 sr−1) of a lambertian surface is a factor of π and not 2π.
This result is not intuitive, as, by definition, there are 2π sr in a hemisphere. The factor of π comes 
from the influence of the cosq term while integrating over a hemisphere.

A sphere with a lambertian surface illuminated by a distant point source will display a radiance 
that is maximum at the point where the local normal coincides with the incoming beam. The radi-
ance will fall off with a cosine dependence to zero at the terminator. If the intensity (integrated radi-
ance over area) is unity when viewing from the direction of the source, then the intensity when viewing 
from the side is 1/π. Think about this and ponder whether our Moon has a lambertian surface.

36.3 SYMBOLS, UNITS, AND NOMENCLATURE 
IN RADIOMETRY

Radiometry is the measurement of optical radiation, defined as electromagnetic radiation within the fre-
quency range from 3 × 1011 to 3 × 1016 hertz (Hz). This range corresponds to wavelengths between 0.01 
and 1000 micrometers (μm) and includes the regions commonly called ultraviolet, visible, and infrared.

Radiometric units can be divided into two conceptual areas: (1) those having to do with power 
or energy, and (2) those that are geometric in nature. In the first category are:

Energy is an SI-derived unit, measured in joules (J). The recommended symbol for energy is Q. 
An acceptable alternate is W.

Power (also called radiant flux) is another SI-derived unit. It is the derivative of energy with 
respect to time, dQ/dt, and the unit is the watt (W). The recommended symbol for power is 
uppercase Greek phi (Φ). An accepted alternate is P.
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 Energy is the integral of power over time, and it is commonly used with integrating detectors 
and pulsed sources. Power is used for continuous sources and nonintegrating detectors. The 
radiometric quantity power can now be combined with the geometric spa tial quantities area and 
solid angle.

Irradiance (also referred to as flux density or radiant incidance) is an SI-derived unit and is mea-
sured in W m−2. Irradiance is power per unit area incident from all directions within a hemi-
sphere onto a surface that coincides with the base of that hemisphere. A related quantity is radi-
ant exitance, which is power per unit area leaving a surface into a hemisphere whose base is that 
surface. The symbol for irradiance is E, and the symbol for radiant exitance is M. Irradiance 
(or radiant exitance) is the derivative of power with respect to area, dΦ/dA. The integral of irra-
diance or radiant exitance over area is power. There is no compelling reason to have two quanti-
ties carrying the same units, but it is convenient.

Radiant intensity is an SI-derived unit and is measured in W sr−1. Intensity is power per unit of 
solid angle. The symbol is I. Intensity is the derivative of power with respect to solid angle, dΦ/dA
The integral of radiant intensity over solid angle is power.
 A great deal of confusion surrounds the use and misuse of the term intensity. Some use it for W 
sr−1; some use it for W m−2; others use it for W m−2 sr−1. It is quite clearly defined in the SI system, 
in the definition of the base unit of luminous intensity—the candela. Attempts are often made to 
justify these different uses of intensity by adding adjectives like optical or field (used for W m−2)
or specific (used for W m−2 sr−1). In the SI system, the underlying geometric concept for intensity 
is quantity per unit solid angle. For more discussion, see Palmer.4

Radiance is an SI-derived unit and is measured in W m−2 sr−1. Radiance is a directional quantity, 
power per unit projected area per unit solid angle. The symbol is L. Radiance is the derivative 
of power with respect to solid angle and projected area, dΦ/dw dA cosq, where q is the angle 
between the surface normal and the specified direction. The integral of radiance over area and 
solid angle is power.
 Photon quantities are also common. They are related to the radiometric quantities by the rela-
tionship Q hcp /= λ, where Qp is the energy of a photon at wavelength l, h is Planck’s constant, 
and c is the velocity of light. At a wavelength of 1 μm, there are approximately 5 × 1018 photons 
per second in a watt. Conversely, one photon has an energy of about 2 × 10−19 J (W/s) at 1 μm.

36.4 SYMBOLS, UNITS, AND NOMENCLATURE 
IN PHOTOMETRY

Photometry is the measurement of light, electromagnetic radiation detectable by the human eye. It is 
thus restricted to the wavelength range from about 360 to 830 nanometers (nm; 1000 nm = 1 μm). 
Photometry is identical to radiometry except that everything is weighted by the spectral response of the 
nominal human eye. Visual photometry uses the eye as a comparison detector, while physical photom-
etry uses either optical radiation detectors constructed to mimic the spectral response of the nominal 
eye, or spectroradiometry coupled with appropriate calculations to do the eye response weighting.

Photometric units are basically the same as the radiometric units, except that they are weighted 
for the spectral response of the human eye and have strange names. A few additional units have been 
introduced to deal with the amount of light that is reflected from diffuse (matte) surfaces. The sym-
bols used are identical to the geometrically equivalent radiometric symbols, except that a subscript v 
is added to denote visual. Table 2 compares radiometric and photometric units.

The SI unit for light is the candela (unit of luminous intensity). It is one of the seven base units 
of the SI system. The candela is defined as follows:5

The candela is the luminous intensity, in a given direction, of a source that emits monochromatic radia-
tion of frequency 540 × 1012 hertz and that has a radiant intensity in that direction of 1/683 watt per steradian.

The candela is abbreviated as cd, and its symbol is Iv. This definition was adopted by the 16th CGPM 
in 1979. The candela was formerly defined as the luminous intensity, in the perpendicular direction, 
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of a surface of 1/600,000 m2 of a blackbody at the temperature of freezing platinum under a pres-
sure of 101,325 newtons per square meter (N m−2). This earlier definition was initially adopted in 
1948 and later modified by the 13th CGPM in 1968. It was abrogated in 1979 and replaced by the 
current definition.

The 1979 definition was adopted for several reasons.6–10 First, the realization of the candela using 
a platinum blackbody was extraordinarily difficult—only several were ever built, and there were 
large variations between the units realized by different national laboratories based upon the state of 
platinum at its freezing point. The difficulty in fabricating and operating the platinum point black-
body created an unacceptable uncertainty in the value of the candela. For example, if the platinum 
blackbody temperature is slightly off, possibly because of temperature gradients in the ceramic 
crucible or contamination of the platinum, the freezing point may change or the temperature of the 
cavity may differ. The sensitivity of the candela to a slight change in temperature is significant. At a 
wavelength of 555 nm, a change in temperature of only 1 K results in a luminance change approach-
ing 1 percent. Second, the unit of the candela was realized on the specific broadband radiation, 
whose spectral power distribution was not known with satisfactory accuracy (because the platinum 
fix point temperature was not precisely known), thus there were large uncertainties in determining 
photometric quantities of various other practical light sources from their spectral power distribu-
tions. Third, recent advances in radiometry based on absolute radiometers offered new possibilities 
for realization of the candela using a much simpler device with much lower uncertainties if the 
candela is defined in relation to watt. In 1977, through an international comparison among sev-
eral national laboratories, the Comité International des Poids et Mesures (CIPM) determined the 
numerical relationship (683 lm/W at 555 nm) to be recommended for the new standard for candela 
so that the magnitude of the unit was kept consistent with the previous unit of the candela.

The value of 683 lm/W was selected based upon the best measurements with existing platinum 
freezing point blackbodies at several national standards laboratories. It has varied over time from 
620 to nearly 700 lm/W, depending largely upon the assigned value of the freezing point of platinum. 
The value of 1/600,000 m2 was chosen to maintain consistency with prior standards. Note that nei-
ther the old nor the new definition of the candela say anything about the spectral responsivity of the 
human eye. There are additional definitions that include the characteristics of the eye, but the base 
unit (candela) and those SI units derived from it are “eyeless.”

Note also that in the definition of the candela, there is no specification for the spatial distribution 
of intensity. Luminous intensity, while often associated with an isotropic point (i.e., small) source, is a 
valid specification for characterizing any highly directional light source, such as a spotlight or an LED.

One other issue: since the candela is no longer independent but is now defined in terms of other 
SI-derived quantities, there is really no need to retain it as an SI base quantity. It remains so for rea-
sons of history and continuity and perhaps some politics.

The lumen is an SI-derived unit for luminous flux (power). The abbreviation is lm, and the 
symbol is Φv. The lumen is derived from the candela and is the luminous flux that is emitted into 
unit solid angle (1 sr) by an isotropic point source having a luminous intensity of 1 cd. The lumen is 
the product of luminous intensity and solid angle (cd sr). It is analogous to the unit of radiant flux 
(watt), differing only in the eye response weighting. If a light source is isotropic, the relationship 
between lumens and candelas is 1 cd = 4π lm. In other words, an isotropic source that has a lumi-
nous intensity of 1 cd emits 4π lm into space, which is 4π sr. Also, 1 cd = 1 lm sr−1, which is analo-
gous to the equivalent radiometric definition.

If a source is not isotropic, the relationship between candelas and lumens is empirical. A fun-
damental method used to determine the total flux (lumens) is to measure the luminous intensity 
(candelas) in many directions using a goniophotometer, and then numerically integrate over the 

TABLE 2 Comparison of Radiometric and Photometric Units

 Quantity Radiometric Photometric

Power  Φ: watt (W) Φv: lumen (lm) 
Power per area  E, M: W m−2 Ev: lm m−2 = lux (1x)
Power per solid angle I: W sr−1 Iv: lm sr−1 = candela (cd)
Power per area per solid angle L: W m−2 sr−1 Lv: lm m−2sr−1 = cd m−2 = nit
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.7

entire sphere. Later on, this “calibrated” lamp can be used as a reference in an integrating sphere for 
routine measurements of luminous flux.

The SI-derived unit of luminous flux density, or illuminance, has a special name: lux. It is lumens 
per square meter (lm m−2), and the symbol is Ev. Most light meters measure this quantity, as it is of great 
importance in illuminating engineering. The IESNA’s Lighting Handbook 11 has some 16 pages of recom-
mended illuminances for various activities and locales, ranging from morgues to museums. Typical 
values range from 100,000 lx for direct sunlight to between 20 and 50 lx for hospital corridors at night.

Luminance should probably be included on the list of SI-derived units, but it is not. Luminance 
is analogous to radiance, giving the spatial and directional dependences. It also has a special name, 
nit, and is candelas per square meter (cd m−2) or lumens per square meter per steradian (lm m−2 sr−1). 
The symbol is Lv. Luminance is most often used to characterize the “brightness” of flat-emitting 
or -reflecting surfaces. A common use is the luminance of a laptop computer screen. They typically 
have between 100 and 250 nits, and the sunlight-readable ones have more than 1000 nits. Typical 
CRT monitors have luminances between 50 and 125 nits.

Other Photometric Units

There are other photometric units, largely historical. The literature is filled with now obsolete ter-
minology, and it is important to be able to properly interpret these terms. Here are several terms for 
illuminance that have been used in the past.

1 meter-candle = 1 lx

1 phot (ph) = 1 lm cm−2 = 104 lx

1 footcandle (fc) = 1 lm ft−2 = 10.76 lx

1 milliphot = 10 lx

Table 3 is useful to convert from one unit to another. Start with the unit in the leftmost column and 
multiply it by the factor in the table to arrive at the unit in the top row.

There are two classes of units that are used for luminance. The first is conventional, directly 
related to the SI unit, the cd m−2 (nit).

1 stilb = 1 cd cm−2 = 104 cd m−2 = 104 nit

1 cd ft−2 = 10.76 cd m−2 = 10.76 nit

The second class was designed to “simplify” characterization of light that is reflected from diffuse 
surfaces by incorporating within the definition the concept of a perfect diffuse reflector (lambertian, 
reflectance r = 1). If 1 unit of illuminance falls upon this ideal reflector, then 1 unit of luminance 
is reflected. The perfect diffuse reflector emits 1/π units of luminance per unit of illuminance. If 
the reflectance is r, then the luminance is r/π times the illuminance. Consequently, these units all 
incorporate a factor of 1/π.

1 lambert (L) = (1/π) cd cm−2 = (104/π) cd m2 = (104/π) nit

1 apostilb = (1/π) cd m−2 = (1/π) nit

1 foot-lambert (ft-lambert) = (1/π) cd ft−2 = 3.426 cd m−2 = 3.426 nit

1 millilambert = (10/π) cd m−2 = (10/π) nit

1 skot = 1 milliblondel = (10−3/π) cd m−2 = 10−3/π nit

TABLE 3 Illuminance Unit Conversions

 fc lx phot milliphot

1 fc (lm/ft2) =  1 10.764 0.0010764 1.0764
1 lx (lm/m2) =  0.0929 1 0.0001 0.1
1 phot(lm/cm2) =  929 10,000 1 0.001
1 milliphot =  0.929 10 0.1 1
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36.8  RADIOMETRY AND PHOTOMETRY

Table 4 is useful to convert from one unit to another. Start with the unit in the leftmost col umn and 
multiply it by the factor in the table to arrive at the unit in the top row.

Human Eye The SI base unit and units derived therefrom have a strictly physical basis; they have 
been defined monochromatically at a wavelength of 555 nm. But the eye does not see all wavelengths 
equally. For other wavelengths or for band or continuous-source spectral distributions, the spectral 
properties of the human eye must be considered. The eye has two general classes of photosensors: 
cones and rods.

Cones The cones are responsible for light-adapted vision; they respond to color and have high 
resolution in the central foveal region. The light-adapted relative spectral response of the eye is 
called the spectral luminous efficiency function for photopic vision, V(l), and is published in tabular 
form.12 This empirical curve, shown in Fig. 3, was first adopted by the CIE in 1924. It has a peak that 
is normalized to unity at 555 nm, and it decreases to levels below 10−5 at about 370 and 785 nm. The 
50 percent points are near 510 and 610 nm, indicating that the curve is slightly skewed. A logarith-
mic representation is shown in Fig. 4.

More recent measurements have shown that the 1924 curve may not best represent typical 
human vision. It appears to underestimate the response at wavelengths shorter than 460 nm. Judd,13

Vos,14 and Stockman and Sharpe15 have made incremental advances in our knowledge of the phot-
opic response.

Rods The rods are responsible for dark-adapted vision, with no color information and poor 
resolution when compared with the foveal cones. The dark-adapted relative spectral response of the 

TABLE 4 Illuminance Unit Conversions∗

 nit stilb cd/ft2 apostilb lambert ft-lambert

1 nit(cd/m2) =  1 10−4 0.0929 π π/10000 0.0929π
1 stilb (cd/cm2) =  10,000 1 929 104π π  929π
1 cd/ft2 =  10.764 1.0764 × 10−3 1 10.764π π/929 π
1 apostilb =  1/π  104/π  0.0929/π  1 10−4 0.0929
1 lambert =  104/π  1/π  929/π 104 1 929
1 ft ⋅ lambert =  10.76/π  1/(929π) 1/π  10.764 1.076 × 104 1

∗Note: Photometric quantities are the result of an integration over wavelength. It therefore makes no sense 
to speak of spectral luminance or the like.

FIGURE 3 Spectral luminous efficiency for photopic and scotopic vision.
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RADIOMETRY AND PHOTOMETRY: UNITS AND CONVERSIONS  36.9

eye is called the spectral luminous efficiency function for scotopic vision, V(l), also published in tabu-
lar form.12 Figures 3 and 4 also show this empirical curve, which was adopted by the CIE in 1951. It 
is defined between 380 and 780 nm. The V(l) curve has a peak of unity at 507 nm, and it decreases 
to levels below 10−3 at about 380 and 645 nm. The 50 percent points are near 455 and 550 nm.

Photopic (light-adapted cone) vision is active for luminances that are greater than 3 cd m−2.
Scotopic (dark-adapted rod) vision is active for luminances that are lower than 0.01 cd m−2. In 
between, both rods and cones contribute in varying amounts, and in this range the vision is called 
mesopic. There have been efforts to characterize the composite spectral response in the mesopic 
range for vision research at intermediate luminance levels. Definitive values at 1-nm intervals for 
both photopic and scotopic spectral luminous efficiency functions may be found in CIE.12 Values at 
5-nm intervals are given by Zalewski.16

The relative spectral luminous efficiency functions can be converted for use with photon flux 
(s−1) by multiplying by the spectrally dependent conversion from watts to photons per second. The 
results are shown in Fig. 5. The curves are similar to the spectral luminous efficiency curves, with the 
peaks shifted to slightly shorter wavelengths, and the skewness of the curves is different. This function 
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36.10  RADIOMETRY AND PHOTOMETRY

can be called Vq (l) for photopic response or V ′q(l) for scotopic response. The conversion to an 
absolute curve is made by multiplying by the response at the peak wavelength. For photopic vision 
(l = 550 nm), Kmp = 2.45 × 10−16 lm/photon s−1. There are, therefore, 4.082 × 1015 photon s−1 lm−1 at 
550 nm, and more at all other wavelengths. For scotopic vision (lp = 504 nm), K′mp = 6.68 × 10−16

lm/photon s−1. There are 1.497 × 1015 photon s−1 lm−1 at 504 nm, and more at all other wavelengths.

Approximations The V(l) curve appears similar to a Gaussian (normal) function. A nonlinear 
regression technique was used to fit the Gaussian shown in Eq. (2) to the V(l) data

V e( ) . . ( . )λ λ≅ − −1 019 285 4 0 559 2
  (2)

The scotopic curve can also be fit with a Gaussian, although the fit is not quite as good as the 
photopic curve. My best fit is

′ ≅ − −V e( ) . . ( . )λ λ0 992 321 0 0 503 2
  (3)

The results of the curve fitting are shown in Figs. 6 and 7. These approximations are satisfac-
tory for application with continuous spectral distributions, such as sunlight, daylight, and incan-
descent sources. Calculations have demonstrated errors of less than 1 percent with blackbody 
sources from 1500 K to more than 20,000 K. The equations must be used with caution for narrow-
band or line sources, particularly in those spectral regions where the response is low and the fit is 
poor.

Usage The SI definition of the candela was chosen in strictly physical terms at a single wavelength. 
The intent of photometry, however, is to correlate a photometric observation to the visual percep-
tion of a human observer. The CIE introduced the two standard spectral luminous efficiency func-
tions V(l) (photopic) and V ′(l) (scotopic) as spectral weighting functions, and they have been 
approved by the CIPM for use with light sources at other wavelengths. Another useful function is 
the CIE VM(l) Judd-Vos modified V(l) function,14 which has increased response at wavelengths 
that are shorter than 460 nm. It is identical to the V(l) function for wavelengths that are longer 
than 460 nm. This function, while not approved by CIPM, represents more realistically the spectral 
responsivity of the eye. More recently, studies on cone responses have led to the proposal of a new, 
improved luminous spectral efficiency curve, with the suggested designation V2

∗(l).15
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36.5 CONVERSION OF RADIOMETRIC QUANTITIES 
TO PHOTOMETRIC QUANTITIES

The definition of the candela states that there are 683 lm W−1 at a frequency of 540 terahertz (THz), 
which is very nearly 555 nm (vacuum or air), the wavelength that corresponds to the maximum 
spectral responsivity of the photopic (light-adapted) human eye. The value 683 lm W−1 is Km , the
absolute luminous efficiency at lp for photopic vision. The conversion from watts to lumens at any 
other wavelength involves the product of the power (watts), Km, and the V(l) value at the wave-
length of interest. For example, a 5-mW laser pointer has 0.005 W × 0.032 × 683 lm W−1 = 0.11 lm. 
V(l) is 0.032 at 670 nm. At 635 nm, V(l) is 0.217, and a 5-mW laser pointer has 0.005 W × 0.217 × 
683 lm W−1 = 0.74 lm. The shorter-wavelength laser pointer will create a spot that has nearly seven 
times the luminous power as the longer-wavelength laser.

Similar calculations can be done in terms of photon flux at a single wavelength. As was shown 
previously, there are 2.45 × 10−16 lm in 1 photon s−1 at 550 nm, the wavelength that corresponds to 
the maximum spectral responsivity of the light-adapted human eye to photon flux. The conversion 
from lumens to photons per second at any other wavelength involves the product of the photon flux 
(s−1) and the VP(l) value at the wavelength of interest. For example, again compare laser pointers at 
670 and 635 nm. As shown before, a 5-mW laser at 670 nm [VP(l) = 0.0264] has a luminous power 
of 0.11 lm. The conversion is 0.11 × 4.082 × 1015/0.0264 = 1.68 ×1016 photon s−1. At 635 nm [VP(l) =
0.189], the 5-mW laser has a luminous power of 0.74 lm. The conversion is 0.74 × 4.082 × 1015/0.189 =
1.6 × 1016 photon s−1. The 635-nm laser delivers just 5 percent more photons per second.

In order to convert a source with nonmonochromatic spectral distribution to a luminous quan-
tity, the situation is decidedly more complex. The spectral nature of the source must be known, as it 
is used in an equation of the form

X K X Vv m d=
∞

∫ λ λ λ( )
0

  (4)

where Xv is a luminous term, Xl is the corresponding spectral radiant term, and V(l) is the photopic 
spectral luminous efficiency function. For X, luminous flux (lm) may be paired with spectral power 
(W nm−1), luminous intensity (cd) with spectral radiant intensity (W sr−1 nm−1), illuminance (lx) 
with spectral irradiance (W m−2 nm−1), or luminance (cd m−2) with spectral radiance (W m−2 sr−1

nm−1). This equation represents a weighting, wavelength by wavelength, of the radiant spectral term 
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36.12  RADIOMETRY AND PHOTOMETRY

by the visual response at that wavelength. The constant Km is the maximum spectral luminous effi-
ciency for photopic vision, 683 lm W−1. The wavelength limits can be set to restrict the integration to 
only those wavelengths where the product of the spectral term Xl and V(l) is nonzero. Practically, 
the limits of integration need only extend from 360 to 830 nm, limits specified by the CIE V(l)
function. Since this V(l) function is defined by a table of empirical values,12 it is best to do the inte-
gration numerically. Use of the Gaussian equation [Eq. (2)] is only an approximation.

For source spectral distributions that are blackbody-like (thermal source, spectral emissivity con-
stant between 360 and 830 nm) and of known source temperature, it is straightforward to convert 
from power to luminous flux and vice versa. Equation (4) is used to determine a scale factor for the 
source term Xl. Figure 8 shows the relationship between total power and luminous flux for black-
body (and graybody) radiation as a function of blackbody temperature. The most efficient tempera-
ture for the production of luminous flux is near 6630 K.

There is nothing in the SI definitions of the base or derived units concerning the eye response, so 
there is some flexibility in the choice of the weighting function. The choice can be made to use a dif-
ferent spectral luminous efficiency curve, perhaps one of the newer ones. The equivalent curve for 
scotopic (dark-adapted) vision can also be used for work at lower light levels. The V ′(l) curve has 
its own constant, ′Km, the maximum spectral luminous efficiency for scotopic vision. ′Km is defined 
as 1700 lm/W at the peak wavelength for scotopic vision (507 nm). This value was deliberately cho-
sen such that the absolute value of the scotopic curve at 555 nm coincides with the photopic curve, 
683 lm/W at 555 nm. Some researchers are referring to “scotopic lumens,” a term that should be dis-
couraged because of the potential for misunderstanding. In the future, expect to see spectral weight-
ing to represent the mesopic region as well.

The CGPM has approved the use of the CIE V(l) and V ′(l) curves for determination of the 
value of photometric quantities of luminous sources.

36.6 CONVERSION OF PHOTOMETRIC QUANTITIES 
TO RADIOMETRIC QUANTITIES

The conversion from watts to lumens in the previous section required only that the spectral func-
tion, Xl , of the radiation be known over the spectral range from 360 to 830 nm, where V(l) is 
nonzero. Attempts to go in the other direction, from lumens to watts, are far more difficult. Since 
the desired quantity was inside of an integral, weighted by a sensor spectral responsivity function, 
the spectral function, Xl, of the radiation must be known over the entire spectral range where the 
source emits, not just the visible.

For a monochromatic source in the visible spectrum (between the wavelengths of 380 and 860 nm), 
if the photometric quantity (e.g., lux) is known, apply the conversion Km × V(l) and determine the 
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radiometric quantity (e.g., W m−2). In practice, the results that one obtains are governed by the 
quality of the V(l) correction of the photometer and the knowledge of the wavelength of the source. 
Both of these factors are of extreme importance at wavelengths where the V(l) curve is steep (i.e., 
other than very close to the peak of the V(l) curve).

Narrowband sources, such as LEDs, cause major problems. Typical LEDs have spectral band-
widths ranging from 10- to 40-nm full width at half-maximum (FWHM). It is intuitive that in 
those spectral regions where the V(l) curve is steep, the luminous output will be greater than that 
predicted using the V(l) curve at the peak LED wavelength. This expected result increases with 
wider-bandwidth LEDs. Similarly, it is also intuitive that the luminous output is less than that pre-
dicted by using the V(l) curve when the peak LED wavelength is in the vicinity of the peak of the 
V(l) curve. Therefore, there must be two wavelengths where the conversion ratio (lm/W) is largely 
independent of LED bandwidth. An analysis of this conversion ratio was done using a Gaussian 
equation to represent the spectral power distribution of an LED and applying Eq. (4). Indeed, two 
null wavelengths were identified (513 and 604 nm) where the conversion between radiometric and 
photometric quantities is constant (independent of LED bandwidth) to within 0.2 percent up to an 
LED bandwidth of 40 nm. These wavelengths correspond (approximately) to the wavelengths where 
the two maxima of the first derivative of the V(l) curve are located.

At wavelengths between these two null wavelengths (513 and 604 nm), the conversion ratio 
(lm/W) decreases slightly with increasing bandwidth. The worst case occurs when the peak wave-
length of the LED corresponds with the peak of V(l). It is about 5 percent lower for bandwidths up 
to 30 nm, increasing to nearly 10 percent for 40-nm bandwidth. At wavelengths outside of the null 
wavelengths, the conversion (lm/W) increases with increasing bandwidth, and the increase is greater 
when the wavelength approaches the limits of the V(l) curve. Figure 9 shows that factor by which a 
conversion ratio (lm/W) should be multiplied as a function of LED bandwidth, with the peak LED 
wavelength as the parameter. Note that the peak wavelength of the LED is specified as the radio-
metric peak and not as the dominant wavelength (a color specification). The dominant wavelength 
shifts with respect to the radiometric peak, the difference increasing with bandwidth.

Most often, LEDs are specified in luminous intensity [cd or millicandela (mcd)]. The cor-
responding radiometric unit is watts per steradian (W/sr). In order to determine the radiometric 
power (watts), the details of the spatial distribution of the radiant intensity must be known prior to 
integration.

For broadband sources, a photometric quantity cannot in general be converted to a radiometric 
quantity unless the radiometric source function, Φl, is known over all wavelengths. However, if the 
source spectral distribution is blackbody-like (thermal source, spectral emissivity constant between 
360 and 830 nm), and the source temperature is also known, then an illuminance can be converted 
to a spectral irradiance curve over that wavelength range. Again, use Eq. (4) to determine a scale factor 
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36.14  RADIOMETRY AND PHOTOMETRY

for the source term, Xl. Figures 10 and 11 show the calculated spectral irradiance versus wavelength 
for blackbody radiation with source temperature as the parameter.

36.7 RADIOMETRIC/PHOTOMETRIC 
NORMALIZATION

In radiometry and photometry, there are two mathematical activities that fall into the category 
called normalization. The first is bandwidth normalization. The second doesn’t have an official title 
but involves a conversion between photometric and radiometric quantities, used to convert detector 
responsivities from amperes per lumen to amperes per watt.
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The measurement equation relates the output signal from a sensor to its spectral responsivity 
and the spectral power that is incident upon it:

S =
∞

∫ Φλ λ λ
0
R( )d   (5)

An extended discourse on bandwidth normalization17 showed that the spectral responsivity of a 
sensor (or detector) can be manipulated to yield more source information than is immediately 
apparent from the measurement equation. The sensor weights the input spectral power according 
to its spectral responsivity, R( )λ , such that only a limited amount of information about the source 
can be deduced. If either the source or the sensor has a sufficiently small bandwidth such that the 
spectral function of the other term does not change significantly over the passband, the equation 
simplifies to

S = ⋅ ⋅ΔΦλ λ λR( )   (6)

where Δ l is the passband. Spectroradiometry and multifilter radiometry, using narrow-bandpass 
filters, take advantage of this simplified equation. For those cases where the passband is larger, the 
techniques of bandwidth normalization can be used. The idea is to substitute for R( )λ  an equiva-
lent response that has a uniform spectral responsivity, Rn , between wavelength limits l1 and l2 and
zero response elsewhere. Then, the signal is given by

S = ℜ ∫n dΦλλ

λ
λ

1

2
  (7)

and now the integrated power between wavelengths l1 and l2 is determined. There are many ways of 
assigning values for l1 l2, and Rn for a sensor. Some of the more popular methods were described 
by Nicodemus17 and Palmer.18 An effective choice is known as the moments method,19 an analysis of 
the zeroth, first, and second moments of the sensor spectral responsivity curve. The derivation of 
this normalization scheme involves the assumption that the source function is exactly represented 
by a second-degree polynomial. If this condition is met, the moments method of determining sen-
sor parameters yields exact results for the source integral. In addition, the results are completely 
independent of the source function. The errors encountered are related to deviation of the source 
function from the said second-degree polynomial.

Moments normalization has been applied to the photopic spectral luminous efficiency func-
tion, V(l), and the results are given in Table 5 and shown in Fig. 12. These values indicate the 
skewed nature of the photopic and scotopic curves as the deviation from the centroid and the 
peak wavelengths. The results can be applied to most continuous sources, like blackbody and 
tungsten radiation, which are both continuous across the visible spectrum. To demonstrate the 
effectiveness of moments normalization, the blackbody curve was multiplied by the V(l) curve 
for temperatures ranging from 1000 to 20,000 K to determine a photometric function [e.g., 
lumens per square meter (or lux)]. Then, the blackbody curve was integrated over the wavelength 
interval between l1 and l2 to determine the equivalent (integrated between l1 and l2) radiometric 

TABLE 5 Bandwidth Normalization on Spectral Luminous Efficiency

 Photopic Scotopic

Peak wavelength (lp) 555 nm 507 nm
Centroid wavelength (lC) 560.19 nm 502.40 nm
Short wavelength (l1) 487.57 nm 436.88 nm
Long wavelength (l2)  632.81 nm 567.93 nm
Moments bandwidth 145.24 nm 131.05 nm
Normalized Rn  0.7357 0.7407
Absolute Rn  502.4 lm/W 1260 lm/W
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36.16  RADIOMETRY AND PHOTOMETRY

function (e.g., in-band watts per square meter). The ratio of lux to watt per square meter is 502.4 
± 1.0 (3s) over the temperature range from 1600 to more than 20,000 K. This means that the in-
band (487.6 to 632.8 nm) irradiance for a continuous blackbody-like source can be determined 
using a photometer that is properly calibrated in lux and that is well corrected for V(l). Simply 
divide the reading in lux by 502.4 to get the in-band irradiance in watts per square meter between 
487.6 and 632.8 nm.

If a photometer is available with a V ′(l) correction, calibrated for lux (scotopic) with ′Km of 
1700 lm/W, a similar procedure is effective. The integration takes place over the wavelength range 
from 436.9 to 567.9 nm. The ratio of lux (scotopic) to watts per square meter is 1260 ± 2 (3s)
over the temperature range from 1800 K to more than 20,000 K. This means that the in-band 
(436.9 to 567.9 nm) irradiance for a continuous blackbody-like source can be determined using 
a V ′(l)-corrected photometer that is properly calibrated in lux (scotopic). Simply divide the 
reading in lux (scotopic) by 1260; the result is the in-band irradiance in watts per square meter 
between 436.9 and 567.9 nm.

A common problem is the interpretation of specifications for photodetectors, which are given 
in photometric units. An example is a photomultiplier with an S-20 photocathode, which has 
a typical responsivity of 200 μA/lm. Given this specification and a curve of the relative spectral 
responsivity, the problem is to determine the output when exposed to a known power from an 
arbitrary source.

Photosensitive devices, in particular vacuum photodiodes and photomultiplier tubes, are char-
acterized using CIE Illuminant A, a tungsten source at 2854 K color temperature. The illuminance is 
measured using a photoptically corrected photometer, and this illuminance is applied to the device 
under scrutiny. This technique is satisfactory only if the source being used is spectrally comparable 
to Illuminant A. If a source with a different spectral distribution is used, a photometric normaliza-
tion must be done. Eberhart20 generated a series of conversion factors for various sources and stan-
dardized detector spectral responsivities (S-1, S-11, S-20, etc.).

The luminous flux from any source is given by

Φ Φv m d= ∫K Vλ λ λ( )
360

830
  (8)

and the output of a detector when exposed to the said luminous flux is

S =
∞

∫ Φλ λ λ
0
R( )d   (9)
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where Φl is spectral radiant flux, V(l) is the spectral luminous efficiency of the photopic eye, R( )λ
is the absolute spectral responsivity of the photodetector, and S is the photodetector signal. The 
luminous responsivity of the detector when exposed to this source is

R
R

=

∞

∫
∫

Φ

Φ

λ

λ

λ λ

λ λ

( )

( )

d

d
A/lm

m

0

360

830
K V

  (10)

This luminous responsivity is specific to the source that is used to make the measurement, and it 
cannot be applied to other sources with differing spectral distributions. 

36.8 OTHER WEIGHTING FUNCTIONS 
AND CONVERSIONS

The general principles that are outlined here can be applied to action spectra other than those 
already defined for the human eye (photopic and scotopic). Some action spectra take the form of 
defined spectral regions, such as UVA (315–400 nm), UVB (280–315 nm), UVC (100–280 nm), IR-A 
(770–1400 nm), IR-B (1400–3000 nm), and IR-C (3000–106 nm). Others are more specific. A(l) is
for aphakic hazard, B(l) is for photochemical blue-light hazard, R(l) is for retinal thermal hazard, 
and S(l) is an actinic ultraviolet action spectrum.21 PPF (a.k.a. PhAR) is a general action spectrum 
for plant growth. Many others have been defined, including those for erythema (sunburn), skin 
cancer, psoriasis treatment, mammalian and insect vision, and other generalized chemical and bio-
logical photoeffects. Various conversion factors from one action spectrum to another are scattered 
throughout the popular and archival literature. Ideally, they have been derived via integration over 
the appropriate spectral regions. 
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37.1

37

37.1 INTRODUCTION

Radiometry is the measurement of optical radiation, which is electromagnetic radiation in the fre-
quency range between 3 × 1011 Hz and 3 × 1016 Hz. This range corresponds to wavelengths between 
10 nm and 1000 μm, and includes the regions commonly called the ultraviolet, the visible, and the 
infrared. Typical radiometric units include watt (radiant flux), watt per steradian (radiant intensity), 
watt per square meter (irradiance), and watt per square meter per steradian (radiance).

Photometry is the measurement of light, which is defined as electromagnetic radiation detect-
able by the human eye. It is thus restricted to the visible region of the spectrum (wavelength range 
from 360 nm to 830 nm), and all the quantities are weighted by the spectral response of the eye. 
Photometry uses either optical radiation detectors constructed to mimic the spectral response of 
the eye, or spectroradiometry coupled with appropriate calculations for weighting by the spectral 
response of the eye. Typical photometric units include lumen (luminous flux), candela (luminous 
intensity), lux (illuminance), and candela per square meter (luminance).

The difference between radiometry and photometry is that radiometry includes the entire optical 
radiation spectrum (and often involves spectrally resolved measurements), while photometry deals 
with the visible spectrum weighted by the response of the eye. This chapter provides some guidance 
in photometry and radiometry (Refs. 1 through 6 are available for further details). The terminology 
used in this chapter follows international standards and recommendations.7–9

37.2 BASIS OF PHYSICAL PHOTOMETRY

The primary aim of photometry is to measure visible optical radiation, light, in such a way that the 
results correlate with the visual sensation of a normal human observer exposed to that radiation. 
Until about 1940, visual comparison measurement techniques were predominant in photometry.

∗Chapter 1 in Vol. III gives further treatment of issues in radiometry, and Chap. 35 in this volume describes measurement of 
optical properties of materials.
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37.2  RADIOMETRY AND PHOTOMETRY

In modern photometric practice, measurements are made with photodetectors. This is referred 
to as physical photometry. In order to achieve the aim of photometry, one must take into account 
the characteristics of human vision. The relative spectral responsivity of the human eye was first 
defined by the CIE (Commission Internationale de l’Éclairage) in 1924,10 and redefined as part of 
colorimetric standard observers in 1931.11 Called the spectral luminous efficiency for photopic vision, 
or V(l), it is defined in the domain from 360 nm to 830 nm, and is normalized at its peak, 555 nm 
(Fig. 1). This model has gained wide acceptance. The values were republished by CIE in 1983,12 and 
published by CIPM (Comité International des Poids et Mesures) in 198213 to supplement the 1979 
definition of the candela. (The tabulated values of the function at 1-nm increments are available in 
Refs. 12 through 15.) In most cases, the region from 380 nm to 780 nm suffices for calculation with 
negligible errors because the value of the V(l) function falls below 10−4 outside this region. Thus, 
a photodetector having a spectral responsivity matched to the V(l) function replaced the role of 
human eyes in photometry.

Radiometry concerns physical measurement of optical radiation in terms of optical power, and 
in many cases, as a function of its wavelength. As specified in the definition of the candela by CGPM 
(Conférence Générale des Poids et Mesures) in 197916 and by CIPM in 1982,13 a photometric quan-
tity Xv is defined in relation to the corresponding radiometric quantity Xe,l by the equation:

  X K X Vv m e,nm

nm
d= ∫ λ λ λ( )

360

830
  (1)

The constant, Km, relating the photometric quantities and radiometric quantities, is called the maxi-
mum spectral luminous efficacy (of radiation) for photopic vision. The value of Km is given by the 1979 
definition of candela that defines the spectral luminous efficacy of light at the frequency 540 × 1012 
Hz (at the wavelength 555.016 nm in standard air) to be 683 lm/W. The value of Km is calculated as 
683 × V(555.000 nm)/V(555.016 nm) = 683.002 lm/W.12 Km is normally rounded to 683 lm/W with 
negligible errors.

It should be noted that V(l) is defined for the CIE standard photometric observer for photopic 
vision, which assumes additivity of sensation and a 2° field of view at relatively high luminance 
levels (higher than approximately 1 cd/m2). The human vision in this level is called photopic 
vision. The spectral responsivity of human vision deviates significantly at very low levels of lumi-
nance (less than approximately 10−3 cd/m2). This type of vision is called scotopic vision. Its spec-
tral responsivity, peaking at 507 nm, is designated by V ′(l), which was defined by CIE in 1951,17 
recognized by CIPM in 1976,18 and republished by CIPM in 1982.13 Human vision in the region 
between photopic vision and scotopic vision is called mesopic vision. While there have been active 
researches in this area,19 there is no internationally accepted spectral luminous efficiency function 
for the mesopic region yet. In current practice, almost all photometric quantities are given in terms 
of photopic vision, even at low light levels. Quantities in scotopic vision are seldom used except for 
special calculations for research pur poses. (Further details of the contents in this section are given 
in Ref. 12.)
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37.3 PHOTOMETRIC BASE UNIT—THE CANDELA

The history of photometric standards dates back to the early nineteenth century, when the intensity 
of light sources was measured in comparison with a standard candle using visual bar photometers. At 
that time, the flame of a candle was used as a unit of luminous intensity that was called the candle. The 
old name for luminous intensity candle power came from this origin. Standard candles were gradually 
superseded by flame standards of oil lamps, and in the early twentieth century investigations on plati-
num point blackbodies began at some national laboratories. An agreement was first established in 1909 
among several national laboratories to use such a blackbody to define the unit of luminous intensity, 
and the unit was recognized as the international candle. This standard was adopted by the CIE in 1921. 
In 1948, it was adopted by the CGPM16 with a new Latin name candela with the following definition:

The candela is the luminous intensity, in the perpendicular direction, of a surface of 1/600000 square 
meter of a blackbody (full radiator) at the temperature of freezing platinum under a pres sure of 101325 
newton per square meter.

Although the 1948 definition served to establish the uniformity of photometric measurements in 
the world, difficulties in fabricating the blackbodies and in improving accuracy were addressed. 
Beginning in the mid-1950s, suggestions were made to define the candela in relation to the unit of 
optical power, watt, so that complicated source standards would not be necessary. Finally, in 1979, a 
new definition of the candela was adopted by the CGPM16 as follows:

The candela is the luminous intensity, in a given direction, of a source that emits monochromatic 
radiation of frequency 540 × 1012 hertz and that has a radiant intensity in that direction of (1/683) watt 
per steradian.

The value of Km (683 lm/W) was determined in such a way that the consistency from the prior unit 
was maintained, and was determined based on the measurements by several national lab oratories. 
(Technical details on this redefinition of the candela are reported in Refs. 20 and 21.) This 1979 redefi-
nition of the candela has enabled photometric units to be derived from radiometric units using a vari-
ety of techniques. (The early history of photometric standards is described in greater detail in Ref. 22.)

37.4 QUANTITIES AND UNITS IN PHOTOMETRY 
AND RADIOMETRY

In 1960, the SI (Système International) was established, and the candela became one of the seven SI 
base units.23 (For further details on the SI, Refs. 23 through 26 may be consulted.) Several quantities 
and units, defined in different geometries, are used in photometry and radiometry. Table 1 lists the 
photometric quantities and units, along with corresponding quantities and units for radiometry.

While the candela is the SI base unit, the luminous flux (lumen) is perhaps the most fundamen-
tal photometric quantity, as the other photometric quantities are defined in terms of lumen with an 
appropriate geometric factor. The definitions of these photometric quantities are given in the fol-
lowing sections. (The descriptions given here are somewhat simplified from the rigorous definitions 
for ease of understanding. Refer to Refs. 7 through 9 for official rigorous definitions.)

Radiant Flux and Luminous Flux

Radiant flux (also called optical power or radiant power) is the energy Q (in joules) radiated by a 
source per unit of time, expressed as

  Φ = d

d

Q

t
  (2)

The unit of radiant flux is the watt (W = J/s).
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Luminous flux (Φv) is the time rate of flow of light as weighted by V(l). The unit of luminous 
flux is the lumen (lm). It is defined as

  Φ Φv m e, d= ∫K Vλλ
λ λ( )   (3)

where (Φe,l) is the spectral concentration of radiant flux as a function of wavelength l. The term 
luminous flux is often used in the meaning of total luminous flux in photometry (see the following 
subsection entitled “Total Radiant Flux and Total Luminous Flux”).

Radiant Intensity and Luminous Intensity

Radiant intensity (Ie) or luminous intensity (Iv) is the radiant flux (luminous flux) from a point 
source emitted per unit solid angle in a given direction, as defined by

  I = d

d

Φ
Ω

  (4)

where dΦ is the radiant flux (luminous flux) leaving the source and propagating in an element of 
solid angle dΩ containing the given direction. The unit of radiant intensity is W/sr, and that of 
luminous intensity is the candela (cd = lm/sr). (See Fig. 2.)

Solid Angle  The solid angle (Ω) of a cone is defined as the ratio of the area (A) cut out on a spher-
ical surface (with its center at the apex of that cone) to the square of the radius (r) of the sphere, as 
given by

  Ω = A

r2
  (5)

The unit of solid angle is steradian (sr), which is a dimensionless unit. (See Fig. 3.)

TABLE 1 Quantities and Units Used in Photometry and Radiometry

  Relationship 
Photometric Quantity Unit with Lumen Radiometric Quantity Unit

Luminous flux lm (lumen)  Radiant flux W (watt)
Luminous intensity cd (candela) lm sr−1 Radiant intensity W sr−1

Illuminance lx (lux) lm m−2 Irradiance W m−2

Luminance cd m−2 lm sr−1 m−2 Radiance W sr−1 m−2

Luminous exitance lm m−2  Radiant exitance W m−2

Luminous exposure lx ⋅ s  Radiant exposure W m−2 ⋅ s
Luminous energy lm ⋅ s  Radiant energy J (joule)
Total luminous flux lm (lumen)  Total radiant flux W (watt)
Color temperature K (kelvin)  Radiance temperature K (kelvin)

Point source
dΩ

dΦI

FIGURE 2 Radiant intensity and 
luminous intensity.

Ω
Ar

FIGURE 3 Solid angle.
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Irradiance and Illuminance

Irradiance (Ee) or illuminance (Ev) is the density of incident radiant flux or luminous flux at a point 
on a surface, and is defined as radiant flux (luminous flux) per unit area, as given by

  E
A

=
d

d

Φ
  (6)

where dΦ is the radiant flux (luminous flux) incident on an element dA of the surface containing 
the point. The unit of irradiance is W/m2, and that of illuminance is lux (lx = lm/m2). (See Fig. 4.)

Radiance and Luminance

Radiance (Le) or luminance (Lv) is the radiant flux (luminous flux) per unit solid angle emitted from 
a surface element in a given direction, per unit projected area of the surface element perpendicular 
to the direction. The unit of radiance is W sr−1 m−2, and that of luminance is cd/m2. These quantities 
are defined by

  L
A

=
⋅ ⋅
d

d

2Φ
Ω cosθ

  (7)

where dΦ is the radiant flux (luminous flux) emitted (reflected or transmitted) from the surface 
element and propagating in the solid angle dΩ containing the given direction. dA is the area of the 
surface element, and q is the angle between the normal to the surface element and the direction of 
the beam. The term dA cos q gives the projected area of the surface element perpendicular to the 
direction of measurement. (See Fig. 5.)

Radiant Exitance and Luminous Exitance

Radiant exitance (Me) or luminous exitance (Mv) is defined to be the density of radiant flux (lumi-
nous flux) leaving a surface at a point. The unit of radiant exitance is W/m2 and that of luminous 
exitance is lm/m2 (but it is not lux). These quantities are defined by

  E
A

=
d

d

Φ
  (8)

where dΦ is the radiant flux (luminous flux) leaving the surface element. Luminous exitance is 
rarely used in the general practice of photometry. (See Fig. 6.)

dΦ

dA

FIGURE 4 Irradiance and 
illuminance.

dF

dA

FIGURE 6 Radiant exitance 
and luminous exitance.

dA
dFq
dW

FIGURE 5 Radiance and 
luminance.
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Radiant Exposure and Luminous Exposure

Radiant exposure (He) or luminous exposure (Hv) is the time integral of irradiance Ee(t) or illumi-
nance Ev(t) over a given duration Δt, as defined by

  H E t t
t

= ∫ ( )d
Δ

  (9)

The unit of radiant exposure is J m−2, and that of luminous exposure is lux ⋅ second (lx ⋅ s).

Radiant Energy and Luminous Energy

Radiant energy (Qe) or luminous energy (Qv) is the time integral of the radiant flux or luminous flux 
(Φ) over a given duration Δt, as defined by

  Q t t
t

= ∫ Φ
Δ

( )d   (10)

The unit of radiant energy is joule (J), and that of luminous energy is lumen ⋅ second (lm ⋅ s).

Total Radiant Flux and Total Luminous Flux

Total radiant flux or total luminous flux (Φv) is the geometrically total radiant (luminous) flux of a 
light source. It is defined as

  Φ Ω
Ω

= ∫ I d   (11)

or

  Φ = ∫ E A
A

d   (12)

where I is the radiant (luminous) intensity distribution of the light source and E is the irradiance 
(illuminance) distribution over a given closed surface surrounding the light source. If the radiant 
(luminous) intensity distribution or the irradiance (illuminance) distribution is given in polar coor-
dinates ( , )θ φ , the total radiant (luminous) flux of the source Φ is given by

  Φ =
= =∫ ∫ sin

φ

π

θ

π
θ φ θ θ φ

0

2

0
I( , ) d d   (13)

or

  Φ =
= =∫ ∫r E2

0

2

0
sin

φ

π

θ

π
θ φ θ θ φ( , ) d d   (14)

For example, the total luminous flux of an isotropic point source having luminous intensity of 
1 cd would be 4π lm.

Radiance Temperature and Color Temperature

Radiance temperature (unit: kelvin) is the temperature of the Planckian radiator for which the radi-
ance at the specified wavelength has the same spectral concentration as for the thermal radiator 
considered.

Color temperature (unit: kelvin) is the temperature of a Planckian radiator with radiation of the 
same chromaticity as that of the light source in question. This term is commonly used to specify the 
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colors of incandescent lamps whose chromaticity coordinates are practically on the blackbody locus. 
The next two terms are also important in photometry.

Distribution temperature (unit: kelvin) is the temperature of a blackbody with a spectral power 
distribution closest to that of the light source in question, and is used for quasi-Planckian sources 
such as incandescent lamps (refer to Ref. 27 for details).

Correlated color temperature (unit: kelvin) is the temperature of the Planckian radiator whose 
perceived color most closely resembles that of the light source in question. Correlated color tem-
perature is used for sources with a spectral power distribution significantly different from that of 
Planckian radiation (e.g., discharge lamps; refer to Ref. 28 for details).

Relationship Between SI Units and English Units

The SI units as described previously should be used in all radiometric and photometric mea-
surements according to international standards and recommendations on SI units. However, some 
English units are still rather widely used in some countries, including the United States. The use of 
these non-SI units is discouraged. The definitions of these English units are given in Table 2 for con-
version purposes only.

The definition of footlambert is such that the luminance of a perfect diffuser is 1 fL when illumi-
nated at 1 fc. In the SI unit, the luminance of a perfect diffuser would be 1/π (cd/m2) when illumi-
nated at 1 lx. For convenience of changing from English units to SI units, the conversion factors are 
listed in Table 3. For example, 1000 lx is the same illuminance as 92.9 fc, and 1000 cd/m2 is the same 
luminance as 291.9 fL. (Conversion factors to and from some more units are given in Ref. 5.)

Troland

This unit is not an SI unit, not used in metrology, and is totally different from all other photomet-
ric units mentioned previously. It is introduced here because this unit is commonly used by vision 
scientists. Troland is defined as the retinal illuminance when a surface of luminance one candela per 
square meter is viewed through a pupil at the eye (natural or artificial) of area one square millime-
ter. Thus, the troland value, T, for the luminance, L (cd/m2), of an external field and the pupil size, 
p (mm2), is given by

  T L P= ⋅   (15)

TABLE 2 English Units and Definition

 Unit   Quantity Definition

Footcandle (fc) Illuminance Lumen per square foot (lm ft−2)
Footlambert (fL) Luminance 1/π candela per square foot (π −1cd ft−2)

TABLE 3 Conversion between English Units and SI Units

  Multiply the
 To Obtain the Value in Value in By

lx from fc fc 10.764
fc from lx lx 0.09290
cd/m2 from fL fL 3.4263
fL from cd/m2 cd/m2 0.29186
m (meter) from feet feet 0.30480
mm (millimeter) from inch inch 25.400
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or, for pupil size p(m2),

  T L p= ⋅ ×106   (16)

The troland value is not the real illuminance in lux on the retina, but is a quantity proportional 
to it. Since the natural pupil size changes with luminance level, luminance changes do not have a 
proportional visual effect. Thus, troland value rather than luminance is often useful in visual experi-
ments. There is no simple or defined conversion between troland value (for natural pupil) and 
luminance (cd/m2), without knowing the actual pupil size. (Further details of this unit can be found 
in Ref. 29.)

37.5 PRINCIPLES IN PHOTOMETRY 
AND RADIOMETRY

Several important theories in practical photometry and radiometry are introduced in this section.

Inverse Square Law

Illuminance E (lx) at a distance d (m) from a point source having luminous intensity I (cd) is given by

  E
I

d
=

2
  (17)

For example, if the luminous intensity of a lamp in a given direction is 1000 cd, the illumi nance 
at 2 m from the lamp in this direction is 250 lx. Note that the inverse square law is valid only when 
the light source is regarded as a point source. Sufficient distances relative to the size of the source are 
needed to assume this relationship.

Lambert’s Cosine Law

The luminous intensity of a Lambertian surface element is given by

  I I( ) cosθ θ= n
  (18)

(See Fig. 7.)

Lambertian Surface A surface whose luminance is the same in all directions of the hemisphere 
above the surface.

Perfect (Reflecting/Transmitting) Diffuser A Lambertian diffuser with a reflectance (transmit-
tance) equal to 1.

FIGURE 7 Lambert’s cosine law.

q

In cos q

In
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Relationship between Illuminance and Luminance

The luminance L (cd/m2) of a Lambertian surface of reflectance r, illuminated by E (lx) is given by

  L
E= ⋅ρ

π
  (19)

(See Fig. 8.)

Reflectance (r) The ratio of the reflected flux to the incident flux in a given condition. The value 
of r can be between 0 and 1.

In the real world, there is no existing perfect diffuser nor perfectly Lambertian surfaces, and 
Eq. 19 does not apply. For real object surfaces, the following terms apply.

Luminance Factor (b) Ratio of the luminance of a surface element in a given direction to that of a 
perfect reflecting or transmitting diffuser, under specified conditions of illumination. The value of b 
can be larger than 1. For a Lambertian surface, reflectance is equal to the luminance factor. Equation 
(19) for real object is restated using b as

  L
E= ⋅β

π
  (20)

Luminance Coefficient (q) Quotient of the luminance of a surface element in a given direction by 
the illuminance on the surface element, under specified conditions of illumination,

  q
L

E
=   (21)

Using q, the relationship between luminance and illuminance is thus given by

  L q E= ⋅   (22)

Luminance factor corresponds to radiance factor, and luminance coefficient corresponds to radi-
ance coefficient in radiometry. BRDF (bidirectional reflectance distribution function) is also used 
for the same concept as radiance coefficient.

Integrating Sphere

An integrating sphere is a device to make a spatial integration of luminous flux (or radiant flux) 
generated (or introduced) in the sphere and to detect it with a single photodetector. In the case of 
measurement of light sources, the spatial integration is made over the entire solid angle (4p).

L (cd/m2)

E (lx)

Lambertian surface
with reflectance r 

FIGURE 8 Relationship 
between illuminance and 
luminance.
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In Fig. 1, assuming that the integrating sphere wall surfaces are perfectly Lambertian, the illumi-
nance E on any part of the sphere wall created by luminance L of an element Δ a is given by

  E
L a

R
= Δ

4 2
  (23)

where R is the radius of the sphere. This equation holds no matter where the two surface elements 
are. In other words, the same amount of flux incident anywhere on the sphere wall will create an 
equal illuminance on the detector port. In the case of actual integrating spheres, the surface is not 
perfectly Lambertian, but due to interreflections of light in the sphere, the distribution of reflected 
light will be uniform enough to assume the relationship of Eq. (23). (See Fig. 9.)

The direct light from an actual light source is normally not uniform; thus, it must be shielded 
from the detector. When a light source with luminous flux Φ is operated in a sphere having reflec-
tance r, the flux created by interreflections is given by

  Φ Φ( )ρ ρ ρ ρ
ρ

+ + + = ⋅
−

2 3

1
�   (24)

Then, the illuminance Ed created by all the interreflections is given by

  E
Rd =

⋅
−

⋅
⋅

Φ ρ
ρ1

1

4 2π
  (25)

The sphere efficiency ( )Ed /Φ  is strongly dependent on reflectance r due to the term 1 − r in the 
denominator. For example, the detector signal at r = 0.98 is 10 times larger than at r = 0.8.

Planck’s Law

The spectral radiance of a blackbody at a temperature T (K) is given by

  I T c n
c

n Te( , ) expλ λ
λ

=
⎛
⎝⎜

⎞
⎠⎟

−
⎡

⎣
⎢
⎢

⎤

⎦
⎥− − −

1
2 1 5 2 1π

⎥⎥

−1

  (26)

FIGURE 9 Flux transfer in a sphere.

E
E

E

R: sphere radius

L

Area
Δa

Photometer
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where c1 = 2πhc2 = 3.7417749 × 10−16 W ⋅ m2, c2 = hc/k = 1.438769 × 10−2 m ⋅ K2  (1986 CODATA 
from Ref. 9), h is Planck’s constant, c is the speed of light in vacuum, k is the Boltzmann constant, 
n (= 1.00028) is the refractive index of standard air (12),30 and l is the wavelength.

Wien’s Displacement Law

Taking the partial derivative of the Planck’s equation with respect to temperature T, and setting the 
result equal to zero, the solution yields the relationship between the peak wavelength lm for Planck’s 
radiation and temperature T(K), as given by

  λm m KT = ⋅2897 8. μ   (27)

This shows that the peak wavelength of blackbody radiation shifts to shorter wavelengths as the 
temperature of the blackbody increases.

Stefan-Boltzmann’s Law

The (spectrally total) radiant exitance Me from a blackbody in a vacuum is expressed in rela tion to 
the temperature T (K) of the blackbody, in the form

  M T M T Te e d( ) ( , )= =
∞

∫ λ λ σ
0

4   (28)

where M Te( , )λ  is the spectral radiant exitance of the blackbody, and s is the Stefan-Boltzmann 
constant, equal to 5.67051 × 10−8 W m K⋅ ⋅− −2 4 (1986 CODATA from Ref. 9). Using this value, the 
unit for Me is W m⋅ −2.

37.6 PRACTICE IN PHOTOMETRY 
AND RADIOMETRY

Photometry and radiometry are practiced in many different areas and applications, dealing with 
various light sources and detectors, and cannot be covered in this chapter. Various references are 
available on practical measurements in photometry and radiometry.

Further references in practical radiometry include books on absolute radiometry,31 optical detectors,32 
spectroradiometry,33 photoluminescence,34 radiometric calibration,35 etc. There are a number of 
publications from CIE that are regarded as international recommendations or standards. CIE pub-
lications in radiometry include reports on absolute radiometry,36 reflectance,37 spectroradiometry,38 
detector spectral response,39 photobiology and photochemistry,40 etc. There are also a number of 
publications from the National Institute of Standards and Technology (NIST) in radiometry, on 
spectral radiance,41 spectral irradiance,42 spectral reflectance,43 spectral responsivity,44 and so on 
(Ref. 45 provides greater depths of knowledge in radiometry).

For practical photometry, Ref. 4 provides the latest information on standards and practical 
measurements of photometry in many aspects. A recent publication from NIST46 is also available. 
CIE publications are also available on many subjects in photometry, including characterization 
of illuminance meters and luminance meters,47 luminous flux measurement,48 measurements of 
LEDs,49 characteristics of displays,50 and many others. A series of measurement guide documents are 
published from the Illuminating Engineering Society of North America (IESNA) for operation and 
measurement of particular types of lamps51–53 and luminaires. The American Society for Testing and 
Materials (ASTM) provides many useful standards and recommendations on optical properties of 
materials and color measurements.54 Colorimetry is a branch of radiometry and is becoming increas-
ingly important among color imaging industry and multimedia applications. The basis of colorim-
etry is provided by CIE publications28,55,56 and many other authoritative references are available.29,57
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38.1

38

38.1 INTRODUCTION

Spectroradiometry is the measurement of the spectral content of optical radiation. This has many 
important applications. The measure of terrestrial, direct, solar spectral irradiance between 295 
and 305 nm can be used to calculate atmospheric ozone thickness.1 More close to home, irra-
diance measurements are used to characterize light fixtures, and solar UV spectroradiometry 
methods also apply to the measurement of artificial sources that mimic the sun for applications 
like phototherapy to treat seasonal affective disorder (SAD) and tanning booths.2 Transmission 
spectra are used to analyze the chemical composition of samples, such as the concentration of 
chlorophyll in a solution. Spectral reflectance quantifies the color of surfaces, with many practical 
applications to building, lighting, and design. Spectral responsivity is a necessary part of calibrating 
photodetectors.

38.2 DEFINITIONS, CALCULATIONS, 
AND FIGURES OF MERIT 

Defining Quantities

There is a relationship between radiometric, photometric, and spectroradiometric quantities. 
Radiometric and photometric quantities, such as irradiance and luminous flux have been defined 
in other chapters of this book. Photometric quantities that are similar to radiometric quantities, 
such as radiant energy versus luminous energy, have the same symbol with a subscript of g . In 
general, the spectroradiometric quantity that is defined by the similar radiometric quantity is 
preceded by the term “spectral,” and designated by the symbol l, either in parenthesis or with a 
subscript.

Spectral Irradiance is the quantity most frequently measured in spectroradiometry.1 Irradiance E 
is the total radiant flux incident on an element of surface divided by the surface area of that element 
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38.2  RADIOMETRY AND PHOTOMETRY

dΦ/dA, in watts per meter squared. The average spectral irradiance Eλ is the irradiance for a wave-
length interval, or

  E
Aλ λ

=
⋅

ΔΦ
Δ Δ

  (1)

where ΔΦ is the radiant flux within a wavelength interval Δ l incident on a surface area Δ A. As the 
area and wavelength are made smaller, Eλ  becomes the spectral irradiance for that wavelength,

  E P
d

d dλ λ
λ

( , )=
⋅

2

A

Φ
  (2)

where P is the position and l is the wavelength. The SI unit for spectral irradiance is the watt per 
meter cube. However, more intuitive units, such as microwatt per square centimeter of area and per 
nanometer of wavelength (μW ⋅ cm−2 ⋅ nm−1) are also used.

The spectral irradiance is dependant on the position, the size of the solid angle subtended, and 
the orientation of the surface. This leads to the cosine dependence, where the spectral irradiance of a 
point source is proportional to cosine q, where q is the angle between the normal to the surface and 
the direction of the source, and the inverse square law, relating to the distance between the point 
source and the detector.

When the radiation from a point source is emitted into a solid angle d Ωs the spectral radiance Ll 
is the flux per unit solid angle and per unit projected area perpendicular to the specified direction, 
per wavelength.

  L
d

dA d dλ θ λ
=

⋅ ⋅ ⋅

3

cos

Φ
Ω

  (3)

The unit for spectral radiance is watt ⋅ centimeter−2 ⋅ steradian−1 ⋅ nanometer−1.
Spectral radiance represents the flux density at a point for a particular direction through that 

point. While it is not usually the desired quantity an experiment is designed to measure, it is 
required for quantitatively analyzing data, and is also very useful for flux transfer calculations.

If you know the wavelength dependence of the radiant flux, you can also calculate radiant flux Φ, 
and luminous flux Φg  .

  φ λ λλ= ∫ Φ( )d  in watts (4)

  φ λ λ λγ λ= ∫683 Φ( ) ( )V d  in lumens (5)

where V(l) is the relative photopic luminous efficiency curve (normalized at 555 nm). The absolute 
luminous efficacy at 555 nm is 683 lumens per watt.

Spectral transmittance t (l), which is widely measured during spectrometry, is

  τ λ φ λ φ λ( ) ( ) ( )= t i/   (6)

where t and i refer to transmitted and incident flux. The transmittance has two parts: the regular and 
diffuse transmittance. The regular transmittance follows Snell’s law, while the diffuse transmittance 
is scattered by the roughness of the surface.

Similarly, spectral reflectance r(l) is also a flux ratio, but in this case, it is the ratio of the reflected 
radiant flux to the incident flux.

  ρ λ φ λ φ λ( ) ( ) ( )= r i/   (7)

where r refers to reflected flux. The total reflectance is also composed of specular and diffuse 
components.
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The spectral responsivity R(l) is the current from a detector divided by the incident flux for a 
specific wavelength.

  R r( ) ( ) ( )λ λ φ λ= /   (8)

where r(l) is the electric signal generated by the photodetector. The units of responsivity are amps 
per watt. Spectral responsivity is an important part of calibrating photodetectors. The spectroradi-
ometer itself will be calibrated using a standard lamp.

Calculations

Since spectroradiometers provide the spectral content of light, it is natural to use their data to calcu-
late color values. The tristimulus values for sources can be calculated,3

  X E x=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (9)

  Y E y=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (10)

  Z E z=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (11)

where E(l) is the irradiance in watt ⋅ meters−1, and x y, , and z  are the CIE 1931 spectral tristimulus 
values.

When analyzing the reflection off an object, the values assume the color as seen under a standard 
light source.

  X k E x=
=∑ ( ) ( ) ( )λ λ λ λ

λ
Γ Δ

380

780
  (12)

  Y k E y=
=∑ ( ) ( ) ( )λ λ λ λ

λ
Γ Δ

380

780
  (13)

  Z k E z=
=∑ ( ) ( ) ( )λ λ λ λ

λ
Γ Δ

380

780
  (14)

where Γ(l) is the spectral reflectance or transmittance data, and

  k
E y

=
=∑

100
780

( ) ( )λ λ λ
λ

Δ
380

  (15)

Since y( )λ  is the photopic curve, k is a constant that can be used to couple the colorimetric (pho-
tometric) quantities with the radiometric ones. This can be expressed in equation form as

  E Yγ [ ] [ ]lm cm 683 W cm− −=2 2   (16)

because absolute luminous efficacy of the photopic curve at 555 nm is 683 lumens per watt.
The CIE 1931 chromaticity x, y, z coordinates are

  x
X

X Y Z
=

+ +
  (17)

  y
Y

X Y Z
=

+ +
  (18)

  z
Z

X Y Z
=

+ +
  (19)
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Similarly, the R, G, B tristimulus values are4

  R k P r=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (20)

  G k P g=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (21)

 B k P b=
=∑ ( ) ( )λ λ λ

λ
Δ

380

780
  (22)

where P(l) is the spectral power distribution in watts, and r g and b, ,  are the color-matching func-
tions of the CIE 1931 Colorimetric Observer.

The UCS 1960 u and n coordinates, and the UCS 1976 u′ and n ′ coordinates are3

  ν ν=
− +

= ′
6

12 12

y

y x 3

2

3
  (23)

  u
x

y x
u=

− +
= ′

4

12 2 3
  (24)

The CIE LAB/LUV color space calculations (1976) are calculated using the tristimulus values nor-
malized equally to Y = 100. Xn , Yn , and Zn are the tristimulus values of the reference white. The coor-
dinates can be defined in either the L∗a∗b∗ color space, or the L∗u∗n∗ color space. When X/Xn, Y/Yn, 
and Z/Zn are all greater than 0.01,

  L
Y

Yn

∗ =
⎛
⎝⎜

⎞
⎠⎟

−116 16

1 3/

  (25)

  a
X

X

Y

Yn n

∗ =
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

500

1 3 1 3/ /

  (26)

  b
Y

Y

Z

Zn n

∗ =
⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

200

1 3 1 3/ /

  (27)
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and f X X f Z Zn n( ) ( )/ and /  are defined in the same way, and

 u∗ = 13L∗(u′ − un′) (32)

n∗ = 13L∗(n ′ − nn′) (33)

These values represent a comparison to a standard illuminant for sources and an ideal white object 
illuminated by a standard illuminant for objects.3

The correlated color temperature is calculated using interpolation from a table of 30 isotempera-
ture lines. Roberton’s method, which uses successive approximation, should be accurate to within 
0.1 μrad, with a maximum error from 1600 to 3000 K of less than 0.2 K plus the measurement 
uncertainty. This technique should only be used for sources with chromaticities farther than 0.01 
from the Planckian locus.3

When using a spectroradiometer or spectrophotometer to measure transmission through a sam-
ple, the Beer-Lambert law, also known as Beer’s law is used to calculate the concentration of a sample 
solution. The absorbance A is defines as

  A = − log ( )10 τ   (34)

where t is the transmittance. The Beer-Lambert Law states:

  A cl= α   (35)

where c is the concentration, l is the path length, and a is the absorption coefficient.
The absorption coefficient is related to the wavelength by

  α π
λ

= 4 k
  (36)

where k is the extinction coefficient. 

Figures of Merit

Spectroradiometry measurements have large errors compared to other physical measurements. 
During an intercomparison of solar ultraviolet monitoring between 14 instruments the measured 
solar irradiances agreed to within 3 percent when the instruments remained outdoors, but the spec-
tral irradiance responsivities changed upon moving the instruments.5 In a 2002 intercomparison 
study by the project Quality Assurance of Ultraviolet Measurements in Europe (QASUME), the 
spread of absolute irradiance between spectroradiometers was 12 percent(±6 percent).6 There are 
two major reasons for the large uncertainties:

• The measurement has many dimensions—it is dependent on the magnitude of the flux, its posi-
tion on the entrance aperture, its direction, its wavelength distribution, and its polarization.

• The instability of measuring instruments and standards, which are very dependent on room con-
ditions such as temperature, and are frequently off by 1 percent or more.

Potential errors in spectroradiometer measurements include measurement noise, detector insta-
bility, wavelength instability, nonlinearity, directional and positional effects, spectral scattering, 
spectral distortion, polarization effects, and size of source effect.1

These errors can be characterized as3

• Random noise from the detector, electronics, and light source

• Systematic errors from
The measurement of the geometry
The calibration, including uncertainty from the calibration standard
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38.6  RADIOMETRY AND PHOTOMETRY

Noncosine collection of light
Stray light
Nonlinearity of the detector and its electronics 
Dark noise subtraction errors

• Periodic errors from drifts due to temperature, humidity, air movement, electronics, beating of 
AC sources, and changes in stray light

The way of calculating uncertainty was standardized in 1992 by the International Committee for 
Weights and Measures (CIPM), and the Guide to the Expression of Uncertainty in Measurement was 
published in 1993.7 There are two ways to determine the uncertainty of a component: A. statistically 
or B. “usually based on scientific judgment using all the relevant information available.”8

In spectroradiometry, Type B evaluation finds the upper and lower limits of the value (or cor-
rection), and then assumes a probability distribution between these values to obtain the standard 
uncertainty. If you have nothing to base the probability distribution on, you are instructed to 
assume that it is rectangular (uniform).

For example, for value a where a a a= −+ −( ) ,/2  where a+ is the upper limit and a− is the lower 
limit, the standard uncertainty is a/ 3 , but assuming a triangular distribution makes it a/ 6 , and a 
Gaussian distribution makes it a/3.

The collected uncertainties for each identified potential error combines as the square root of 
the sum of the squares, called the suggested or overall uncertainty. Often this value is multiplied by a 
constant, under current international practice of value 2, to form the expanded uncertainty.

CIPM requires that all the standard uncertainties and their derivation are included in the uncer-
tainty report.7,8

If your value for spectral irradiance can be expressed of the form

 E E c c c cnλ λ
report observed= + + + + +1 2 3 �   (37)

where Eλ
report is the reported spectral irradiance, Eλ

observed  is the measured value of the spectral irra-
diance, and the ci′s are the corrections mentioned earlier in this section, then by the CIPM method, 
the uncertainty U is calculated from the uncertainties u of the parts as follows

  U u E u c u c u c u= + + + + +2 2 2
1

2
2

2
3

2( ) ( ) ( ) ( )λ
observed � (( )cn

  (38)

Spectroradiometers are calibrated by use of a standard, which has a known value with a reported 
error. Assuming your system is linear,

  E
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s
s

λ λ
obs =   (39)

where S is the measurement and the superscript s refers to the standard.
Then, the uncertainty of the observed spectral irradiance can be calculated using
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The values for u(S) and u(Ss) are typically calculated by a Type B evaluation, while the standard 
lamp’s uncertainty u Es( )λ  is calculated from the uncertainty U reported by the standard lamp’s 
supplier.1
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38.3 GENERAL FEATURES OF 
SPECTRORADIOMETRY SYSTEMS 

There are four parts in every spectroradiometer system

• Input or fore-optics

• A monochromator

• A detector

• Electronics and software to analyze data

There is a fifth aspect to every spectroradiometer system, although it is not usually included on 
these types of lists, because it is not a “part” of the spectroradiometer. However, I believe it is impor-
tant to consider it while considering other fundamental parts of the system, because it is essential for 
the accurate measurement of optical radiation:

• Calibration, usually using standard lamps, reflectance standards, or a standard detector

The Input or Fore-Optics

The input optics gathers light from a specified field of view. The layout determines the quantity 
which is being measured. For example, when measuring spectral irradiance, the light must be dif-
fused, so an integrating sphere or diffusing plate is used, but when measuring spectral radiance, 
imaging optics control the solid angle and source area, so a focusing mirror is typically used. 
Transmittance can be measured by placing a light source at the entrance of the system, and measur-
ing the signal twice: with and without the object to be measured. However, an instrument dedicated 
to measuring transmittance may have a double beam optical design where the light source is split 
and recombines at the photodetector.

For measurements in the ultraviolet, or light below 190 nm, the radiation is absorbed by the 
oxygen in the air, so the whole system will be designed to be enclosed and under vacuum.

Telescoping input optics are used when the sources are large distances from the measurement 
system, turning a spectroradiometer into a telespectroradiometer. Mounting a microscope to the 
entrance port of the monochromator can make it possible to measure small radiating sources. 
Fiber-optic probes can be coupled directly to the monochromator, or in combination with any of 
the previously mentioned input optical devices.3

The Monochromator

The monochromator is the heart of the spectroradiometric system, because separating the radiation 
into its component wavelengths is the fundamental aspect of the system. While monochromators 
used to be made with prisms, they are now always made with diffraction gratings. Monochromators 
come in different sizes; a large monochromator will be more accurate, but a smaller monochroma-
tor can be easier to evacuate to measure the ultraviolet, or place in a dry carbondioxide-free enclo-
sure to measure the infrared.

The monochromator is designed to collumnate and focus light. After the entrance slit, light hits 
a collumnating element. Since light is often diverging when it reaches the slit, a concave mirror can 
form it into a collimated beam directed at the grating.

Generally, the grating will rotate so this beam hits it at different angles. There are also monochro-
mators with curved gratings, but they are limited in wavelength range.

The grating equation, which defines the wavelength of the diffracted flux to the angle of diffraction, is

  m dλ θ β= ±(sin sin )   (41)
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38.8  RADIOMETRY AND PHOTOMETRY

where m is an integer known as the order of diffraction, l is the wavelength, d is the distance between 
grooves, q is the angle of incidence, and b is the angle of diffraction. To remove higher orders (m>1), 
blocking filters that absorb short wavelengths while transmitting long wavelengths are used.

The maximum theoretical groove density is 2/l, although a practical limit is usually 0.85 of the 
maximum.

The efficiency of a monochromator is directly proportional to large grating area, short focal 
length, high groove density, long slit length, and high transmittance.1 However, there is a trade-off 
between this efficiency and accuracy, which requires large focal lengths. The f-number is the focal 
distance divided by the entrance slit. Large f-numbers (>3 or 4) are required because the mirrors are 
spherical, not parabolic, and introduce errors.3

The dispersion is the width of the band of wavelengths per unit of slit width, in nm/mm. The 
band pass is the spectral interval that may be isolated. If the dispersion at a groove density k is 
known, then the band pass can be calculated

  B n D n S nk k= ( ( ) )/   (42)

where B is the bandpass (in nm), nk (in grooves/mm) is the known groove density where D(nk) is its 
dispersion (in nm/mm), S is the slit width (in mm), and n (in grooves/mm) is the groove density of 
the grating used.

Bandpass should be small for the best precision. However, there is a trade-off between bandpass 
and geometrical entendue G the light gathering power of an optical system.

  G
hnmG B

F
A=

106
  (43)

where h is the slit height (mm), n groove density (groove/mm), m is order of the grating, GA area of 
the grating(mm2), B is the bandpass (nm), and F is the focal length (mm). The ratio h/F implies that 
the etendue may be increased by making the height of the entrance slit larger. However, this does 
not work as well in practice; increasing the height of the slit will increase stray light and may also 
increase the system aberrations, reducing the bandpass.

Geometrical entendue is a limiting function of system throughput.9

High signal, for which high throughput is necessary, is limited by bandpass. Sometimes the slit 
size is determined by other factors, like the field of view. But the slit size might be chosen to opti-
mize other factors. In this case, monochromatic sources behave differently from broadband sources, 
and mixed sources are a combination of the two. For a fluorescent lamp, which is a mixed source, as 
you decrease the bandpass, the peaks due to the monochromatic lines become much higher in pro-
portion to the broad emission spectra of the phosphors.3

In night vision systems, stray light becomes an important factor which affects system design. To 
limit stray light, a double monochromator system is used, where the output of the first monochro-
mator is the input of the second one. This can reduce typical stray light levels from 10−4 to 10−8.3

Some spectroradiometers are designed with multichannel detectors within the monochromator, 
or so multichannel detectors can be easily installed. Multichannel detectors can also eliminate the 
need to scan, reducing moving parts and allowing for longer integration times or quick measure-
ments of unstable or short-lived sources. However, they are not suitable for all types of spectral irra-
diance and radiance measurements, and spectral transmission, reflection and responsivity require 
the monochromatic light to exit the monochromator and interact with samples.

The Detector

The desired wavelength range will strongly influence the type of detector used. In Table 1 the 
approximate wavelength ranges of different spectroradiometry detectors are shown. Other impor-
tant factors in choosing a detector include the dynamic range, sensitivity, and response time 
required for the data, as well as environmental factors determining how rugged a detector is needed.
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The two types of detectors most commonly used in spectroradiometry are photomultiplier 
tubes and semiconductor devices, although thermal detectors have some very limited applications. 
Detector sensitivity is measured in noise equivalent power (NEP) or equivalent noise input (ENI), 
which basically mean the same thing, the minimum detectable signal, whose units can betaken in 
watts.1 The detectivity is the inverse of the NEP.

Photomultiplier tubes are the most sensitive detectors when used in their wavelength region, 
with ENIs ranging from 10−15 W at 1100 nm to 10−17 W from 850 nm to 200 nm and 5 × 10−16 W at 
110 nm. They are usually used from 200–850 nm, their range of greatest sensitivity. Silicon photodi-
odes have NEPs reported of 2 × 10−14 W at 1100 nm, 10−15 W at 850 nm, 5 × 10−15 W at 350 nm, and 
10−14 W between 300 and 200 nm. Silicon photodiodes are used in these wavelength ranges when the 
signal is sufficiently large, because they are more temperature stable and more rugged.1

From 1100 to 1800 nm, germanium photodiodes are the most sensitive, with NEPs in the 10−13 
W range, and lead sulfide photoconductors the most sensitive from 1800–3800 nm, with NEPs rang-
ing from 4 × 10−13 W to 4 × 10−12 W, although InAs may also be used in this range.1

Photomultipliers, germanium photodiodes, and PbS photoconductors would be cooled, but sili-
con photodiodes can operate at room temperature (25°C).

Thermal detectors are less sensitive, having NEPs of about 6 × 10−10 W, and have a flat response.1

When comparing detectors, it is also common to compare the normalized detectivity. There is 
some confusion in the nomenclature, in that sometimes this is D∗, and sometimes D∗ refers to the 
specific detectivity, which has a different definition. Therefore, I will refer to the normalized detec-
tivity as DN .

 D D ABN w=   (44)

where D is the detectivity, A is the detector area, and Bw is the detector bandwidth.
For example, the DN of an InAs photodiode is roughly the same as that of a PbS photoconductor 

at 3000 nm, and the rise time for InAs is one thousandth of PbS. At that specific wavelength, the two 
detector types have equivalent sensitivity, but InAs has a faster response. However, the DN drops off 
more rapidly for InAs at longer and shorter wavelengths than for PbS.1

Multichannel detectors are sometimes used for spectroradiometry. They have the advantage in 
spectral irradiance and radiance measurements that they can eliminate the need to scan, reducing 
moving parts and allowing for longer integration times, as well as making measurements of nonstable 
sources or short-lived, such as flashbulbs, explosions, and solar measurements during changing 
weather conditions, possible. Silicon photodiode linear arrays (PDAs) and charge-coupled detectors 
(CCDs) both singly and with microchannel plates (intensified arrays) are used, as well as a combina-
tion of microchannel plates with resisitive film called resisitive anode (MCP-RA’s).1 These detectors 
are temperature dependent and therefore require cooling. Noise is also a factor.

The NEP of array detectors is measured with respect to integration time. This is because array 
detectors operate in the capacitive-discharge mode, which collects charge for a period of time before 

TABLE 1 Approximate Wavelength Ranges of 
Different Spectroradiometry Detector Types

 Detector Wavelength Range

PMT 200–850 nm
Si photodiode 200–1100 nm
Ge photodiode 1100–1800 nm
InGaAs photodiode 850–1700 nm
PbS photoconductor 1–4.5 μm
PbSe photodiode 1–4.5 μm
InSb photodiode 1.5–5 μm
Pyroelectric 500 nm–50 μm
CCD 200–1100 nm
InGas PDA 800–1700 nm
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38.10  RADIOMETRY AND PHOTOMETRY

discharging, which will be discussed in more detail in the next section on electronics and software.
However, in Table 2 you can see a comparison of the NEP of the five different types of detectors at 
integration times of 5 seconds. It can be noted that CCD detectors have NEPs comparable with pho-
tomultiplier tubes, even without the advantage of multichannel detection.

While the detectors compared above were all cooled, there exist many commercial spectroradi-
ometers with multichannel detectors which are not cooled for applications where sensitivity is less 
important, such as projector calibration and film and video post production.

Signal to noise ratio is also a major concern when comparing detector types, but that is also 
dependent on the integration time. As a general rule, the signal to noise ratio is much lower for 
PDAs than other multichannel detectors, but at 0.5 second integration times, CCDs are superior.1

Spectral scattering is a more important concern with multichannel detectors than with single 
detectors. Interference filters are used to block the short wavelength scattered flux.

The Electronics and Software

In “The Detectors” section we have discussed photomultiplier tubes, semiconductor detectors 
(photodiodes and photoconductors), PDA-based detectors, and CCD-based detectors.

Photomultiplier tubes use a 250- to 2500-V power supply, and the gain of the detector is adjusted 
by changing the voltage of the power supply. The signal is the anode current, and the simplest way 
of measuring it is measuring the voltage drop over a load resistor. However, many problems can be 
eliminated by using an operational amplifier with a feedback resistor instead, creating a transimped-
ance current to voltage converter. For even lower signal to noise ratios, integrated current is used as 
the signal, and the amplifier is chosen to have a short enough time constant that the entire anode 
current is integrated during the entire sampling time. It is important to make sure that the integrat-
ing time is properly matched with the scanning time.

Photodiodes are usually used in the photovoltaic or unbiased mode to minimize noise. In this 
mode a voltage amplifier with a high-input impedance measures the voltage generated across the 
photodiode.

Photoconductors decrease in resistance when absorbing radiant flux. The detector is placed in 
series with a load resistor and a bias voltage. As the resistance of the detector decreases there is an 
increase in the voltage over the load resistor.

Lock-in amplifiers are often used with semiconductor detectors to decrease 1/f noise.
PDA-based detectors operate in the capacitive-discharge mode where the photodiodes store 

charge as well as sense light. The diodes are reverse biased for 5 V and then electrically isolated while 
being exposed to light. After an integration time, the charge required to bring the diode back to 5 V 
is measured.

CCD-based detectors have arrays of pixels that convert radiation to charge. Parallel gates between 
the pixels can release the charge at will. The charge is then moved along the channels of the arrays by 
changing the voltage at the gates, until it reaches an output shift register at the end of the channel. 
The charge is then amplified and measured. Sometimes neighboring pixel’s values are intentionally 
combined, which is known as binning or pixel summation.

TABLE 2 A Comparison of the NEP in Watts of Five Different 
Multichannel Detector Types with 5-Second Integration Times. 

 Detector Type 250 nm 550 nm 850 nm 1100 nm

Si PDA at −40°C 1.4 10−15 2.7 10−16 2.2 10−16 1.3 10−15

CCD at −110°C 6.0 10−18 1.6 10−18 1.0 10−18 2.5 10−17

Intensified Si PDA at −40°C 1.3 10−18 8.2 10−19 1.1 10−17

Intensified CCD at −110°C 1.3 10−18 8.3 10−19 1.1 10−17

MCP-RA at −30°C 2.0 10−18 1.3 10−18 7.3 10−18

This data is compiled from Tables 15.4, 15.6, 15.7, 15.9, and 15.11 of Ref. 1.
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While the readout of a single detector’s signal can be as simple as a digital voltmeter, in most 
cases spectroradiometric data will be recorded by a computer. Often it will be part of an automated 
system that also controls the drive mechanism. After the information is recorded by the computer, it 
is analyzed by the computer software. Examples of typical calculations performed on spectroradio-
metric data are in Sec. 38.2 “Definitions, Calculations, and Figures of Merit” under Calculations.

Calibration

To calibrate a spectroradiometer for irradiance and radiance, standard lamps are usually used, 
although standard detectors are available. While spectroradiometric standards available for use over 
the visible are based on the spectral radiance of a blackbody as defined by Planck’s radiation law, 
most commercially available blackbodies are used primarily in the infrared at wavelengths above 
1000 nm. Blackbodies suitable for the visible are very expensive because they must operate at tem-
peratures of 2500 K or higher, and are not practical for normal laboratory calibrations.3

Standard lamps introduce a certain degree of error; in the ultraviolet intercomparison in 2002 
where the error was 12 percent(±6 percent), 6 percent of that error was attributed to the calibra-
tion lamps.6 In earlier intercomparisons, it was more like 1.4 percent from 250 to 2400 nm, but 3 to 
4 percent in the infrared.1

Different lamps are used to calibrate over different wavelength regions. From wavelengths of 
250 to 2400 nm, tungsten lamps are used; below 250 nm, a deuterium lamp, argon miniarc, or syn-
chrotron radiation are used.1

In Table 3 the wavelength range of frequently used spectral irradiance and spectral radiance 
source standards is listed.

For a discussion of the history of calibration standards, and some additional standards see reference.3

The FEL 1000-W tungsten lamp is the most widely used source standard for spectral irradiance. 
It is a commercially available 1000-W clear quartz envelope tungsten-halogen, coiled coil filament 
lamp that is modified to a medium bipost base with 1/4-inch diameter stainless steel posts. It is 
5 inches high with a filament about 1 inch long and 1/4 inch in diameter. It is operated at 8-A DC 
and about 120 V. It is mounted base down with the steel post vertical and the optic axis of the spec-
troradiometer is horizontal. For more details of the calibration procedure, see reference.1

It is important to recognize that any individual standard lamp may develop problems. It is rec-
ommended to have three standard lamps, so if one changes significantly, you still will have two that 
agree. It is also standard procedure to transfer the calibration of your newly acquired standards to 
working standards, lamps that you calibrate using your detector and the NIST traceable standards 
that have been shipped to you. These lamps can be commercially acquired, but then you must age 
them for 40 hours at 120-V DV and check them for stability; they must have a drift of less than 
0.5 percent at 650 nm in 24 hours. The working standard should be compared to your three pur-
chased standards after 50 to 100 hours of use.

The responsivity of the spectroradiometer can be modeled from a measurement equation, 
although it is necessary to actually calibrate any system.

TABLE 3 The Wavelength Range of Frequently 
Used Spectral Irradiance and Spectral Radiance Source 
Standards

Irradiance
 Tungsten FEL lamp 250–2400 nm
 Deuterium lamp 165–350 nm
 Argon mini-arc 90–350 nm
Radiance
 Tungsten strip lamp 225–2400 nm
 Blackbody below 1000 K 1000–4000 nm
 Argon miniarc 90–350 nm
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If the monochromator is set to a wavelength l0, the spectral responsivity R( , )λ λ0  can be sepa-
rated into two parts: the slit scattering function ρ λ λ( , )0  which is an envelope around wavelength l0
and the overall responsivity as a function of wavelength Rf(l)

  R R f( , ) ( , ) ( )λ λ ρ λ λ λ0 0=   (45)

When put in an experimental setup shown in Fig. 1, the signal response for a monochromator, 
ignoring small corrections, is

  r
A A

r r d
L R dS D

S D

f( )
( )

( ) ( , ) ( )λ λ ρ λ λ λ λλλ0 2 2 2 0=
+ + ∫∫   (46))

where As is a circular aperture in front of a standard radiometric source of radius rs , AD is an aper-
ture a distance d away from the source in front of a focusing lens L of radius rD, and Ll(l) is of the 
Lambertian calibration source.10

If the constants are collected in a term C, and a suitably averaged luminance is used, the signal 
response can be calculated by

  r CL R df( ) ( ) ( , ) ( )λ λ ρ λ λ λ λλ λ0 0 0= ∫   (47)

Detector standards are also available. In this case, the assumption is that any drift is not very wave-
length specific. It is possible to interpolate between calibration laser wavelengths using a blackbody,10 
but that is not usually done, because it is very time consuming and probably an insignificant differ-
ence within the larger sources of error.1 Detectors that presently are suitable for use in transfer stan-
dards include silicon, germanium, and InGas photodiodes, and certain types of thermal detectors. The 
basic approach is to have the two detectors measure the same sources. A typical source is a continuous 
wave (CW) laser directed at the entrance aperture of an integrating sphere. Types of lasers which can 
be used are helium-neon, argon, krypton, helium-cadmium, Nd:Yag, and Ti:sapphire.11 When using a 
detector standard to calibrate a spectroradiometer’s spectral irradiance, the area of the entrance aper-
ture and spectral slit width become important and must be taken into account, so it is not a simple 
measurement.1

Spectroradiometers are used for reflectance measurements as well as irradiance and radiance 
measurements. For these purposes, reflectance standards are used for calibration. A number of reflec-
tance standards are available which have been developed for spectroscopy applications, as well as to 
calibrate colorimeters and spectrophotometers. Specular reflectance standards are calibrated mirrors, 
and diffuse reflectance standards are made of material similar to the inside of integrating spheres.

Labsphere makes Spectralon into a diffuse white standard and a selection of diffuse gray and color 
standards, which are calibrated and NIST traceable. Halon, a trade name for polytetrafluoroethylene 

Source

Aperture As Aperture AD

d
Lens L
(radius rD)

Monochromator

Slit
S1

Slit
S2

Detector

FIGURE 1 A schematic of the experimental setup to measure the spectroradiometer’s 
responsivity.
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(PTFE) powder (which is also used to coat integrating spheres) is also used to make NIST traceable 
reflectance standards. In a round-robin intercomparison of bidirection diffuse reflectance (BRDR) 
four types of diffuse reflectors (spectralon, halon, sintered halon, and vacuum deposited aluminum 
on a ground aluminum surface) were measured at five laboratories. These four types of standards 
were chosen because of their different scattering mechanisms; Spectralon and pressed PTFE scatter 
from the bulk, aluminum scatters from the surface, and sintered PTFE scatters from both the bulk 
and the surface. The purpose of this experiment was to test the laboratories, not the standards, but 
there was general agreement with the NIST specifications to 2 percent.12

38.4 TYPICAL SPECTRORADIOMETRY 
SYSTEM DESIGNS 

Spectral Irradiance and Radiance

The input optics for spectral irradiance measurements require a diffuser in order to eliminate or 
reduce directional, positional, and polarization effects. This diffuser can be an integrating sphere 
coated with Halon, which is the best choice for sunlight and large or irregularly shaped sources, a 
plane reflector diffuser coated with BaSO4, or a transmitting diffuser made of teflon.

In Fig. 2 we see a block diagram of a spectroradiometer designed to measure spectral irradi-
ance. The basic steps that have to be taken are the signal must be diffused (cosine corrected), then 
wavelength selected by the monochromator, after which it is detected by the detector, amplified and 
analyzed.

In certain special cases, such as when measuring the spectral irradiance of point sources or col-
lumnated sources, and if the spectroradiometer responds uniformly over the angular field viewed, 
no input optics are necessary. However, most of the time input optics are necessary. In Fig. 3 we 
see a typical setup of the input optics for measuring the irradiance of a large source using a small 
integrating sphere and a spherical mirror. A typical small sphere may have a 2.5-cm outer diameter 
with a 3-mm-thick PTFE coating (or BaSO4 in the 310 to 350 nm wavelength region, where PTFE 
fluoresces weakly), and a circular entrance port of 1 cm2 and a rectangular exit port with dimensions 

Irradiance
source

Diffuser Monochromator Detector Amplifier

Signal

FIGURE 2 Block Diagram to measure spectral irradiance.

Integrating
sphere

Monochromator

Spherical
mirror

Source

FIGURE 3 Typical setup of the input optics for measuring the irradiance of 
a large source using a small integrating sphere and a spherical mirror.
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3 mm × 12 mm. The radiation which has one reflection does not get into the monochromator 
because it is reflected away from the spherical mirror. The radiation that does reach the monochro-
mator is independent of the direction and position of the incident flux. However, it is worth noting 
that the attenuation of a system of this type is large.

In Fig. 4 we see more compact input optics to measure irradiance. The disadvantages are that the 
sphere is harder to reach, position, and orient, and more stray flux reaches the monochromator.

In Fig. 5 we see typical input optics using a plane diffuser instead of an integrating sphere. In Fig. 6 
we see typical input optics using a transmitting diffuser.

In Fig. 7 we see the schematic of a single monochromator and Fig. 8 we see the schematic of a 
double monochromator. Both of these designs assume an external detector outside the exit slit. In 
Fig. 9 we see the layout of a single grating monochromator with a built-in multichannel detector.

The input optics for measuring spectral radiance form an image of the source on the entrance 
port of the monochromator. Possible geometries include a plane and spherical mirror which focus 

Integrating
sphere

Monochromator

Source

FIGURE 4 Measuring irradiance 
directly using an integrating sphere.

Plane diffuser

Baffle

Source

Spherical
mirror

Monochromator

(a)

Monochromator

Plane diffuser

Source

(b) (c)

MonochromatorPlane diffuser

Source

FIGURE 5 Typical setups using a plane diffuser to measure irradiance: (a) with a spherical 
mirror, (b) and (c) directly reflected off the diffuser into the sphere.
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(a) (b)

Source Source

Monochromator Monochromator

Plane thin teflon Oval thin teflon

FIGURE 6 Typical input optics for irradiance measurements 
using a (a) plane thin teflon diffuser and (b) oval shaped thin teflon 
diffuser.
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Grating
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Collimating
mirror

Focusing
mirror

FIGURE 7 Schematic of a single monochromator.

Grating

Exit slit

Entrance
slit

Grating

FIGURE 8 Schematic of a double monochromator.
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the radiation on the entrance slit, and a field of view baffle attachment to limit the acceptance angle 
of the monochromator.

In Fig. 10 we see the simplest input optics for measuring spectral radiance. However, it is much 
more likely you are using a system that measures both irradiance and radiance. In that case, your 
input optics are more likely to look like Fig. 11, where a mirror will reflect the light away from the 
integrating sphere, and toward the spherical mirror.

The same monochromator and detection electronics would be used for irradiance and radiance 
measurements.

Entrance
slit

Grating

Collimating
mirror

Focusing
mirrorMultichannel

detector

FIGURE 9 Schematic of a single monochromator with a built-in multichannel 
detector.

Monochromator

Radiance standard

FIGURE 10 Measuring spectral radiance.

Radiance
lamp

Integrating
sphere

Monochromator

Plane
mirror

Spherical
mirror

FIGURE 11 System for measuring both irradiance and radiance. The radi-
ance setup adds a plane mirror and measures the radiance lamp. The irradiance 
setup removes the plane mirror and measures light after it passes the integrating 
sphere.
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Spectral Transmittance

Spectral transmittance measurements use the source and monochromator to create monochromatic 
radiation, rather than to measure it. The goal is to pass the radiation through a sample, to measure 
the sample’s properties. This application is of vast importance to biology and chemistry, and there 
are many commercially available spectroradiometers dedicated to measuring transmittance and 
reflectance, known as spectrophotometers.

Chemists use absorbance spectroscopy to obtain qualitative and quantitative information about 
samples, using the Beer-Lambert law, also known as Beer’s law, as was discussed in Sec. 38.2. Most 
spectrophotometers use a dual or double beam configuration, as is shown in Fig. 12. This experi-
mental design measures regular transmittance, the signal that passes directly through the sample 
without being scattered and follows Snell’s law. The output is the ratio of the signal in the sample 
beam to the signal in the reference beam with respect to wavelength. It is necessary to ensure that 
the only difference between the sample beam and the reference beam is the quantity to be measured, 
which implies that liquid cells with equal amounts of solute, or gas cells with equal amount of car-
rier gas, should be placed in the reference beam.13

Because of fluorescence, broadband illumination may have different results than monochro-
matic illumination. This should be considered when measuring transmittance and the setup should 
approximate the same manner in which the material will be used. Total spectral transmission, which 
is a combination of regular and diffuse transmission requires the addition of an integrating sphere 
after the beam transmits through the sample.3

Spectral Reflectance

Manufacturers use spectral reflectance information to provide color information about inks and 
textiles. There exist several spectral libraries (USGS,14 Johns Hopkins,15 JPL16) which contain almost 
2000 spectra of powdered materials for use in spectroscopy, measured by using spectrophotometers 
and spectrometers in the diffuse reflectance mode.

Source

(a)

(b)

Monochromator
Chopper

Mirror

Mirror

Mirror

Mirror

Reference

Sample

Source

Monochromator

Splitter

Mirror

Mirror

Reference

Sample

Detector

Detector

Detector

FIGURE 12 Spectrophotometer measuring spectral transmission: (a) dual-beam 
design and (b) double beam design.
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Figure 13 is a spectroradiometer configured for measuring diffuse spectral reflectance. There is a 
double beam design, allowing for the comparison method of using a diffuse reflectance standard. An 
integrating sphere collects the diffuse radiation, with a removable light trap allows the user to block 
spectral reflectance. If the light trap is not in place, total reflectance, rather than diffuse reflectance, 
is measured. The sample to be measured is placed in the sample port, and the standard is placed in 
the comparison port. The detector is perpendicular to the samples and the incident radiation.

Figure 14 is a spectroradiometer configured for measuring specular spectral reflectance. Specular 
reflectance can be measured at various angles of incidence, including 0° for a 100 percent reading. 
A calibrated mirror (specular reflectance standard) is not necessary in this design.

Spectral Responsivity

In 38.3 General Features of Spectroradiometer Systems under “Calibration” we discussed how to 
calculate the spectral responsivity (see Fig. 1) of the spectroradiometer. Once that is known, spectro-
radiometers can be used to find the spectral responsivity of other detectors.

A spectroradiometer can be configured to measure detector spectral responsivity. The first step uses 
the spectroradiometer’s standard detector to measure the monochromatic flux or irradiance of the 
source, generating a function rs(l) for the standard detector, which has a known responsivity of RS(l).

FIGURE 13 Schematic of a spectroradiometer measuring diffuse spectral 
reflectance.
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Mirror (to direct ray)
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FIGURE 14 A schematic of a spectroradiometer measuring specular spectral reflectance.
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These values should not be confused with the responsivity of the total spectroradiometer system. 
This responsivity of the spectroradiometer system includes both the scatter from the slits and the 
detector responsivity. In this case we a singling out the detector responsivity. A NIST traceable stan-
dard silicon detector is usually used for measurements over the visible spectrum.3

Then the detector is replaced with the detector to be tested, and a signal response of rt(l) is gen-
erated. The responsivity of the test detector Rt(l) will be

  R r r R rt t t s s( ) ( ) ( ) ( ) ( ) ( )λ λ λ λ λ λ= =/ /Φ   (48)
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39.1 INTRODUCTION

Nonimaging optics is primarily concerned with efficient and controlled transfer of radiation. 
Nonimaging refers to the fact that image formation is not a fundamental requirement for efficient 
radiation transfer; however, image formation is not excluded and is useful in many cases. The two 
main aspects of radiation transfer that nonimaging optics attempts to solve are maximizing radia-
tion transfer and creating a controlled illuminance distribution. These two problem areas are often 
described as concentration and illumination. Many systems require a blending of the concentration 
and illumination aspects of nonimaging optics, with an important example being the creation of a 
uniform illuminance distribution with maximum collection efficiency.

Solar collection is an area in which one of the dominant requirements is to maximize the con-
centration of flux collected by a receiver of a given size (e.g., the irradiance). Any small patch of area 
on the receiver surface can collect radiation from a hemispherical solid angle. A related problem 
exists in the detection of low levels of radiation (e.g., Cherenkov counters,1 infrared detection,2 and 
scintillators3). Nonimaging optics provides techniques to simultaneously maximize the concentration 
and collection efficiency. The compound parabolic concentrator4 is the most well known nonimaging 
device and has been extensively investigated over the past 40 years.

In addition, there are situations in which collected solid angle must be less than a hemisphere, 
but the flux density must still be maximized. For a given solid angle and receiver size, the problem 
is then to maximize the average radiance rather than the irradiance. For example, many fibers only 
propagate flux that enters the lightpipe within the fiber’s numerical aperture (NA), and minimizing 
the size of the fiber is a key aspect to making practical fiber optic lighting systems.5 Projector systems 
often require maximum flux density at the “film gate,” but only the flux reimaged by the projection 
lens is of importance.6,7

The collected flux must often satisfy certain uniformity criteria. This can be especially impor-
tant when the luminance of the source of radiation varies or if the flux is collected in a way that 
introduces nonuniformities. Nonimaging optics provides techniques to control the uniformity. 
Uniformity control can sometimes be built into the optics used to collect the radiation. In other 
cases, a separate component is added to the optical system to improve the uniformity.
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39.2  RADIOMETRY AND PHOTOMETRY

Uniformity control tends to be created using two main approaches: tailoring and superposition. 
Tailoring transfers the flux in a controlled manner and uses knowledge of the source’s radiance 
distribution.8 Superposition takes subregions of a starting distribution and superimposes them to 
provide an averaging effect that is often less dependent on the details of the source than tailoring. 
In many systems, a combination of tailoring and superposition is used. Examples of nonimag-
ing approaches to uniformity control include mixing rods, lens arrays, integrating spheres, faceted 
reflectors, and tailored surfaces.

The emphasis of this chapter is on the transfer of incoherent radiation. Many of the techniques 
can be applied to coherent radiation, but interference and diffraction are only mentioned in passing.

39.2 BASIC CALCULATIONS

Some of the terms used in nonimaging optics have yet to be standardized. This section is an effort to 
collate some of the most common terms.

Photometric and Radiometric Terminology

Understanding nonimaging optics can sometimes be confusing if one is not familiar with photo-
metric and radiometric terminology. This is especially true when reading papers that cross disciplines 
because terminology usage has not been consistent over time. Reference 9 discusses some of these 
terminology issues.

This chapter is written using photometric terminology. Photometry is similar to radiometry 
except that photometry weights the power by the response of the human eye. For readers more 
familiar with radiometric terminology, a chart showing the relationship between some of the most 
common photometric terms and radiometric terms is shown in Table 1. Reference 10 describes radi-
ometry and photometry terminology in more detail.

Exitance and emittance are similar terms to irradiance; however, they denote the case of flux at 
the surface of a source, whereas irradiance applies to any surface. There are numerous textbooks and 
handbooks on radiometry and photometry.11−16

Etendue

Etendue describes the integral of the area and the angular extents over which a radiation transfer 
problem is defined. Etendue is used to determine the trade-off between the required area and angu-
lar extents in nonimaging optic designs. Reference 17 provides a brief review of various etendue 
descriptions with copious references to other work. 

TABLE 1 Photometric and Radiometric Terminology

 Quantity Radiometric Photometric

Power or flux Watt (W) Lumen (lm)
Power per unit area Irradiance, W/m2 Illuminance, lm/m2 = lux (lx)
Power per unit solid angle Radiant intensity, W/sr Luminous intensity, 
   lm/sr = candela (cd)
Power per unit solid angle 
 per unit projected area 
      or  Radiance, W/m2-sr Luminance, cd/m2

Power per unit projected 
 solid angle per unit area
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One definition of etendue is

 etendue = ∫∫n dAd2 cos( )θ Ω  (1)

where n is the index of refraction and q is the angle between the normal to the differential area dA
and the centroid of the differential solid angle dΩ.

In phase space nomenclature (e.g., Ref. 4, Appendix A), etendue is described by

 etendue = = ∫∫∫∫dxdyndLndM dxdydpdq  (2)

where dL and dM are differential changes in the direction cosines (L, M, N), dx dy is the differential 
area, and dp dq is the differential projected solid angle within the material of index n. The term phase 
space is often used to describe the area and solid angle over which the etendue integral is performed.

Luminance

Luminance divided by the index of refraction squared is the ratio of the differential flux dΦ to the 
differential etendue:

 L n d d d n dAd/ / etendue /2 2= =Φ Φ Ω[ cos( ) ]θ  (3)

The L/n2 over a small area and a small angular extent is constant for a blackbody source (e.g., 
Ref. 18, p. 189). A consequence of constant L/n2 is that if optical elements are added to modify the 
apparent area of the small region, then the angular extent of this small area must also change.

If the source of radiation is not a blackbody source, then flux that passes back to the source can 
either pass through the source or be reflected by the source. In this case, L/n2 can increase. One exam-
ple occurs with discharge sources where a spherical mirror is used to reflect flux back through the 
emitting region. Another example is observed by evaluating the luminance of tungsten in a coiled fil-
ament. The luminance is higher at the filament interior surface than the exterior surface because the 
interior filament surface emits radiation and also reflects radiation that is emitted from other coils.

Lambertian

In many situations the luminance of a radiation source does not vary as a function of angle or 
position. Such a source is often called a Lambertian radiator. In some nonimaging literature, the 
term isotropic is used. The context in which isotropic is used should be evaluated because isotropic is 
sometimes used to describe isotropic intensity instead of isotropic luminance.

If constant L/n2 can be assumed for a given system, then etendue is an important tool for under-
standing the trade-offs between angular and spatial distributions. Etendue has been used to understand 
the limits to concentration,4 projection display illumination,19 and backlit display illumination.20 
Reference 21 investigates the situation where there is a spectral frequency shift.

In the imaging community, etendue conservation arises in many situations and is often described 
using the Lagrange invariant. Because imaging systems can often make paraxial assumptions, the 
approximation tan (q) = sin (q) is often used; however, sin (q) should be used when the collection 
angles become large.

Clipped Lambertian

An aperture with a clipped Lambertian distribution is one where the source of flux appears to be 
Lambertian, but only over a finite range of angles. Outside of that range of angles, there is no flux 
and the range of angles is assumed to be constant across the aperture. The most common example is 
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when the source is at infinity and the flux at a planar aperture is considered. A clipped Lambertian 
distribution is also often found at an intermediate surface within an optical system. The terms limited
Lambertian and restricted Lambertian are also used.

Generally, a clipped Lambertian distribution is defined across an aperture and the illuminance 
across the aperture is constant (e.g., a spatially uniform clipped Lambertian distribution). Another 
common distribution is a spatially uniform apodized Lambertian. In this case, the angular distribu-
tion is spatially uniform but the luminance is not Lambertian. A clipped Lambertian is a special case 
of an apodized Lambertian. The output of a fiber-optic cable is often assumed to have a spatially 
uniform apodized Lambertian distribution.

The etendue for clipped Lambertian situations is straightforward to compute. Consider the case 
of an infinite strip of width 2R with a clipped Lambertian distribution defined between ±qmax, rela-
tive to the surface normal. The etendue per unit length for this 2D clipped Lambertian case is

 etendue2D = n R( )( sin )max2 2 θ  (4)

2D refers to a trough or extruded geometry and typically assumes that the distribution is infinite 
in the third dimension. Mirrors can often be placed at the ends of a finite length source so that the 
source appears to be infinitely long.

For a Lambertian disk with a half cone angle of qmax, the etendue is

 etendue Area3D = =n n R2 2 2 2 2sin sinmax maxπ θ π π θ  (5)

In a system where the etendue is preserved, these etendue relationships highlight that increasing 
either qmax or R requires a reduction in the other, as depicted in Fig. 1.

Hottel Strings

The etendue relationships described by Eqs. (4) and (5) are primarily defined for the case of a 
clipped Lambertian source. Such situations arise when the source is located at infinity (e.g., solar 
collection) or when considering the output of a fiber-optic cable. When the angular distributions 
vary spatially, Ref. 22 provides a method to compute the etendue that is very simple to use with 2D 
systems. The method is straightforward for the case of a symmetric system or an off-axis system, and 
even if there is an absorber positioned between the two apertures. The method is depicted in Fig. 2, 
where the etendue of the radiation that can be transferred between AB and CD is computed.

For a rotationally symmetric system, the etendue between two apertures (e.g., left side of Fig. 2) 
has been shown by Ref. 23 to be (p 2/4) (AD–AC)2. Reference 24 has provided a generalized treat-
ment of the 3D case.

FIGURE 1 Graphical representation 
of etendue preservation.
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FIGURE 2 Hottel’s crossed string rela-
tionship for computing etendue. This figure 
shows a symmetric case (a) and an asymmetric 
case (b) where the 2D etendue between aper-
ture AB and CD is (AD-AC + BC-BD). In (c), 
radiation is blocked below point E and the 
etendue is (AD-AC + BC-BED).
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Solid Angle and Projected Solid Angle

Solid angle is the ratio of a portion of the area of a sphere to the square of the sphere radius (see 
Chap. 3, and Refs. 24 and 25) and is especially important when working with sources that radiate 
into more than a hemisphere. Solid angle is directly applicable to point sources; however, when the 
size of the sphere is large enough, the solid angle is still used to characterize extended sources. For 
solid angle to be applied, the general rule of thumb is that the sphere radius should be greater than 
10 times the largest dimension of the source, although factors of 30 or more are required in preci-
sion photometry (e.g., Ref. 26, pp. 4.29–4.31).

The etendue is sometimes called the area-solid angle product; however, this term can often cause 
confusion because etendue is actually the projected-area-solid-angle product [cos q dA dΩ] or area-
projected-solid-angle product [dA cos q dΩ]. Reference 27 discusses some distinctions between 
projected solid angle (PSA) and solid angle. An important implication of the cosine factor is that the 
solid angle for a cone with half angle q is

 Solid angle /cone = − =2 1 4 22π θ π θ[ cos ] sin ( )  (6)

but the projected solid angle for the cone is

 Projected solid anglecone =π θsin2  (7)

For a hemisphere, the solid angle is 2p and the PSA is p. This factor of 2 difference is often a 
source of confusion. PSA and solid angle are pictured in Fig. 3.

If the luminance at the receiver is constant, then PSA times luminance provides illuminance. 
Nonuniform luminance can be handled using weighted averages.28

In the 2D case, the projected solid angle analog is simply projected angle, and is 2 sin q for angles 
between ±q or |sinq1 − sin q2| for angles between q1 and q2.

Concentration

Concentrators can be characterized by the ratio of the output area to the input area.29 For an ideal
system, the etendue at the input aperture and the output aperture are the same, which leads to the 
ideal concentration relationships

 Concentration /2D out out in in= n nsin ( sin )θ θ  (8)

 
Concentration /3D out

2
out in

2
in= n nsin ( sin )2 2θ θ

 
(9)

where the input and output distributions are clipped Lambertians, qin is the maximum input angle, 
and qout is the maximum output angle. Maximum concentration occurs when sin qout = 1, so that the 

Projected area of
intersected surface area of sphere

Max area = pR2

Max projected solid angle = p

Intersected surface area of sphere
Max area = 4pR2

Max solid angle = 4p

FIGURE 3 PSA (left) versus solid angle (right).
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39.6  RADIOMETRY AND PHOTOMETRY

maximum concentration ratios for 2D and 3D symmetric systems in air are 1/sin qin and 1/sin2 qin, 
respectively. Concentrating the flux within a dielectric medium further increases the concentration 
ratio by a factor of n2

out in the 3D case and nout in the 2D case.
In general, maximum concentration occurs when the phase space of the receiver is completely 

filled (i.e., all portions of the receiver are illuminated from all angles). Maximum concentration 
can be obtained if the etendue of the input is greater than the etendue of the output. In this case, 
however, the efficiency of the system is less than 1. One example of this is provided by a two-stage 
system where the second stage is an ideal maximum concentrator and the etendue of the first stage 
is greater than the etendue of the second stage.30,31 Such a system is not conventionally considered 
ideal because not all of the flux from the first stage is coupled into the entrance aperture of the sec-
ond stage.

Dilution

Dilution is a term that is used to describe the situation in which the phase space of the receiver is 
unfilled. Consider the situation where a Lambertian disk of radius 1 is coupled directly to a receiver 
of radius 2. In this case, the area of the receiver is underfilled and represents spatial dilution. An 
example of angular dilution occurs when flux is transferred to a receiver using multiple discrete 
reflector elements. If there are gaps between the reflector elements, then the angular distribution of 
the flux incident on the receiver possesses gaps. The phrase etendue loss is also used to describe situ-
ations in which dilution is present.

39.3 SOFTWARE MODELING 
OF NONIMAGING SYSTEMS

The computer simulation of nonimaging systems is quite different from the computer simulation of 
imaging systems. Modeling of nonimaging systems typically requires three major items that imaging 
designers either do not need or tend to use infrequently. These are nonsequential ray tracing, spline 
surfaces, and modeling extended sources. Extended sources are often modeled using Monte Carlo 
techniques. Other differences include the need to model more complex surface properties including 
scattering surfaces; new methods to present simulation results including luminance, illuminance, 
and intensity distributions; and improved visualization because of the more complex geometries 
typically involved in nonimaging systems.

Nonsequential Ray Tracing

Nonsequential ray tracing means that the order of the surfaces with which the rays interact is not 
predetermined. In fact, rays can hit a single surface multiple times, which is especially common 
when skew rays are investigated. Nonsequential surfaces are especially important in the software 
modeling of lightpipes32,33 and prisms.

Spline Surfaces

Spline surfaces have been successfully applied to the design of nonimaging optical systems. 
Design work in this area includes genetic algorithm-based approaches,34,35 neural networks,36 and 
variational principles.37 Automotive headlamp designs also use spline surfaces routinely. Spline 
surfaces are also extremely important in computer-aided drafting (CAD) data exchange formats 
(e.g., IGES, STEP, and SAT) where Non-Uniform Rational B Splines (NURBS) have found tre-
mendous utility.
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Monte Carlo Techniques

Monte Carlo simulations are used to determine the intensity and/or illuminance distribution for 
optical systems. Typically, Monte Carlo techniques are used to model the source and/or surface 
properties of nonspecular surfaces. Reference 38 discusses some of the issues regarding Monte Carlo 
simulations. Some nonimaging systems that have been evaluated using Monte Carlo ray traces 
include an end-to-end simulation of a liquid crystal display (LCD) projector system,39 light-emitting 
diodes,40 integrating spheres,41,42 scintillating fibers,43,44 stray light,45,46 and automotive headlamps.47

Source Modeling

Monte Carlo modeling of sources typically falls into three categories: point sources, geometric build-
ing blocks, and multiple camera images. Point sources are the simplest approach and are often used 
in the early stages of a design because of simplicity. Measured data, sometimes called apodization 
data, can be applied to a point source so that the intensity distribution of the source matches real-
ity. The projected area of the source as seen from a given view angle can often be used to estimate 
the apodization data8,48 when measurements are unavailable. Since the luminance of a point source 
is infinite, point source models are of limited utility when etendue limitations must be considered. 
Geometric models create the source through the superposition of simple emitters (e.g., disks, spheres, 
cylinders, cubes, ellipsoids, toroids). The simple emitters are typically either Lambertian surface emit-
ters or isotropic volume emitters, and the emitters can have surface properties to model effects that 
occur when flux propagates back through the emitter. The simple emitters are then combined with 
models of the nonemissive geometry (e.g., bulb walls, electrodes, scattering surfaces) to create an 
accurate source model. Apodization of the spatial and/or angular distributions of sources can help to 
improve the accuracy of the source model. In the extreme, independent apodization files can be used 
for a large number of view angles. This often results in the use of multiple source images,49,50 which 
has seen renewed interest now that charge-coupled device (CCD) cameras have matured.51−55

The most typical Monte Carlo ray trace is one in which the rays traced from the source are 
independent of the optical system under investigation. When information about the portions of the 
source’s spatial and angular luminance distribution that are contributing to a region of the intensity/
illuminance distribution is available, importance sampling can be used to improve the efficiency of 
the ray trace. An example of such an approach occurs when an f/1 condenser is used to collect the 
flux from a source. Use of importance sampling means that rays outside of the f/1 range of useful 
angles are not traced.

Backward Trace

When a simulation traces from the source to the receiver, rays will often be traced that land outside of 
the region of the receiver that is under investigation. A backward ray trace can eliminate those rays by 
only tracing from the observation point of interest. The efficiency of the backward ray trace becomes 
dependent upon knowing which ray directions will hit the receiver. Depending upon the details of 
the system and prior knowledge of the system, backward tracing can often provide far more efficient 
use of traced rays when only a few observation points are to be investigated. Use of the backward ray 
trace and examples for a number of cases have been presented.28 Backward ray tracing has also been 
called the aperture flash mode.56

Field Patch Trace

Another trace approach is the field patch, where rays are traced backward from a point within 
the optical system and those rays are used to determine which rays to trace forward. Reference 56 
describes the prediction of a distribution by summing results from multiple field patches. This 
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type of approach is especially useful if the effect of small changes in the system must be quantified 
because shifting the distributions and resuming can approximate small changes.

Software Products

There are many optical software vendors that have features that are primarily aimed toward the illu-
mination market. A detailed comparison of the available products is difficult because of the speed at 
which software technology progresses. A survey of optical software products has been performed by 
Illuminating Engineering Society of North America (IESNA) and published in Lighting Design and 
Application.57,58

39.4 BASIC BUILDING BLOCKS

This section highlights a number of the building blocks for designing systems to collect flux when 
the angles involved are large. Many of these building blocks are also important for imaging optics, 
which reflects the fact that image formation is not a fundamental requirement for nonimaging 
optics but that image formation is often useful.

Spherical Lenses

Spherical lenses are used in nonimaging systems although the aberrations can limit their use for 
systems with high collection angles. The aplanatic points of a spherical surface59 are sometimes 
used to convert wide angles to lower angles and remain free of all orders of spherical aberration 
and low orders of coma and astigmatism. There are three cases60 in which a spherical surface can 
be aplanatic:

1. The image is formed at the surface (e.g., a field lens).

2. Both object and image are located at the center of curvature.

3. The object and image are located on radii that are rn/n′ and rn′/n away from the center of curva-
ture of the spherical surface.

Case 3 is used to construct hyperhemispheric lenses that are often used in immersed high-power 
microscope objectives. Such lenses can suffer from curvature of field and chromatism (see Ref. 60, 
pp. 258–262, and Ref. 61). Some example aplanats are shown in Fig. 4.

Hyperhemispheric lenses can also be used in LED packages62 and have been used in photographic-
type objectives and immersed IR detectors. Aplanatic surfaces for use as concentrators have been 
investigated63 and can be nearly ideal if the exit surface is nonplanar (Ref. 4, pp. 37−38).

Aspheric Lenses

Spherical lenses have been the workhorse of the imaging industry because of the simplicity and 
accuracy with which they can be manufactured. Design requirements, especially the speed of the 
system, often necessitate the use of aspheric surfaces in nonimaging optics. Fortunately, the accuracy 
with which the surface figure must be maintained is often less severe than that of an imaging system. 
Aspheric lenses are often used as condensers in projection systems including LCD projectors, auto-
motive headlamps, and overhead projectors.

The classic piano aspheric examples are the conic lenses where the eccentricity is equal to 1/n
with the convex surface facing the collimated space and eccentricity = n with the piano surface 
facing the collimated space (see, for example, Ref. 64, pp. 112−113, and Ref. 65, pp. 100−103). 
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NONIMAGING OPTICS: CONCENTRATION AND ILLUMINATION  39.9

Examples are shown in Fig. 5. The paraxial focal lengths are Rn/(n – 1) and R/(n – 1), respectively, 
where R is the radius of curvature. These examples provide correction for spher ical aberration but 
still suffer from coma.

Refractive aspheric surfaces are often used in the classic Schmidt system.60,66 Reference 67 has 
described a procedure for determining the aspheric profile for systems with two aspheric surfaces 
that has been adapted to concentrators by Minano.68

Fresnel Lenses

The creation of a lens using a symmetric arrangement of curved prisms is typically attributed to 
A. J. Fresnel and commonly called a Fresnel lens. General descriptions of Fresnel lenses are available.69,70

Fresnel lenses provide a means to collect wide angular distributions with a device that can be easily 
molded. Standard aspheric lenses can be molded, but the center thickness compared to the edge 
thickness adds bulk and fabrication difficulties.

(d)

(c)(b)(a)

(e) (f)

FIGURE 4 Several aplanats used to concentrate a virtual 
source. (a–c) The rays superimposed on top of the aplanats. 
(d−f ) the ray trace. (d) A meniscus lens with hyperhemisphic 
outer surface and a spherical surface centered about the high 
concentration point. (e) A hyperhemisphere. ( f ) A hyperhemi-
sphere with curved output surface.

(a) (b) (c)

FIGURE 5 Conic collimators. (a) e = 1/n and f = Rn/(n − 1). (b)e = n and f = R/(n – 1). 
(c) e = 1/n with other surface being spherical. e = eccentricity, n = index of refraction, k = −e2.
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39.10  RADIOMETRY AND PHOTOMETRY

In imaging applications, Fresnel lenses are used, but the system designer must be careful to consider 
the impact of the facets on the image quality. The facet structure is also important in nonimaging appli-
cations where the use of facets introduces losses either by blocking flux or by underfilling the aperture, 
which typically results in an etendue loss.

Fresnel lenses have two main variations: constant-depth facet structures and constant-width facet 
structures (see Fig. 6). As the width of the facets becomes smaller, the effects of diffraction should be 
considered.71 Although Fresnel lenses are typically created on planar substrates, they can be created 
on curved surfaces.72,73

The design of a Fresnel lens requires consideration of the riser angle (sometimes called the draft 
angle) between facets.74,75 A typical facet is depicted in Fig. 7. The riser angle should be designed to 
minimize its impact on the rays that are controlled by the facets that the riser connects.

Total Internal Reflection Fresnel Lenses As the Fresnel lens collection angle increases, losses at the 
outer facets increase.76 One solution is the use of total internal reflection (TIR) facets. In this case, 
the flux enters the substrate material, hits the TIR facet, and then hits the output surface. The enter-
ing, exiting, and TIR facets can also have power in more sophisticated designs. The basic TIR Fresnel 
lens idea has been used in beacon lights since at least the 1960s.77 TIR Fresnel lenses have received 
more recent design attention for applications including fiber illumination, LEDs, condensers, and 
concentrators.76,78−82 Vanderwerf 83 investigates achromatic issues with catadioptric Fresnel lenses.

In some applications, the TIR Fresnel lens degenerates into one refractive facet and two or more 
TIR facets. Combined TIR and refractive designs have been proposed for small sources with significant 
attention to LEDs.84−86

Equiwidth facets Equidepth facets

FIGURE 6 Two main types of 
Fresnel lenses: equiwidth and equidepth.

Riser angle
should be designed
to avoid this ray

This ray should
miss riser

upper facet

Rounding of
exterior facet point

qfacet

qriser also called qdraft

FIGURE 7 Facet terminology and design issues.
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Conic Reflectors

Reflectors made from conic sections (parabolas, ellipses, and hyperbolas) are commonly used to 
transfer radiation from a source to a receiver. They provide spherical-aberration-free transfer of 
radiation from one focal point to the other. The problem is that the distance from a focal point to a 
point on the surface of the reflector is not constant except for the case of a sphere. This introduces a 
nonuniform magnification (coma) that can result in a loss of concentration.

Many textbooks describe conic surfaces using equations that have an origin at the vertex of the 
surface or at center of symmetry. Reference 17 (page 1.34) shows a number of different forms for a 
conic surface. In nonimaging systems, it is often convenient to define conic reflectors using an origin 
shifted away from the vertex. Reference 87 describes these surfaces in Cartesian coordinates as apo-
vertex surfaces. They can also be described in polar coordinates where the focal point is typically the 
origin. The polar definition of a conic surface8 is

 
r

f e

e
=

+
+

( )

cos

1

1 φ  

where r is the distance from the foci to the surface, f is the distance from one focus to its nearest 
vertex, f is the angle from the foci to the vertex, e is s/(s + 2f), and s is the distance between the two 
foci. In Cartesian coordinates, z = r sin f and y = r cos f. An example is shown in Fig. 8.

Macrofocal Reflectors

One can consider the standard conic reflector to map the center of a sphere to a single point. What 
can sometimes be more valuable for nonimaging optics is to map the edge of the sphere to a single 
point. Reflectors to provide this mapping have been called macrofocal reflectors.88 They have also 
been called extinction reflectors8 because of the sharp edge in the illuminance distribution that they 
can produce. Reference 89 describes an illumination system that provides a sharp cutoff using tilted 
and offset parabolic curves.

Involute

A reflector that is used in many nonimaging systems is an involute. An involute reflector sends tan-
gential rays from the source back onto themselves. One way to produce an involute for a circle is to 
unwind a string that has been wrapped about the circle. The locus of points formed by the string 
equals the involute. In Cartesian coordinates, the equation for the involute of a circle is90

 x r= −(sin cos )θ θ θ  (10)

 
y r= − +(cos sin )θ θ θ

 
(11)

Y

f s
Z

r
f

FIGURE 8 Conic reflector showing r, f, s, and f.
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where r is the radius of the circle, q = 0 at the cusp point, and the origin is at the center of the circle. 
An example is shown in Fig. 9, where rays are drawn to highlight the fact that rays tangent to the 
circle reflect off of the involute and retrace their path.

The term full involute has been used to describe an involute that is continued until the output 
aperture is tangent to the surface of the source. A partial involute is an involute that is less than a full 
involute. An involute with gap is also shown in Fig. 9, and is sometimes called a modified involute.91

Involute segments can also be applied to noncircular convex shapes and to disjoint shapes.92

39.5 CONCENTRATION

The transfer of radiation in an efficient manner is limited by the fact that the luminance of the 
radiation from a source in a lossless system cannot increase as the radiation propagates through the 
system. A consequence is that the etendue cannot be reduced and maximizing the luminance means 
avoiding dilution. A less understood constraint that can impact the transfer of radiation is that rota-
tionally symmetric optical systems conserve the skewness of the radiation about the optical axis (see 
for example Ref. 4, Chap. 2.8, and more recently Ref. 93). This section describes some of the basic 
elements of systems used to transfer radiation with an emphasis on those that preserve etendue.

Many papers on nonimaging optics can be found in the Society of Photooptical Instrumentation 
Engineers (SPIE) proceedings. SPIE conferences specifically focused on nonimaging optics include 
Refs. 94−99. Reference 100 also provides a large number of selected papers. Textbooks on nonimag-
ing optics include Refs. 4 and 101. Topical articles include Refs. 102 and 103.

Discussions of biological nonimaging optic systems have also been written.104−108

Tapered Lightpipes

Lightpipes can be used to transport flux from one location to another. This can be an efficient 
method to transport flux, especially if total internal reflection (TIR) at the lightpipe surface is utilized 
to provide lossless reflections. Lightpipes can provide annular averaging of the flux. In addition, if the 
lightpipe changes in size from input to output over a given length (e.g., the lightpipe is tapered), then 
the change in area produces a corresponding change in angles. If the taper occurs over a long enough 
distance, then in most cases the etendue will be preserved (see, for example, Ref. 109). If the taper 
occurs over too short a length, the etendue will not be preserved, which can result in an increase in 
angles or possibly rays lost, such as when they are reflected back toward the input.

An interesting geometric approach to determining if meridional rays in a conical lightpipe 
can propagate from input to output end was shown by Williamson,110 and is informally called the 
Williamson construction or a tunnel diagram. An example is shown in Fig. 10, where the duplicate 
copies of the primary lightpipe are all centered about a single point. Where the rays cross the copies 

Full involute Partial involute Partial involute
with gap

FIGURE 9 Full involute, partial involute, and involute with gap. Rays tangent 
to the source reflect back toward the same location on the source.
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shows the position and at what angle the rays will hit the primary lightpipe. As seen in Fig. 10, the rays 
that do not cross the output end of any of the copies of the cone are also the rays that are reflected back 
out the input end of the cone. Other analyses of tapered geometries have been performed by Welford4 
(pp. 74−76), and Meyer111 provides numerous references.

Witte112 has performed skew ray analysis using a variation of the Williamson construction. Witte 
also shows how a reference sphere centered at the point where the cone tapers to a point can be used to 
define a pupil when cones are used in conjunction with imaging systems analysis. Burton113 simplified 
the expressions provided by Witte.

Vector flux investigations have shown that a cone is an ideal concentrator for a sphere (Ref. 114, 
p. 539). An important implication of this result, which is similar to the information presented by 
Witte,112 is that a cone concentrator can be analyzed by tracing from the cone input aperture to the 
surface of a sphere. If the rays hit the sphere surface, then they will also hit the sphere after propa-
gating through the lightpipe. This is true for both meridional and skew rays.

CPC

A compound parabolic collector (CPC) can be used to concentrate the radiation from a clipped 
Lambertian source in a nearly etendue-preserving manner. Welford4 provides a thorough description 
of CPCs. An example CPC is shown in Fig. 11, where the upper and lower reflective surfaces are 
tilted parabolic surfaces. The optical axis of the parabolic curves is not the same for the upper and 
lower curves, hence the use of the term compound.

Ray fan

Parabola
optical axis

Parabola
vertex

Compound parabola
concentrator

f1

(a) (b)

FIGURE 11 Compound parabolic concentrator (CPC). (a) Upper parabolic curve of CPC. 
Circles are drawn to identify the parabola vertex and the edges of the CPC input and output apertures. 
(b) Compound parabola concentrator.

R

Rays that miss output end are the
same ones that are rejected when

cone is traced

Cones are centered where
primary comes to a point

FIGURE 10 Williamson construction. Multiple copies of the primary cone are drawn. 
Where rays cross, there copies are the same as where they hit the actual cone. Rays that do not 
cross the output end are reflected back to the input end.
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In 2D, the CPC has been shown to be an ideal concentrator.4 In 3D, a small fraction of skew rays 
are rejected and bound the performance. For a CPC, this skew ray loss increases as the concentration 
ratio increases. Optimization procedures have produced designs that provide slightly better perfor-
mance than the CPC in 3D.37 Molledo115 has investigated a crossed cylindrical CPC configuration.

The length of a CPC concentrator is

 Length /in out in= +( ) tan( )R R θ  (12)

A particularly important aspect of the CPC is that the length is minimized for the case where the 
input port can see the exit port. If the distance between the input and output ports is made smaller 
than the CPC length, then rays higher than the maximum design angle could propagate directly 
from input to output aperture. The reduction in concentration is often small, so many practical 
systems use truncated CPC-like designs.90,116−118 A cone that is the same length as an untruncated 
CPC will provide lower concentration, but as the cone is lengthened, the performance can exceed 
the performance of the CPC.

In the literature, CPC is sometimes used to denote any ideal concentrator. For nonplanar receivers, 
the reflector shape required to create an ideal concentrator is not parabolic. The convention is to use 
CPC-type.

An example of a CPC-type concentrator for a tubular receiver is shown in Fig. 12. Part of the reflector 
is an involute and the remainder reflects rays from the extreme input angle to the tangent of the 
receiver. The design of CPC-type concentrators for nonplanar sources has been described.4,116,119,120 
Designs with gaps between reflector and receiver121−123 and with prisms attached to the receiver124,125 
have also been described.

CPC-type geometries are also used in laser pump cavities.126

Arrays of CPCs or CPC-like structures have also been applied to the liquid crystal displays,127,128 
illumination,89 and solar collection.129

CEC

When the source of radiation is located at a finite distance away from the input port of the concentra-
tor, a construction similar to the CPC can be used; however, the reflector surface is now elliptical.130 In 
a similar manner, if the source of radiation is virtual, then the reflector curvature becomes hyperbolic. 
These two constructions are called compound elliptical concentrators (CEC) and compound hyperbolic 
concentrators (CHC). A CEC is shown in Fig. 13, where the edge of the finite size source is reimaged 
onto the edge of the CEC output aperture. Hottel strings can be used to compute the etendue of the col-
lected radiation (see Sec. 39.2). The CPC is similar to the CEC, except the edge of the source is located at 
infinity for the CPC.

FIGURE 12 A CPC-type reflector for a 
tubular source.
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CHC

A CHC is shown in Fig. 14 where the rays that pass through the finite-size aperture create a virtual 
source. The CHC concentrates the flux. Arrangements where the CHC is just a cone are possible.131 
Gush132 also describes a hyperbolic cone-channel device.

If the virtual source is located at the output aperture of the concentrator, then an ideal concen-
trator in both 2D and 3D can be created (see Fig. 15). Generically, this is a hyperboloid of revolu-
tion and is commonly called a trumpet.133 The trumpet maps the edge of the virtual source to ±90°. 
The trumpet can require an infinite number of bounces for rays that exit the trumpet at nearly 90°, 
which can limit the performance when finite-reflectivity mirrors are used.

DCPC

The CPC construction can also be applied when the exit port is immersed in a material with a high 
index of refraction. Such a device is called a dielectric compound parabolic concentrator (DCPC).134 
This allows concentrations higher than those found when the exit port is immersed in air. In this 
immersed exit port case, the standard CPC construction can still be used, but the exit port area is now 
n times smaller in 2D and n2 smaller in 3D. Another motivation for a DCPC is that the reflectivity 

CEC
entrance

Elliptic shape
CEC output

port

Finite size
source

f2

f1
f1

FIGURE 13 Compound elliptical concentrator (CEC). Rays originating at finite size source and col-
lected at the CEC entrance are concentrated at the CEC output port. Edge of source is imaged onto edge of 
output aperture.

Finite size
aperture

Hyperbolic
reflecting surface

Virtual
source
plane

f2

f1 f1

f2

FIGURE 14 Compound hyperbolic concentrator for use with virtual source. Edge of virtual source is 
imaged onto the edge of the output port.
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losses for a hollow CPC can be minimized because TIR can provide lossless reflections. A DCPC 
is shown in Fig. 16. A DCPC that uses frustrated TIR at the DCPC to receiver interface has been 
investigated.135

A hollow CPC can also be attached to a DCPC to minimize the size of the DCPC.136 Extraction of 
flux from a high-index medium into a lower-index medium has been investigated137,138 using faceted 
structures.

Multiple Surface Concentrators

CPC-type concentrators can produce a long system when qin is small. To avoid excessively long systems, 
other optical surfaces are typically added. Often, a CPC-type concentrator is combined with a primary 
element such as a condensing lens or a parabolic reflector. There are also designs where the optical 
surface of the primary and the optical surface of the concentrator are designed together, which often 
blurs the distinction between primary and concentrator.

Lens + Concentrator There are numerous examples of lenses combined with a nonimaging device 
in the literature. One approach is to place a lens with the finite-size aperture shown in Figs. 13, 14, 
or 15 and illuminate the lens with a relatively small angular distribution. The lens produces higher 
angles that are then concentrated further using the conventional CPC, CEC, CHC, or trumpet. Such 
a combination typically produces a shorter package length than a CPC-type concentrator.

Finite size
aperture

Hyperbolic
reflecting surface

Virtual
source
plane

f2

f1

f2

f1

FIGURE 15 Trumpet with exit aperture located at virtual source plane. Rays “focused” at edge of 
virtual source exit the trumpet at ±90°.

Tilted parabola

Output port of DCPC
is immersed

Rays refract
at input port

FIGURE 16 Dielectric CPC: same as CPC, except output 
port is immersed.
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A lens/CHC can be attractive because the CHC is placed between the lens and lens focal plane, 
whereas the CEC is placed after the lens focal plane. Thus, the lens/CHC provides a shorter pack-
age than a lens/CEC. Both the lens curvature and the CHC reflector can be optimized to minimize 
the effects of aberrations, or the combination can be adjusted so that the CHC turns into a cone. 
Investigations of lens/cone combinations include Williamson,10 Collares-Pereira,75 Hildebrand,139 
Welford,4 and Keene.140 Use of a cone simplifies fabrication complexity.

After the theoretical implications of the trumpet were recognized, Winston141 and O’Gallagher133 
investigated the case of a lens/trumpet.

When TIR is used to implement the mirrors, the mirror reflection losses can be eliminated, with 
the drawback that the package size grows slightly. A design procedure for a lens mirror combination 
with maximum concentration was presented by Ning,142 who coined the term dielectric total internal 
reflecting concentrator (DTIRC) and showed significant package improvements over the DCPC.

Eichhorn143 describes the use of CPC, CEC, and CHC devices in conventional optical systems, 
and uses explicit forms for the six coefficients of a generalized quadric surface.144 A related “imag-
ing” lens and reflector configuration is the Schmidt corrector system.145

Arrays of lenses with concentrators have also been investigated for use in illumination.146

Mirror + Concentrator There have been numerous investigations of systems that have a parabolic pri-
mary and a nonimaging secondary.137,147−150 Other two-stage systems have been investigated.29−31,151−153 
Kritchman154 has analyzed losses due to aberrations in a two-stage system.

Asymmetric concentrators have also been investigated. Winston152 showed that an off-axis para-
bolic system can improve collection by tilting the input port of a secondary concentrator relative to 
the parabolic axis. Other asymmetric designs have been investigated.155,156

Related two-mirror “imaging” systems (e.g., Ref. 60, Chap. 16) such as the Ritchey-Chretien can 
be used as the primary. Ries157 also investigated a complementary Cassegrain used for concentration.

Simultaneous Multiple Surfaces Minano and coworkers have investigated a number of concentra-
tor geometries where the edge of the source does not touch the edge of a reflector. The procedure 
has been called simultaneous multiple surfaces (SMS) and builds on the multisurface aspheric lens 
procedure described by Schultz.67 Minano uses the nomenclature R for refractive, X for reflective 
(e.g., refleXive), and I when the main mode of reflection is TIR. The I surface is typically used for 
refraction the first time the ray intersects the surface and TIR for the second ray intersection. The I 
surface is sometimes mirrored over portions of the surface if reflection is desired but the angles do 
not satisfy the TIR condition. Illustrative citations include RR,158 RX,159,160 and RXI.161,162 Example 
RX and RXI devices are shown in Fig. 17. SMS can be used to design all reflecting configurations.

(b)(a)

FIGURE 17 RX (a) and RXI (b) concentrators. The 
receiver is immersed in both cases. In the RXI case, the central 
portion of the refractive surface is mirrored.
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Restricted Exit Angle Concentrators with Lenses

If the angular distribution of the flux is constant across an aperture and the centroid of the distribu-
tion is normal to the aperture, then the distribution is called telecentric. Many optical systems require 
the transfer of flux from one location to another. If the desired distribution of flux at the second 
location is also telecentric, then the system is called doubly telecentric. An afocal imaging system can 
be modified to provide a doubly telecentric imaging system when used with finite conjugates. An 
example is shown in Fig. 18.

In nonimaging systems, flux must often be transferred from one aperture to another and the 
angular distribution at the second aperture must be constant across the aperture. However, the 
point-by-point mapping is not required in nonimaging systems. A single lens can provide this 
transfer of radiation, as shown in Fig. 19. This type of lens is a collimator and is similar to a Fourier 
transform lens; it has been called a beam transformer.163

The aberrations introduced by a lens can limit the etendue preservation of the aggregate flux col-
lected by the lens. The increase in etendue tends to become more severe as range of angles collected 
by the lens increases. Somewhere around f/1, the change can become quite significant.

p1/p2

q1/q2 concentrator29,163,164 maps a limited-angle Lambertian distribution with maximum angle 
q1 into another limited-angle Lambertian with maximum angle q2. One version of the q1/q2 is a 
compound parabolic construction with a cone replacing part of the small end of the CPC (Ref. 4, 
pp. 72–74, sec. 5.3). A picture is shown in Fig. 20. The length of a q1/q2 is given by the same equa-
tion as the CPC [e.g., Eq. (12)]. If the q1/q2 is hollow and q2 = 90°, then the cone disappears and 
the q1/q2 becomes a CPC.

FIGURE 18 Doubly telecentric system showing a twofold increase in size and a twofold decrease in 
angles.

q in = 2.5°
qout = 30°

Din = 16 mm

Dout = 1.46 mm

FIGURE 19 Condenser to provide an angle to area transformation and 
produce a distribution that is symmetric about the optical axis at both input and 
output planes. Din sin qin = Dout sin qout.
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To reduce losses introduced by nonunity mirror reflectivities, a q1/q2 converter can also be created 
using a solid piece of transparent material. The design is similar to the hollow q1/q2 and must take 
into account the refraction of rays at the input and output port. A dielectric q1/q2 converter is shown 
in Fig. 21.

If the q1/q2 is an all-dielectric device, nearly maximum concentration for an air exit port can be 
obtained without the mirror losses of a hollow CPC; however, Fresnel surface reflections at the input 
and output ports should be considered.

Similar to the lens-mirror combination for maximal concentration, the q1/q2 can be implemented 
with a lens at the input port. Going one step further, the output port of the q1/q2 can also incorporate 
a lens. Similar to a Galilean telescope, the q1/q2 with lenses at both the input and output ports can 
provide a short package length compared to embodiments with a flat surface at either port.164

In many cases, a simple tapered cone can be used to implement a q1/q2 converter. One reason 
is that when the difference between q1 and q2 is small, the compound parabolic combined with a 
cone is nearly identical to a simple cone. By using an approximation to the ideal shape, some of the 
flux within q1 maps to angles outside of q2. In many practical systems, the input distribution does 
not have a sharp transition at q1, so a small mapping outside of q2 has minor impact. In general, the 
transition can be made sharper by increasing the cone length; however, there may be multiple local 
minima for a specific situation.165

Uniformity at the output port of a q1/q2 compared to a CPC has been investigated.166 Tabor118 
describes hot spots that can occur with CPCs used in solar energy systems. Edmonds125 uses a prism 
where hot spots that may occur are defocused after propagating through the prism. Emmons167 discusses 
polarization uniformity with a dielectric 90/30 converter.

Two CPCs can be placed “throat-to-throat” to provide a q1/q2 converter that also removes angles 
higher than the desired input angle.168 The removal of higher angles is a result of the CPCs ability 
to transfer rays with angles less than q1 and reject rays with angles greater than q1. Two nonimaging 
concentrators have also been investigated for use in fiber-optic coupling.169

FIGURE 20 q1/q2 implemented using cone with compound parabolic. (a) Construction information. 
(b) q1/q2, (b) compound parabola + cone.

FIGURE 21 Dielectric q1/q2 implemented using cone with com-
pound parabolic. The rays refract at the input port, total internally 
reflect (TIR) at the sidewalk, and then refract at the output port.
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Tight lightpipe bends are also made possible by inserting a bent lightpipe between the throats of 
the two concentrators.33 In the special case of q1 = q2 = 90°, a bent lightpipe has also been used as an 
ideal means to transport the flux for improved packaging.170

2D versus 3D Geometries

Skew Ray Limits One of the standard design methods for concentrators has been to design a system 
using a meridional slice and then simply rotate the design about the optical axis. In some cases, such 
as the CPC used with a disk receiver, this may only introduce a small loss; however, there are cases 
where the losses are large.

The standard CPC-type concentrator for use with a circular receiver90,171 is an example where this 
loss is large. To assess the loss, compare the 2D and 3D cases. In 2D a concentrator can be designed 
where the input port is 2Rin with a ± qin angular distribution; the size of the tube-shaped receiver is 
2 2π θR Rtube in in= sin . The 2D case provides maximum concentration. In the 3D case where the 2D 
design is simply spun about the optical axis, the ratio of the input etendue to the output etendue 
is π π θ π πR Rin in tube

2/( ) /2 2 24 4 2 5sin . .= ∼  The dilution is quite large. Feuermann172 provides a more 
detailed investigation of this type of 2D-to-3D etendue mismatch.

Ries93 shows how skew preservation in a rotationally symmetric system can limit system perfor-
mance even though the etendue of the source and receiver may be the same. The skewness distribu-
tions (detendue/dskewness as a function of skewness) for an example disk, sphere, and cylinder aligned 
parallel to the optical axis are shown in Fig. 22. The etendues of the disk, sphere, and cylinder are all the 
same. A second example where a cylinder is coupled to a disk is shown in Fig. 22b. This figure highlights 
losses and dilution. For skew values where the skewness distribution for the receiver is greater than the 
source, dilution occurs. Where the source is greater than the receiver, losses occur. If the size of the disk 
is reduced, then the dilution will also decrease, but the losses increase. If the disk is made bigger, then the 
losses decrease, but the dilution increases. Skew ray analysis of inhomogeneous sources and targets has 
also been considered.173

Star Concentrator One way of avoiding the skew ray limit in a system with a rotationally sym-
metric source and a rotationally symmetric receiver is to avoid the use of rotationally symmetric 
optics to couple the flux from source to target. A device called a star concentrator has been devised174 
and shown to improve the concentration. The star concentrator derives its name from the fact that 
the cross section of the concentrator looks like a star with numerous lobes. The star concentrator 
is designed using a global optimization procedure. Performance of the star concentrator, assuming 
a reflectivity of 1, provides performance that exceeds the performance possible using a rotationally 

FIGURE 22 Skewness distributions (Ries93). (a) Skewness distribution for a disk with unit radius, a cyl-
inder with length = 2 and radius = 0.25, and a sphere of radius 0.5. The etendue for all three cases is constant, 
(b) Comparison of the coupling of a disk to a cylinder where the coupled flux is distinguished from the losses 
and the dilution.
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symmetric system. The star concentrator approach has also been investigated for the case of coupling 
from a cylindrical source to a rectangular aperture.7,175

Image Dissectors The problem of coupling flux from a rotationally symmetric source to a spec-
trometer slit motivated some earlier efforts to overcome the skewness limit. Benesch176 shows a sys-
tem with two sets of facets that “dissect” an X by Y aperture into N regions of size X/N by Y and relay 
those images to create an X/N by NY region. The dissection can be done while preserving the NA of 
the input (e.g., the etendue is preserved but the skew is changed). Benesch calls this system an optical 
image transformer and it is similar in function to Bowen’s image slicer.177 Refractive versions are also 
possible (see for example Ref. 178). One issue that must be addressed for some systems, which use 
these dissectors, is that the adjoining regions of the X/N by Y areas can produce a nonuniform illumi-
nance distribution. Laser arrays can also use dissectors to improve performance.179,180

Tandem-lens-array approaches can be used that provide the image dissection and superimpose 
all the images rather than placing them side by side.181,182

An example of a refractive image dissector compared to a lens array is shown in Fig. 23. The 
image dissector breaks an input square beam into four smaller square regions that are placed side by 
side at the output. The lens array breaks the input beam into four rectangles that are superimposed 
at the output. Both systems use field lenses at the output. The lens array does not have a gap between 
mapped regions at the output plane compared to the dissector.

Fiber bundles can also be used as image dissectors. For example, the fibers can be grouped in a 
round bundle at one end and a long skinny aperture at the other end. Feuermann183 has provided a 
recent investigation of this idea. If the fibers in the bundle have a round cross section, tapering the 
ends of each of the fibers can help improve the uniformity at the output.184 Special systems that use 
slowly twisted rectangular light guides have also been investigated for scintillators,185−187 document 
scanning,188,189 and microlithography.190

Bassett191 also shows that arrays of ideal fibers can be used to create ideal concentrators, and 
Forbes192 uses the same approach to create a q1/q2 transformer.

Geometrical Vector Flux

The edge ray design method does not show how the jumble of rays from multiple reflections yields 
a Lambertian output. The geometric vector formalism was investigated in an attempt to understand 
the process. Summaries can be found in Bassett101 and Welford.4 The proof that a trumpet provides 
ideal performance has been performed using the flow line concept.114

(a) (b)

FIGURE 23 Square-to-rectangular mapping with an image dissector (a) and a lens array (b) where 
the output angular distribution is symmetric. The image dissector uses an array of discrete field lenses. The 
lens array uses a single field lens.
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The vector flux formalism provides the lines of flow and loci of constant geometric vector flux J. 
The vector J is the PSA for three orthogonal patches where the PSA on the front side of a patch can 
subtract from the PSA on the back side. The magnitude of J describes what the PSA would be for a 
surface aligned perpendicular to J. The flow line concept uses the idea that an ideal mirror can be 
placed along lines of flow without modifying the flow.

In the context of vector flux, the CPC, q1/q2, and light cone are discussed in Winston.141 The 
light cone is demonstrated using an orange in Winston.95 The 2D CEC and q1/q2 are discussed 
by Barnett.193,194 Gutierrez195 uses Lorentz geometry to show that other rotationally symmetric 
ideal concentrators can be obtained using surfaces that are paraboloid, hyperboloid, and ellipsoid. 
Greenman196 also describes vector flux for a number of ideal concentrators.

Edge Rays

The design of nonimaging optics has been facilitated by the use of the edge ray method4,68,101,197 and 
is sometimes called the string method.4,8 In the design of an ideal concentrator, the main principle is 
that extreme rays at the input aperture must also be extreme rays at the output aperture. Minano198 
describes the edge rays as those that bound the others in phase space. In many cases, the result is 
that the edge of the source is imaged to the edge of the receiver, and the reflector surface to perform 
the mapping is a compound conic. When the location of the source edge or the receiver edge is not 
constant (e.g., a circular source), the required reflectors are not simple conies (e.g., see the preceding 
section). Gordon199 describes a complementary construction that highlights the fact that what is 
conventionally the “outside” of a concentrator can also be used in nonimaging optics.

Davies200 further explores the continuity conditions required by the edge-ray principle. Ries201 
refines the definition of the edge ray principle using topology arguments. Rabl202 shows examples where 
the analysis of specular reflectors and Lambertian sources can be performed using only the edge rays.

Tailoring a reflector using edge rays is also described in the next section.

Inhomogeneous Media

A medium with a spatially varying index of refraction can provide additional degrees of freedom 
to the design of nonimaging optics. In imaging optics, examples of inhomogeneous media include 
Maxwell’s fisheye and the Luneburg lens.4,18 In concentrator design, 2D and 3D geometries have 
been investigated.198,203

39.6 UNIFORMITY AND ILLUMINATION

In many optical systems, an object is illuminated and a lens is used to project or relay an image of 
the illuminated object to another location. Common examples include microscopes, slide projec-
tors, overhead projectors, lithography, and machine vision systems. In a projection system the uni-
formity of the projected image depends upon the object being illuminated, the distribution of flux 
that illuminates the object, and how the projection optics transport the object modulated flux from 
object to image. The portion of the system that illuminates the object is often called the illumination 
subsystem.

Beam forming is another broad class of illumination systems. In beam forming, there is often 
no imaging system to relay an image of the illuminated object. Since the human eye is often used 
to view the illuminated object, the eye can be considered an imaging subsystem. Application 
examples include commercial display cases, museum lighting, room lighting, and automotive 
headlamps.

Approaches to provide uniform object illumination are discussed in this section. The discussed 
approaches include Kohler/Abbe illumination, integrating cavities, mixing rods, lens array, tailored 
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optics, and faceted structures. Many of the approaches discussed in this section can be designed to 
preserve etendue, but the design emphasis is on uniformity so they have been placed in this section 
rather than the preceding one.

Classic Projection System Uniformity

In classical projection systems, there is typically a source, a transparency (or some other item to 
be illuminated), and a projection lens. There are two classic approaches to obtaining uniformity 
in those systems: Abbe and Kohler illumination (see Fig. 24). In both cases, a source illuminates a 
transparency that is then often imaged onto a screen. Transparency is a general term that includes 
items such as spatial light modulators, film, slides, gobos, and microscope slides. 

Some general references regarding Abbe/Kohler illumination include Jones,204 Kingslake,205 

O’Shea,206 Wallin,207 Weiss,208 Ray (pp. 455−461),66 Bradbury,209 Inoue,210 and Born.18 A descrip tion of 
Kohler with partial coherence is included in Lacombat.211

Abbe Abbe (also called Nelsonian and Critical illumination) images the source onto the transparency. 
When the source is spatially uniform, the Abbe approach works fine. A frosted incandescent bulb is 
a good example. Sometimes a diffuser is inserted in the system and the diffuser is imaged onto the 
transparency. Fluorescent tubes are another case where a light source provides excellent spatial uni-
formity. The luminance of sources that are spatially uniform is typically lower than that of sources 
that are not uniform.

Kohler Even though the source’s illuminance distribution may be nonuniform, there are often 
uniform regions of the source’s intensity distribution. This phenomenon is used in the design of 
Kohler-type systems where the source is imaged into the projection lens aperture stop and a map-
ping of the source intensity distribution illuminates the transparency. One reason this approach 
works well is that far from the source, the illuminance distribution over a small area is independent 
of where the flux originated. This tends to provide uniformity over portions of the source’s inten-
sity distribution.

A nearly spherical reflector is sometimes added behind the source to improve the collection effi-
ciency of a Kohler illumination system. Typically, the spherical reflector produces an image of the 
source that is aligned beside the primary source. The direct radiation from the source and the flux 

Kohler

Abbe

Lens to image
source into

projection lens

Lens to image
source onto

transparency

Projection
lens

group

Projection
lens

group

Screen

Screen

Transparency

Transparency

FIGURE 24 Abbe versus Kohler layout comparison.
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from the image of the source then become the effective source for the Kohler illuminator. If the source 
is relatively transparent to its own radiation, then the image of the source can be aligned with the 
source itself. Blockage by electrodes and leads within the bulb geometry often limit the flux that can 
be added using the spherical reflector. Scattering and Fresnel surface reflections also limit the possible 
improvement. Gordon212 provides a recent description of a back reflector used with filament sources.

In Kohler illuminators, tailoring the illuminance distribution at the transparency to provide a 
desired center-to-edge relative illumination can be performed using the edge ray approach described 
by Zochling.213 Medvedev82 also applied the edge ray principle to the design of a projection system. 
The other tailoring approaches described later in this section may also be relevant.

Integrating Cavities

Integrating cavities are an important example of nonimaging optics that are used in precision 
photometry,16 backlighting systems, collection systems (Basset,101 Sec. 7, and Steinfeld214), scanners,41 
and reflectometers.215 They provide a robust means for creating a distribution at the output port 
that is independent of the angular and spatial luminance distributions at the input port, thereby 
removing “hot spots” that can be obtained using other methods. Integrating cavities are limited by 
a trade-off between maximizing the transmission efficiency and maximizing the luminance at the 
output port. The angular distribution exiting the sphere is nominally an unclipped Lambertian, but 
there are a number of techniques to modify the Lambertian distribution.216

Nonuniformities with Integrating Spheres Integrating cavities, especially spherically shaped cavities, 
are often used in precision photometry where the flux entering the sphere is measured using the flux 
exiting the output port of the sphere. For precision photometry, the angular distribution of the exiting 
flux must be independent of the entering distribution. In general, the flux is scattered multiple times 
before exiting the sphere, which provides the required independence between input and output distri-
butions. The two main situations where this independence is not obtained are when the output port 
views the input port and when the output port views the portion of the sphere wall in which the direct 
illumination from the input port illuminates the sphere wall.

Figure 25 shows an integrating sphere with five ports. A source is inserted into the upper port 
and the other four ports are labeled. Figure 26 shows the intensity distribution that exits output 
port 1 of the sphere shown in Fig. 25. The structure in the exiting intensity distribution is roughly 
Lambertian, but there are nonuniformities in the distribution that occur at angles that can “see” the 
source or the other output ports. To highlight this effect, rotated views of the sphere are included in 
Fig. 26. The bright peak in the intensity distribution occurs at the view angle where the output port 

Input port
with source

Output port 2

Output port 1

Output port 4

Output port 3

FIGURE 25 Spherical integrating cavity with one 
input port and four output ports.
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can “see” direct radiation from the source. The dips in the intensity distribution occur at view angles 
where the output port can “see” the unused ports in the sphere.

If the source is replaced by a relatively collimated source that illuminates only a small region 
of the cavity interior (e.g., a collimated laser), then the output port intensity also shows a peak as 
shown in Fig. 27.

Peak from direct view of bulb

Dip from “other” hole

FIGURE 26 Relationship between the intensity distribution from the flux that exits 
an integrating sphere to what you see when looking back into the sphere.

FIGURE 27 Intensity distribution (a) for an integrating sphere (b)
that is illuminated with a highly collimated source. The flux that exits the 
sphere with only one bounce produces a higher intensity than the flux that 
rattles around and exits in a more uniform manner. The intensity distribu-
tion is shown normal to the orientation of the output port.

(a) (b)

Input port with laser

Output
port

2" Diameter sphere
three 0.5" input ports
one 0.4" output port

Flux from 1 “bounce”

Input port “dip”

Intensity distribution
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Three methods that are often used in precision photometry to create an output intensity distribu-
tion that is independent of the input involve the use of baffles, satellite spheres, and diffusers. Baffles 
block radiation from exiting the sphere directly, thereby forcing the exiting flux to scatter multiple 
times before exiting the sphere. A satellite sphere is a secondary sphere that is added to the primary 
sphere. Diffusers superimpose flux from multiple angles to provide an averaging effect that removes 
observable structure.

Finite-thickness walls at the exit port will also alter the view angle of external ports and can 
improve the on-axis intensity because light that reflects off of the walls can go back into sphere and 
have a chance to add to the output.

Efficiency versus Luminance An important aspect of an integrating cavity is that structure in the 
angular and spatial distribution of the source’s light flux are removed by multiple reflections from 
the diffuse reflector. Under the assumption that the flux inside of an integrating sphere is scattered 
in a Lambertian manner, Goebel217 has provided a description of the relationship between the frac-
tion of flux that enters the sphere and the fraction of flux that exits the sphere (see also the Technical 
Information chapter in the LabSphere catalog). Goebel’s results can be used to show that the ratio of 
the flux that exits the sphere via one port to the flux that exits out another port is

 
Efficiency output sphere

input input
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where fsphere = (total sphere surface area – port areas)/total sphere surface area

 foutput = output port area/total sphere surface area

 finput = input port area/total sphere surface area

 Rx = reflectivity of x

When the input and output have zero reflectivity, the result is
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Averaging the input flux over a hemisphere gives a ratio of the luminance at the output port to 
the luminance at the input port of
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When the input and output ports have zero reflectivity, then the result is

 
Output luminance
Input luminance

sphere inp=
R f uut

sphere sphere1− f R  
(16)

The efficiency and the ratio of input to output luminances are shown in Fig. 28 for the case of 
Rsphere = 98.5 percent.

When the fractional input port size equals the fractional output port size, the sphere transmis-
sion is less than 50 percent and the output luminance is less than 50 percent of the input luminance. 
Increasing the output port size provides higher transmission, but the luminance of the output port is 
now less than 50 percent of that of the input port. Reducing the output port size can increase the out-
put luminance to values greater than the input luminance; however, the transmission is now less than 
50 percent. Thus, an integrating cavity offers the possibility of improving uniformity at the expense of 
either luminance or efficiency.

Integrating Cavity with Nonimaging Concentrator/Collectors The flux exiting an integrating cavity 
tends to cover a hemisphere. Adding a nonimaging collector, such as a CPC, to the output port can 
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reduce the angular spread. The integrating cavity can also include a concentrator at the input port 
so as to minimize the size of the input port if the angular extent of the radiation at the input port 
does not fill a hemisphere.

A CEC can be added to the output port of an integrating cavity so that the portion of the sphere 
surface that contributes to the output distribution is restricted to a region that is known to have uniform 
luminance.215 Flux outside of the CEC field of view (FOV) is rejected by the CEC. CPCs and lenses 
with CHCs have also been investigated.215,218,219

Modifying the Cavity Output Distribution Prismatic films can also be placed over the exit port of 
an integrating cavity, which is an approach that has been used by the liquid crystal display commu-
nity (e.g., the BEFII films commercialized by 3M). The prismatic films increase the intensity at the 
angles that exit the sphere by reflecting the undesired angles back into the sphere so that they can 
be rescattered and have another chance to exit the sphere. For systems that require polarized light, 
nonabsorbing polarizing films can also be used to return the undesired polarization state back into 
the sphere.

Another approach to selectively controlling the exit angles is the addition of a hemispherical or 
hemiellipsoid reflector with a hole in the reflector. Webb220 described this approach for use with lasers.

In a similar manner, reflecting flux back through the source has been used with discharge 
sources, and is especially effective if the source is transparent to its own radiation.

Mixing Rods (Lightpipes)

When flux enters one end of a long lightpipe, the illuminance at the other end can be quite uniform. 
The uniformity depends upon the spatial distribution at the lightpipe input, the intensity distribu-
tion of the input flux, and the shape of the lightpipe.306 Quite interestingly, straight round lightpipes 
often do not provide good illuminance uniformity, whereas some shapes like squares and hexagons 
do provide good illuminance uniformity. This is shown in Fig. 29.

Shapes (Round versus Polygon) Square lightpipes have been used very successfully to provide 
extremely uniform illuminance distributions. To understand how a lightpipe works, consider the 
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0.985. The different curves are for various input port fractional areas.
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illuminance distribution that would result at the output face of the lightpipe if the lightpipe’s side-
walls were removed. Including the sidewalls means that various regions of the illuminance distri-
bution with no lightpipe are superimposed. In the case of a square, the multiple regions add in a 
controlled manner such that there is improved uniformity by virtue of the superposition of multiple 
distributions. If the source distribution is symmetric about the optical axis, then distributions with 
a positive slope are superimposed onto distributions with a negative slope. This means that the uni-
formity from N distributions can be better than the addition of N uncorrelated distributions that 
would provide uniformity with a 1/ N  standard deviation.

One way to view the operation of a rectangular mixing rod is to consider the illuminance distri-
bution that would occur at the output face of the mixing rod if no sidewall reflections were present. 
The sidewalls force subregions of this unreflected illuminance distribution to superimpose in a 
well-controlled manner.221 This is shown in Fig. 30, where a Williamson-type construction is shown 
on the left. The illuminance distribution at the lightpipe output with no sidewalls is also shown, as 
is the superposition of the subregions when sidewall reflection is included. Every other subregion 
is inverted because of the reflection at the sidewall. This inversion provides a difference between a 
lightpipe used for homogenization and a lens array.

Figure 31 shows the results of a Monte Carlo simulation where a source with a Gaussian illumi-
nance distribution and a Gaussian intensity distribution are propagated through a square lightpipe. 
The illuminance at the lightpipe input and output faces is shown in the top of the figure. The illu-
minance distribution in the lower right shows the illuminance distribution if no sidewall reflections 
occurred. Lines are drawn through the no-sidewall reflection illuminance distribution to highlight 
the subregions that are superimposed to create the illuminance distribution when the lightpipe is 
present. The lower left illuminance distribution results from propagating the flux from the output 
end of the lightpipe back to the input end. Multiple images of the source are present, similar to the 
multiple images observed in a kaleidoscope. This kaleidoscope effect is one reason why lightpipe 
mixing is sometimes considered to be the superposition of multiple virtual sources.

In general, if the cross-sectional area is constant along the lightpipe length, and the area is 
covered completely by multiple reflections with respect to straight sidewalls of the lightpipe, then 
excellent uniformity can be obtained. The shapes that provide this mirrored tiling include squares, 
rectangles, hexagons, and equilateral triangles.222 A square sliced along its diagonal and an equi-
lateral triangle sliced from the center of its base to the apex will also work. Pictures of these shapes 

Reflector with
extended source

Lightpipe

FIGURE 29 When flux from a source is coupled into a mixing rod, the illuminance 
at the output end of the mixing rod is significantly affected by the shape of the lightpipe. 
Square and hexagonal lightpipes work much better than round or many other regular 
polygons.
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Flip

Flip

Total illuminance

Illuminance at lightpipe output is the
superposition of subdistributions

Input

Lightpipe

100–2.5
–0.5

0.5
2.5

1.5
–1.5

500

Illuminance at lightpipe
output with no sidewall

reflections

Overlap

Overlap

+ + + + =

FIGURE 30 Flip-and-fold approach221 for use with rectangular mixing rods. Subregions of the illumi-
nance at the lightpipe output with no sidewall reflections are superimposed to create a uniform distribution. 
The lightpipe is shown shaded and a Williamson construction is included. The path of one ray is shown with 
and without sidewall reflection.

FIGURE 31 Example with a source that has a Gaussian 
intensity distribution. If the source is propagated to the end of the 
lightpipe without sidewall reflections, the illuminance distribution 
at the output can be sliced into distinct regions. These regions are 
superimposed to create the illuminance distribution that actually 
occurs with the sidewall reflections. If the flux at the lightpipe 
output is propagated virtually back to the input end, the multiple 
images can be observed.

Lightpipe

Input end

Defocused back
to input end

Output end,
no sidewalls

Output end

39_Bass_v2ch39_p001-052.indd 39.29 8/24/09 6:18:20 PM



39.30  RADIOMETRY AND PHOTOMETRY

arranged in a mirror-tiled format are shown in Fig. 32. The lightpipe length must be selected so as 
to provide an adequate number of mirrored regions. In particular, the regions near the edge that do 
not fill a complete mirror-tiled subregion must be controlled so that they do not add a bias to the 
output distribution.

Shapes that do not mirror-tile may not provide ideal uniformity as the lightpipe length is 
increased, at least for a small clipped Lambertian source placed at the input to the lightpipe. One 
explanation is shown in Fig. 33.

Round lightpipes can provide annular averaging of the angular distribution of the flux that enters 
the input end. Because of this, the illuminance distribution along the length of the lightpipe tends 
to be rotationally symmetric; however, the illuminance distribution tends to provide a peak in the 
illuminance distribution at the center of the lightpipe. The magnitude of this peak relative to the 
average varies along the length of the lightpipe. If the distribution entering the lightpipe is uniform 
across the whole input face, and the angular distribution is a clipped Lambertian, then the round 
lightpipe maintains the uniformity that was present at the input end. However, if either the input 
spatial distribution or the input angular distributions are not uniform, then nonuniform illuminance 
distributions can occur along the lightpipe length. This presents the interesting effect that a source 
can be coupled into a square lightpipe of adequate length to provide a uniform illuminance distribu-
tion at the lightpipe output face; however, if the angular distribution is nonuniform and coupled into 
a round lightpipe, then the illuminance at the output face of the round lightpipe may not be uniform.

Periodic Distributions If the unmirrored illuminance distribution has a sinusoidal distribution 
with certain periods that match the width of the lightpipe, then the peaks of the sinusoid can overlap. 
A Fourier analysis of the lightpipe illuminance distribution can help to uncover potential issues.221

Length The length of the lightpipe that is required to obtain good uniformity will depend upon 
the details of the source intensity distribution. In general, overlapping a 9 × 9 array of mirrored 
regions provides adequate uniformity for most rotationally symmetric distributions. For an f/1 dis-
tribution with a hollow lightpipe, this means that the lightpipe aspect ratio (length/width) should 
be greater than 6:1. For a lightpipe made from acrylic, the aspect ratio needs to be more like 10:1.

Solid versus Hollow In addition to a solid lightpipe requiring a longer length to obtain a given uni-
formity, the design of the solid case should consider the following: Fresnel surface losses at the input 

FIGURE 32 Mirror-tiled shapes that can ensure uniformity with adequate length.

Hexagon “tiles” Pentagon does not “tile”

FIGURE 33 Diagram showing why pentagon does not tile like 
the hexagon. Simulation results are shown in Fig. 29.
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and output ends, material absorption, cleanliness of the sidewalls (heat shrink Teflon can help here), 
and chipping of the corners. For the hollow case, some considerations include dust on the inside, 
coatings with reflectivities of less than 100 and angular/color dependence, and chips in mirrors where 
the sidewalls join together.221

With high-power lasers and high-power xenon lamps, a solid coupler may be able to handle the 
average power density, but the peak that occurs at the input end may introduce damage or simply 
cause the solid lightpipe to shatter.

Hollow lightpipes can also be created using TIR structures.223,224

Angular Uniformity Although the illuminance at the output end of a lightpipe can be extremely 
uniform, the angular distribution may not be, especially the “fine” structure in the distribution. One 
method to smooth this fine structure issue is to add a low-angle diffuser at the lightpipe output 
end.225 A diffuser angle that is about the angular difference between two virtual images is often suf-
ficient. Since multiple images of the source are usually required to obtain illuminance uniformity at 
the lightpipe output, the diffuser does not increase the etendue much. Making the lightpipe longer 
reduces the angular difference between neighboring virtual images and the required diffuser angle is 
reduced accordingly. Combinations of lightpipes and lens arrays have also been used.226

Tapered Lightpipes If the lightpipe is tapered, meaning that the input and output ends have dif-
ferent sizes, excellent uniformity can still be obtained. Since the lightpipe tends to need a reasonable 
length to ensure uniformity, the tapered lightpipe can provide reasonable preservation of etendue. 
This etendue preservation agrees with Garwin’s3 adiabatic theorem. In general, for a given light pipe 
length, better mixing is obtained by starting with high angles at the light pipe input and tapering to 
lower angles than if the input distribution starts with the lower angles.227 A Williamson construction 
can be used to explain why the tapered pipe has more virtual images than a straight tapered case. 
Tapered lightpipes have been used with multimode lasers228 and solar furnaces.222

An example with a small Lambertian patch placed at the entrance to a tapered lightpipe and a 
straight lightpipe is shown in Fig. 34. The input NA for the untapered case is 0.5/3 for the 100-mm-long 

FIGURE 34 Tapered lightpipe example. The upper and lower rows are for the tapered and untapered cases, respectively. 
Moving left to right, the drawings show the source when defocused from the lightpipe output back to the lightpipe input, a 
Williamson construction, the no-sidewall illuminance at the lightpipe output, the illuminance at the lightpipe output, and 
the angular distribution of the flux exiting the lightpipe.
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straight lightpipe and 0.5 for the 100-mm-long tapered lightpipe. The input size of the straight light-
pipe is a square with a 30-mm diagonal. The input size of the tapered lightpipe is a 10-mm diagonal 
and the output size is a 30-mm diagonal. The Williamson construction shows that the extreme rays 
for the 0.5-NA meridian have almost three bounces for the tapered case, but only slightly more than 
one bounce for the extreme ray in the 0.5/3-NA straight lightpipe case. The illuminance distribution 
that would occur at the lightpipe output if the lightpipe sidewalls were removed is shown in Fig. 34. 
Gridlines are superimposed on the picture to highlight that the tapered case has numerous regions 
that will be superimposed, but the superposition will be small for the straight lightpipe case. The 
tapered case provides superior uniformity, although the output NA in the tapered case is higher 
than 0.5/3 because the angular distribution has “tails.” These results are obtained using a source that 
is a small Lambertian patch. The comparison is typically far less drastic when the input face of the 
lightpipe is better filled.

Applications of Mixing Rods Mixing rods have found use in a number of applications. Examples 
include projection systems,229 providing uniformity with a bundle of fibers using discharge lamps,227 
fiber-to-fiber couplers,230 and solar simulators.222

Mixing rods have also been used with coherent sources. Some applications include semiconduc-
tor processing;231 hyperpigmented skin lesions;232,233 lithography, laser etching, and laser scanning;228 
and high-power lasers.234 If the coherence length of the laser is not small compared to the path 
length for overlapping distributions, then speckle effects must be considered.231,234 Speckle effects 
can be mitigated if the lightpipe width is made large compared to the size of the focused laser beam 
used to illuminate the input end of the lightpipe (e.g., Refs. 231 and 236). A negative lens for a laser 
illuminated lightpipe is described by Grojean;235 however, this means that etendue of the source is 
less than the etendue of the lightpipe output.

Speckle can be controlled in lightpipes by adding a time-varying component to the input distri-
bution. Some methods include placing a rotating diffuser at the lightpipe input end and moving the 
centroid of the distribution at the input end. In principle, the diffuser angle can be small so that the 
change in etendue produced by the diffuser can also be small.

Coherent interference can also be used advantageously, such as in the use of mixing rods of spe-
cific lengths that provide sub-Talbot plane reimaging. This was successfully applied to an external 
cavity laser.237

In addition to uniformity and the classic kaleidoscope, mixing rods can also be used in opti cal 
computing systems by reimaging back to the lightpipe input.238,239

Lens Arrays

Lens arrays are used in applications including Hartmann sensors,240 diode laser array collimators,241 
beam deflection,242 motion detectors,243 fiber-optic couplers,244 commercial lighting, and automotive 
lighting. In commercial and automotive lighting, lens arrays are often used to improve uniformity 
by breaking the flux into numerous subregions and then superimposing those subregions together. 
This superposition effect is illustrated in Fig. 35, where fans of rays illuminate three lenslets and are 
superimposed at the focal plane of a condensing lens. The condensing lens is not used if the area to 
be illuminated is located far from the lens array.

If the incident flux is collimated, then the superposition of wavefronts provides improved unifor-
mity by averaging the subregions. However, when the wavefront is not collimated, the off-axis beams 
do not completely overlap the on-axis beams (see Fig. 35b). Tandem lens arrays add additional 
degrees of design freedom and can be used to eliminate the nonoverlap problem (see Fig. 35c).

Literature Summary Some journal citations that describe the use of lens arrays with inco herent 
sources include Zhidkova’s245 description of some issues regarding the use of lens arrays in micro-
scope illumination. Ohuchi246 describes a liquid crystal projector system with an incoherent source 
and describes the use of two tandem lens arrays with nonuniform sizes and shapes for the second 
lens array. This adjustment to the second lens array provides some adjustment to the coma intro-
duced by the conic reflector.
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Rantsch247 shows one of the earliest uses of tandem lens arrays. Miles248 also uses a tandem lens 
array system and is concerned about the distribution in the pupil. Ohtu249 uses two sets of tandem 
lens arrays in a lithography system where one array controls the spatial distribution of the image 
and the other controls the angular (pupil) distribution of the image. Kudo226 combines a lens array 
and lightpipe to provide the same type of control over the illuminance and intensity distributions. 
Matsumoto250 adds a second set of tandem lens arrays with a sparse fill to correct the fact that an 
odd spatial frequency term in the illuminance distribution can result in a final nonuniformity, inde-
pendent of the number of lenslets. Van den Brandt251 shows numerous configurations using tandem 
lens arrays, including the use of nonuniform sizes and shapes in the second lens array. Watanabe252 
provides design equations for tandem lens arrays in a converging wavefront.

Journal publications that include lens arrays often involve the use of lens arrays with coherent 
sources rather than incoherent sources. Deng253 shows a single lens array with a coherent source and 
shows that the distribution at the target is a result of diffraction from the finite size of each lenslet 
and interference between light that propagates through the different lenslets. Nishi254 modifies the 
Deng system to include structure near the lenslet edges so as to reduce the diffraction effects. Ozaki255 
describes the use of a linear array of lenses with an excimer laser, including the use of lenslets where 
the power of the lenslets varies linearly with distance from the center of the lens array. Glockner256 
investigates the performance of lens arrays under coherent illumination as a function of statistical 
variation in the lenslets. To reduce interference effects with coherent sources, Bett257 describes the 
use of a hexagonal array of Fresnel zone plates where each zone incorporates a random phase plate. 
Kato258 describes random phase plates.

Single-Lens Arrays Single-lens-array designs for uniformity tend to have two extremes. One occurs 
when adding the lens array significantly changes the beam width. This is the beam-forming category 
where the shape of the beam distribution is essentially determined by the curvature and shape of 
the lenslets. The other extreme occurs when adding the lens array does not significantly change the 
beam width. This is the beam-smearing category and is useful for removing substructure in the 
beam, such as structure from filament coils or minor imperfections in the optical elements. There 
are many designs that lie between these two extremes.

(a) (b)

(c)

6 degree input

0 and 6 degree input

Field lenses

0 degree input

Target

Primary lenses

FIGURE 35 Lens arrays used for illumination. (a) Superposition of three subregions of the input wavefront. 
(b) Off-axis angles are displaced relative to the on-axis angles. (c) Tandem lens array case, where the addition of an 
array of field lenses allows the superposition to work with a wide range of angles.
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Figure 36 depicts the beam-forming case where the source divergence is assumed to be small. 
Positive and/or negative lenses can be used to create the distribution. Hybrid systems where mixtures 
of positive and negative lenses are used provide the added benefit that the slope discontinuity between 
neighboring lenses can be eliminated. Slope discontinuities can degrade performance in many systems.

Tandem-Lens Arrays The use of a single-lens array has two issues that sometimes limit its use: 
First, the lens array increases the etendue because the angles increase but the area stays the same. 
Second, the finite size of the source introduces a smearing near the edges of the “uniform” distribution. 
Adding a second lens array in tandem with the first can minimize these limitations.

Figure 37a shows a 1:1 imager in an Abbe (critical) illumination system. Figure 37b shows the 
same imager with two-lens arrays added. Adding the lens arrays has changed the system from Abbe 
to Kohler (see the preceding text). In addition, as shown in Fig. 38, the lenslets provide channels that 
can be designed to be independent of one another. There are three main reasons why two tandem-lens 
arrays provide uniformity:

1. Each channel is a Kohler illuminator, which is known to provide good uniformity assuming a 
slowly varying source-intensity distribution.

2. Adding all the channels provides improved uniformity as long as the nonuniformities of one 
channel are independent of the nonuniformities of the other channels (e.g., a factor of 1/ N  
improvement by adding independent random variables).

3. For symmetric systems, the illuminance from channels on one side of the optical axis tends to 
have a slope that is equal but opposite to the slope on the other side of the optical axis. The posi-
tive and negative slopes add to provide a uniform distribution.

Reflector/Lens-Array Combinations Using a reflector to collect the flux from the source can provide 
a significant increase in collection efficiency compared to the collection efficiency of a single lens. The 

(a) (b)

(c)

FIGURE 36 Superposition using an array of positive lenses (a), negative lenses (b), and also a hybrid sys-
tem (c) that uses negative and positive lenses. A collimated wavefront passing through each lenslet is mapped 
over the target. The hybrid system offers the possibility of a continuous surface with no slope discontinuities.
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drawback is that a single conic reflector does not generally provide uniform illuminance. The use of 
a lens array in this situation allows the illuminance distribution to be broken into multiple regions, 
which are then superimposed on top of each other at the output plane.

Examples showing the illuminance distribution at the first lens array, the second lens array, and 
the output plane are shown in Fig. 39 for the case of a lens collector, Fig. 40 for the case of a parabola 
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FIGURE 37 Critical illumination (Abbe, a) compared to Kohler (b). In Abbe, the source is imaged to 
the output. In Kohler, most of the source is “seen” from all output points.
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Each channel images lens
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regions of source intensity

distribution

FIGURE 38 Multiple channels in a tandem-lens array. Each channel images a subregion of the 
flux at the first lens array. The flux from the different channels is superimposed.
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FIGURE 39 Source/condenser/tandem lens arrays/condenser configuration. Illuminance at first lens array is broken into 
subregions that are superimposed at the target by the second lens array/second condenser. All units are millimeters.
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FIGURE 40 Parabola/tandem lens arrays/condenser configuration. Nonuniform magnification from the reflector (coma) is 
seen in the array of images at the second lens array. The illuminance at the target is the superposition of subregions at the first lens 
array. All units are millimeters.

39.36  IMAGINE DETECTOR
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FIGURE 41 Ellipse/tandem lens arrays/condenser configuration. Nonuniform magnification from the 
reflector (coma) is seen in the array of images at the second lens array. The illuminance at the target is the 
superposition of subregions at the first lens array. The spacing between lenses is different for the two lens arrays. 
All units are millimeters.

collector, and Fig. 41 for the case of an elliptical collector. These examples show that nonuniform 
illuminance distribution at the first lens array is broken into regions. Each region is focused onto the 
second set of lenses, which creates an array of images of the source. The lenslets in the second array 
image the illuminance distribution at the first lens array onto the output plane. Enhanced uniformity 
is obtained because the distributions from each of the channels are superimposed at the target. The 
discrete images of the source that are seen at the second lens array indicate that the pupil of the output 
distribution is discontinuous.

Improvements to this basic idea include the use of lens arrays where the lenslets in the second 
lens array do not all have the same size/shape.251 The curvature of each lenslet in the first array is 
decentered to “aim” the flux toward the proper lenslet in the second array. When nonuniform lenslet 
size/shapes are used, the etendue loss that results from the use of a conic reflector can be minimized. 
Such a system can be used to create asymmetric output distributions without a correspondingly 
misshaped pupil distribution (see earlier section on image dissectors).

Tailored Optics

The tailoring of a reflector to provide a desired distribution with a point or line source has been 
explored.8,259–265 Some simple cases are available in closed form.88,266,267 Refractive equivalents have 
also been investigated.268,269

In a manner similar to the lens configurations shown in Fig. 36, tailored reflectors can produce 
converging or diverging wavefronts. Examples are shown in Fig. 42. The converging reflector creates 
a smeared image of the source between the reflector and the target. The diverging reflector creates a 
smeared image of the source outside of the region between the reflector and target. This terminology 
was developed assuming that the target is far from the reflector. The terms compound hyperbolic and 
compound elliptic are also used to describe these two types of reflector configurations.270

If the flux from the two sides of the reflector illuminates distinct sides of the target, then there 
are four main reflector classifications (e.g., Ref. 26, pp. 6.20–6.21; Refs. 91 and 260). Examples of the 
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four cases are pictured in Fig. 43. They are the crossed and uncrossed versions of the converging and 
diverging reflectors, where crossed is relative to the center of the optical axis. Elmer271 uses the terms 
single and divided for uncrossed and crossed, respectively. The uncrossed converging case tends to 
minimize issues with rays passing back through the source. The four cases shown provide one-to-
one mappings because each point in the target receives flux from only one portion of the reflector.

Tailored Reflectors with Extended Sources Elmer8 describes some aspects of the analysis/design of 
illumination systems with extended sources using what are now called edge rays (see also Ref. 271). 
Winston266 sparked renewed interest in the subject. The following is a brief summary of some of the 
edge-ray papers that have been published in recent years. Some concentration related citations are 
included. Edge rays were also discussed earlier.

Gordon272 adds a gap between the source and reflector to offset the cosine cubed effect and 
obtain a sharp cutoff. Gordon273 explores the case where the extreme direction is a linear function 
of polar angle. Friedman147 uses a variable angle to design a secondary for a parabolic primary. 
Gordon274 describes a tailored edge ray secondary for a Fresnel primary, in particular for a heliostat 
field. Winston270 describes the tailoring of edge rays for a desired functional rather than maximal 

FIGURE 42 Two main classes of reflector types—diverging (left) and converging (right). The target is 
shown on the right of each of the two figures.

(a)

(c)

(b)

(d)

FIGURE 43 Four types of one-to-one mapping reflectors where the flux from each side of the reflec-
tor does not overlap at the target. (a) Uncrossed converging. (b) Crossed converging. (c) Uncrossed diverging. 
(d) Crossed diverging.
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concentration. Ries275 describes the tailoring based on a family of edge rays. Rabl276 tailors the reflector 
by establishing a one-to-one correspondence between target points and edge rays for planar sources. 
Ong277,278 explores tailored designs using full and partial involutes. Jenkins279 also describes a partial 
involute solution and generalizes the procedure as an integral design method.280 Ong91 explores the 
case of partial involutes with gaps. Gordon281 relates the string construction to tailored edge ray 
designs for concentrators.

Faceted Structures

Nonuniform distributions can be made uniform through the use of reflectors where the reflector 
aims multiple portions of the flux from the source toward common locations at the target. In many 
cases, the resulting reflector has a faceted appearance. If the source etendue is significantly smaller 
than the etendue of the illumination distribution, then smearing near the edges of the uniform 
region can be small. However, if the source etendue is not negligible compared to the target, then 
faceted reflectors tend to experience smearing similar to the case of one lens array.

The term faceted reflector identifies reflectors composed of numerous distinct reflector regions. 
Elmer270 uses the term multiphase and Ong91 uses the term hybrid to describe these types of reflectors. 
If there are more than two regions, then the regions are often called facets. As with lens arrays, there 
are two extremes for faceted reflector designs. One is the beam-smearing category, where the facets 
remove substructure in the beam. The other extreme is the beam-forming category, where each facet 
creates the same distribution. If all facets create the same distribution, Elmer271 calls the reflector 
homogeneous. If the distributions are different, then the term inhomogeneous is used.

For a given meridional slice, each facet can create an image of the source either in front of or 
behind the reflector. Using the convergent/divergent terminology to distinguish where the blurred 
image of the source occurs (see Fig. 42), a meridional slice of a faceted reflector can be composed of 
an array of convergent or divergent facets. These two cases are shown in Fig. 44 a and b. Flat facets are 

(a) (b)

(c)

FIGURE 44 Some faceted reflector profiles. Convergent (a), divergent (b), and mixed convergent/diver gent 
(c) profiles are all shown with five facets for the upper half of the reflector. Rays from the source that hit near the 
edges of the facets are shown. The rays for the upper facets are highlighted for all three cases. The rays for the 
second facet are highlighted in the mixed case.
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often desired because of the simplicity of fabrication and fall under the divergent category because 
the image of the source is behind the reflector.

The intersection between facets of the same type introduces a discontinuity in the slope of the 
reflector. Mixed convergent/divergent versions are possible, as shown in Fig. 44c. Mixed versions 
offer the possibility of minimizing discontinuities in the slope of the reflector curve.

If all the distributions are superimposed, then improved uniformity can arise through superposi-
tion if sufficient averaging exits. Consider a manufacturing defect where a subregion of the reflector 
that is about the size of a facet is distorted. If a superposition approach is used, then the effect of the 
defect is small because each facet provides only a small contribution to target distribution. However, 
if a one-to-one mapping approach is used, then the same defect distorts an entire subregion of the 
target distribution because there is no built-in redundancy.

The effects of dilution should be considered when faceted optics are used. A single-lens array pro-
vides insufficient degrees of freedom to provide homogeneous superposition without introducing 
dilution, which is why a second lens array is often added (e.g., the tandem-lens-array configuration). 
Schering282 shows lenslets placed on a reflector combined with a second array of lenslets. A straight-
forward extension of lenslets on a reflector is the use of concave facets, as pictured in Fig. 45.

Some Literature on Faceted Structures If the source is highly collimated (e.g., a laser) and has a 
Gaussian distribution, then only a couple of regions of the wavefront need to be superimposed 
to provide excellent uniformity. Descriptions of optical implementations that emphasize nearly 
Gaussian wavefronts include a four-surface prism by Kawamura,283 a wedge prism by Lacombat,211 
and a multipass wedge prism by Sameshima.284 Austin285 has described a prism system for an 
excimer laser. Brunsting286 has described a system with nonplanar wedges. Bruno287 and Latta228 
have discussed examples of mirrored systems with very few superimposed wavefronts.

For the more general case, uniformity can be obtained by superimposing a number of different 
regions of the beam. Dourte288 describes a 2D array of facets for laser homogenization. Ream289 
discusses a system with a convex array of flat facets for a laser. Doherty290 describes a segmented 
conical mirror that can be used to irradiate circular, annular, and radial surfaces with a laser source. 
Dagenais291 describes the details of a system with nonplanar facets for use with a laser in paint strip-
ping. Dickey292 shows a laser-based system composed of two orthogonal linear arrays of facets and 
includes curvature in the facet structures to minimize the effects of diffraction. Experimental data 
for two orthogonal linear arrays of facets [called a strip mirror integrator (SMI)] are provided by 
Geary.293 Lu294 has described a refractive structure using a multiwedge prism structure. Henning295 
and Unnebrink296 show curved facets for use with UV laser systems.

Laser-based systems provide the degree of freedom that the wavefront divergence can be small, 
although the effects of diffraction and coherence must be considered in those designs. The diver-
gence of nonlaser sources is often an important issue.

Jolley259 describes a faceted mirror design with disc and spherical sources. David297 describes faceted 
reflectors like the ones used in commercial lighting products and highlights the fact that facets on a 

FIGURE 45 Reflector with array of concave facets and an array of lenslets. The lenslets image the facets.
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conic reflector base can improve uniformity with very little increase in “spot size” for long linear sources. 
Coaton298 provides a brief description of a faceted reflector design with a point source. Donohue299 
describes faceted structures in headlamps.

There are many patents that describe the use of faceted structures for incoherent sources. Examples 
include Wiley,300 who uses the facets to remove filament image structure; Laudenschlarger,301 who 
describes design equations for a faceted reflector; Heimer,302 who uses a faceted reflector in a lithography 
system; and Hamada,303 who uses a faceted structure with a linear lamp.

Ronnelid304 uses a corrugated reflector to improve the angular acceptance of a 2D CPC in solar 
applications. Receiver uniformity can also be improved in CPCs using irregular surfaces (Ref. 4, 
pp. 153–161).

Faceted structures have often been used in complex lightpipes such as those used in the illumination 
of backlit liquid-crystal displays and instrument panels. For instrument-panel application, more recent 
efforts have been directed toward using aspheric surfaces.305
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40.1 GLOSSARY

Illuminance. Luminous fl ux incident on a surface per unit projected area in the direction of emis-
sion relative to the surface normal. 1 lux = 1 lumen/m2.

Intensity. Luminous fl ux emitted by a source per unit solid angle in a given direction. 1 candela = 
1 lumen/steradian.

Luminance. Luminous fl ux emitted in a given direction per unit solid angle per unit projected area 
in the direction of emission relative to the surface normal. 1 nit = 1 lumen/(m2 × steradian).

Luminaire. Lamp or lighting fi xture that includes optical components, baffl es, housing, and electronics.

Display. It refers to many things: a computer monitor, a projected image, and a piece of art or a 
decorative item.

Backlighting. It refers to illumination of an object from behind. The object can be opaque, translu-
cent, or transparent. The light source is usually large in size and diffuse.

40.2 INTRODUCTION

Lighting is an area of science that includes the interaction between light and people in their daily 
lives. The primary goals of lighting are to provide the illumination to perform tasks, direct people 
to desired locations and provide a sense of security. Additionally, lighting has a profound effect 
on mood and sleep-wake cycles of all living beings. As mankind has advanced technologically, the 
needs fulfilled by lighting have also increased to additionally provide relaxation, alter moods, attract 
people, provide entertainment, create virtual environments and improve human productivity.

Unlike most of other fields in optics, lighting is a more subjective field than objective—it is 
based on the emission aspects and how it is perceived within its surroundings. The subjective nature 
is based upon our interactions with lighting shaped by vision biology and brain perception. The 
capabilities of the human eye largely determine the detectable range and variations (in both time 
and space) in colors and brightness. Perception depends upon the brain’s interpretation of the input 
from the eye and is influenced by past experiences. For example, although brightness and the color 
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40.2  RADIOMETRY AND PHOTOMETRY

of lit objects are mathematically represented by luminance metrics as a function of distance, direc-
tion and wavelength, the perception of these quantities is context dependent based upon the observer’s 
experiences and environment. Thus, the same illumination levels in two different environments can 
be perceived as two drastically different lighting outcomes.

The importance of understanding lighting goes beyond the basic need to illuminate objects or 
surroundings. The importance of representing lighting accurately has been exemplified in art over 
the centuries.1 Understanding lighting in the context of human perception and the ability to repre-
sent and simulate lighting on computers has attracted attention in fields such as virtual reality for 
training especially in the fields of medicine, aviation and computer-aided design, and entertain-
ment such as video games and movies. As our understanding and computational capabilities have 
increased over time, so has the sophistication and quality of virtual environments and the entertain-
ment media.

An effective lighting design is contextual, cultural and is well integrated into its surroundings. 
Light interacts intimately with everything it impinges upon. Every object, including humans, plants 
and architectural elements, has distinct scatter, reflective, transmissive, and absorptive properties 
that are dependent upon wavelength and direction of light. As a result, the lit objects contribute to 
the appearance of the scene. Lighting therefore must complement in concert with the architecture 
and its surroundings in form, composition, and style to meet our expectations for the lit environ-
ment. For example, our expectations for the lighting environment of a casino are quite different to 
that of a sports stadium, a retail store, an office or a hospital. In each case, there is a distinct pur-
pose that directs the layout of the light sources with respect to the objects. Therefore, the lighting 
must change in each case as dramatically as the differences between the contexts of lighting. If it 
does not, then responses to the lit environment are often not positive, typically making, for exam-
ple, a poor work environment for an office, a lackluster sales venue for retail, or an uncomfortable 
room in someone’s home. This subjectivity is the most difficult aspect of lighting design. After all, 
the success of any lighting scheme depends upon being able to meet the expectations of its users. 
Simply said, we know a good lighting design as soon as we see it, but it has limited quantifiable 
metrics.

The history of modern lighting traces its origin back to the advent of artificial light sources: 
the incandescent light bulb, more than a century ago. Currently there is a wide variety of sources 
to choose from: incandescent (includes halogen), discharge (fluorescent, high-intensity discharge, 
sodium vapor), lasers, electroluminescent (includes LEDs and OLEDs), and daylight. The choice of 
light source depends on operating characteristics, cost, efficiency, and safety. The luminaire optics 
play a critical role in shaping the light distribution from the source. Thus the choice of the source 
and luminaire optics is an integral part of the lighting design process.

Any lighting design must comply with the relevant government regulations for the specific 
purpose of lighting. For example, safety is critical in transportation lighting, so there are stringent 
regulations on the relative intensity distribution from street lights and automobile headlamps to 
minimize glare and achieve the desired visibility. There are increasing numbers of government man-
dates on using efficient sources in many countries, such as the banning of inefficient incandescent 
sources in favor of fluorescent and LED light sources. In addition to regulations, there are guidelines 
for best lighting practices in various situations. These guidelines are published by national and inter-
national committees such as CIE (Commission Internationale de l’Eclairage or The International 
Commission on Illumination), IESNA (Illumination Engineering Society of North America), SAE 
International (Society of Automotive Engineers), CIBSE (Chartered Institution of Building Services 
Engineers), and many others. These groups publish guidelines on many aspects of lighting in the 
interiors and exteriors of homes, offices, educational institutions, hospitals, entertainment facili-
ties, malls, industrial complexes, sports stadiums, theatres, museum, streets, parks, transportation, 
and even underwater. The goals of these guidelines are to help, at a minimum, to create designs that 
are functional, efficient and provide safe and comfortable lighting. It is in the hands of the lighting 
designer to add to this mandated objective illumination to achieve the desired subjective lighting—
in other words, the aesthetics.

In this chapter, we provide an introduction to many facets of lighting by touching upon the per-
ceptual and biological factors that guide lighting design (Sec. 40.3), design elements and methods 
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to create functional and aesthetically pleasing designs (Sec. 40.4), technology of sources and design 
of relevant optics (Sec. 40.5), and measurement of lighting conditions (Sec. 40.6). We end the chap-
ter with application examples on interior and exterior lighting in Sec. 40.7. These sections provide 
comprehensive data on source selection and guidelines for best practices in general and in specific 
application areas such as lighting for offices, homes, healthcare, retail, and transportation. Although 
very important aspects of lighting engineering, we do not discuss electronic control mechanisms, 
maintenance, and commissioning of a lighting design due to limited space.

We make extensive use of terms used in Radiometry and Photometry. The reader is encouraged to 
refer to the chapters on various aspects of radiometry and photometry in Chaps. 34 to 39 in this volume.

40.3 VISION BIOLOGY AND PERCEPTION

The lighting design is guided by our understanding of perception and vision biology. In this section, 
we touch upon various aspects of biology of vision and perception.

Vision Biology

Biological aspects of human visual system response2 that are parameterized and used in lighting 
design are visual acuity (resolution, vernier, recognition, and stereoscopic), color sensitivity, accom-
modation, field of view, and adaptability to color and brightness changes.

Once adapted, the human visual system response does not change appreciably with time. The 
human visual system responds to over eleven orders of magnitude of luminance. However, at any 
given instance, only 2 to 3 orders of magnitude are adapted to by the eye. It takes up to 60 minutes 
to fully adapt to lighting conditions. Light adaptation takes place via change in the eye pupil size 
that controls the amount of light entering the eye (2 mm to 8 mm), photochemical processes in the 
retinal cells and neural processes that respond to change in the luminance below 600 nits when cone 
cells have not fully bleached. Neural adaptation occurs quickly, within the first 200 ms, and allows 
us to adapt to 2 to 3 orders of magnitude of luminance fluctuation, such as in lit spaces of build-
ing interiors. Pupil adaptation via change in the pupil size takes up to few minutes and allows us to 
adapt up to 1 to 2 orders of magnitude of luminance fluctuation. For tasks that require good color 
discrimination, several minutes to an hour are needed for this color adaptation. The higher the 
luminance, the shorter is the adaptation time. Based upon luminance, three vision conditions exist:

1. Photopic vision occurs when bright illumination conditions in the visible (luminance >3 nits) 
exist. Both the rod and the cone cells in the retina are excited, but the rods are saturated and thus 
effectively ignored except for peripheral vision. Full color vision with highest resolution is pos-
sible. Most indoor lighting conditions ensure photopic enabling lighting conditions.

2. Scotopic vision occurs when low illumination level in the visible (luminance <0.001 nits) exists. 
Only the rod cells in the retina are excited. No color vision occurs and only low-resolution 
peripheral vision is possible. Lighting design is usually not done for the scotopic domain but it 
must take into account our peripheral vision capability wherever possible to help guide the indi-
vidual toward relevant objects.

3. Mesopic vision is described by the transition between photopic and scotopic. The rod cells are 
excited and the cone cells are partially excited. The eye has limited color discrimination and reso-
lution capabilities. Most outdoor artificial lighting conditions operate in this region.

The luminance and color distributions should be such that it includes individuals with impaired 
vision that cannot be corrected such as reduced illumination at the retina (50 percent for a 50-year 
old as compared to a 20-year old) due to smaller pupil size and reduced transmission efficiency of 
the eye, reduced contrast, increased glare sensitivity, loss of accommodation and reduced field 
of view caused by ageing, macular degeneration, cataract, or glaucoma. For most such cases 
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increased illuminance, slow transients from the light to dark regions and an environment with 
reduced glare help considerably.3

Perception

It is the perception of lit environment that eventually determines the acceptability and adequateness 
of lighting conditions. Lighting perception is ultimately determined by the human visual system 
response and brain processes that are individual dependent. It is the latter that brings consider-
able subjectivity to lighting perception. Lighting design criteria for specific environments are often 
guided by studies that determine average perceptual responses. These guidelines are continually 
evolving, in response to geopolitical factors, research on vision biology and technology.

Depending upon an object’s optical and physical characteristics and how it is viewed in relation 
to its surroundings, lighting can alter its perceived visual attributes. Visual attributes of physical 
objects are defined in terms of brightness, lightness, hue, saturation, transparency, and glossiness. 
We explain each of these attributes below and also show that not every object has each of these 
attributes.

Brightness is the perceptual correlate of luminance. Although, in the absence of a background, 
the perception of brightness of an object is proportional to its luminance in a logarithmic manner 
(log of brightness is proportional to log of luminance), the perception of brightness is dependent 
upon adaptation to the surroundings and the relative hue and saturation of the object. Figure 1 
shows an example of how the brightness perception is altered by surroundings.50 Different por-
tions of a uniform luminance bar appear to have different brightness depending upon the local 
background. Similarly, car headlights appear much brighter in the dark than in daylight. Both vision 
biology and perception play a role here. Due to low ambient lighting, the pupil dilates and admits 
much more light (up to 16 times in night than in the day). Therefore, any bright source leads to 
sudden pupil contraction and ensuing discomfort. The sources appear even brighter due to a dark 
background, an effect similar to Fig. 1. Color perception is similarly affected. Color-saturated objects 
tend to appear brighter and vice versa.

Lightness is the perceptual correlate of diffuse reflectance. Our perception of an object being 
dark or light depends upon our estimate of its reflectance. For example, a piece of white paper 
appears white irrespective of the illumination falling upon it as we know from prior experience that 
it has a high reflectance. We tend to perceive it whiter than other objects of lesser reflectance even 
when the flux reflected by white paper in relatively low illumination is lower than a grey object that 
is placed under higher illumination. This confusion would not occur if we view a small region of 
the object through an aperture without knowing anything about the object. The aperture masks the 
contextual information and forces us to make objective judgments.

FIGURE 1 Perception of brightness. The rectangular bar in the center has constant 
luminance yet it seems brighter against a darker background at the right hand side.
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Hue is the perception of dominant wavelength of the color spectrum transmitted or reflected 
by the object. It helps us judge if an object appears close to a known color such as red, blue, yellow, 
purple, green, colorless, or a combination of multiple colors such as bluish-green. Saturation is the 
perception of the extent of color purity. Highly saturated colors have a narrow band of wavelengths, 
centered on the hue. Transparency is the perception of the degree of light penetration into the 
object. Glossiness is the perception of smoothness of a surface relative to a matte finish.

Depending upon the properties of an object, the lighting conditions and how it is viewed, one 
or more visual attributes can be determined. For example, if an object is viewed through an aper-
ture that hides the information of its surroundings or is illuminated such as nothing other than 
the object is visible then only attributes like brightness, hue, and saturation can be observed. A 
self-illuminated object or an object that gives the appearance of being so (such as a lit computer 
monitor) does not display lightness or glossiness, but if it stops emitting light, these attributes can 
be observed under external illumination.

Our brain attempts to maintain a perceptual constancy of shape, color, size, and lightness of lit 
objects based on past experiences and the context in which an object exists. Perceptual constancy 
allows us to maintain a certain perception of an object or a scene under changing viewing condi-
tions. For example, we can recognize an apple as such when viewed at different angles, surroundings, 
or lit conditions. We can perceive a skyscraper as a tall building even if seen from far away and hav-
ing a small image on the retina. Similarly, a tilted book appears rectangular although the image in 
the retina is trapezoidal. We can perceive the colors of common objects around us fairly correctly 
while wearing mildly colored glasses. Lighting can help maintain or alter perceptual constancies. 
To maintain perceptual constancies the lighting conditions must be such as there is adequate 
ambient lighting with high-color-rendering sources and without any disability glare. We discuss 
the terms such as color rendering, glare, and the impact of ambient lighting in the next section. The 
position of the light sources must be obvious to the observer even if not directly visible to establish 
the directionality of illumination. Direction of illumination is important as we tend to expect light 
to come from above and our perception of lit objects takes that into account at a subconscious 
level.

The relative distribution of light can impact the perception of the space itself and as such can 
impact human behavior.4 For example, there is a general tendency among humans to be attracted to 
brighter regions of space. It can be demonstrated by viewing people that there is a clear trend toward 
walking on brighter areas of pathways or facing brightly illuminated areas of a restaurant. That is 
why brightly lit shopping malls are quite effective in attracting traffic as compared to a poorly lit 
shopping complex. The knowledge of human behavior toward lit space is also used in making more 
effective lit object displays and navigational aids. There are four distinct categories of light distri-
bution5 that affect the perception of space: privacy, relaxation, visual clarity, and spaciousness. An 
effect of privacy can be created by utilizing nonuniform high-brightness illumination across the 
vertical surfaces in the room with dark spaces in the occupant domains and low ambient luminance. 
An effect of relaxation can be created by using nonuniform warm (correlated color temperature 
(CCT) <3500 K) ambient light across the room. Visual clarity in the environment is emphasized 
with cool light (CCT >4000 K), high and uniform brightness near the center of the room and at 
all task planes. In addition, higher emphasis is given to ceiling and horizontal surfaces. A sense of 
spaciousness can be implemented with uniform room illumination and relatively higher levels of 
brightness on the walls and ceilings.

Summary

Understanding perception and biology of vision helps us develop models to describe desired light-
ing conditions. An example is the development of the relative visual performance (RVP) model. This 
model has been extensively developed by Mark Rea and his colleagues over the last few decades6 to 
obtain the relative visual performance of a given task under different lighting conditions and estab-
lish lighting guidelines. RVP is provided as a probability of performing a visual task successfully 
under given lighting conditions. Task performance depends upon both visual and nonvisual aspects 
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of the task. To obtain the true impact of lighting conditions on task performance, it is necessary to 
isolate those tasks for evaluation that are dominated by the visual component. The impact of the 
nonvisual components is minimized by quantifying their effect to the fullest possible extent and 
subtracting it from the overall task performance. A key finding of the RVP model is that the visual 
performance improves rapidly as the luminance contrast between the task and the background 
increases up to 40 percent. Beyond this value, the improvement in visual performance is negligible 
with increase in contrast. Luminance contrast in this context is defined as

 Luminance contrast /Task background= −100( )L L Lbbackground  (1)

Visual performance curves (performance metric versus luminance contrast) can be evaluated for 
various task sizes and background luminance. A major limitation of the existing RVP model is its 
limited validity to only those tasks that are quantifiable by task size, luminance contrast, and back-
ground luminance and only under the conditions of foveal vision. We need more sophisticated task 
performance models to cover a larger range of tasks.

In the sections to follow, design guidelines make use of the understanding of lighting perception 
and vision biology to justify their development.

40.4 THE SCIENCE OF LIGHTING DESIGN

The lighting design process begins with identifying the needs to be addressed. An understanding of 
the functions of lighting and knowledge of basic building blocks helps us in making a preliminary 
design. The quality of lighting is determined by its ability to fulfill human needs in an economi-
cal and environmental friendly manner while at the same time complementing the architecture in 
form, composition, style, codes, and standards. We discuss the lighting design process in the follow-
ing subsections:

Design considerations. We discuss the factors involved in creating a lighting environment for an 
application. The categories discussed are: goals, context, illuminance, color, visual discomfort, 
trespass and light induced damage of objects.

Functions of lighting. Here we discuss the four primary functions of lighting: ambient, task, 
decorative and accent.

Lighting geometries to achieve specific functions of lighting. Here we discuss the building blocks 
for lighting design.

Properties of objects and their impact on lit scene are discussed.

Modeling. Here we discuss the techniques used to simulate a lit environment in order to achieve 
the best design.

Design Considerations

Goals Lighting for any application must take into account the needs (both human and nonhuman 
such as plants or animals), lighting economics, environment impact, and architectural aspects of the 
application. Human needs include the desired degree of visibility, comfort, ability to perform the 
needed tasks, social communication, ambience, and aesthetics.

Context Lighting helps create a perceptual environment or ambience to suit a specific application 
such as office, home, lobby, restaurant, casino, or a sports stadium. Appropriate selection of lighting 
schemes and luminaires that complement the architecture and interior design helps in achieving the 
desired ambience.
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Illuminance—Horizontal and Vertical Horizontal and vertical illuminances refer to illuminance 
distribution on horizontal and vertical planes respectively. Table 1 describes IESNA guidelines on 
illumination categories and average illuminance levels needed for each.7 These guidelines do not 
apply to special situations that involve setting up a particular ambience or focusing on an object for 
emphasis.

The uniformity of luminance/illuminance is generally defined by the ratio of maximum to mini-
mum luminance/illuminance. The need for uniformity across the field of view and across the entire 
space depends upon the application. The human eye is a brightness detector and is thus responsive 
to changes in luminance. To calculate luminance, illuminance, and the reflectivity of surfaces must 
be taken into account. For Lambertian surfaces (surfaces of constant luminance, independent of the 
viewing direction),

  Luminance illuminance surface reflectivit= ×( yy)/π   (2)

Generally, a luminance uniformity of 0.7 within the field of view across the task is considered 
adequate as the eye is unable to detect these variations. Not all tasks require high luminance uni-
formity. For example, in tasks involving inspection of 3D objects, nonuniform illumination is able 
to highlight the geometrical features, especially surface textures much better due to being able to 
provide better depth perception. In lit environments, a nonuniform light distribution is used to 
provide perceptions of privacy or exclusivity, for example in retail lighting or in restaurants. A 
luminance ratio (maximum luminance: minimum luminance) of greater than 15:1 is generally con-
sidered undesirable. In the applications section, we discuss the recommended luminance ratios for 
several scenarios in a variety of applications.

Color Lighting influences the color appearance of lit objects. For most lighting applications, 
white light is the standard form of illumination: exteriors (landscape, roadways, buildings, city, and 
stadiums) and interiors (homes, offices, restaurants, museums, industrial complexes, and shopping 
malls). Saturated colors in lighting are used only in special applications like indicators or signals, 
displays, color-specific industrial applications such as those involving color discrimination, special 
effects in casinos, hotels, malls, or discotheques, and so forth. The chapter on colorimetry in this 
Handbook (Vol. III, Chap. 10) provides an excellent introduction to the subject of color.

Depending upon needs such as aesthetics, task performance, and color-dependent reflective 
properties of objects, an appropriate light spectrum must be selected. The desired light spectrum 
can be achieved by using light sources that emit in that spectrum, by using static filters on the 
sources to tailor the spectrum or by spatial and time-averaged color mixing. Spatial color mixing 
involves using multiple light sources that emit in different portions of the desired spectrum but 
are laid out in such a manner that the lit environment or object appear to be illuminated by light 

TABLE 1 IESNA Guidelines on Illumination Categories and Average Illuminance Levels

  Average Illuminance
 Category (lx)

Public spaces 30
Simple orientation or short visits in a new environment 50
Working spaces where simple visual tasks are performed 100
Performance of visual tasks of high contrast and large size 300
Performance of visual tasks of high contrast and small size, or  500
 visual tasks of low contrast and large size
Performance of visual tasks of low contrast and small size 1,000
Performance of visual tasks near vision threshold 3,000–10,000

Large size: Object’s projected solid angle subtense at the eye >4.0 × 10−6 sr.
Small size: Object’s projected solid angle subtense at the eye ≤4.0 × 10−6 sr but not near the visual acuity limit.
Low contrast: ≤0.3 but greater than visual threshold.
High contrast: >0.3.
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having the combined spectrum of individual light sources. Time-averaged color mixing involves 
high-frequency (>60 Hz) mixing of different portions of the light spectrum in different propor-
tions. If the frequency of color mixing is high enough, the brain perceives a specific color based on 
the time average of the varying spectra used in their respective strengths. For example, in modern 
digital projectors, a color wheel is used that has various segments of different spectral transmis-
sion. When it rotates through those segments, one can create the appearance of any color within the 
color gamut of the light source. In the section on LEDs, we discuss color mixing to create white light 
or any desired color. Spatial and temporal color mixing can be used together to create a variety of 
effects. Although color mixing can achieve the visual perception of any desired color in emission, its 
ability to color render the object it illuminates depends upon the product of incident light spectrum 
and wavelength-dependent reflectance of the object. In this section we discuss how white light is 
specified and how its ability to render objects is estimated.

It is tedious to choose light sources if we have to analyze the spectrum and its impact on com-
mon objects. For white light, the color rendering index (CRI) and the correlated color temperature 
(CCT) help provide a quick estimate of the appearance of light and its color rendering of lit objects. 
For example, at a CCT of 2700 to 6500 K, a CRI ≥70 is adequate for common situations such as 
in offices and homes, a CRI ≥50 is sufficient for most industrial tasks and a CRI ≥90 is needed for 
stringent color discrimination tasks such as hospital surgery, paint mixing, or color matching. In the 
future, it is likely that different metrics based on color-appearance models would be in use. This is 
especially true with the increasing use and availability of a variety of light sources, especially LEDs, 
which have significantly different emission spectra from incandescent sources.

The CCT is the temperature of the planckian (perfect blackbody) radiator in Kelvin whose per-
ceived color most closely resembles that of a given stimulus at the same brightness and under speci-
fied viewing conditions.8 To find the CCT, the nearest point on the planckian locus is considered but 
only in a perceptually uniform color space. The isotherms across the planckian locus in a uniform 
color space are represented as normal to locus curve but in a nonuniform color space such as XYZ, 
these are no longer perpendicular to the locus.

Color rendering is defined as the effect of an illuminant on the color appearance of objects by 
conscious or subconscious comparison with their color appearance under a reference illuminant.8 
Two functional reference illuminants are currently used for calculating CRI: (1) for a source CCT 
up to 5000 K, a blackbody at the same color temperature is used and (2) for a source CCT above 
5000 K, one of the phases of daylight is used. The phase of daylight selected is such that its chroma-
ticity is within 1/(15E6 K) to that of the test source. It is defined by a mathematical formula based 
on the CCT of the test source.9 For all cases, a CRI value of 100 is considered to be a perfect match 
between the test source and the illuminant. The precise steps and calculations needed to calculate 
the CRI are recommended by the CIE.10 Here we summarize the results:

  CRI UVW( ) .R Ea = −100 4 6   (3)

where Ra refers to the general CRI and E UVW is the average of the Euclidean distances between the 
color coordinates of the reflected reference and test light sources from the first 8 out of the 14 CIE-
prescribed test samples (see Ref. 10). The color coordinates of the test source are chromatically 
adapted to the reference source and are expressed in the CIE 1964 color space. The CRI calculation 
is valid only when the color difference between the test source and the reference source is not large.

Although CRI is a useful metric and is widely used, it has several shortcomings. The existing 
method of calculating CRI is not perceptually well correlated. The high CRI predicted for sources 
with extreme CCT do not have good color-rendering properties. CRI is not valid for sources such 
as discrete spectral LEDs where CCT cannot be defined. CRI cannot be used to evaluate white-light 
LEDs with nonuniform spectra; the CRI predicted is quite low although the quality of white light 
appears to be better. The practice of using only eight test samples, none of which are saturated cre-
ates situations where high CRI sources do not color render color-saturated objects correctly. The 
CRI formulation can be modified to include the impact of different reference illuminants for dif-
ferent source types, color spaces, test sample set, different chromatic adaptation formulas or even a 
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reduced focus on absolute color fidelity. CIE reviews various propositions in this regard and updates 
its recommendations.

Visual Discomfort Visual discomfort can be caused by a variety of reasons.11 Many of these rea-
sons are context dependent where the expectation of the nature of lit environment determines the 
suitability of lighting. It also depends on cultural differences between various groups of people. For 
example, lighting flicker in a dance club may be desirable as opposed to almost all other situations. 
Similarly, the preference of color among different cultural groups varies considerably. Visual dis-
comfort occurs when lighting creates perceptual confusion. For example, if the pattern of illumina-
tion is such that surfaces of higher reflectance reflect less light than the surfaces of lower reflectance, 
perceptual confusion may result. The causes of visual discomfort that are more specific to lighting 
are summarized as follows:

Insufficient lighting Insufficient lighting, especially for task performance, results in eye strain 
besides reduced task performance. For different tasks, there are different levels of horizontal and 
vertical illuminance necessary to be considered adequate. Table 1 describes suggested horizontal 
illuminance levels needed for certain situations. Lighting communities across the world have estab-
lished guidelines for illuminance levels for a wide variety of specific tasks and environments.

Uniformity Visual discomfort occurs when the uniformity across the field of view is not as 
expected. A high uniformity can be as undesirable as a high degree of nonuniformity especially 
when considered across the entire visual field of view. Both can cause severe eye strain. In the section 
on applications, we provide examples of preferred luminance ratios between task and its vicinity.

Glare Glare results when there are regions of unexpected very high levels of luminance in the 
field of view. Glare can be direct or indirect. Direct glare occurs when a light source or a portion of 
it visible such as in overhead lamps, automobile headlights, or direct sunlight. Indirect glare occurs 
when the light is reflected or scattered directly into the eye, such as the sky reflecting off a lake sur-
face and obscuring the view beneath the water surface. Glare comes in many forms:12

1. Flash blindness: This is caused by a sudden onset of bright light leading to temporary bleaching 
of retinal pigment.

2. Paralyzing glare: This is caused by sudden illumination with bright light that can temporarily 
“freeze” the movements of the observer.

3. Distracting glare: This is caused by flashing bright sources of light in the peripheral vision field.

4. Retinal damage: When the light is bright enough to cause retinal damage.

5. Saturation or dazzle: When a large portion of the vision field is dominated by bright source(s), 
which can be alleviated by wearing low transmittance eye glasses.

6. Adaptation: When one enters from a low ambient illumination region to a bright ambient illu-
mination region without a transition region to help in vision adaptation.

7. Disability: This is caused by intraocular light scattering which reduces the luminance contrast 
[See Eq. (1)] of the task image at the retina. The impact is loss in task performance due to 
reduced visibility.

8. Discomfort: When the glare causes discomfort or distraction but does not affect the task visibil-
ity to the extent of limiting its performance 

Note that several forms of glare can exist concurrently, especially discomfort with the other 
types. Discomfort and disability glare are the most commonly experienced glare forms. There are 
several mechanisms available to estimate the impact of these forms of glare. We discuss briefly the 
CIE-recommended models for disability and discomfort glare.

Disability glare Disability glare occurs when the luminance contrast [Eq. (1)] of the task 
image at the retina falls due to the superposition of intraocular scattered light on the retinal image. 
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This background noise from scattered light can be thought of as viewing through a veil. Therefore, 
it makes sense to define an equivalent glare (or veiling) luminance (EVL) that mimics the impact of 
disability glare. The luminance contrast C is described as

  C
L L L L

L L
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b
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+ − +

+
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where L is object luminance and b is background.
As the equivalent veiling luminance LEVL increases, contrast at the retina C reduces. The contrast 

reduction is especially severe during difficult viewing conditions such as fog or nighttime when the 
object luminance is low. That is why car headlights are a much stronger glare source in the night 
than in the day.

Equivalent veiling luminance LEVL is defined as:13
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where  Ei = illuminance at the eye due to ith glare source
 qi = angle of the glare source (in degrees) from the line of sight, 0.1° < qi < 100°
 p = eye pigmentation factor (0 for black eyes, 0.5 for brown eyes, 1.0 for light eyes, and 1.2 

for very light-blue eyes)
 A = age of the viewer in years

For young adults (<35 years of age) and for glare source angle, 1° < qi < 30°, Eq. (5) approxi-
mates to

  L Ei i
i

EVL /= ∑ ( )10 2θ   (6)

The EVL as described above is strictly due to intraocular scatter. In practice, it is necessary to add 
to this the luminance from external scatterers, such as fog or dust in the atmosphere, to yield the 
correct retinal contrast.

Equation (5) is currently the most sophisticated recommended treatment for disability glare. It 
can be applied toward a wide variety of circumstances, including indoor lighting, street lighting, and 
bright sky at a tunnel’s exit.

For road lighting, the CIE recommendation on disability glare14 is given by a percentage thresh-
old increment (TI) described by Eq. (7). TI is limited between 10 and 15 percent.

  TI L L= 65 0 8( ).
EVL /   (7)

where LEVL = equivalent veiling luminance as described by Eq. (5)
 L = average road surface luminance

Discomfort glare There are many formulations that describe discomfort glare. Each model is 
prescribed for well defined geometries and sources. Discomfort glare has been described by the 
visual comfort probability (VCP) model15 in North America, British Glare Index system16 (CIBSE) 
and the European glare limiting system.17–19 Each of these systems has validity under specific con-
straints. Many luminaire manufacturers in North America and Europe provide VCP or glare index 
tables for worst case scenarios. CIE has proposed a Unified Glare Rating (UGR) model20 to replace 
these systems. We describe here the formulation recommended by CIE.

The UGR formula is described by Eq. (8). UGR values range from 5 to 30, the higher values sig-
nifying a greater level of discomfort. For home and offices, UGR is specified at <20 and for industrial 
application it is >20. This formula is valid for source areas between 0.005 and 1.5 m2. For smaller 
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sources, UGR overestimates the glare and for larger sources, UGR underestimates the glare. Therefore, 
for ranges outside the validity of UGR, CIE has provided detailed prescriptions to tackle small, large, 
and complex luminaires.21 For source areas smaller than 0.005 m2, Eq. (9a) is recommended. In 
practice, any bare incandescent lamp, frosted or clear qualifies as small. For source areas larger than 
1.5 m2, but not as large as an illuminated ceiling or uniform indirect lighting (see Section, “Lighting 
Geometries,” for a definition of indirect lighting), UGR is modified into a large room glare rating 
(GGR) and is described by Eq. (9b). The same UGR and GGR values represent an identical level of 
discomfort. For very large sources, only the maximum average illuminance values correspond to a spe-
cific UGR rating, as shown in Table 2. For nonuniform indirect source, CIE has provided guidelines.21 
Each of the glare formulations discussed in this section are independent of the light spectrum.

Equations (9a) and (9b) are expressed for a single small and a single large source, respectively. 
Equation (9) is valid for viewing angles greater than 5° from the line of sight. For a combination of 
sources of different sizes, Eq. (8) must be modified to include glare from sources specified by equa-
tions (9a) and (9b).
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where  Lb = average luminance of the field of view without the luminaire or glare source
 Li = luminance of the ith luminaire in the observer’s direction
 wi = solid angle of the ith luminaire subtended at the observer’s eye
 Pi = Guth Position index22 of the ith luminaire. [It is a function of angular deviations (vertical 

and horizontal) from the line of sight and valid up to 53° of deviation from the line of 
sight. See Eq. (10).]

 I =  luminous intensity of the small source expressed in lumens per steradians. The source 
must be >5° away from the line of sight

 Ed = direct illuminance at the eye due to the source
 Ei = indirect illuminance at the eye = πLb
 CC = ceiling coverage = (area projected by the source at nadir)/(area lit by the source)

  P ei = − − + +− −exp{( . . . ) (/35 2 0 31889 1 22 10 212 9 3α βα 00 26667 0 002963 102 5 2. . ) }α α β− −   (10)

where a = angle of the plane containing the observer’s line of sight and a line from the observer to the 
source from the vertical direction. [Vertical direction is the height above (orthogonal to) 
the floor on which the observer is positioned.]

 b = angle between the observer’s line of sight and the line from the observer to the source

TABLE 2 Glare Specification for Large 
Sources Such as an Illuminated Ceiling

 Maximum Average
 Illuminance (lx) UGR

  300 13
  600 16
 1000 19
 1600 22
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For roadway lighting, the glare rating is affected by driver fatigue, vehicular speed, and whether 
the person in the car is driving or not. All these effects must be dealt with comprehensively to for-
mulate a single glare rating model that is largely driver independent. There is ongoing research in 
this field to develop better models for evaluating glare for road and vehicular lighting.23,24 Current 
CIE recommendation for limiting the discomfort glare for road lighting is identical to disability 
glare as described by Eq. (7).

Veiling reflections Veiling reflections are reflections from the task surface that result in the 
luminance contrast [Eq. (1)] reduction of the task itself. Veiling reflections can be evaluated from 
the source-task-eye geometry. It has been found that 90 percent of test subjects find a luminance 
contrast reduction of 25 percent as acceptable.25 Veiling reflections are sometimes used as highlights 
to reveal the specular nature of a display (a lit object).

Miscellaneous Design Issues Other issues include designing against unacceptable light pollution 
or trespass, light-induced degradation or damage of objects and flicker from light sources. UV and 
IR filters are used with luminaires when there is a potential of damage to artwork or object displays. 
Flicker is more noticeable with high levels of the percentage modulation, area of visual field that is 
impacted by it, or the adaptation luminance. The impact of flicker can be reduced by using high fre-
quency electronic ballasts or multiphase power supplies for different sources.

Functions of Lighting

There are four functions of lighting: ambient, task, decorative, and accent.26 For each function, there 
are several implementation geometries. For most applications, more than one of these functions is 
necessary. We first discuss each of these lighting functions and then the lighting geometries used to 
accomplish these functions.

Ambient lighting fills up the space and is integral to almost any lighting scheme and yet is com-
monly ignored. It reduces the difference between the magnitudes of vertical and horizontal illumi-
nance. As a result, it reduces glare, softens shadows, and provides a well-lit appearance. A common 
mistake is to consider any light that is illuminating the space as ambient light. For example, ceilings 
with recessed down lights with a narrow angular spread cause harsh shadows of objects on the 
ground. Even facial features show unflattering shadows. This is a result of insufficient level of ver-
tical illuminance. So although there seems to be enough light to illuminate the space, it does not 
achieve a proper balance between vertical and horizontal illuminances resulting in cast shadows. 
To achieve proper ambient illumination, it is necessary to use those lighting geometries that spread 
light into large angles and from many directions. Ambient lighting is provided by large overhead 
luminaires with diffusers, torchieres, wall sconces, cove lighting, cornice lighting, valence and wall 
slot lighting, illuminated ceilings and wall washings. Figure 2 illustrates some of these schemes. 
Figure 4 illustrates ambient lighting with wall sconces.

Task lighting is used to provide sufficient illumination at the task plane such as a desk or work 
plane. Task lighting should be free of glare and shadows caused by the illuminated objects such as 
shadows from the hand and body or shadows from machine parts. Several lamp types and lighting 
geometries are available to reduce the impact of shadows. Lamps such as Banker or Bouillotte (Fig. 24) 
or large overhead luminaires with diffusers are good choices. The light emanating from these lamps is 
spread over a wide range of angles from an effectively large source. In a Banker lamp, a significant por-
tion of light from the source undergoes multiple reflections from the inside of the luminaire before 
exiting. Large fluorescent light sources in a vertical configuration in the Bouillotte lamp provide 
excellent vertical and horizontal illuminance. Lamps with batwing lenses achieve cross illumination 
or lighting from two different directions overlapping in the task region. A batwing lens has a linear 
prism array (Fig. 23c) at the front of the source that leads to spreading of the light in predominantly 
two directions from each source point. Side lights installed in the vicinity of the task region increase 
vertical illuminance, and when used with overhead lighting provide excellent task lighting. Sometimes 
backlighting is necessary for certain tasks that involve transparent objects. Task lights must have 
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Valance
Valance

Lip to conceal 
fixture

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Cornice 
board

(j) (k)

Wall grazing

Wall washing

FIGURE 2 Various lighting geometry components. (a) and (b) Valence lighting. (c) Cove lighting. (d) and (e) Wall slot and 
Cornice lighting for wall illumination. It can be used to create an effect of a floating ceiling. ( f ) Illuminated ceiling. There is a 
diffuser below the row of line sources. This scheme can also be used to create illuminated wall panels. Backlighting is another 
technique. ( g) Overhead luminaire. (h) Suspended luminaire. (i) Recessed downlight. ( j) Wall-grazing and wall-washing illu-
mination emphasizes and flattens the wall textures respectively. (k) Furniture-integrated lighting system. In cases (a) to (i), the 
sources are lines sources such as fluorescent tubes along the length of the wall. In each case, the neighboring surfaces whether 
wall or shielding surfaces are coated with high reflectance diffuse paints. The distance of light source from the ceiling/wall deter-
mines the uniformity of illumination across the respective regions.
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the light sources well shielded by the luminaire and baffles to avoid direct glare. For large overhead 
sources, louvers (Fig. 24e) are used to limit the direct source view. Veiling reflections are avoided by 
ensuring that the source-task-eye geometry does not direct the reflections off the task into the eye.

Decorative lighting, as the term implies, is used to add sparkle to the lit environment. Decorative 
lighting is most effective when it appears to provide most of the lighting in a scene. Using decora-
tive lighting to provide other functions of lighting by increasing the lamp brightness is not a suitable 
solution, although it increases the illumination in the region. It draws too much attention toward 
the lamp itself and creates undesirable levels of source brightness against the background leading 
to glare and unsightly shadows; therefore, decorative lighting must be immersed in an environment 
with good ambient light. Decorative lighting is provided by low-wattage table or floor lamps, gas 
lights, chandeliers, sconces, bare light sources, backlighting, light art, and torchieres. See the use of 
chandelier in Fig. 5.

Accent lighting primarily provides highlighting of objects such as artwork (Fig. 3), plants and 
decorative objects within a lit environment. Track lights, adjustable recessed lights, uplights, and 
backlights are commonly used to provide accent lighting.

Lighting Geometries

Lighting geometries can essentially be broken down into four broad classifications. These classifica-
tions are not mutually exclusive.

1. Direct Lighting: Most of the light (>90 percent) from a luminaire is targeted toward a certain 
region such as in downlighting in an office by overhead light fixtures. Applications of direct 
lighting include all the lighting functions such as ambient, task, decorative, and accent.

2. Indirect Lighting: An object or a region is illuminated by light that is not directly coming from 
the source. For example, the light from a lamp is directed toward the ceiling, wall, or even a 

FIGURE 3 Accent lighting. (See also color 
insert.) (Courtesy of Pegasus Associates Lighting, 
www.pegasusassociates.com.) 
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diffuse reflecting region of the luminaire. The reflections illuminate the space around the lumi-
naire. Indirect lighting tends to give a more spacious appearance and eliminates shadows. Its 
primary application is to provide ambient lighting. See Figs. 4, 5, and 24c.

3. Diffuse Lighting: When lighting does not appear to come from any specific direction. Examples 
of diffuse lighting include indirect lighting and certain direct lighting geometries such as overcast 
skies, large area lighting fixtures with diffusing or prismatic optics or large spatial extent fluores-
cent lamps. It is mostly used for ambient illumination but can also be used to create local areas 
of high and uniform brightness for task lighting or accent lighting.

4. Direct-Indirect/Semi-Direct/Semi-Indirect Lighting: These terms typically apply to lamps that 
distribute some portion of their light toward the target and the remaining portion toward a sur-
face that reflects (specular and/or diffuse) light toward the target. Semi-direct typically refers to 
the case where 60 to 90 percent of the light is directed toward the target while semi-indirect refers 
to the case where 60 to 90 percent of the light is directed away from the target. Applications 
include all the lighting functions: ambient, task, accent, and decorative. See Fig. 24d for an exam-
ple of direct-indirect lighting fixture.

Figure 2 illustrates several implementations of these lighting geometries5 within the confines of 
indoor lighting. A practical lighting layout is likely to include one or more of these concepts.

FIGURE 4 Wall sconces for providing ambient lighting and the much needed vertical illumination in various 
situations. (See also color insert.) (Courtesy of Lightcrafters Inc., www.lightcrafters.com.)
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Properties of Objects and Their Impact on Lit-Scene

Objects in a lit-scene have geometrical (shape, location, and orientation) and optical properties 
(wavelength dependent absorption, reflection, transmission, and diffraction). Reflection and trans-
mission include both diffuse and specular components. Lit-scene characteristics are then in-part 
determined by geometrical and optical properties of the objects and also in part determined by the 
interaction of these characteristics with the light sources in the environment. The object-light source 
interaction gives rise to such phenomena as glare, nonuniform illumination and color change. 
Major indoor features that impact a lighting environment are walls, floors (including large area 
carpeting) room partitions and ceilings. Minor features consist of temporary objects such as wall 
coverings, furniture, partitions, art, displays and plants. Major outdoor features that impact lighting 
environment are ground, buildings, vegetation, distant and close landscape features. Minor outdoor 
features are temporary objects.

System Layout and Simulation

Based upon the lighting design criteria, appropriate lamps with desired lighting schemes are 
selected. However, to obtain the desired illuminance distribution over time, appropriate calculations 
and simulations are needed. In this section, we discuss the tools for system simulation.

For any given system layout, a certain light level is needed. Equation (11) provides an approxima-
tion of the number and type of luminaires needed to obtain a certain horizontal illuminance over a 
work plane. This equation is useful when expressed as a summation of individual luminaires with 
their specific constants.

  E Fn Amaintained LLF CU/=   (11)

where  Emaintained = average illuminance maintained
 F = total rated luminaire lumen
 n = number of luminaires

FIGURE 5 Indirect lighting with cove lighting in 
a restaurant using light strips. The chandelier provides 
the decorative lighting without significantly contribut-
ing to any other lighting function. (See also color insert.) 
(Courtesy of Pegasus Associates Lighting, www.pegasusas-
sociates.com.)
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 CU =  coefficient of utilization (It defines the percentage of light from the lamp reaching 
the work plane. CU depends upon the relative placement of lamp and work plane 
and illuminance distribution at the work plane corresponding to the geometry.)

 A = work plane area
 LLF = total light loss factor

LLF27 accounts for the lamp output reduction over time. LLF has both recoverable and nonrecover-
able components. Nonrecoverable factors are due to permanent degradation of the luminaire surface, 
reduction of output due to deviation from ideal operating temperature and environment (convection 
and ambient temperature), inefficiency of the electronic drive components and deviation in the operat-
ing position (tilt) from the ideal position. Recoverable factors are those whose effects can be mitigated 
by regular cleaning of the luminaire, operation in a clean environment, and regular replacement of 
bulbs or sources upon their natural degradation with time. LLF is a product of all these factors. Many 
of these factors also affect the intensity profile of the lamp output and can therefore affect the CU. The 
Lighting Handbook by IESNA28 lists a detailed procedure for calculating the room surface dirt deprecia-
tion factor and luminaire dirt depreciation factor. Other factors can be obtained either by lamp manu-
facturer specification data or by measurement in an as-used configuration of each lamp before use.

System simulation can be done in two ways: manually or using specialized software. To do it manu-
ally, the lumen method [see Eq. (11)] and the zonal cavity method are used. The zonal cavity method29 
involves modifying the CU by calculating the effects of room geometry, wall reflectance, luminaire 
intensity, luminaire suspension distance and workplane height. The impact of various parameters is 
available in the form of look-up tables that can be consulted to provide estimates. These methods are 
quite powerful but outside the allowable space in this chapter, please consult the mentioned references.

System simulation with specialized software allows unparalleled accuracy and flexibility. Modern 
software tools allow easy modeling of 3D geometries, material and source properties. Sophisticated 
analysis tools allow for calculation of luminance, intensity, illuminance and chromaticity at any 
location, and they also provide photorealistic rendering of lit models that account for specular as 
well as diffuse reflections. Accurate system modeling involves the following steps:

1. Model the 3D geometry of the lit region. Windows, skylights, and light shelves must be modeled 
with their coverings: blinds or glazings with their optical properties.

2. Model the surfaces and paints. The reflectance is a combination of specular and diffuse compo-
nents. For those surfaces and paints that cannot be simply described by specular or Lambertian 
properties, the bidirectional reflectance distribution function (BRDF) is used.30 The dependency 
of BRDF is composed of the incident direction and the direction of observation. This concept 
has been explained in much more detail in Chap. 7, “Control of Stray Light,” in this volume. 
BRDF measurements are mostly obtained experimentally. These measurements are available 
sometimes by paint vendors or makers of specific surfaces. It is also possible to simulate BRDF 
approximately by assigning texture and reflective properties to the surface and performing a ray 
trace. Once the reflectance properties of each surface are available, they are assigned to the sur-
faces in the optical model and allow accurate photorealistic rendering of the model for all cases 
of source and viewer locations.

3. Model the lamps: luminaire geometry and source model. Source models are increasingly being 
made available by the lamp vendors. If the model is not available, source measurements may be 
needed. Source models consist of a collection of rays that represent the output from the source. 
Each ray is described by its position and direction cosines in 3D space. Daylight can be simulated 
by creating two sources outside the model: sun and sky and assigning diffuse reflective properties 
(10 to 20 percent) to the ground outside the model. There are a variety of ways to model the 
sun. One way is to represent it as a Lambertian disk of its angular extent (0.52°) and a luminance 
value that provides the insolation on the earth’s surface at the geographic location (~1000 W/m2). 
The final step is to locate the Sun’s position relative to the model. The sky is modeled as a large 
Lambertian disk of a prescribed luminance. For example, a clear sky is represented by 8000 nits 
and an overcast sky is represented by 2000 nits.

4. Decide upon the location of the measurement surfaces. These could be real or virtual. A photo-
realistic scene rendering helps in realizing the most promising layouts.
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Figures 6 and 7 show an example that illustrates the above steps.31 We simulate a room with one 
window. All the light received in the room is daylight from a clear sky. In this example, we calculate 
the light distribution across the floor for two cases: with and without assuming that the room sur-
faces are diffuse reflective. Figure 7 shows the impact of including reflectances from various objects 
which results in a wider spread of illumination across the floor.

It is easy to make the model more complex by adding internal light sources, objects with a vari-
ety of surface properties, skylights, influence of sun and so forth. Next, we discuss the software tools 
available to perform such simulations.

Software Tools There are extensive software tools to assist the lighting designer in simulating illu-
mination systems. The software includes computer-aided design (CAD), source modeling, optical 
analysis and design, and computer graphics. Each of these plays a crucial role in the design process, 
so they are described in the following subsections. Some of the software areas have applicability 
in a number of aspects of the design process. Finally, we do not mention the explicit names of the 
software packages since they are continuously evolving, and we make use of certain ones in our daily 
lives, so we do not want to bias the discussion presented here.

FIGURE 6 System layout. (Source: Clear sky 8000 cd/m2. Room Size: 3 m × 3 m. Window size: 
1 m × 1 m. Window location: center of the wall. Wall reflectance: 35 percent. Roof Reflectance: 60 percent. 
Floor reflectance: 40 percent. Ground reflectance exterior to room: 20 percent.)
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FIGURE 7 Horizontal illuminance (lux) on the floor (a) with and (b) without taking into account the room 
reflectance.
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CAD software Computer-aided design software is used to build the geometry of any system and 
is then interfaced with machine tools to fabricate the components. Lighting design makes great use 
of CAD software to ease the process of integration of complex optical components and the mechan-
ics that hold them and the electronics. Not only are there self-standing, mechanical CAD software 
packages, but native CAD geometry generation capabilities in the optical analysis software packages 
discussed later. The latter provide a wealth of tools for the generation of complex illumination sys-
tems, but they do not have the range of tools that mechanical CAD software provides. The software 
can be broken down into two subsets: surface based and solid based. The former implies that each 
surface is defined separately (e.g., a cube is made up of six separate surfaces), while the latter implies 
that each object is defined (e.g., a cube is made from one function call). Of course tools are provided 
in each code such that the design process is simplified (e.g., in a surface-based code a macro could 
generate all of the six surfaces of the cube with one function call). Solid-based codes tend to provide 
a more efficient process to enter the geometry of the system, but surface-based codes have a longer 
market history. None of the mechanical CAD packages provide optical analysis and design tools, but 
they do provide hooks to integrate into them. In fact, some of the optical analysis and design soft-
ware companies have developed plug-ins that allow the user to specify optical characteristics such 
as materials and surfaces. These tools assist with the design process by requiring only one iteration 
of assigning such properties and simplify the transfer of the geometry to the optical analysis soft-
ware. The transfer of the geometry is typically accomplished by two formats: International Graphics 
Exchange Specification (IGES) and Standard for the Exchange of Product model data (STEP). Other 
protocols including proprietary ones, DXF, DWG, STL, and SAT are understood by certain optical 
design and analysis tools.

IGES IGES is a standard first published in 1980 by the National Bureau of Standards (now the 
National Institute of Standards and Technology, NIST) as NBSIR 80–1978, and then approved by an 
ANSI committee as Version 1.0.32 It was first known as Digital Representation for Communication 
of Product Definition Data. It is essentially a surface/curve-based method to represent the geometry 
that comprises a component or system. The IGES standard was updated through the years, with 
Version 5.3 in 1996 being the last published version.33 STEP (see the next section) was to replace 
IGES, but IGES remains the prevalent neutral-based method to transfer geometry data. Most optical 
analysis codes can read and interpret various versions of IGES, but the surface-based optics codes 
tend to have better performance (i.e., fewer import errors).

STEP STEP is a standard first published in 1994 by the International Standards Organization 
(ISO) as ISO 10303 with the goal of replacing IGES. It is essentially a solid-based method to rep-
resent a system, but it also has 2D and database aspects.34 It has been updated through the years 
and is now comprised of many part and application protocols. STEP is developed and maintained 
by the ISO technical committee TC 184, Technical Industrial automation systems and integration, 
subcommittee SC4 Industrial data.35 Most optical analysis codes can read and interpret various ver-
sions of STEP, but the solid-based optics codes tend to have better performance (i.e., fewer import 
errors).

Source modeling software In order to perform accurate simulation of a lighting system it is 
imperative that an accurate source model is used. There are essentially three methods to accomplish 
this:

• Generation of ray data based on manufacturer data sheets

• Experimental measurements of the emitted radiation to create ray sets

• Modeling of the geometry of the source and the physics of emission to create ray sets

The first method creates either ray sets or Illuminating Engineering Society (IES) intensity 
distributions that can be used to model the performance of a lighting system that incorporates the 
prescribed source. The second, experimental measurement uses a goniometer or similar device to 
measure the output of the source both as a function of position and angle; therefore, it measures 
the luminance distribution of the source. The last is based on modeling of the source components, 
such as filament, base, and glass envelope in an incandescent bulb; electrodes, glass envelope, and 
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base for an HID lamp; and die, epoxy dome, and reflector cup for a LED. Based on the physics of 
the source, rays are assigned to the emission areas. A number of optical analysis software compa-
nies are providing geometrical and ray source model libraries to their customers. All three methods 
are based on the data, measurements, or model of a single source, called the nominal source. Thus, 
there is the opportunity for error between the nominal source and what is used in your fabricated 
system.

Source manufacturers and architectural lighting software tend to use the IES source files to 
specify their sources. These files are not as precise as the other two methods, but they provide a 
good enough and fast method to implement the source emission characteristics into the design 
process. Companies that make these accurate experimental measurements keep libraries of the data, 
so that their customers can include them in their lighting system models. The CAD software allows 
a designer to make a complex model of the source, and then the optical analysis software allows 
the rays to be generated. This method also provides accurate source models, but with the only time 
expenditure to develop such models. It has been found that methods that employ both the geometry 
and experimental emission measurements provide the highest level of accuracy while also giving an 
avenue to model the tolerances of the emission.36,37

Optical modeling software As previously stated, optical analysis and design software not only 
allows for the modeling of optical systems, but it also provides tools for inclusion of geometry, 
source modeling, and rendering (discussed later). There are both solid-based and surface-based 
codes. Most optical phenomena occur at the surface interfaces, such as reflection, refraction, scat-
tering, and diffraction, but there are volume effects, such as scattering, absorption, and emission. 
Therefore, though a single software packages is based around solids or surfaces, it must be able to 
effectively model the other type of phenomena. A number of the codes are generic in nature, such 
that they can handle virtually any type of system or application, from backlights to luminaires to 
biomedical applications. There are application specific codes in a number of areas, especially exter-
nal automotive lighting and architectural illumination. The software is increasingly adding tools 
such as source modeling macros, optimization, tolerancing, and rendering.

There are essentially three types of software packages that can be used to model a lighting system: 
optically based ray tracing, lighting-based radiosity, and computer graphics rendering. Ray trac-
ing is simply the tracing of a multitude of rays from sources through the optical system. It is quite 
accurate, only limited both by the characterization of the geometry and the assigned optical proper-
ties within the model and the number of rays that are traced. Radiosity algorithms are essentially 
scatter-based methods that propagate approximate wavefronts from one object to another. Initially, 
Lambertian scatter properties of all objects were assumed, but more recently radiosity implementa-
tions propagation based on the bidirectional surface distribution function (BSDF), generally, or the 
respective reflective (BRDF) or transmissive (BTDF) forms, specifically, have been developed.38 Ray 
tracing can handle both specular and diffuse reflections, but radiosity is limited to diffuse reflec-
tions. Ray tracing has a number of benefits including accuracy and utility from the near field to far 
field. Radiosity is for the most part limited to far field calculations, where the approximations of the 
propagation model are minimized. As the distance between the source and target is reduced, the 
limitations of the scatter-based propagation inhibit accuracy. The primary limitation of ray trac-
ing is the calculation time, which is several orders of magnitude more than radiosity. Thus, hybrid 
methods that employ both ray tracing and radiosity are in use. The goal of hybrid methods is to 
obtain the benefits of both ray tracing and radiosity in a single algorithm.

In the next three subsections the three types of software packages are discussed in more detail. 
Notably, the lines between these three types of software packages is disappearing, especially between 
the lighting design and computer graphics sectors. In each of these sections the applicability to light-
ing design and modeling is provided. These software packages are seeing rapid growth, so consulta-
tion of the literature on active research on future development is suggested.

Optical design and analysis software There are two types of optical design and analysis soft-
ware: imaging system software and general analysis software. The first is typically called lens design 
software, and has limited utility to the design of lighting systems. The second uses nonsequential 
ray tracing from the source to the target. This process allows the illumination distribution at the 
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target to be accurately determined. This type of software often includes, at the discretion of the 
user, such features as spectrum, coherence, polarization, and so forth. Thus, the accuracy is only 
limited by the user input. The design of the actual luminaire is best done with this type of software. 
It allows the designer to design efficient systems that effectively couple and broadcast the emission 
from the light source. These codes also provide tools for optimization and tolerancing of the lumi-
naire. However, due to lengthy computation time, optical design and analysis codes have limited 
(but increasing, due to the advances in computer speeds) utility in determination of a lit scene (i.e., 
rendering).

Lighting design software Unlike optical design and analysis software, lighting design software 
typically makes use of radiosity algorithms.39 Radiosity codes are quite fast and have acceptable 
accuracy in the far field. The use of Lambertian or BSDF scatter properties allows the diffuse reflec-
tion from objects to be quickly ascertained and propagated further into the system. The diffuse 
emission is both collected at the observation location and is cascaded to other objects in the scene. 
In order to obtain a higher convergence speed objects are typically parameterized with polygons, 
while optical phenomena such as refraction or specular reflection are approximated or even ignored. 
This type of software thus provides at worst a first-order approximation of the lit appearance such 
that architects and lighting designers can view the results of their design work. Lit-scene render-
ing or illumination in the far field of a luminaire is the best use of lighting design software. More 
advanced software packages can then be employed, such as those that employ some semblance of 
ray tracing—see the previous and next sections.

Computer graphics software In the past two decades the computer graphics community has 
grown rapidly. The tools they develop and employ are useful in the illumination community of 
optics. Foremost they have tools to model the simulated look of an unlit or lit lighting system, called 
unlit-and lit-appearance modeling respectively. These tools are important in illumination since 
acceptance of a system is often based on subjective criteria such as appearance. Thus, these tools 
provide such before potential costly and time-consuming manufacture. Additionally, the computer 
graphics community uses both ray-based and scatter-based radiosity methods, while also employ-
ing hybrid methods. These methods are especially geared to the rendering of scenes in video games, 
movies, and other types of visual media. Thus, they tend to have the least amount of accuracy since 
the completion of numerous images in a timely manner is demanded.

Computer graphics software makes direct use of forward ray tracing (from the source to 
observer) and reverse ray tracing (from the observer to the source). The latter is especially use-
ful for the rendering of scenes where there is a discrete viewpoint, like that of a virtual observer. 
These codes and algorithms are increasingly being used to model the lit appearance of illumina-
tion systems such as luminaires and lightpipes. This process involves some form of ray tracing 
and/or radiosity calculations and then employs vision biology (Sec. 40.3). As an example, con-
sider a star-shaped taillight as shown in Fig. 8.40,41 The taillight is oriented at several angles such 
that the effects of changing ones aspect to the lit taillight is taken into account. The combination 
of these different angular views of the taillight provides the luminance distribution, or essentially 
what an observer would see by walking around the lamp. A ray tracing method employing a pupil 
collection of 15° is used for each of the plots within Fig. 8. Note that saturation of the retinal 
cones is included, which is evidenced by the whitish appearance of the filament at the center of 
the lit patterns.

Furthermore, the resulting intensity pattern for the lit-appearance model can be projected into 
a scene to provide a rendering of what the illumination from the lamp will look like. For example 
consider Fig. 9, which shows three view aspects of an automobile headlight designed to meet stan-
dards (see section on vehicular lighting): (a) the driver’s perspective, (b) 20 m above and behind 
the drive, and (c) the bird’s eye view.42 These renderings are quite accurate since the goal is to 
completely mimic the lit-scene appearance prior to fabrication. These types of renderings can be 
extended to any scene that involves sources and objects with accurate optical characteristics applied 
to them. Figure 10a shows the rendering of a south-facing office room43 in Tucson, Arizona. The 
illumination was modeled from average direct and diffuse insolation data for November 15 at noon 
for this location. The CAD model was generated from architectural blueprints of the facility. Surface 
reflectances were determined from first principles. The scene outside the window was created from a 
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FIGURE 8 Views of the lit appearance (upper) of a star-shaped taillight (lower) at four hori-
zontal angles of (a) 0°; (b) 10°; (c) 20°; and (d) 30°. (See also color insert.) (Used with permission 
from SPIE;40 Developed with Advanced Systems Analysis Program from Breault Research Organization.)
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digital photograph taken in the mountains outside of Tucson. 100,000,000 rays were traced from the 
source throughout the model. Similarly, Fig. 10b shows the rendering of a desk surface lit by interior, 
incandescent lighting.44 All surfaces, except the three objects on the desk (shown in wireframe to 
ease view through the objects), are diffuse Lambertian reflectors. The three objects: wine glass, ice 
cube, and crystal ball, display the effects of specular refraction and total internal reflection.

FIGURE 9 Three perspectives of lit-scene renderings from a low-beam headlamp: (a) driver’s view; (b) 20 m above 
and behind automobile; and (c) bird’s eye view. (See also color insert.) (Developed with LucidShape and LucidDrive from 
Brandenburg, GMBH.)

(a) (b) (c)

FIGURE 10a Rendering of a lit office room. (See also color insert.) (Developed with LightTools from Optical Research Associates.)
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40.5 LUMINAIRES

A luminaire is a packaged light source consisting of emitter, optics to baffle or redirect light, fixture 
and electrical components. Luminaires form an integral part of the lighting design by the virtue of 
the illumination they provide and also by their appearances. In this section, we discuss the opti-
cal components of luminaires: types of light sources, both artificial and natural (daylight), and the 
design of luminaires with optical components such as reflectors, lenses, lightguides, fibers, windows, 
skylights and baffles to achieve the desired light distribution.

Types of Light Sources

Light sources are optically characterized by their luminous spectrum (lumens as a function of wave-
length), intensity (in candela), and efficiency (lumens per watt, lpw). For white light, CCT and CRI 
are derived from the spectrum of the source and are typically reported on the data sheets to give an 
estimate of its appearance and its ability to color render lit objects. Other source characteristics are 
cost, safety, government regulations, package size/type, lamp sockets, electrical driver requirements 
and constraints related to environment or operating conditions. Cost is defined in terms of lumi-
nous flux per dollar per hour of use, replacement, and initial installation costs.

We discuss daylighting and the following artificial light sources: incandescent, fluorescent, 
high-intensity discharge (HID), light-emitting diode (LED), electrodeless HID, electroluminescent, 
nuclear, laser, bare discharge, low-pressure sodium (LPS), and short arc sources. In the next few sub-
sections we discuss various light sources in terms of operating principles, construction, and packaging. 
Refer to Table 3, which provides the performance comparison of various lamps; and Table 4, which 

FIGURE 10b Rendering of a lit desk with three objects located on it (wine glass, ice cube, and 
crystal ball) to show both diffuse and specular effects. (See also color insert.) (Developed with FRED 
from Photon Engineering.)
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lists various lamp types, currently available packages and their applications. Figure 11 shows various 
lamp packages. The alphabetic designation is explained in Fig. 11. The numeric designation with 
the letters is the diameter specified in 1/8th of an inch. For example, MR16 refers to a multifaceted 
reflector, 2 in. in diameter.

Incandescent Sources These are thermal sources that emit electromagnetic radiation from a heated 
filament, which is a phenomenon known as incandescence. Incandescent light sources are being 
steadily replaced with fluorescent lamps, LEDs, and potentially with electrodeless lamps. Other 
sources are able to provide similar or improved performance at higher efficiency and lifetime lead-
ing to reduced operational costs.

Modern day incandescent sources use a tungsten filament.45 Tungsten has a high melting point 
(3382°C), high ductility, high conductivity, and low thermal expansion that make it a preferred 
material for use as a lamp filament. Tungsten is alloyed with tiny amounts of potassium (60 ppm), 
aluminum oxide (10 ppm), and silicon (1 ppm) to give it high strength near its melting point. This 
allows lamp operation close to the melting point, thus improving its efficacy. Sometimes tungsten 

TABLE 3 General Lamp Characteristics for Most Lighting Applications

  Efficacy   Lifetime 
 Watts lpw CCT K CRI K hours Notes

Standard 40–100a 10–17T 2700 >95 0.75 Undesired IR radiation, fire hazard.
 Incandescent        Naturally low flicker, instant-on and 

dimming to 0.
Tungsten- 300a 20 2850–3200 >95 <6 Same as standard incandescent.
 Halogen
Fluorescent/  5–55 15–100 3000–6500 50–98 5–20b Complex ballasts for good dimming
 CFL  60–70T 4100T 70–85T    range, short start-up, low hum, low 

flicker. Hg disposal issue, EMI.
HID-Hg 50–1000 30–65 3900–5700c 15–20 higher  16–24 Complex ballasts for start-up and flicker
     with phosphor    control, poor dimming, high flicker,
     coatings    explosion, fire and UV hazard, lamp 

disposal issue, high start-up and re-
strike intervals, poor color stability 
with time, operating position affects 
performance.

HID-MH 30–18 K 75–125 2500–6000 60–70 7.5–20 Same as HID-Hg. Lifetime <1 K hours
 50–1000T      for >10 kW lamps.
HID-HPS 175–1000 45–150 1900–2700 22–85 7.5–24  Same as HID-Hg, CRI is inversely 

  proportional to efficacy. 110 lpw corre-
sponds to CRI 20, CCT 1900–2100 K.

HID-CMH 20–400 70–90 3000–4200 80–96 7.5–20  Same as HID-Hg except for good color 
  stability with time and performance 

independent of operating position.
Electrodeless 4 60+ 2700–6500 50–98 15–30d,  Complex ballast, EMI.
      <100e

LPS 20–100 80–150 1800 0 14–18
LEDf   LEDs (large chip or arrays) are likely to replace most of the existing lamp sources. Efficacy can reach up to and 

  beyond 200g lpw with the theoretical limit being the CIE standard observer luminous efficacy curve, lifetimes 
up to 100 K hours. Key advantages are: fast turn-on times, color tunability, high dimming range, low voltage 
operation, no Hg or Lead, no UV or IR, no catastrophic failures and scalable packages. Phosphor coated LEDs 
can provide white light at desired CRI and CCT.

HID—high-intensity discharge, Hg—mercury, MH—metal halide, HPS—high-pressure sodium, CMH—ceramic mercury halide, Xe—xenon, 
LED—light-emitting diode, CFL—compact fluorescent lamps, T—typical.

aAlso available in kW. Lifetimes shrinks to a few hundred hours, bRegular Fluorescent have typical lifetimes >10 K hours, Compact Fluorescent 
lamps have lifetimes >5 K hours, cCCT 5700 K at CRI 15, CCT 3900 K at CRI 50, ddeveloping technology, ewith integrated ballasts, fseparate ballast, 
gonly light generation efficiency inside the LED die.
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TABLE 4 Common Lamp Packages and Applications

 Available Packaging Current Applications

Tungsten  A-line, elliptical, decorative  General purpose, 3-way, reader, decorative (chandelier, Globe, ceiling
  (B, C, CA, F, G, M), PAR,   fan), Track and Recessed (Indoor floodlight and spot light), outdoor

reflector (R, BR, ER), appliance   (post & lantern, pathway, garden & deck, motion-sensing & security, 
and indicators (S), tubular (T)   bug light, yard stake), appliances, colored lamp, display, exit sign, 

freshwater and saltwater aquarium, heat lamp, marine, nightlight, 
party, recreation vehicle, plant, rough service, sewing machine, shatter 
resistant, terrarium, vacuum cleaner, airport, emergency, city lighting, 
projection, photoflood, filmstrip, retail display, restaurants.

Tungsten- A-line, decorative (B, G, F, T10),  General purpose, 3-way, reader, decorative (chandelier, Globe, ceiling
 Halogen  PAR, AR, MR, single ended,   fan), Track and Recessed (Indoor floodlight), outdoor (post & lantern,
  double ended   pathway, garden & deck, motion-sensing & security, yard stake), 

camera light, microfilm, curio cabinet, display, enlarger & printer, 
equipment, fiber optics, landscape lighting, projection, stage & studio, 
torchiere, airport, emergency, city lighting, special service, monuments, 
museums, heat lamp.

Fluorescent Straight linear (T5, T6, T8, T10,  Kitchen, bath, shop, work light, Appliances, blacklight, blacklight blue, 
 (Linear)   T12), circular (T9), U-shaped   cold temperature, colored lamp, freshwater and saltwater aquarium, 
  (T8, T12), grooved (PG17)   plant, shatter resistant, terrarium, stage & studio, projection, diazo 

reprographic, germicidal, gold UV blocking, superstores, warehouses.
Compact  Plug-in (2-pin, 4-pin, proprietary),  General purpose, reader, decorative (chandelier, Globe, ceiling fan), 
 Fluorescent   self-ballasted (decorative, reflectors,   Track and Recessed (Indoor floodlight and spot light), outdoor (post

proprietary)   & lantern, pathway, garden & deck, bug light), appliances, blacklight 
blue, facilities, hospitality, office, plant, restaurant, retail display, saltwa-
ter aquarium, terrarium, torchiere, warehouse.

HID - Hg A-line, elliptical, reflector Street lighting.
HID - MH  Elliptical, PAR, single ended, double  Street lighting, sports lighting, decorative lighting of architectural

 ended, tubular   wonders.
HID - HPS Elliptical, double ended, tubular Street lighting, horticulture.
HID -CMH  Elliptical, par, single ended, double  Track and Recessed (Indoor floodlight and spot light), retail display.

 ended, tubular
Miniature  B, G, R, RP, S, T, TL, discharge  Outdoor (post & lantern, pathway, garden & deck, motion-sensing & 

  security, yard stake), automotive (headlamp, fog, daytime running, 
parking, directional front & rear, tail, stop, high mount stop, side-
marker front & rear, backup/cornering, instrument, license plate, glove 
compartment, map, dome, step/convenience, truck/cargo and under 
hood), flashlight, landscape lighting, low voltage, marine, telephone, 
traffic signal, emergency.

Sealed Beam PAR, rectangular  Outdoor (motion-sensing & security, yard stake), automotive headlamp, 
  railway, shatter resistant, stage & studio, directional lighting, aircrafts, 

tractors, airport, emergency, city lighting.
LPS Tubular Street lighting, parking lots.
Electrodeless T, P  Any application where long lifetimes and high efficacy are needed due to 

  high replacement costs and/or difficult access. Road signs, warehouses.
LED MR16, miniature (2, 3, 5 mm)  LEDs can potentially replace most of other light sources being used for 

  various applications. Currently being used in building interiors 
(homes, offices, commercial places such as health clubs, hospitals 
rooms) stairways and pathways, flashlights, traffic lights, signs, digital 
projection, instrument indicator panels, backlighting applications, 
decorative, display.
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is alloyed with rhenium (3 to 25 percent) to make it more ductile at low temperatures and achieve 
higher recrystallization temperatures thereby giving the lamp a longer life. Alloying tungsten with 
thoria provides increased strength, better machinability and high recrystallization temperatures. 
Such filaments are used for very high voltage applications.

Figure 12 shows the radiating characteristic of tungsten at 3000 K and its comparison with a 
blackbody emitter. It differs from the blackbody due to wavelength-dependent low emissivity. A per-
fect blackbody has an emissivity of one for all wavelengths. The hotter the filament, the higher are the 
luminous flux radiated per watt, the percentage of luminous flux of the total radiation, and the CCT. 
However, the lifetime is inversely proportional to the filament temperature as filament evaporation is 

S TCT BT TB PARBR ER

CMH: BD, ED

Sealed beamMR AR

Single endedDouble ended

A PS F G ME CB RCA

FIGURE 11a Various lamp package representations. Shape and sizes are not to scale. Various sizes are available for 
each package type. For each bulb shape, a variety of bases are available. A—arbitrary spherical shape tapered to narrow neck, 
B—bulged or bullet shape, BT—bulged tubular, C—conical, CA—conical with blunt tip, E—elliptical, blunt tip, ED—elliptical 
with dimple in the crown, F—flame shaped, decorative, G—globe, M—mushroom-shaped with rounded transitions, MR—
multifaceted reflector, PS—pear shaped with straight neck, PAR—parabolic aluminized reflector, BD—bulged with dimple 
in crown, S—straight, T—tubular, TB—Teflon bulb, TL—tubular with lens in crown. (Illustration courtesy of General Electric 
Company.)

40_Bass_v2ch40_p001-076.indd 40.27 8/24/09 11:23:11 AM



40.28  RADIOMETRY AND PHOTOMETRY

Fluorescent T, U-line, circline and grooved PG

CFLs: Biax, double biax, triple biax, 2D, spiral

Miniature: neon, festoon, automotive, TL

FIGURE 11b Various lamp package representations. Shape and sizes are not to scale. (Illustration courtesy of General Electric 
Company.)

FIGURE 12 Blackbody at 3000 K versus tungsten filament at 3000 K.
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the primary mode of lamp failure. The best engineered solution consists of the hottest possible lamp 
filament at an acceptable lifetime, voltage rating, and packaging. Near its melting point, an uncoiled 
tungsten wire has a luminous efficacy of 53 lm/W. To achieve an acceptable lifetime, the tungsten fila-
ment is operated at much lower temperatures. The luminous efficacy of typical incandescent lamps 
with tungsten filaments ranges from about 5 to 20 lm/W for lamp wattages 5 to 300, respectively.

A typical incandescent lamp consists of an evacuated glass envelope; filament, with or without 
fill gases; filament leads; and base. Figure 13 shows the key characteristics.

The bulb material is application dependent. For most applications soda lime glass is used. For 
applications requiring heat resistant glass, borosilicate, quartz, or aluminosilicate is used. When the 
bulb envelope is frosted from the inside or coated with powdered silica, it provides diffuse illumi-
nation from the bulb surface and masks the bright filaments from direct view. The bulb envelope 
material can be used to filter the radiation to alter the CCT. Daylight application bulbs filter out the 
longer wavelengths to provide a higher CCT.

Lead-in wires are made of borax coated dumet (alloys of nickel, copper, and iron). Dumet is able 
to form a glass-metal seal. It is important to match the thermal expansion of the lead-in wires with the 
envelope material. When high bulb-envelope temperatures are involved, molybdenum strips bonded 
to lead-in wires are used for glass-metal seals. The bulb base is cemented to the bulb envelope and is 
designed to withstand the operating temperatures. The filament itself comes in various configurations 
depending upon the application. Various filament configurations are a straight wire (designated as S), 

FIGURE 13 An incandescent bulb. (MOL—maximum overall length, LCL—light center 
length.) (Adapted from Wikimedia Commons.)
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a coiled wire (designated as C) or a coiled coil (the coiled wire is further coiled onto itself, designated 
as CC). See Fig. 16 in Chap. 15, “Artificial Sources,” in this volume. Coiling increases the surface area 
per unit length of the filament as well as volume packing density. This allows higher operation tem-
perature at higher efficiency due to relative reduction in heat lost to convection. Multiple supports are 
used to reduce filament vibration. The number and type of supports depend upon the bulb operating 
characteristics. A higher number of supports is needed for rough/vibration service lamps. These lamps 
have low wattages and efficiency and operate in environments that involve shock and vibration for the 
lamp. Heavier filaments withstand vibrations much better and need fewer filament supports.

Fill gases at low pressure are used to prolong the lamp life at high operating temperatures (high 
efficacy and power) by reducing the evaporation rate of tungsten. For most applications, mixtures of 
argon and nitrogen are used as fill gases. More expensive gases such as krypton and xenon are added 
to the mixture when the higher efficacy justifies the cost increase. Bromine is added to create a new 
class of lamps called tungsten-halogen lamps which we discuss next.

Tungsten-halogen lamps operate at substantially higher temperatures leading to higher CCT and 
efficacy. In addition, they have longer lifetimes. At high temperatures, evaporated tungsten combines 
with the halogen gas and forms a gaseous compound. This gaseous compound circulates through-
out the bulb via convection. When this gaseous compound comes in contact with the hottest parts 
of the lamp such as electrodes the halogen compound breaks down. Tungsten is re-deposited on the 
electrodes and the halogen is freed up to take part in the halogen regenerative cycle. For the halogen 
regenerative cycle to work, the bulb envelope must reach a high temperature (>250°C). At lower 
temperatures, the tungsten will deposit on the bulb envelope instead and lead to lamp blackening 
and filament thinning, a common failure mode of incandescent lamps. Operating a tungsten-halogen 
lamp at less than the rated voltage inhibits the halogen regenerative cycle and takes away the longev-
ity advantage. Tungsten halogen lamps have relatively compact bulb envelopes to allow for high 
bulb-envelope temperatures. The bulb envelope may also have an IR reflective coating to enhance 
the heat density inside the bulb. Compact bulb sizes make them good candidates for use with reflec-
tors (such as a PAR) to provide directional properties for the lamp emission. The bulb envelopes for 
such lamps are made of heat resistant material to withstand high temperatures. The high filament 
temperature in halogen lamps generates UV. The UV rays must be blocked by a UV absorbing lamp 
cover or UV absorbing but heat resistant bulb envelope such as high-silica or aluminosilicate.

Flicker in incandescent lamps is naturally very low due to slow response of filament temperature 
to voltage fluctuations caused by power supply frequency or noise.

Incandescent lamps fail when bulb blackening or filament notching (thinning of the filament 
by evaporation) reduces the output substantially or the filament breaks either by vibration or by 
complete evaporation of some filament portion. With the exception of halogen lamps, operating the 
incandescent lamps at less than rated voltage dramatically extends the lifetime (by reducing the fila-
ment evaporation rate) at the cost of reduced efficacy, CCT, and luminous flux. In situations, where 
long lifetimes are needed such as when the lamps are located in a hard to replace areas and/or under 
tough environmental conditions, heavy filament lamps that are operated at less than the rated volt-
age are used. But using lower operating voltage to extend the lifetime is not always economical once 
the increased cost of electricity due to reduced efficacy and compensation of the reduced flux by 
using more bulbs is taken into account.

Fluorescent Lamps These are luminous sources based on light emission by excited states of phos-
phors, a phenomenon known as fluorescence. These phosphors are typically excited by UV emission 
due to spectral line transitions across gases such as mercury vapor and/or rare gases such as Xe and Ar. 
Most commonly available fluorescent lamps are mercury-vapor-based although mercury-free fluores-
cent sources are available. Phosphors are now available that are excitable by visible light. Such phos-
phors are also being used for LED-based light sources to produce white light. Fluorescent lamps are 
actively replacing incandescent light sources and in many cases are themselves being replaced by LEDs. 

As shown in Fig. 14, a fluorescent lamp consists of a closed tubular fluorescent material coated 
glass envelope filled with low-pressure mercury vapor, electrodes at each end of the tube and a bal-
last to provide high-strike voltage across the electrodes and limit the current during operation. A 
high-strike voltage across the electrodes initiates a gas discharge in the mercury vapor with light 
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emissions across various wavelengths. The UV emission lines of mercury, mostly at 254 nm, excite 
the phosphors coated on the inside of the tube, cause them to fluoresce and lead to emission in the 
visible. The fill gases consist of mercury vapor at low pressure (10–5 atm) for UV emission and mix-
tures of inert gasses such as argon, krypton, neon, or xenon at a relatively higher pressure (10–3 atm). 
Inert gases help in lowering the strike voltage across the electrodes as discussed later.

Mercury-free fluorescent lamps mostly use excimers (excited dimers of rare gases and/or their 
halides with Xe being popular) to produce UV to excite the phosphors. High-wattage operation and 
high lifetime is achievable but the efficacy is low as compared to the mercury-based lamps. Xenon-filled 
fluorescent lamps are also available but far less efficient than excimer based. Both excimer and Xe-based 
fluorescent lamps have additional advantages: instant-on, instant restrike, and color stability.

Fluorescent lamp envelope material is made of soft soda lime glass. This glass material blocks all 
UV. The length and diameter of the fluorescent tubes affect the efficacy and operating characteristics 
(voltage, current, and temperature). Longer tubes need higher voltage and power but provide higher 
efficacy. The efficacy is optimized for a certain tube diameter. To reduce the angular extent of emis-
sion, fluorescent tubes are coated across a prescribed region for high reflection in the visible. In such 
cases, only the uncoated regions of the tube emit light.

The fluorescent coating consists of different mixtures of phosphor salts.46,47 Phosphor salts consist 
of oxides, sulfides, selenides, halides, or silicates of zinc, cadmium, manganese, aluminum, silicon, or 
rare earth materials. Inclusions to the base phosphor material help tailor the emission characteristics. 
There is a large variety of phosphors available. Each phosphor emits light in one or more narrow 
wavelength bands. A fluorescent coating consists of one or more phosphor materials to produce a 
desired CRI and CCT for white light emission or specific spectral characteristics. Halophosphates 
(wide band) and triphosphors (blends of three narrow band red, green, and blue rare-earth phos-
phors) are commonly used for general lighting applications. Figure 15 shows an example of the spec-
trum from a halophosphate phosphor. Figure 17 shows the spectrum of a standard fluorescent lamp.

Due to the variety of fluorescent lamp spectra available, it is possible to achieve the desired CCT, 
CRI, and color requirements of an application. For example, an application may require a specific 
blend of white light such as “warm white” (CCT 3000 K, CRI 53), “cool white” (CCT 4100 K, CRI 62), 
“daylight” (CCT 6500 K, CRI 79), or special requirements such as aquarium lighting for providing 
optimal plant and coral growth and color enhancing of the display. CFLs use triphosphor coating to 
produce a high CRI (>90) in order to effectively replace the incandescent lamps. Special application 
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FIGURE 14 A preheat fluorescent lamp circuit using an automatic starting switch. 
A—fluorescent tube with fill gases, B—power, C—starter, D—switch (bimetallic ther-
mostat), E—capacitor, F—filaments, and G—ballast. (Courtesy of Wikipedia Commons.)
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fluorescent lamps include backlight and tanning lamps. These lamps have phosphors that convert 
short-wave UV into long-wave UV for applications in tanning (UVA and UVB), detecting materials 
that fluoresce at long UV (urine, paints, or dyes), or attracting insects.

The lamp electrodes are coated with materials such as oxides of barium, calcium, and strontium 
to provide low-temperature thermionic emission (electron emission from a heated electrode). Under 
a potential, these electrons accelerate and ionize the inert gas atoms by impact ionization. Each ion-
ization event generates more electrons that are available to accelerate and further ionize leading to an 
avalanche that rapidly lowers the gas conductivity. Eventually mercury atoms are ionized. The oper-
ating voltage drops and a steady current is established. UV is emitted by transitions across the excited 
states of mercury atoms. The electrodes can be operated in either of the two modes: cold cathode 
(arc mode) or hot cathode (glow mode). In the hot cathode mode, the electrodes are preheated to 
improve the thermionic emission and lower the strike voltage. To enable preheating, electrodes at 
each end are in an incandescent bulb-like configuration with a tungsten filament (straight wire or 
coiled). The ballast circuitry allows for preheating (up to 1100°C) before the voltage strike. Hot cath-
ode operation allows operation at relatively higher power and over larger tube sizes. In contrast, cold 
cathode can be a single cylindrical pin electrode at each end. The strike voltage across the electrodes 
is relatively higher (~10×). The high voltage strips the electrons from the cathode at ambient temper-
ature and initiates the breakdown process of the gas. The coatings on the electrode surface amplify 
production of secondary electrons, which are produced when high-energy ions and electrons collide 
against the cathode. These electrons further increase the gas conductivity. Cold cathode fluorescent 
lamps (CCFL) are compact (~3-mm diameter) and are used in applications such as thin monitors 
(i.e., LCDs), backlights, timers, photocells, dimmers, closets, and bathrooms. CCFLs are less efficient 
(<50 lm/W) but provide instant-on and have long lifetimes (50,000 hours). CCFLs operate at high 
surface temperatures and require complex power supplies which are fairly compact.

The primary functions of the lamp ballast are to provide a high-strike voltage to start the lamp, 
give regulated current supply during lamp operation and sometimes provide for cathode preheating 
for rapid restart applications. Often starter circuitry is deployed to preheat the electrodes. It is criti-
cal to use the correct lamp-ballast combination for proper operation. Lamp ballast can be a current 
limiting resistor, magnetic ballast or electronic high-frequency ballast (most modern ballasts). 
Due to high-frequency operation of electronic ballasts, flicker in fluorescent lamps is reduced to 
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FIGURE 15 Emission spectrum of halophophate phosphor:47 Sb3+, 
Mn2+ activated Ca5(PO4)

3(Cl, F). The ratio of Sb3+ and Mn2+ species can be 
adjusted to adjust the spectral distribution. 
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almost unnoticeable. Flicker is caused by fast response of the fluorescent lamps to the voltage fluc-
tuations in the lamp power supply caused by noise or operating power supply frequency.

Lamp failure mode consists of thermionic emission electrode coating degradation (a function of 
strike voltage and the number of strikes), phosphor degradation, mercury loss (diffusion or absorp-
tion by lamp materials) and ballast malfunction. Fluorescent lamps fail to operate far outside the 
ambient temperature range for which they are designed. Most fluorescent lamps are designed to 
operate in an ambient temperature of ~20°C. For operation at low temperatures, special cold start 
circuitry and mercury amalgams are needed.

High-Intensity Discharge (HID) and Low-Pressure Sodium (LPS) Lamps These sources emit light 
across the spectral line transition of enclosed gases by electrical discharge. The source spectrum also 
includes background thermal radiation due to the heated electrodes and plasma. These sources are 
similar to fluorescent sources in basic physics involving discharge and emission of light in the UV 
and visible due to transitions between the excited states of gas atoms. Unlike fluorescent lamps, the 
electrodes are separated by less than 1 mm up to a few inches. The enclosed gases are at a pressure 
that is three orders of magnitude higher than in fluorescent sources. As a result, HID sources are 
far brighter than fluorescent sources with much higher lumen output. The following types of HID 
lamps are commonly available: mercury vapor (Hg), metal halides (MH), high-pressure sodium 
(HPS or nicknamed as White SON), and ceramic metal halides (CMH). CMH combines the advan-
tages of MH and HPS technologies. Each HID lamp technology has very different performance and 
operating characteristics. An LPS lamp is similar to HID lamps in construction and operation with 
some differences that are identified as we describe the HID lamps below. Figure 16 describes the 
construction of various HID and LPS lamps. Figure 17 shows the relative spectrum of various HID 
lamps and comparison with the fluorescent lamp spectrum.

Main electrode 
(one at either end of 
the arctube)

Starter electrode

Arctube

N2 fill gas

Hg with Ar 
fill gas

Outer bulb

Mogul base

Molybdenum strip for glass 
metal seal

FIGURE 16a Mercury lamp construction. (Illustration courtesy of General Electric 
Company.)
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Amalgam reservoir 
with Na and Hg
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ceramic arc 
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FIGURE 16c (a) High-pressure sodium lamp construction and (b) low-pressure sodium lamp 
construction. (Illustration courtesy of General Electric Company.)

FIGURE 16b Mercury halide lamp construction. (Illustration courtesy of General Electric Company.)
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An HID lamp consists of two glass envelopes: inner and outer. The inner glass envelope or the 
arc tube is made of quartz for MH and Hg and alumina ceramic for HPS, LPS, and CMH lamps. The 
arc tube houses the discharge gases at high pressure (several atmospheres) and the tungsten electrodes. 
The outer glass envelope is made of borosilicate and sometimes with soft glass in Hg lamps. It 
absorbs UV and insulates the arc tube from outer convection currents and from large ambient tem-
perature ranges. It houses the lead-in wires, circuitry to help initiate the high-voltage discharge, get-
ters in case of MH to absorb impurities and has a vacuum (HPS) or low-pressure nitrogen (MH and 
Hg) to prevent shorting of the lead-in wires. The outer-envelope Hg lamp is sometimes coated with 
phosphors to provide white light at high CRI and CCT like in regular fluorescent lamps.

Tungsten electrodes are coated with various oxides in a tungsten matrix (except in MH lamps 
where gases can react with such electrodes) to slow down evaporation and assist in thermionic 
emission when heated. Starter electrodes, when used in MH and Hg lamps, assist in arc initiation via 
an electric field between the starter electrode and the adjacent main electrode. During operation the 
starter electrode is removed from the active circuitry with a bimetallic strip, otherwise premature 
lamp failure results.

An LPS lamp is similar in construction and operation to HID lamps. Key differences are lower 
arc tube pressure (0.7 atm), long arc length with a U-shaped arc tube. The arc tube gases include 
sodium vapor and small amounts of Ne, Ar, or Xe as startup gases.

Different HID lamp types have different gas mixtures. An easily ionizable gas such as Argon (Ar), 
Neon (Ne), or Xenon (Xe) is used in the arc tube to help in arc initiation. Similarly, mercury is used 
in most HID lamps to achieve high pressure and improved color rendering. An HPS lamp used 
sodium (Na)-Hg amalgam. Mercury-free HPS lamps are also available. An LPS lamp uses sodium 
vapor. The MH lamps use halides of metals in addition to mercury, argon, and xenon.

A low-pressure sodium lamp (LPS) has a CRI of zero due to spectral emission only at 589.0 nm 
and 589.6 nm (sodium-D line). An HPS lamp has broader spectrum and thus better CRI due to 

FIGURE 17 Representative lamp spectra of standard fluorescent, bare mercury, bare xenon, and metal halide 
lamps.
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pressure broadening of the sodium-D line. At very high pressures (27 atm), the sodium-D line is 
self absorbed by the cooler outer layers of the arc leading to a narrow spectral hole around 589 nm. 
Mercury atoms help in further broadening of the red end of the pressure broadened sodium-D line 
due to Van Der Walls forces. A CRI from 22 to 85 is achievable depending upon the pressure which 
can be greater than 90 atm. MH lamps achieve a rich spectrum due to the line spectra of metals like 
sodium, tin, dysprosium, holmium, thulium, scandium, iron, or cesium. An MH lamp may have 
mixtures of halides of one or more metals to achieve the desired efficacy, CRI, and CCT. 

An MH lamp using a single metal halide compound can also be used to generate discrete spectral 
output: orange (sodium), green (thallium), blue (indium), and UV (iron). The metal-halide com-
pound is stable at low temperatures and does not react with the arc tube material unlike some metals. 
At high temperatures, near the arc, the metal-halide compound breaks down and provides the spec-
tral line emission from the metals. The operating temperature is lower than would be the case where 
the metals are evaporated to see the spectral emission lines. CRI is usually traded for lifetime and 
efficacy. CMH lamps combine the advantages of MH and HPS by using a poly crystalline alumina 
as the bulb envelope material. This material does not allow diffusion of metals, especially sodium or 
reaction of metals with the bulb material. The bulb is operated at a much higher temperature and 
pressure than the MH lamps. These advantages lead to high color stability with high CRI, uniformity, 
and efficacy over the lifetime in spite of the bulb material allowing only ~90 percent transmission.

HID lamps require several minutes of start-up time (time to reach stable output) and restrike. 
A long start-up is due to the time taken to reach a stable operating temperature and pressure within 
the arc tube. The restrike time interval results from the need to have low pressure inside the arc tube 
for arc initiation. Complex ballasts are needed to provide startup, restrike, and stable operation with 
constant current. To improve startup, restrike, and operations at low voltage, a high voltage-low 
current pulsed start is used. Sometimes, multiple arc tubes within the outer bulb envelope are used 
to provide faster restrike. Only one arc tube operates at a time in such lamps. Xe-based HID lamps 
are capable of instant-on and restrike. Automotive HID lamps use Xe with metal halides to improve 
the start and restrike times dramatically.

The physical orientation of HID lamps such as Hg and MH during operation is far more impor-
tant than with the other lamps. Due to convection, within and outside the lamp, different portions of 
any lamp, not just HID, are heated to different temperatures. The lamp engineering must take this into 
account and ensure that the hottest regions do not constitute a failure mode either by design or by 
providing instructions to the user for best operating configuration. In MH and Hg HID, the high con-
vection roll within the long arctube has an overwhelming effect on the arc shape and position under 
gravity. It can make the arc shape curved and lead to nonuniform degradation of the electrode tips and 
impact the light output, lifetime, and light distribution patterns. HPS lamps, however, can be operated 
in any position primarily due to a compact arc tube at high gas pressure (5 to 27 atmospheres).

Lamp degradation and failure occur due to electrode degradation by evaporation, arc tube black-
ening due to electrode material deposition, loss of gas pressure, and selective diffusion of gases lead-
ing to change in the lamp color. Arctube blackening also leads to the rise in the arctube temperature 
leading to an analogous rise in pressure and operating voltage. The effect is especially pronounced in 
HPS where lamp cycling can occur: as the lamp cools down, it is able to restrike but after some time 
temperature rises to the point that it shuts down.

Electrodeless Lamps As the name suggests, electrodeless lamps do not have any electrodes internal 
to the bulb envelope. As a result lifetime is not limited by electrode degradation. The concept behind 
these sources is over a century old.48 These sources are being sought to replace conventional light 
sources where high flux is needed at low operational costs (long lifetimes and high efficiency). There 
are two kinds of electrodeless lamps: induction lamps (IL) also known as electrodeless fluorescent 
lamps and microwave powered lamps also known as electrodeless sulfur lamps (ESL). Extraordinary 
high bulb life times (>25,000 hours) are possible due to lack of electrodes that degrade under opera-
tion. The causes of lamp failure are due to electrical components rather than the bulb itself, which 
implies a greater lifetime.

In each case, the goal is to excite a discharge with an EM field without the need of electrodes 
inside the bulb. Alternating magnetic fields in IL or microwaves in ESL initiate the discharge by 
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accelerating the free electrons of a gas with low ionization potential, such as argon or krypton. Free 
electrons are created in the gas by a spark from a high-voltage pulse across two electrodes in the 
vicinity of the bulb. These free electrons ionize the gas atoms by impact ionization. Ionization yields 
more free electrons and ions and the process resumes, eventually resulting in plasma formation. 
Excited states of gas atoms produce light via spectral transitions across various wavelengths. In case 
of IL, mercury is present in addition to argon/krypton to produce UV from excited mercury atoms. 
The UV excites the phosphor coating on the inner surface of the bulb envelope and emits white light 
just like a regular fluorescent lamp.

In ESL, microwaves are used to produce an intense plasma inside a rotating quartz ball contain-
ing argon/krypton and sulfur. The rotation of the quartz ball helps in stabilizing the fill for uniform 
emission as well as convective cooling with a fan to prevent its meltdown. Initially, the microwaves 
create a high-pressure (several atmospheres) noble gas plasma. This heats sulfur to a high tempera-
ture resulting in brightly emitting plasma. Light emission by sulfur plasma is due to the molecular 
emission spectra of the sulfur dimer molecules (S2). The spectrum is continuous across the visible 
and has >70 percent of its emission in the visible. It peaks at 510 nm, giving a greenish hue. The 
resultant CRI is 79 at a CCT 6000 K. The lamp spectrum can be modified with additives such as cal-
cium bromide, lithium iodine, or sodium iodide or by using an external color filter.

Electroluminescent Sources Electroluminescent sources are materials that emit light in response to 
an electric field. Examples of such materials include powdered ZnS doped with copper or silver, thin 
film ZnS doped with manganese, natural blue diamond (pure diamond with boron as a dopant), 
III-V semiconductors or inorganic LED materials such as AlGaAs, phosphors coated on a capacitor 
plane and powered by pulsating current, organic LED (OLED) also known as light-emitting polymer 
or organic electroluminescent. The sources can operate at low electrical power with simple circuitry.

Electroluminescent sources are commonly used for providing illumination across small regions 
such as indicator panels. LEDs are already a major lighting source that is rapidly replacing incandes-
cent and fluorescent light sources. The remainder of this section discusses LEDs and OLEDs.

LEDs emit light by electron-hole pair recombination across the P-N junction of a diode. The wave-
length of the emitted light corresponds to the band gap (energy gap between valence and conduction 
bands) across which the electron hole pair is created. The degeneracy in the valence and conduction 
bands leads to a closely spaced band of wavelengths that constitute light from the LED. Narrow spec-
tral bandwidth enables applications that require saturated colors. Although LEDs are not available for 
every desired color, it is possible to combine LEDs of different colors to create any color within the 
color gamut defined by these LEDs. As such, color mixing has become an important field. LEDs emit-
ting in specific bandwidths can be combined with sources with continuous spectra to either enhance 
a certain spectral region or to provide an easy dynamic color control. One easy method of combining 
multiple LEDs is using lightguides. Lightguides with rippled surface texture along the cross section are 
particularly efficient in combining multiple colors with excellent uniformity in a short path length.49,50

LED lamps may have an array of small LED chips or a single large chip to achieve the desired 
power levels. The directionality is controlled by appropriately mounted optics. DC operation of 
LEDs makes them flicker free sources. Figure 18 shows the structure of a simple packaged LED. 
Chapter 17 in this volume is dedicated to the subject of LEDs.

LED packages come in various sizes and shapes. Surface mount LEDs (SMD) have minimum 
packaging and are almost a bare die. LED packages are also offered in multicolored die formats.

Over the years, a variety of materials for LEDs have been used with the goal of obtaining higher 
efficiencies and different colors across the visible spectrum. LED technology is fast evolving with 
ever increasing brightness, lifetime, colors, and materials and decreasing costs. The available materi-
als, at the time this chapter was written, are listed in Table 5.

Most lighting applications require white light. Some of the processes for making white-light 
LEDs are listed below:

• Arrays of small red, green, and blue dies placed in close proximity in a single LED package. Good 
color mixing takes place in angular space.

• Color-mixing of red, green, and blue colors using lightguide or other optical means.50,52
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• Phosphor excitation by blue or UVEDs.

• Novel techniques like quantum dot blue LEDs or homoepitaxially grown ZnSe blue LEDs on a 
ZnSe substrate. The active region emits blue light while the substrate emits yellow light.53,54

There is a continuous push to improve the LED efficiency and brightness while keeping the life-
times high. High brightness LEDs became possible due to large area chips, efficient heat extraction 
and better light extraction from the chip. Internal quantum efficiency of LEDs can be increased by 
placing emitters inside a cavity55 to increase the radiative recombination rate. Due to the high inter-
nal Fresnel reflections and lateral waveguiding, a lot of light fails to exit the chip. Techniques such 
as texturing the surface with photonic crystals assist in increasing the light extraction from large 
dies.56–58 Figure 19 shows the internal structure of a photonic crystal LED.

Organic LEDs (OLEDs)59,60 in contrast to inorganic LEDs are size-scalable light sources with 
richer color spectra. OLEDs can be used to create flexible transparent lighting solutions as they can 
be printed on a malleable substrate with transparent electrodes. Currently OLEDs are being used for 
displays and are competing with LCD flat panels. Conceptually, OLEDs are no different from inorganic 

FIGURE 18 Structure of a simple pack-
aged LED.
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TABLE 5 LED Materials and Emitted Colors

 Material Color

AlGaAs red, infra
AlGaP green
AlGaInP higher brightness orange, orange-red, yellow, and green
GaAsP orange, orange-red, orange, and yellow
GaN green and blue
InGaN blue (450–470 nm), near UV, bluish-green, and blue
SiC (as substrate) blue
Si (as substrate) blue
Sapphire (as substrate) blue
ZnSe blue
Diamond UV
AlN, AlGaN, AlGaInN UV(<210 nm)51

Organic light-emitting diodes (OLED) Red, green, and blue
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semiconductor based LEDs. An OLED deploys layers of organic materials on polymer substrates to 
form conductive and emissive layers connected to a cathode and anode respectively. Much of the 
OLED research is aimed at making them brighter and longer lasting.

LED failure causes include damage due to degradation of the active layers with time (spontane-
ously or in operation); plastic package degradation due to ambient UV; electrostatic discharge; cur-
rent crowding or inhomogeneous current distribution across the junction leading to hot spots; and 
thermal stresses causing rupture of the LED package, diffusing of the metal contact material into 
the die material at high currents, high output leading to facet melting and phosphor degradation in 
white LEDs, and degradation of organic layers in OLEDs.

Miscellaneous Artificial Light Sources Neon signs are essentially cold cathode-like operation of a 
fluorescent tube without phosphors. A low-pressure mixture of noble gases such as neon, argon, 
helium, xenon and a small amount of mercury is used in the discharge tube. Neon emits a reddish-
orange color; argon emits blue; and krypton, helium, and xenon emit over a wider spectrum. 
Colored filter glass can be use for making different colors.

Short arc sources function almost identical to HID lamps with the only difference being that 
the electrodes are much closer (less than 1 mm to 12 mm). The gases are mercury (with argon), 
mercury-xenon, pure xenon, or metal halides (with mercury and argon). These lamps are primar-
ily used in illuminating high loss systems where the source étendue needs to be as small as possible. 
Projectors, medical optical instruments, metrology instruments, and daylight or solar simulators 
use such lamps. These lamps have lifetimes from a few hundred hours up to 10,000 hours. The light 
sources are typically used with a reflector (parabolic or ellipsoidal). Sometimes the reflector is an 
integral part of the source/lamp package.

Pure Xe arc lamps have an instant-on capability and provide high CRI (>80) at high CCT (>6000 K). 
Digital cinema projectors and flash tubes (for warning signs, entertainment applications, camera 
flash lights, and warning or emergency signs and indicators) often deploy pure Xe-arc sources.

Lasers are used for visual displays for entertainment. The subject of Lasers is discussed in Chap. 16 
in this volume.

Nuclear sources are self luminous light sources that function by phosphor excitation caused by 
beta radiation from radioactive materials such as tritium. These light sources are used to illuminate 
tiny spaces such as watches or displays of instrument panels in very low ambient light.

Glow lamps are low wattage arc sources with gases such as argon emitting in the UV to excite 
UV-excitable materials or neon to emit orange light to be used as indicator lights.
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FIGURE 19 Internal Structure of a Photonic Crystal LED. MQW 
refers to “multiple quantum wells.” (Courtesy: Seoul National University, 
Korea, http://optics.org/cws/article/research/23635/1/sem_image.)
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Carbon arc sources are now obsolete but still find applications in illuminating small areas with 
bright light under demanding environmental conditions (such as outer space). An arc is struck 
across a pair of carbon rods and the incandescence from the heated carbon rods provides the light.

Gas lights that operate by the burning of gases like methane, ethylene or hydrogen are used with 
appropriate lanterns primarily for decorative applications.

Natural Sources: Daylight Daylight can be utilized in the lighting design of buildings to provide 
a pleasing environment that enhances physiological well-being and productivity and also energy 
savings during the day by reducing the need for artificial lighting and solar influx contribution 
to building heating. Daylight is primarily used for ambient lighting. It can be used for task light-
ing when integrated with electrical lighting. Daylight constitutes direct sunlight, scattered sunlight 
from the atmosphere, reflected sunlight from the clouds, and reflected light from the surroundings 
such as ground (especially snow) and objects such as buildings. The solar spectrum changes with 
atmospheric conditions and so does scattered light from the sky or reflected light from the ground. 
The CCT of Sun is 1000 to 5500 K, clear blue sky is 10000 to 100000 K, overcast sky is 4500 to 7000 
K and clear sky with sunlight is 5000 to 7000 K. Figure 20 shows an example of the solar spectrum 
at the ground, at noon, at Golden, Colorado. Note the IR content in the spectrum and the shift in 
spectrum from noon to evening.

Designing for daylight requires close attention to many factors:

• Goals of providing daylight: physiological well being of occupants and/or energy savings.

• Intended distribution of light inside the building during the day and in the night. Penetration of 
daylight into the interiors and the impact of reflectivity from various surfaces.

• Impact of daylight on materials such as wall paints, artwork, plastic materials, furniture, and 
plants. The UV component of daylight is generally harmful to most materials via solarization of 
plastics or fading of paints and stains. If the impact of UV is not known and acceptable, then the 
UV should be rejected by the optical system components through coatings or materials.

• Integration of daylighting-based building design with other controls such as for electrical light-
ing, cooling and any automated systems.

FIGURE 20 Solar spectrum recorded at ground at Golden, Colorado at two different times during the day. 
(Courtesy of National Renewable Energy Laboratory, USA.)
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• Location (latitude and longitude) and orientation of the building relative to the surroundings. 
Simulating the daylight entering the building during various times of the day and the year.

• Design for reduction or elimination of glare from daylight sources. Internal layout of the build-
ing during intended use will play a key role.

• Outside view requirements via windows. A minimum window size61–63 is needed for a given 
geographic location, and a certain window location is dictated by aesthetic reasons including the 
desired view from the window. The minimum window size can also depend upon the prevalent 
building regulations based on wall size or floor size. Under such circumstances, the daylight 
entering must be controlled or balanced with interior lighting and cooling for uniformity, glare, 
and heat management. Daylight can be controlled by providing appropriate window shades, 
glazings, or even additional windows or skylights at appropriate places.

It is not always possible to obtain energy savings with daylight due to increased heat load, espe-
cially during summers and the need to supplement daylight with electrical lighting during the 
night. Infrared rejection is achieved by using special glazings. To limit glare, glazing such as high 
reflectance, low transmittance, electrically controlled transmission, tilted glazings with angularly 
dependent transmittance or IR reflecting films are used. Adequate consideration must be given to 
the window view impact due to any of the daylight control mechanisms. A very low-transmittance 
glazing can make the outside view appear gloomy on a bright day.

Luminaire Design

The source is the starting point of the luminaire design. The optics performs at a minimum two 
functions: first to capture the light from source and second to transfer light efficiently to the desired 
distribution at the target (i.e., illuminance, intensity, and/or luminance). The choice of the optics is also 
a challenging process. First, the designer must select if refractive, reflective, or both types of optics (i.e., 
hybrid) are to be used in the design. Reflective optics have been a standard for most sources, with flat 
refractive optics used at the output aperture in order to protect the other optics. Until recently reflec-
tors were standard conics such as ellipses, hyperbolas, parabolas, or spheres. Standard refractors in use 
include cover plates (still called a lens), pillow lens arrays, Fresnel lenses, and other faceted designs. 
However, with advances in LEDs, refractive optics are increasingly being used for advanced function. 
Solid-state lighting optics are either plastic or glass that surround individual or a limited number of 
LEDs. They are hybrid optics that use at least total internal reflection (TIR) and refraction at the input 
and output facets, but they can also use reflection, scattering, and even diffraction. With the advent of 
better technology, especially manufacturing capabilities and software for modeling, faceted and con-
tinuously smooth surfaces parameterized with nonuniform rational B-splines (NURBS) are being devel-
oped. For high-performance, injection molding of plastic or glass is being increasingly used. For refrac-
tive optics, the surfaces are left bare, but for reflective optics there is vacuum metallization of the surfaces. 
Reflectors are also made with stamping methods, but these optics tend to have lower performance.

Baffles (louvers) are often considered by many to be optics of the system; however, many, rather 
than shaping a distribution through redirection of the light, block or even absorb incident radiation. 
Thus, while some baffles are reflective and provide some shaping of the illumination distribution, 
they most often achieve shaping through subtraction rather than addition. They are primarily added 
to alleviate glare, trespass, and pollution, but they are also included for aesthetic reasons, correcting 
errors in the design process, and to hide structure within the luminaire.

The source coupling aspect is the focus of the next section, following that is a discussion of the 
design of the optics and subsections on baffling in the form of luminaire cutoff classification and 
types of luminaires. Following this process from the source to the optics to the baffle to the target, 
while always considering the perception aspects of the illumination (see Sec. 40.3), means that aes-
thetically pleasing while technically sound lighting can be developed.

Étendue and Source Coupling For reflective optics, the source-coupling components also act as 
the transfer optics, often in conjunction with a front, protective lens. With the advances in source 
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technology that use hybrid, dielectric components, coupling of the sources, is increasingly impor-
tant in order to improve upon system efficiency. Typically, individual LEDs are placed in recesses in 
the dielectric optic, and by obeying the conditions for TIR, all of the emitted light can be captured 
by the coupler and then transferred to following optics that shape the emitted distribution.

In all cases, the term étendue describes the flux transfer characteristics of the optics, starting with 
the coupling optics, of an optical system, such as a luminaire. Étendue is a geometrical quantity that 
is the integrated product of an area and solid angle. In paraxial form it is the Lagrange Invariant, but 
in nonparaxial form it is given by

  	= ∫∫n dAd2

pupil

cosθ Ω   (12)

where 	 is the étendue, dA is the differential area, d Ω is the differential solid angle, q is the angle 
with respect to the surface of interest (i.e., normal), and n is the index of refraction of the space. 
The limits of integration in area are over some aperture (e.g., a lens clear aperture or a reflector exit 
aperture), while the solid angle integration is over the limits that are passed by the aperture. For 
example, consider a source of area As that emits into a half angle of q0 from every point on the surface. 
The étendue for this source is

  	= =∫∫n A d d n As s
2 2 2

0
00

2 0

cos sin sinθ θ θ φ π θ
θπ

  (13)

In lossless optical systems, étendue is conserved. Thus, in order to design the most efficient lumi-
naire, one must continue to match the étendue as one progresses through the optical components of 
the system. For example, if the source of Eq. (13) is used for a luminaire, one must keep this étendue 
quantity consistent. If one desires to reduce the angular spread of the output from an optic (q0 > qoptic), 
then the area of the optic must be increased (As < Aoptic). The counter also holds true: to reduce the 
real extent (As > Aoptic), one must increase the angle (q0 < qoptic). An expression for conservation of 
étendue in a generalized form is

  dxdydpdq dx dy dp dq= ′ ′ ′ ′   (14)

where the dx and dy terms are the differential position terms and the dp and dq terms are the differen-
tial optical direction cosine terms, which are equivalent to ndL and ndM respectively. More informa-
tion about étendue can be found in Chap. 39, “Nonimaging Optics: Concentration and Illumination,” 
in this volume. Another factor related to étendue through a differential is skewness, which denotes 
the twist on individual rays of light in an optical system. Skewness is also invariant and implies that 
transfer from one source geometry (e.g., a square) cannot be transformed to another source geometry 
(e.g., a circle) without loss except if some rotational asymmetry is added to the optical system. Further 
information about étendue and associated terms like skewness can be found in the literature.64

Luminaire Design Methods There are a multitude of design principles for the design of the optics of a 
luminaire. Fundamentally, most design methods are based on the basic conic shapes as listed in Table 6. 
Each of these shapes provides a basic intensity distribution at its output aperture. However, increasing 
demands of tailored light distributions and also increased efficiency require perturbations to these basic 
design forms. Furthermore, the topics of light trespass, light pollution, and glare are receiving a wealth 
of attention from ordinance and regulatory agencies. To reduce glare issues it is best to use diffuse 
optics with a well-defined cutoff. In the field of nonimaging optics (see Chap. 39), the edge-ray theorem 
provides a means to have a well delineated cutoff. The edge ray is defined by the maximum extent of the 
source, thus providing a maximum cone of light from the reflector designed around the source shape. 
However, the edge-ray principle is passive with respect to the luminance distribution of the source—it 
contends for the maximum extents but not the physical distribution of light in the radiation pattern.

Thus, tailoring methods have been developed. The tailoring methods specify the shape of the 
optics based upon the luminance distribution of the source and the desired illumination pattern 
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(i.e., luminance, illuminance, and/or intensity) at the target. These methods are extensive and 
beyond the confines of this chapter. The reader is encouraged to consult the Handbook chapter on 
nonimaging optics (Chap. 39) for a brief introduction, the theoretical book on nonimaging optics 
by Winston, Miñano, and Benítez,64 and the applied book on nonimaging optics by Chaves.65

Luminaire Cutoff Classification A cutoff ensures that light from the luminaire is restricted above the 
horizon with respect to the lamp geometry. Cutoff is designed into the luminaire through the optics 
(i.e., edge-ray designs) and/or the integration of baffles. While most applications do not require cutoff 
classification, except for those used on the exterior, such as automotive, roadway, and landscape light-
ing, most designers include such to make effective lighting systems by alleviating potential glare, tres-
pass, and pollution concerns. Often strict cutoff guidelines are mandated by governmental standards, 
such as for automotive, traffic signal, and roadway lighting. The goals are to provide the required 
lighting level to its users, while also alleviating light pollution and light trespass. Light pollution is 
light that is directed up into the atmosphere, causing sky glow, which is especially present in urban 
settings. The reduction of light pollution is a growing trend being addressed by the astronomy com-
munity. When light is incident on surfaces outside the intended illumination region, it is called light 
trespass. The impact of light trespass from roadway lighting is a major concern in residential areas.

For both trespass and pollution the luminaire cutoffs provide a protocol to reduce both. 
Automotive lighting does not use the criteria presented here, but rather use a set of governmental 
standards. Roadway and external lighting make the most use cutoff criteria as shown in Table 7. See 
Fig. 22 for a depiction of the angles listed in Table 7.66

Luminaire Classification System In 2007 the IESNA published research results for refinement of 
the cutoff classification system of the previous section.67 This study focused on light distribution in 
front of the luminaire (forward light), behind the luminaire (back light), and above the luminaire 
(uplight) as shown in Fig. 21. They found the photometric luminaire efficiency (hluminaire) to be

  ηluminaire

forward back uplight

sourc

=
+ +

100
Φ Φ Φ

Φ ee

  (15)

where Φforward, Φback, Φuplight, and Φsource are the integrated fluxes in lumens over the solid angles 
shown in Fig. 21 for forward light, back light, uplight, and the bare source, respectively.

TABLE 6 Basic Conic Shapes, Their Conic Provide at Their Output 
Aperture Constant, and the Basic Intensity Distribution That They Provide at 
Their Output Aperture

 Conic Constant Base Intensity
 Shape (k) Distribution

Hyperbolic  k <−1  Diverging; far-field applications
Parabolic  k = −1  Collimating; pseudocollimation applications
Elliptic  −1 <k<0  Converging; near-field applications
Spheric k = 0 Converging; self-imaging applications

TABLE 7 Amount of Emitted Light Criteria for the Luminaire 
Cutoff Classification66

 Horizon and above  10° below Horizon Remainder
 Type (90° and greater) (80° to 90°) (0° to 80°)

Full Cutoff 0% ≤10% ≥90%
Cutoff <2.5% ≤10% ≥87.5%
Semicutoff <5% ≤20% ≥75%
Noncutoff  No restrictions over entire angular space
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FIGURE 21 Lighting classification system zones for forward light, back 
light, and uplight based upon the exit aperture of the luminaire.
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FIGURE 22 Layout of the light classification system subzones. (See also 
color insert.)
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These three zones are then broken down into a total of 10 subzones as shown in Fig. 22. The 
lumens in each subzone is measured with respect to the bare source flux, as in Eq. (15), in each of 
these subzones and then reported as an evaluation of the luminaire. These subzones indicate the 
distribution of light over several regions rather than restricted to the 80° and greater as per the pre-
vious section. Standard goals include reduction of light above the horizon (i.e., all uplight subzones 
and the BVH and FVH subzones) and the desired uniformity over the other zones. This new classi-
fication system provides for better control of the illumination such that both vertical and horizontal 
surface illuminances can be addressed in the design process. Horizontal surface illuminance criteria 
are met by increasing the flux in the BM to FM subzones. Vertical surface illuminance criteria are 
met by increasing the flux in the BM, BH, FM, and FH subzones.

Luminaire Optics There are innumerable schemes to the design and availability of luminaire 
optics, both for artificial and natural sources. Methods employing reflectors, refractors, TIR optics, 
and combinations thereof have been developed. Additionally, the optics are both specular and dif-
fuse or a combination of these two are used. In the next few subsections, we provide examples of 
commonly available luminaire optics. Finally, as per Table 6, the shapes of the optics are typically 
based on conic shapes.

Luminaire optics for artificial sources While the design of the optics of the luminaire is to pro-
vide a desired illumination distribution, we learned from the previous sections that light cutoff is 
important in the design of the luminaire. In fact, the ability to hide or shield the source from direct 
view in order to reduce glare concerns is as equally important as obtaining the desired illumination 
distribution. A reflector as shown in Fig. 23a has a fairly wide direct view of the source, denoted 
as the shielding angle or similarly the cutoff angle. Room lamps are perfect examples of this dual 
requirement since it is typical to use a diffuse shade around the source. The source and shade (which 
also acts as a diffuse reflector) provide the desired general illumination, while the shade provides the 
requisite cutoff. Besides using the body of the reflector to hide the direct view of the source, louvers 
or baffles (see Fig. 23b), a prismatic or Fresnel lens (see Fig. 23c), or a bulb shield (see Fig. 23d) are 

Source 

Shielding 
angle 

Cutoff 
angle 

Shielding
angle Louvers 

Bulb shieldPrism lens
array

(a) (b)

(c) (d)

Reflector 

FIGURE 23 Glare issues of four luminaire geometries: (a) the reflector 
providing the cutoff; (b) louvers, flat or parabolic, increasing the shielding 
angle; (c) a lens array, prismatic or Fresnel, which directs more of the light 
emission downward thus reducing the direct intensity level of the source; and 
(d) the inclusion of a bulb shield to ensure that all emission strikes the primary 
reflector at least once. (Adapted from Ref. 5, p. 71.)
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added to the luminaire. For the baffle case two standard options are typically used: vertical, strongly 
absorbing louvers, or specular reflecting parabolic louvers. The former inhibits direct view of the 
source in the luminaire while also absorbing the glare-inducing light. The latter also reduces the 
direct view angle of the source, but it uses the parabolic, specular louvers to direct the glare-producing 
light into directed radiation typically outside the direct view of an observer. The lens, prismatic or 
Fresnel, coupled to a reflector causes most of the emission to be directed downward, thus frustrat-
ing the direct imaging of the source. This obscuration of the source means glare effects are reduced. 
The bulb shield, which is typically spherical, ensures that all light from the source is incident on the 
primary reflector of the luminaire, thus completely hiding the source from direct view and in turn 
greatly reducing the glare potential.

The specifics of the lamp design depend on the application. Figure 24 shows some representative 
luminaire designs. Figure 24a shows a banker’s desk lamp, which has multiple bounces within the 
glass envelope optic. It creates a wide illumination distribution, but the colored glass and the multi-
ple bounces softens the appearance of the bulb located within. The envelope optic can be positioned 
by the user to alleviate source glare while also providing the desired illumination over a desk surface. 
Figure 24b shows a Bouillotte table lamp, which uses two vertically oriented fluorescent lamps. The 
shade hides part of the bulbs from direct view, and the coating on the fluorescent tubes causes near-
Lambertian emission; therefore, the illumination for this lamp is wide and glare issues are minimal. 
Figure 24c shows an indirect RLM lamp fixture that is suspended from a ceiling. The indirect nature 

FIGURE 24 Depictions of luminaires: (a) Bankers lamp: multiple bounces inside the reflec-
tor create a wide angled uniform illumination; (b) Bouillotte lamp: vertical fluorescent tubes pro-
vide diffuse illumination; (c) indirect lighting with RLM fixture where the top surface reflects light 
into a wide angular range; (d) overhead direct-indirect lighting fixture using fluorescent tubular 
bulbs; and (e) parabolic louvered trough reflector for fluorescent tubes. (See also color insert.)
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is due to the inclusion of a bulb shield and a highly reflective diffuse primary reflector thus alleviat-
ing glare. Figure 24d depicts a direct-indirect overhead, fluorescent lamp fixture. The white, diffuse 
wing structures provide indirect lighting, while the central section is louvered direct lighting. The 
direct lighting provides task illumination needs, while the indirect lighting provides a general light 
level for the room. Finally, Fig. 24e shows a standard overhead office luminaire: a series of parabolic 
troughs (called a troffer) in which long, tubular fluorescent lamps are located. The parabolic louvers 
reduce glare concerns by increasing the shielding angle, while also increasing the task illumination 
due to the specular reflectivity of the vanes. Instead of using the louvers, a pillow lens array or pris-
matic lens can be used; however, computer monitor glare issues can arise with these lenses. Other 
luminaire geometries not presented here include track lighting, recessed lights, chandeliers, and spot 
lamps. Please see Refs. 71 and 5 for more information.

Backlighting Backlighting is used extensively in photography to separate the background from the 
subject and create 3D effects. It can be used for the same purpose in interior lighting to illuminate 
displays from behind. Backlighting is used extensively in signage, to illuminate instrument panels 
and device display panels such as laptop and cellphone screens. A typical edge lit backlight operation 
is illustrated in Fig. 25. Light enters the planar lightguide68 (for example, 50 mm × 50 mm × 5 mm) 
from the thin edges and bounces around. Carefully designed and positioned light extraction features 
such as prism or spheres deflect the light out of the lightguide. As a result the entire planar surface 
is lit and appears as a planar light source. Modern backlights use sources such as CCFLs and LEDs. 
With LEDs, dynamic multicolored backlit displays are possible as lightguides allow for efficient 
color mixing. Edge lit backlighting can be used in direct lighting of large spaces such as living rooms 
by creating illuminated ceilings, walls, or artificial windows. Figure 26 shows one such application 
where backlit ceiling tiles are used to create an illuminated ceiling or an artificial skylight. A picture 
of sky and vegetation is superimposed on the tiles to create an effect of natural sky with vegetation 
on the roof. Backlights could be replaced by OLEDs which provide not only illumination but also 
information content.

Luminaire optics for daylight sources Daylighting schemes69,70 involve careful layout of windows, 
skylights, skytubes, and controls such as shades, window overhangs, window depths, light shelves, 
and hybrids with electrical lighting. For effective daylight illumination, it is necessary to determine 
the access to sunlight by taking into account the sun path across the sky during the day and across 
different months and the impact of neighboring buildings and ground features. Daylight can be 
used for city lighting too with careful planning. Heliostats or large plane mirrors have been used 
atop buildings or even mountains to direct sunlight into the city interior.

Layout of windows and skylights can utilize schemes such as side lighting, top-level lighting, 
and clerestory lighting. Placement of nonview providing windows for providing daylight must be 
designed carefully for maximum daylight penetration and controlled glare. Side lighting allows day-
light in from the walls usually at eye level, top lighting allows daylight in from skylights, and clere-
story lighting allows daylight in from the side windows near the roof above the eye level. Clerestory 
windows provide more uniform ambient illumination over a larger region. However, proper atten-
tion must be given to glare from the sky or direct sun by using baffles. The depth of windows near 
the ceilings or window overhangs also helps in limiting such glare. Figure 27 shows several different 

FIGURE 25 An edge lit backlight. (BEF: Brightness enhancing films.)
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surface has light extraction
features such as prisms or
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FIGURE 26 A conference room with 
artificial skylight made up of backlit ceiling 
image tiles. (See also color insert.) (Courtesy 
of The Sky Factory, LLC.)

layouts of windows and skylights that bring daylight into the interiors. 71,72 The location and number 
of openings for daylight determine the penetration and uniformity of the illumination achieved. 
The height and the slope of the ceilings determine the penetration and the illumination gradient 
achieved inside the room. For example, for daylight from windows located near the ground, having a 
tall ceiling allows light to penetrate to the farthest ends of the room. Similarly a sloping ceiling with 
windows located near the ground allows a gentler illumination gradient from the window to interior.

The reflective properties of the walls and the ceiling must be taken into consideration when sim-
ulating the impact of daylight. High reflectance paints on the ceiling can be used to spread the day-
light entering from the window portion near the ceiling into the building interiors. Window blinds, 
shades, and mechanical louvers are commonly used to control daylight. Sometimes partition walls 
around certain window sections are used to control glare or even limit the extent of illuminated 
region such as artwork in museums.

Light shelves are used interior or exterior to the windows to allow daylight from the sky in 
without glare. Light shelves consist of large horizontal sections hanging below the top edge of the 
window. A layout of mirrors or even just a plane aluminum sheet directs the daylight from the sky 
toward the ceiling or deep into the room without hitting the ground. A reflective ceiling will scatter 
daylight into the room. Combinations and variations of these schemes can be used to suit a particu-
lar situation. Figure 28 illustrates the concept of light shelves. Suncatchers are similar in concept as 
shown in Fig. 29.

Skytubes are lightguides that carry daylight into the building interiors. The inside walls are spec-
ular with high reflectance. These tubes may be straight or curved, as needed, to transport daylight 
to different regions. Curved lightguides have a symmetric cross section to maximize light transfer 
efficacy across the bends.

Hybrid daylighting systems consist of daylight integrated with electrical light as shown in Fig. 30.
Solar lighting systems include the use of tracked or untracked mirrors, lenses or apertures for 

collecting sunlight and channeling it into the building interior via skytubes, lightguides or fiber-
optical cables. Heliostats or large plane mirrors are used at locations with access to the Sun and they 
direct that light into building interiors or even city interiors. Optimally, these mirrors track the Sun.
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Figure 31 shows use of a solar light pipe (SLP) to bring sunlight deep into the building interior. 
The atrium is 140 ft deep, 60 ft long, and 9 ft across. Without the SLP, the view in the building 
interior was a dark concrete wall. A rooftop heliostat captures sunlight and directs in down into a 
prismatic glass cone. The glass refracts the incoming sunlight horizontally onto an outboard cylin-
der of open weave fabric; creating a glowing, translucent, 120-ft-long tube of diffuse sunlight. This 
display is visible from the 14 floors of atrium offices and also from the ground floor lobby, elevator 
lobbies, and the library. The SLP projects a 10-in diameter sunburst onto the lobby floor (Fig. 31b). 
Besides injecting daylight into dark spaces, the SLP’s unique design provides a compelling and a very 
dynamic visual focus for the atrium occupants. It constantly updates their understanding of the Sun, 
the sky, and the weather patterns and reconnects them to the otherwise solar rhythms of the day and 
seasons. At night, powerful searchlights use the “at rest” heliostat and SLP to inject a shifting palette 
of colored light into atrium.

(b) 

(e )

(h)

(a) (c) (d) 

(i ) (j ) (k )

(l ) (m ) (n ) (o )

(p ) (q ) (r ) (s )

(g)(f) 

FIGURE 27 Windows for gathering daylight: (a) Unilateral, side 
lighting. (b) Bilateral, side lighting (c) Roof monitoring. (d) Clerestory. 
(e) Sawtooth skylighting. ( f ) Atrium. (g) Litrium. As opposed to atrium 
it provides best light distribution to adjacent spaces. (h) Top skylighting. 
(i) Skywells: straight and splayed sections. Shaded region shows the lit region. 
Splayed section distributes light farther, more evenly and with reduced peak 
brightness. ( j) Window near the ground. Deep ceiling allow deeper light pen-
etration. (k) Tilted ceiling reduced the illumination gradient from the window 
to interior. (l) Window in the mid-section allows direct skylight and ground 
reflected skylight. (m) “Greenhouse” opening for overcast sky. (n) “Overbite” 
opening for ground reflected skylight. (o) Tilted glazing with clerestory open-
ing to allow sunlight from a wider range of elevations. (p) Capturing daylight 
via top lighting. (q) Using high reflectance wall adjacent to top lighting to 
provide glare free light. (r) and (s) Top lighting via lightguiding.

40_Bass_v2ch40_p001-076.indd 40.49 8/24/09 11:23:17 AM



40.50  RADIOMETRY AND PHOTOMETRY

The use of modern CAD software, especially radiosity based, makes it easy simulate the daylight 
(that includes sun-tracking, scattered and reflected light from the sky, ground, and neighboring 
buildings throughout the day and the year), its interaction with optical components such as opti-
cal fibers, lightguides, lenses, and diffusers; its penetration through the windows into the interior; 
impact of reflection from walls, ceilings or furniture, and interaction with interior lighting.

FIGURE 28 Light shelf to limit glare from direct skylight and 
redirect light to the ceiling.72 The light shelf can be curved in shape 
and moveable angularly. The position of the light shelf relative to the 
window can be interior, exterior, or both. Exterior light shelf provides 
shading while interior light shelf limits glare. Blinds or moveable 
shades can further help in glare control.

Diffuse white
surface; angled
to eliminate
reflected glare

Specular white
surface 

Diffuse white
surface

Light shelf

Light shelf

Suncatcher

FIGURE 29 The concept of suncatcher. The sur-
faces of suncatcher and light shelf are of high reflec-
tance specular or diffuse finish. Light shelf is optional. 
Suncatcher reduces the view, eliminates direct glare and 
increased illumination when the sun is at a particular 
location.

Daylight 

Diffuser

Reflective walls

Electrical lighting

Light entering the room

FIGURE 30 A skytube or skywell with integrated 
Daylight and electrical light.
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40.6 LIGHTING MEASUREMENTS

In this section, we discuss briefly the tools and techniques used for measuring light, 3D object pro-
files and optical properties of objects, in the context of lighting applications. The quantities most 
relevant for light measurement are horizontal/vertical illuminance and luminance of lamps and lit 
objects as a function of wavelength. To measure the optical properties of objects, luminance mea-
surements in transmission and reflection as a function of wavelength, magnitude, angle of viewing, 
and direction and angle of incident light are needed. To model the objects in CAD software, mea-
surement of 3D object profiles is needed. These measurements help in picking the lamps and their 
placement geometry to achieve desired lighting goals.

For measuring light from the source, we discuss the following instruments: illuminance meters 
and goniometers. For measuring the optical properties of objects, including luminaire optics, in 
reflection or in transmission, we discuss instruments such as reflectometers and luminance meters. 
For the measurement of luminaires conformance to the design, we present two methods: CMM and 
laser scanning.

Illuminance Meters

Illuminance meters or luxmeters measure illuminance in lumens/area. These are typically handheld 
devices, as shown in Fig. 32 that consist of a photodiode with a photopic correction filter and a 
cosine corrector on top of it. The photopic correction filter multiplies the incident light spectrum 
by the eye’s photopic response to convert the incident energy in watts into lumens. The cosine cor-
rector consists of a diffuser such as a plastic disk or flashed opal disk or a small integrating sphere 
with a knife edge entrance port. The goal of the diffuser is to provide a constant relative distribution 
of angles to the detector regardless of the incident angle of light on the diffuser. High Fresnel losses 
at high angles of incidence at the surface of the diffusers such as plastic disk or opal glass can still 
introduce errors. These errors can be minimized by allowing some light to leak through the edges of 
the diffuser and then using a screening ring to prevent additional error due to leaked light.73

(a) (b)

FIGURE 31 A Solar light pipe. (a) A 140-ft-tall light gathering and distributing 
device that presents daylight down into the core of a building that has no other access 
to daylight. (b) Light projected (10-in diameter) on the floor. (See also color insert.) 
(Photograph by Paul Warchol; Courtesy of Carpenter Norris Consulting.)
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Luminance Meters

Luminance meters measure luminance in lumen/area/solid angle. These are handheld instruments 
(Fig. 32) and are equivalent to using a lens and placing a luminance meter at the image location 
of the image formed by the lens of the target object. Thus it consists of a detector, a photopic cor-
rection filter or a color filter, a cosine corrector and an imaging lens. The lens is used to image the 
region of the object to be measured on the entrance to the detector (or the cosine corrector surface). 
Since the NA of the lens is known, the solid angle is known. This allows us to obtain the luminance 
by dividing the detected illuminance by the solid angle. Care must be taken to focus the lens only on 
the region whose average luminance has to be evaluated. Apertures with different field of view are 
provided to limit the region over which luminance is evaluated.

These instruments can be made more sophisticated by using a high-quality CCD detector array 
to image an entire scene and provide luminance distribution across it. The imaging lens has a flat 
field and is telecentric in image (detector) space.

The use of neutral density filter helps in expanding the dynamic range of the instrument. The 
measurement on color coordinates in various colors spaces is provided by using multiple detectors, 
each with a characteristic color filter. The incoming spectrum is multiplied by the transmission 
spectrum of the color filter for each detector. The relative signals on the detectors help in determin-
ing the color coordinates. Similarly the CCT can be evaluated.

Reflectometers

Reflectometers measure the reflectance from samples for cases such as reflectance as a function of 
wavelength, angle of incidence, angle of viewing and polarization. Depending upon the require-
ments, not all of these parameters are needed. The sample surfaces may be diffuse, specular, or a mix 
of two. When samples must be characterized by BRDF, scatterometers are used. Reflectometers are 
discussed in Chap. 35 in this volume and Scatterometers are discussed in Chap. 1 in Vol. V of this 
Handbook.

Goniometers

Goniometers are instruments that measure the irradiance or illuminance distribution of a source 
or luminaire. They accomplish this by measuring the illumination distribution at a number of 
points. By locating the detector in the far field with respect to the source or luminaire, one is 
actually measuring the intensity distribution. The far field is when the irradiance/illuminance 
distribution closely matches that of the respective intensity distribution, which means the inverse 

FIGURE 32 Handheld lighting measurement instruments. (a) Simple 
Luxmeter; (b) Luxmeter ( from Labsphere) with an integrating sphere as a diffuser; 
and (c) luminance meter ( from Konica Minolta).

(a) (b) (c)
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square law applies. A good rule of thumb is ten times or greater the greatest extent of the emitter. 
For example, a luminaire with a 100-mm-diameter aperture indicates that measurement should 
be made at no closer than 1 m. Of course, better results are obtained as the distance between the 
source and detector is increased. By rotating either the source or detector with respect to the other, 
the full intensity distribution can be measured. The inclusion of a rotation device on either the 
luminaire or detector while the other remains fixed defines a goniometer. For the purposes of 
the lighting community, the luminous intensity is measured, so goniometers are better known as 
goniophotometers in the community.

There are three standard types of goniophotometers (Type A, Type B, and Type C), which are 
listed with their design criteria in Table 8. There are also three coordinate systems used for the pur-
poses of the measurement reporting. These spherical coordinate systems are also labeled Types A, B, 
and C, and they typically conform to the type of goniophotometers.74 However, individual gonio-
photometers may be of one type and report measurements in another coordinates system. Table 8 
assumes that the goniophotometers types and coordinates systems agree.

For Types A and B goniophotometers the detector is held fixed while the luminaire is located in 
the rotating device. Typically guidelines or standards define the distance that the detector is located 
away from the luminaire. For example, for U.S. and European automotive headlamps this distance is 
75 ft and 25 m, respectively. Type C goniophotometers have the detector rotate around the horizon-
tal axis of the luminaire while the luminaire is rotated around its vertical axis. This setup is impor-
tant for sources that have limitations to orientation (e.g., metal halide arc lamps). Figure 33 shows a 
Type C goniometer that is used to measure the luminance distribution from sources.

There are many other types of goniophotometers, especially those labeled as snapshot systems. 
Snapshot systems capture an “image” of the intensity distribution through one measurement. 
Examples include systems with several detectors; rapid scanning systems for smaller sources such 
as LEDs; camera-capture systems that incorporate an intermediate diffuse, reflective screen; and 
tapered-fiber bundles integrated to detector arrays.74

Surface Measurement Systems

Not only are the illumination distributions, spectra, scatter distributions, and optical characteristics 
measured, but also the geometry of the optics. These measurareements are done to characterize the 
geometry of the fabricated optic in regard to the design. This step is done, in conjunction with tests 
from the previous testing sections, when there is a disagreement between the laboratory and model-
ing results. There are essentially two methods in use: coordinate measurement method (CMM) and 
laser scanning. 75,76 CMM uses a probe that is drawn across the surface of the optic, which provides 
the (x, y, z) data at a series of points on the surface. This method is analogous to using a sphereometer 

TABLE 8 Three Types of Standard Goniophotometer with Their Respective Standard Coordinate 
Systems74

 Type A Type B Type C

Polar axis Vertical Horizontal Vertical
Vertical angle designation Y V V
Horizontal angle designation X H L
Range of vertical angles∗ Y Œ [−90°, 90°] V Œ [−180°, 180°] V Œ [0°, 180°]
Range of horizontal angles X Œ [−180°, 180°]† H Œ [−90°, 90°]∗ L Œ [0°, 360°]‡

Straight ahead/down Ahead: Ahead: Down:
 Y = 0°, X = 0° V = 0°, H = 0° V = 0°, L = 0°
Primary applications Optical systems Floodlights Indoor lighting
 Automotive lighting  Roadway lighting

∗The lower angle is in the nadir direction while the upper angle is in the zenith direction.
†The lower angle is measured to the left from the perspective of the luminaire.
‡Measured from the primary axis of the luminaire.
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to measure the sag and thus curvature of a lens surface. CMM is a contact method so the optic 
under test can be detrimentally affected (e.g., scratched) during measurement. Noncontact meth-
ods such as laser scanning essentially replace the mechanical probe with a laser beam. The position 
is measured through location of the reflected spot, triangulation, and/or time of flight as the laser is 
scanned across the part. Software can then determine the slopes of the test points, and thus rebuild 
the shape through a point cloud. If the component under test reflects well, then the surface must be 
coated or a fine, white powder can be placed across the surfaces. Laser scanning is a rapid method 
to ascertain the part shape. It provides a multitude of points in a short time; however, laser scanning 
accuracy is currently limited in comparison to CMM.

40.7 LIGHTING APPLICATION AREAS

In this section, we discuss several lighting application areas. We broadly divide the applications into 
two areas: interior lighting (office, residential, retail and healthcare) and exterior lighting (industrial 
and transportation). This set of applications is limited; we provide design concepts, metrics and data 
reference on major application areas. These ideas could be readily applied to other areas of lighting 
such as entertainment, sports, theatre, and so forth. Each field has its own region-specific and time-
dependent guidelines and standards to implement.

The data provided here is primarily from IESNA suggested guidelines, thus exceptions are 
expected. For example, an office lobby is likely to have far dimmer ambient lighting than dictated by 
general office lighting guidelines. In essence high-end retail guidelines provide the design goals in 
order to provide a desired ambience. Although we have provided the guideline data to indicate the 
relevant specification parameters, by no means is this complete and the guidelines and standards are 
evolving with time, place, and technology advances. The reader must check the prevalent guidelines 
for the exact numbers to use. Previous sections of this chapter describe in detail the general aspects 

FIGURE 33 Photograph of a source measurement 
goniometer that is used to ascertain the luminance 
distribution of the source. The system wobble (electro-
mechancial-software runout) is 15 μm to allow for 
measuring small light sources like LED die. (See also 
color insert.) (Courtesy of Radiant Imaging, Inc., model 
SIG 400.)
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of the lighting design process, principles, and techniques for the applications described here. Each 
of the following subsections provides insights into the specifics of the lighting design process for the 
given application.

Interior Lighting

Interior lighting includes the office, retail, residential, and health-care facility subfields. In each of 
these areas there are established guidelines to provide a pleasing environment to the users of the 
space. Of special importance are required illuminance levels, luminance ratios, and the reduction of 
glare. The following four subsections describe each of these application areas in more detail.

Office Lighting Modern office lighting has assumed greater importance than in the past as more 
people work in them. The goals of office lighting include efficient task performance, energy-efficient 
lighting, nonmonotonic ambient lighting that provides a balance between horizontal and vertical 
illuminance and minimum glare.

The task surface in offices has historically been the horizontal desk surface. However, computer 
monitors are ubiquitous these days and present a self luminous vertical task surface. In addition 
it is specular and reflects light which can cause glare. Lighting goals are to provide adequate task 
illumination and adequate light in the task vicinity to eliminate eye strain due to varying brightness 
and disability glare. This is ensured by limiting the maximum luminance ratio of task to nontask 
regions. Veiling reflections (see section on glare) from computer monitor screens and paper surfaces 
must be avoided by taking into account source task and eye geometry. The glare from the computer 
monitor arises typical from ceiling source, and it is avoided by putting a limit upon the maximum 
ceiling luminance. Glare across the horizontal surface can be eliminated by using low luminance, 
wide-area lighting from overhead luminaires or special desk lamps (Fig. 24). Daylight from windows 
at desk level or near the ceiling can be a source of glare and steps such as daylight control via blinds 
or changing the task-eye geometry with respect to the glare source must be taken into account.

Balancing of daylight with electrical lighting, preferably with automatic controls, is not only 
energy efficient but also preferred by the workers. Therefore electrical lighting with high CRI (>70) 
is desirable as it mimics daylight illumination quality better.

Table 9 summarizes the common specifications and major guidelines on office lighting. The 
reflectivity of room parameters such as walls and ceiling is provided to aid in room modeling to aid 
in determining the layout of luminaires.

Retail Lighting The goal of lighting for the retail environment is to attract the customer, facilitate 
evaluation of the merchandise by the ucstomer, and provide light for completing the transaction.77 
There are varying lighting methods dependent on the type of retail store, what goods are being illumi-
nated, and the background. Table 10 provides various guidelines on lighting levels dependent on the 
type of store and what is being illuminated. Note that this table is not complete by any standard, so the 
reader is encouraged to consult the literature (see, for example, Ref. 77) for more specific information 
for a given retail lighting environment. Note that there are particular design issues that have varying 
importance levels for each type of retail outlet, such as, glare reduction in jewelry and china stores.78

The circulation areas are those not typically used for the display of merchandise such as walk-
ways, aisles, and foyers. The general areas are those for the generic display of merchandise. Perimeter 
areas are the walls where merchandise is placed for sale. Feature areas are where important displays 
are positioned. Horizontal illuminance values are listed for all of the columns in Table 10 except the 
perimeter areas, which provide vertical illuminance values. The feature areas have peak illuminance 
values of 5:1 to 10:1 compare to the respective general area peak illuminance. Of particular note in 
Table 10, the trends indicate

• Bulk stores, or those described as “big box,” tend to have much higher illuminance levels with 
higher uniformity across areas. This type of illumination provides the user with an abundance of 
light to fully inspect the merchandise, associated labeling, and compare to similar products.
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• More specialized or exclusive, the lighting levels tend to be reduced. This type of lighting pro-
vides a more intimate environment between the customer and the salesperson with illumination 
to highlight the item under evaluation.

Essentially, Table 10 can be broken down into three categories: mass merchandising, department, 
and exclusive stores. At the lower end, mass merchandising, one typically specifies ambient illuminance 

TABLE 9 Summary of Specifications and Guidelines for Office Lighting

 Specifications Goals

Maximum luminance ratios:
 Task to neighboring areas 3:1 to 1:3
 Task to distant regions 10:1 to 1:10
Max ambient illuminance (lx) 500
Max ceiling luminance (nits) <1000 (in the presence of computer monitors)
 <425 nits does not cause glare
Reflectivity of room objects* (%)
 Ceiling ≥80
 Walls 50–70
 Partition 40–70
 Furniture 25–45
 Floors 20–40
 Corridor Floors >20 (of the illuminance of the adjacent areas)
CRI >70
 Lighting schemes Direct, indirect and direct-indirect
  Key considerations  Eliminate shadows on faces or tasks, glare control, provide 

 a spacious ambience
  Ceiling uniformity (max: min) <8:1 (for indirect lighting only)
 Common light sources Daylighting, LED, CMH, fluorescent, and CFL
 Glare sources to be eliminated or reduced  Veiling reflections from direct sources or ceilings on 

  computer monitor screen, reflections from any specular 
surface including walls and desks

*Valid for matte or diffuse finish.

TABLE 10 Suggested Illuminance Levels for Circulation, General, Perimeter, and Feature 
Areas for Various Types of Retail Stores77

 Type of Circulation Area General Area Perimeter Area Feature Area
 Retail Store Illuminance (lx) Illuminance (lx) Illuminance (lx) Illuminance (lx)

Warehouse 250–300 750–850 750–850 3750–8500
Supermarket 250–300 750–1000 750–1000 3750–5000
Discount 250–300 750–850 750–850 3750–8500
Mass merchant 200–250 500–600 750–850 2000–5000
Department 200–250 400–500 500–750 2000–3500
Upscale 150–200 300–400 400–800 1500–4000
Specialty 200–250 400–500 500–750 2000–3500
Upscale 150–200 300–400 400–800 1500–4000
Boutique 80–120 200–300 200–600 1000–3000
Jewelry 80–120 200–600 200–600 1000–6000
Upscale China 80–120 200–600 200–600 1000–6000
Drugstore 250–300 750–850 750–850 3750–8500
Home 200–250 400–500 500–750 2000–3500
Furniture 80–120 200–300 200–600 1000–3000
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between 750 and 1000 lx and a CCT of 3500 to 4100 K. Department stores are in the range of 400 to 
600 lx with a color temperature around 3500 K. High-end stores have ambient light levels of 150 to 
300 lx and color temperatures of 2700 to 3000 K.

The values provided in Table 10 are guidelines, and values are expected to vary dependent on 
the background, the items being illuminated, and any external lighting. The reasoning behind this 
is that observers see luminance rather than illuminance. Thus, the lighting designer must take into 
account the reflectance, both diffuse and specular, from the merchandise and background. Thus, 
Table 10 assumes that there is constant reflectance between the features and the background, such 
that illuminance ratios of 5:1 to 10:1 are specified, when in actuality luminance ratios in this range 
are prescribed.

Within any type of store there are different lighting levels dependent on the application. 
Consider, for example, a department store, which is made up of several different environments, 
from the entrance areas to fitting areas, to general displays areas. Table 11 provides illuminance level 
guidelines for typical areas in a department store. It also includes the very important design issues 
for each of the retail areas.

The methods of lighting a given area are dependent on the application of the space. Ambient 
lighting provides the baseline lighting level, while the addition of secondary lighting units provides 
the increased illuminance values as listed in Tables 10 and 11. Table 12 provides a synopsis of these 
other application space lighting demands, including the typlical luminaire used and design issues.

As previously noted the lighting designer must remain cognizant of external lighting conditions 
when specifying the artificial retail lighting environment. A large facet of external lighting is better 
known as daylighting, and of particular concern are the varying light level that is provided through 
the day, direct glare through windows and doors, and the strong background to incorrectly situated 
merchandise. Other aspects of the retail lighting environment include

• The CRI should be 70 or greater for most environments.

• Transitions between spaces in stores should have luminance ratios of no greater than 3:1 for 
similar neighboring spaces, greater than 3:1 when there is a distinct transition between the 
neighboring spaces, and 5:1 to 10:1 for abrupt transitions.

• The perimeter area illuminance should be greater than the overhead area in order to draw the 
attention of the shopper to the merchandise.

• Calculating baseline lighting levels for retail spaces one should use diffuse reflection values of 
office spaces.

Residential Lighting The goals of residential lighting are to provide ambient illumination to cre-
ate a pleasing ambience due to a well-lit environment; sufficient task lighting in workspaces such 

TABLE 11 Suggested Illuminance Values for Areas within a Department Store77

 Department  Horizontal Vertical Very Important
  Store Area Illuminance (lx) Illuminance (lx) Design Issues

Alteration room 500 300 Color appearance and source geometry
Dressing area 300 50 Color appearance and object modeling
Fitting area 500 300 Color appearance and object modeling
Stock room 300 50
Sales area 300  Direct glare
General merchandise area 500  Color appearance
Feature display 2,500   Appearance of area, color appearance, 

 direct glare, and object modeling
Display window 2,000 (day)  Appearance of area, color appearance,
  500 (night)    daylighting, object modeling, and
 Feature 10,000 (day)   reflected glare
 5,000 (night)
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as office, garage, kitchen, and workshop; and decorative lighting and accent lighting for lit object 
displays. A variety of lighting techniques are used to create layers of lighting that perform different 
lighting functions (see book by Whitehead on “Residential Lighting” in Ref. 26). Like retail light-
ing, residential lighting can be quite complex and creative. Although we summarize many common 
guidelines for residential lighting requirements in Table 13, other specialized guidelines are more 
relevant in some areas of the house, such as retail lighting guidelines for the kitchen, office lighting 
guidelines for the home office, industrial lighting guidelines for task lighting in garage or workshop 
and exterior lighting guidelines for landscaping and the house facade. Thus depending upon the 
purpose of a specific region of the house the lighting scheme must be tailored. However, the differ-
ent lighting schemes used across the house must be gently blended into one another. For example, 
exterior lighting for residences includes the lighting of entry, walkways, and landscape. Although the 
primary goals are to provide direction, safety, identification and aesthetic appearance, achieving a 
balance between interior and exterior lighting makes the interior and exterior spaces extensions of 
one another. Residential lighting should be customized to maximize the comfort of the inhabitants 
especially when the inhabitants are disabled or elderly. For example, elderly people require much 
higher levels of illumination especially for task performance.

Other than those areas that require excellent task lighting such as offices or workshops, the limits 
on luminance ratios are relatively relaxed when compared to other lighting applications, such as the 
maximum residential luminance ratio of 5:1 between Task and neighboring areas is higher than that 
of office lighting of 3:1. The idea of limiting the maximum luminance ratio is to minimize visual 
discomfort caused by disability glare and adapting to variations in brightness. The integration of 
daylight with artificial lighting is highly desirable.

Health-Care Facility Lighting The lighting in health-care facilities, which includes hospitals, out-
patient clinics, chronic and extended care centers, and other facilities, requires careful understand-
ing of the lighting requirements for not only the patients but also the individuals working therein. 
The lighting must be pleasing and comforting to the patients in order to put them at ease and assist 
in their healing. The patients and visitors have a wide range of ages, with the majority being elderly; 

TABLE 12 Specific Application Space Lighting for Illumination of Merchandise Locations

 Application 
 Space Lighting Typical Luminaires Used Design Issues

Ambient Light
 Mass merchandising Fluorescent and halogen Uniformity
  department  fluorescent, recessed
  fluorescent and halogen
 High end Recessed fluorescent and halogen,  Flexibility for change
  track lighting
Perimeter Fluorescent, incandescent, or Uniform vertical illuminance, hidden
  HID wall wash, track or  luminaires
  recessed spot lighting
Rack Recessed or track dpot lighting Direct glare reduction
Shelf Ambient lighting with recessed Direct glare reduction, hidden luminaires
  surface lighting
Counter Focused downlighting  Direct glare reduction, 3 to 5 times 

 ambient lighting
Mirror Downlighting  Glare reduction, color appearance, object 

  modeling, and consistent lighting with 
use of product

Showcase Fluorescent and fiber-optic lighting Hidden luminaires
Accent Small (point-like) sources Provide luminance ratios of 5:1 to 15:1
Decorative Sconces, chandelier, table, and For high-end stores to provide a desired
  torchiere lamps  look and feel
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therefore, there is a large variance in the response to lighting, especially increased glare sensitivity, 
loss of contrast sensitivity, the need for higher lighting levels, and slow adaptation to changes in 
brightness as one ages.79 The lighting levels also need to provide for the medical staff such that they 
can effectively carry out their job—from meticulous and demanding surgery to patient interviews 
and diagnoses to manning the check-in desk. Finally, since in a number of these facilities patients 
may be there for extended periods, circadian system illumination levels that conform to the human 
biological clock are the norm. As can be seen, there is an extensive range of tasks, observers, and 
daily requirements for illumination in health-care facilities, thus, making the lighting design a chal-
lenging assignment.

Foremost is the need to specify the light requirements for a given location based on the tasks to 
be performed there. Table 14 provides a synopsis of the illuminance level guidelines and important 
design issues for a number of locations in health-care facilities; however, since these are only guide-
lines, controls for the area illumination are often available to the medical staff and/or patients. This 
flexibility in the control of lighting levels based on the specific function of the environment and 
even mood of the occupants is important in health-care facilities. Note that there are many other 
areas and functions than can be included in Table 14, so the reader is encouraged to see Ref. 79 for 
this additional information.

The operating room environment is especially challenging since the lighting is preferentially 
directed to the task area; however, this has the potential of creating large luminance ratio variation 
within the room. Practices suggest three regions within the operating room with the following lumi-
nance ratios: task area to the surgical table of 3:1 or less and task area to the background (i.e., walls) 
of 10:1 or less. Additionally, there are specific guidelines for the finishes for the surfaces within 
the surgery theatre as provided in Table 15. In most cases all surfaces are white or pastels with a 
matte finish to reduce reflected glare. The lighting in an operating room is provided by a multitude 
of sources including ambient and even daylighting, directed spotlights, surgeon headlamps, and 
increasingly fiber-optic lighting.

Concurrent to the design guidelines of Table 14, the lighting designer must remain cognizant of the 
specifications for reflectances of the walls, floor, ceiling, and other objects that occupy the design area. 

TABLE 13 Summary of Specifications and Guidelines for Residential Lighting

 Specifications Goals

Maximum luminance ratios
 Task to neighboring areas 5:1 to 1:5 (in general)
 3:1 for demanding tasks such as sewing
 Task to distant regions 10:1 to 1:10
 Lumnaire to ceiling 20:1
 Hallway or stair to adjacent area 1:5
Reflectivity of room objects∗ (%)
 Ceiling 60–90
 Walls, curtains, draperies† 35–60
 Floors† 40–70
Average luminance for luminaire (nits) 1700
Maximum luminance for luminaire (nits) 2700 (in utility areas)
CRI >80 (kitchen and clothing closets)
Lighting schemes Direct, indirect, and direct-indirect
 Key considerations  Eliminate shadows on faces or tasks, glare control, providing 

 a spacious and cozy ambience as well cozy as desired
Common light sources Daylighting, LED, fluorescent, and CFL.
Glare sources to be eliminated or reduced  Direct glare from light sources, veiling reflections, indirect 

 glare from shiny objects

∗Valid for matte or diffuse finish.
†Reflectance of walls and floor can be increased by 40% and 25%, respectively, to improve visual task lighting where needed.
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Table 15 provides this data for two locations, general and operating room. Using these values in con-
junction with the optical design process one can find suitable illumination configurations to provide 
the Table 14 guidelines.

Industrial Lighting The goals of trial lighting are to provide energy efficient lighting with adequate 
task and ambient lighting, direction, safety, and visual comfort. Many common requirements for 
industrial lighting requirements are summarized in Table 16.

TABLE 15 Suggested Reflectances for the Various 
Objects in a Health-Care Facility Room for a General 
Application and the Operating Room Environ79

 General Operating
  Surface Reflectance Room Reflectance

Ceiling 70–80% 90–100%
Walls 40–60% 60%
Furniture/fabrics 25–45% 0–30%
Equipment 25–45% 25–45%
Floors 20–40% 20–30%

TABLE 14 Suggested Illuminance Values and Other Criteria in Health-Care Facilities79

 Health Care Horizontal Vertical
 Facility Area and Illuminance Illuminance
 Current Function (lx) (lx) Important Design Issues

Patient room 
 Normal 200+, as home 30+, as home Patient control, CRI >80, daylighting
 Examination 1000 300  Glare reduction, CRI >80, CCT>3000 K, 

 doctor control
 Observation (night) 30 30  Red/amber CCT, no higher than 18” off 

 floor
Nursing station 300 50 Glare reduction, CRI>80
Critical care unit
 Normal 300 50 Patient control, CRI>85, daylighting
 Examination 1000 300  Glare reduction, CRI>85, CCT>3000 K, 

 doctor control
Nursery 100 30  Glare reduction, CRI>80, lighting control, 

 daylighting
Mental health center As per other  As per other Daylighting, CRI >80, CCT of 
  functions   functions    4100–5000 K with fluorescent, 3500 K

 otherwise, glare reduction
Operating room
 Normal 1000 500 CRI >85, matched light
 Table 25000+ in 20-cm  1000 Sources for illumination, shadow, and
  spot (adjustable)    glare reduction, doctor control, CCT of 

3500–6700 K, high uniformity
Dental unit
 Normal 300 50
 Examination 24000+ in central 500 As operating room
  spot
Radiography unit 50, but depends  30, but depends CRI >80, glare reduction, doctor
  on test  on test   control
Pharmacy 300 100  Glare reduction, high uniformity, 

 CRI >80
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The ambient lighting is provided by daylighting and/or large area, overhead, wide angle lumi-
naires (direct and semidirect). Task lighting is provided by fixed and portable direct or diffuse light 
sources. Backlights are used for translucent task surfaces. Direction of illumination with respect 
to the view angle(s) is important in tasks where surface features of the object cause shadows to 
enhance depth perception. Illumination at grazing incidence is used to highlight specific feature that 
can scatter light and render themselves visible. To emphasize specular but uneven surfaces, specific 
patterns of light (like bright and dark lines) can be projected onto the task surface to be reflected 
into the viewer’s eyes. For lighting in regions where there is a high density of workstations or areas 
where there are several similar process, a high level of uniformity in horizontal illuminance is rec-
ommended. In such areas, variation of horizontal illuminance should be less than 1/6th the aver-
age horizontal illuminance. Otherwise, the variations in luminance across the work space must be 
within the luminance ratios prescribed in Table 16. The level of horizontal illuminance needed var-
ies with task. In industrial lighting, the quality of horizontal illuminance is of special importance as 
efficient and safe task performance is needed. The reader is referred to IESNA published guidelines 
for horizontal illuminance values for a wide variety of tasks in different industries.80

In addition to providing the task lighting and ambient lighting, it is often necessary to provide 
additional lighting dedicated for emergency, safety, and security within the industrial complex and 
its exteriors.

Visual discomfort must be avoided especially during task performance and in situation where 
safety could be compromised. Special attention should be given to situations causing veiling reflec-
tions and glare. The various limits placed on the luminance ratios in Table 16 between task and non-
task regions help eliminate the impact of glare.

Exterior Lighting

Of course the primary aspect of exterior lighting is to provide illumination during hours of dark-
ness. The lighting not only provides illumination for general use, it also provides safety and security; 
indication of direction of travel for paths, roadways, and so forth; and architectural enhancement. 

TABLE 16 Summary of Commonly Suggested Specifications and Guidelines for Industrial Lighting

 Specifications Goals

Maximum luminance ratios
 Task to neighboring areas  3:1 to 1:3 (in general)
 Task to distant regions  10:1 to 1:10
 Luminaire (including daylight  20:1
  sources) to adjacent surfaces
 Anywhere within the FOV 40:1
Reflectivity of objects∗ (%)
 Ceiling 80–90
 Walls 40–60
 Floors ≥20
 Desk/bench tops, machines, equipment 25–45
CRI >65
Lighting schemes Direct, indirect, and direct-indirect
 Key considerations  Eliminate shadows on faces or tasks, provide high illuminance 

 uniformity, sufficient illuminance, and glare control
Common light sources Daylighting, LED, fluorescent, HID, and CFL
Glare sources to be eliminated or reduced  Direct glare from light sources, veiling glare, indirect glare from 

 shiny objects
Direct view of the luminaire (deg) >25 (preferably >45)

∗Valid for matte or diffuse finish.
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External lighting is attempting to replicate the illumination of the sun; however, it can in no fashion 
accomplish this feat. The illumination provided by any lighting source cannot match that of the sun, 
which means that the sky will appear dark rather than blue; numerous sources are required to pro-
vide the necessary illumination level so glare from the many sources is a major factor; distance from 
the light sources, mesopic vision and even scotopic levels may be demanded; and the many sources 
can confuse the viewer such that objects can be difficult to discern from one another.81 Additionally, 
this section is rather broad in scope, including design aspects such as roadway lighting, path light-
ing, outdoor event lighting, and façade illumination. Thus, the reader may need to consult specific 
literature for a certain type of lighting. Please consult the transportation lighting section for further 
information on vehicular and roadway. In the next two subsections details are presented about the 
issues present for external lighting design and design examples, excluding the transportation appli-
cations discussed later.

External Lighting Design Issues There are several topics that a lighting designer for external spaces 
must consider. First and foremost is the specific application guidelines (for example, see the section 
on illuminating roadways), glare issues, light pollution and trespass, and perception issues. All of 
these factors are interrelated, and the subsections herein provide insight into them.

Glare A primary issue of external lighting is glare. Since users of a space in the hours of darkness 
are relying on nonphotopic vision, glare can blind the viewer as one approaches a bright source thus 
not only causing the scotopic vision receptors (e.g., rods) to naturally saturate but also the photopic 
vision receptors (e.g., cones). This “blinding” is due to disability glare, which will hide objects or 
reduce their contrast. Other levels of glare can also inhibit observation: discomfort glare, which is 
attributed to a large variance on and around the object under view; and annoyance glare, which is 
light that in the opinion of the observer should not be present, such as light trespass.

The major source of glare is directly from the source in comparison to the object under obser-
vation. Comparison between the luminaire luminance to the object’s illuminance is the factor that 
often defines the level of glare, from disabling to discomfort. Depending on the orientation of the 
object one either compares the horizontal or vertical surface luminance to the luminaire luminance. 
The horizontal luminance is used for horizontal surfaces such as walkways and roads, while the ver-
tical luminance is used for vertical surfaces such as building façades, people, and structures.

Light Pollution and Light Trespass Associated to glare is light pollution and light trespass. Light 
pollution, also called sky glow, is light that is directed upward to the atmosphere.82 This sky glow 
hides stars from observation, and on cloudy days provides a glow, typically red in hue, which can dis-
tract from one’s appreciation of the view of their surroundings. Astronomers have been particularly 
vocal in the reduction of light pollution, and there is increasingly consideration of energy efficiency 
demands. In 2008 it was hypothesized that over $10B U.S. was wasted through light pollution,83 
which means that this amount has only increased since then. Like light pollution, light trespass is 
unwanted light, but in this case it is light that illuminates objects outside of the intended illumina-
tion region.84 Such stray light enters through windows, illuminates someone’s property, or can impair 
the vision of drivers. Light pollution and trespass arise from improperly designed luminaires. There 
are increasing regulations for the design of outdoor lighting to alleviate such concerns. A primary 
correcting factor is the use of luminaire cutoffs as presented in the section on luminaire design.

External Lighting Example Pole lighting is the most common form of outdoor illumination pro-
viding a significant amount of light, safety and security, and indication of the path of travel for walk-
ways, roadways, and so forth. In the United States, there are five primary forms of classifications of 
pole-mounted luminaires, but there are numerous variations based upon the lighting requirements, 
the shape of the illumination region, and illumination level demands.85 Table 17 provides descrip-
tions of the five types, the typical application(s) of the type, and an iso-illuminance plot for each of 
the types. Per the iso-illuminance plots of Table 17, the larger the illumination distribution the more 
ground is illuminated, which means not only the roadway is illuminated but also sidewalks, shoul-
ders, and other neighboring areas. Thus, Type IV and V luminaires tend to have more light trespass.
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Transportation Lighting

Transportation lighting includes the subfields of vehicular and roadway lighting. In both cases 
rather than just guidelines, there are many stringent governmental standards that must be met by 
the illumination systems. For example, there are governmental standards for traffic lights and vehic-
ular taillights and headlights. If these standards are not met, then the lighting systems are not legal 
for use on our roadways.

Vehicular Lighting Vehicular lighting is the external illumination aspects of vehicles, including 
automobiles, motorcycles, snowmobiles, emergency vehicles, airplanes, ships, and heavy machin-
ery including construction, industrial and agricultural. Ground vehicles are especially important 
due to their pervasiveness in society. For the remainder of this section, we highlight ground vehicle 
standards, but there are similar standards for other types of vehicles. In the United States, the U.S. 
Federal Government standardizes the lighting requirements through the Federal Motor Vehicle 
Safety Standards (FMVSS) from the offices of the National Highway Traffic Safety Administration 
(NHTSA) within the Department of Transportation (DOT). In Europe and a number of other 
countries spanning the globe, the United Nations Economic Commission for Europe (UNECE or bet-
ter known as ECE) sets the standards. The FMVSS calls upon the standards delineated by the Society 
of Automotive Engineers (SAE) to provide the explicit lighting requirements for distinct lighting 
systems. While FMVSS 108 provides the framework for lighting systems on ground vehicles within 
the United States,86 the SAE provides the accepted standards to design into the lighting systems. 

TABLE 17 Description, Applications, and Iso-Illuminance Plots for the Five Primary Luminaire Types 
Used for Pole-Mounted Outdoor Lighting85

Type Description Applications Iso-Illuminance Plot

I Little setback to the road or mounted  Roadways 

Lamp

Roadway
  over the roadway; narrow oval 
  illumination distribution

II Moderate setback to pedestrian area;  Pedestrian areas 
  moderate oval illumination 
  distribution

III Large setback to the road; Moderate  Pedestrian areas  
  elliptical illumination distribution  roadways, parking lots

IV Great setback to the roadway; large  Roadways 
  elliptical illumination distribution

V Mounted over pedestrian area  Pedestrian areas 
  rotationally symmetric illumination  parking lots
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For example, SAE standard J581 provides the upper-beam requirements to be an accepted high 
beam on U.S. roads,87 while R113 is the accepted ECE standard.88 The associated low-beam stan-
dards are SAE J582 in the U.S.89 and ECE R112 in Europe,90 but there is currently an active dialogue 
to harmonize the standards between the U.S., European, and Japanese markets. The SAE J1735 
standard is currently addressing the low-beam harmonization, and in time it will also address the 
high-beam requirements. The end results will be, excepting the inherent difference of left-hand (e.g., 
United Kingdom) and right-hand (e.g., United States) traffic, harmonization has the goal of making 
the lighting standards the same at as many places possible across the globe. This increased standard-
ization means that the design and fabrication costs will be reduced for manufacturers.

There are essentially two types of lighting on a ground vehicle: forward lighting for illuminating 
the road surface and nearby surrounds and indicator and warning lighting including turn signals, 
brake lights, side markers, and tail lights. Each vehicular light system is defined by its own set of 
regulations including the distribution of light, the color and characteristics of the protective lens, 
mounting requirements, and a number of enviromechanical tests including vibration, dust, mois-
ture, corrosion, and warpage. In the United States, the test procedures and protocols are typically 
governed by SAE J575, while each individual standard provides the photometric requirements. In 
the United States, the photometric requirements are the luminous intensity distribution at a dis-
tance of 18.3 m from the lamp, while the ECE requirements are for the illuminance distribution at a 
distance of 25 m. The typical instrument to make this measurement is a goniometer that holds the 
lamp and allows it to be rotated so that a different angle is incident on a fixed photodetector at the 
end of an absorbing light tunnel. By rotating the lamp within the goniometer and making a series 
of measurements the full distribution of light can be determined; however, rather than measuring 
across the whole lit region, the standards dictate a series of test points and test areas that must be 
measured. In the remainder of this section, we highlight two applications: low-beam headlamp and 
stop lamp. In each subsection, the requirements for both U.S. and ECE standards are provided, a 
depiction of a typical distribution of light, discussion of design strategies, and additional optical 
requirements of the standards. Note that while we highlight these two applications and their respec-
tive standards, there are numerous other optical standards governing the external lighting systems 
on vehicles (see Refs. 86 to 92) for further information about these additional standards).

Design and Standards for a Low-Beam Headlamp A headlamp, as shown in Fig. 34a, must illumi-
nate the road surface for the driver, illuminate to the sides for both the driver and any other observer, 
provide a low level of illumination to oncoming drivers, and in all cases remove the formation of hot 
spots above the horizon such that glare is not a concern to oncoming traffic. Of note in Fig. 34a is

• High-beam luminaire:
•  Rightmost recess of the lamp.
•  Faceted reflector, but other options include smooth, tailored reflector (e.g., NURBS surface 

as designed in CAD); faceted lens in conjunction with smooth reflector (e.g., parabolic); and 
projection lens in conjunction with reflector.

(a) (b)

FIGURE 34 (a) A faceted headlamp including high-beam (right), low-beam (middle), and turn 
signal (left) luminaire. Note the yellowish tinge of the turn signal, which is due to the coating placed 
on the bulb used therein. (b) A faceted taillight including the following functions: tail (upper left), 
stop (upper right), turn signal (lower right), reflex reflector (lower middle), and backup (lower left). 
(See also color insert.)
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•  Filament source, but other options include high-intensity discharge lamp or array of white-
light LEDs.

• Low-beam luminaire:
•  Middle recess of the lamp.
•  Faceted reflector, but other options are as the high-beam luminaire above.
•  Filament source, but other options are as the high-beam luminaire above.
•  Bulb shield: reflective structure in the middle of the lamp and covers direct view of the fila-

ment source. The bulb shield greatly alleviates direct light above the horizon.

• Turn signal luminaire:
•  Leftmost recess of the lamp.
•  Faceted reflector, but other options are as the high-beam luminaire above.
•  Filament source, but other options are as the high-beam luminaire above. Note that the bulb 

has a yellow coating placed on its glass envelope, which then provides the yellowish appear-
ance of such lamps. This coating provides the color as specified by its respective standard.

Headlamp reflectors have a parabolic base shape in order to provide a high degree of collima-
tion in the forward direction. The reflector, both faceted and smooth, is then deformed to provide 
the distribution that meets standards. Designing such deformations can be difficult, but there are 
software codes to assist in the process. Design guidelines include a goal of having the emitted radia-
tion only incident once on the reflector; avoid secondary interactions with the bulb shield, bulb, or 
reflector shelves (i.e., the reflector sides, as shown in Fig. 34a); and angling intersegment fillers (i.e., 
spaces between the facets) such that they cannot be directly seen from the source emission region. In 
order to avoid secondary interactions with the bulb and its respective shield, one typically angles the 
reflected light across the luminaire, except that striking near the reflector near the source. The latter 
is directed away from the source. In systems with projection and faceted lenses, the reflector is there 
to capture bulb emission, while the lens provides the required distribution that meets standards. 
Due to demanding illumination requirements, it is best if most of the bulb emission is incident on 
the reflector; therefore, in almost all cases the filament or arc is oriented along the axis of the reflec-
tor (i.e., orthogonal to the filament as shown in Fig. 13). This axial filament orientation also ensures 
less light goes above the horizon in the low-beam luminaire.

Table 18 provides the SAE J582 luminous intensity requirements, while Table 19 provides the 
ECE R1 12 requirements. Figure 35 shows a typical SAE luminous intensity distribution that meets 
the requirements of Table 18. Figure 36 shows a typical ECE illuminance distribution that meets 
the requirements of Table 19. The SAE standards of Table 18 and Fig. 35 are in the units of candelas 

TABLE 18 SAE J582 Standard Photometric Requirements 
for Auxiliary Low-Beam Lamps89

 Test Point Max Luminous Min Luminous
 (Deg, ±0.25°) Intensity (cd) Intensity (cd)

10U to 90U 75 —
1.5U–1L to L 300 —
1.5U–1R to R 300 —
0.5U–1L to L 400 —
0.5U to 1R to 3R 400 —
0.5D–1R to 3R 25,000 2,000
0.5D–1L to L 10,000 —
5D–4R — 3,000
5D–4L — 3,000
1D–1R — 10,000
3D–3R 5,000 —
4D–V 3,000 —
2.5D–15L — 1,500
2.5D–15R — 1,500
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FIGURE 36 Illuminance (lx) distribution for the ECE passing/
low-beam requirements of Table 19. (See also color insert.)

TABLE 19 ECE R112 Standard Photometric Requirements for Class A Passing (i.e., Low-Beam) 
Lamp for Right-Hand Traffic90

 Test Point Horizontal Location Vertical Location Max. Illuminance Min. Illuminance
 Label (mm) (mm) (lx) (lx)

B50L 1500L 250U 0.4 —
75R 500R 250D — 6
75L 1500L 250D 12 —
50L 1500L 375D 15 —
50R 750R 375D — 6
50V V 375D — —
25L 3960L 750D — 1.5
25R 3960R 750D — 1.5
Zone III See Fig. 36 See Fig. 36 0.7 —
Zone IV 2250L to 2250R 375D to 750D — 2
Zone I L to R 750D to D 20 —

FIGURE 35 Luminous intensity (cd) distribution for the SAE low-beam 
requirements of Table 18. (See also color insert.)
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(cd, lumens/steradian). The test points are given in degrees and a letter designation, which mean 
U = up direction, D = down direction, L = left direction, and R = right direction as measured from 
the point (H, V), which is the center point where H = horizontal and defines the horizon, and V = 
vertical and defines the lane of traffic. The ECE standards of Table 19 and Fig. 36 are in the units of 
lux (lx, lumens/m2), and, while the letter designations still hold, the test point locations and zones 
are given as position coordinates in millimeters (mm).

Design and Standards for a Stop Lamp A taillight, as shown in Fig. 34b, is typically comprised of a 
number of different functions, such as a stop light, turn signal, backup lamp, and so forth. The tail-
light of Fig. 34b has the following optics in its functions.

• Tail lamp (upper left, red): for night-driving conditions or when headlamps are on. Indicates to 
follwing traffic the presence of the vehicle during reduced lighting conditions. The governmental 
standards are SAE J585 and ECE. R7

• Stop lamp (upper right, red): indicates when the driver has applied the brakes. This luminaire 
is also lit for night driving conditions but a lower output level. The governmental standards are 
SAE J586 and ECE R7.

• Turn Signal Lamp(lower right, red): indicates the driver is to make a turn a turn in the desig-
nated direction. The governmental standards are SAE J588 and ECE R6.

• Reflex reflectors (middle right, red): this area, directly neighboring the turn signal is comprised 
of prism structures that provide retroreflection to the driver of following vehicles. It is impor-
tant for dark-driving conditions to highlight the presence of this vehicle to following drivers or 
indicate its presence when the vehicle is not in operation. Note that this function of the taillight 
is passive in the sense that no internal light source is used. The governmental standards are SAE 
J594 and ECER3.

• Backup lamp (lower left, white): this luminaire indicates when the vehicle is in reverse. The gov-
ernmental standards are SAE J593 and ECE R6.

In Fig. 34b, faceted reflectors are used for all the active luminaires. Typically, a transverse filament 
is used, as per Fig. 13, since the illumination standards for taillight functions are quite broad angularly. 
Thus, direct radiation from the filament is useful to filling in the required light distribution, while the 
reflected component of the illumination fills in the required hot spots. LEDs are replacing filament 
lamps to become the norm for most taillight functions. For LED sources, refractive optics that also 
employ total internal reflection provide a better means to meet the illumination requirements.

In the remainder of this section, we focus our attention on the design and standards of the 
stop lamp function, but the other taillight functions have similar requirements. The stop lamp is 
to inform following vehicles and pedestrians that the vehicle is slowing. In Fig. 34b, the stop lamp 
is located on the upper right of the taillight. Table 20 provides the SAE J586 luminous intensity 
requirements,91 while Table 21 provides the ECE R7.92

Figure 37 shows a typical SAE luminous intensity distribution that meets the requirements of 
Table 20. Figure 38 shows a typical ECE illuminance distribution that meets the requirements of 
Table 21. The SAE standards of Table 20 and Fig. 37 are in the units of candelas (cd, lumens/steradian). 
The ECE standards of Table 21 and Fig. 38 are in the units of candelas (cd, lumens/steradian). In all 
cases, the letter designations as per the previous section (headlamps), but in this case the angles are 
with respect to rear direction of the vehicle.

Roadway Lighting There are multiple subfields that make up roadway lighting: street lighting, 
roadway signage, tunnel lighting, and integration of collocated pedestrian, bike, and analogous 
areas. The goal of all forms of roadway lighting is to reduce the potential of accidents, aid in the flow 
of traffic, provide a higher level of safety and security, and assist in commerce during hours of darkness. 
There are a multitude of light sources that affect roadway lighting, including the external lighting 
from vehicles (see section on vehicular lighting); direct roadway lighting, which is the subject of this 
section; traffic lights, as governed in the United States by the International Transportation Engineers 
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TABLE 20 SAE J586 Standard Photometric Requirements for a Stop Lamp∗

  1 Lit Section 2 Lit Sections 3 Lit Sections
 Test Point Min. Luminous Min. Luminous Min. Luminous
 Zone (Deg.) Intensity (cd) Intensity (cd) Intensity (cd)

I 10U–5L 9.6 11.4 13.2
 5U–20L 6 7.2 9
 5D–20L 6 7.2 9
 10D–5L 9.6 11.4 13.2
 Zone Total 52 62 74
II 5U–V 18 21 24
 H–10L 24 28.2 33
 5D–V 18 21 24
 Zone Total 100 117 135
III 5U–V 42 49.2 57
 H–5L 48 57 66
 H–V 48 57 66
 H–5R 48 57 66
 5D–V 42 49.2 57
 Zone Total 380 449 520
IV 5U–V 18 21 13.2
 H–10R 24 28.2 9
 5D–V 18 21 9
 Zone Total 100 117 13.2
V 10U–5R 9.6 11.4 74
 5U–20R 6 7.2 24
 5D–20R 6 7.2 33
 10D–5R 9.6 11.4 24
 Zone Total 52 62 135

Maximum Any point above 300 360 420

∗The stop lamp is comprised of up to three distinct lit sections over the extent of the taillight for the stop 
lamp function. Each zone has a number of test point minima that must be realized and the summed total of 
all test points within a zone. The last line of the table indicates the maximum luminous intensity that can be 
measured at any test point.91

TABLE 21 ECE R7 Minimum and Maximum Photometric Requirements for a Stop Lamp∗

 1 Lamp Illumination Level 2 Lamp Illumination Levels

 Test Point Min. Luminous Max. Luminous Min. Luminous Max. Luminous
 (Deg.) Intensity (cd) Intensity (cd) Intensity (cd) Intensity (cd)

10U–5L 12 37 6 16
10U–5R 12 37 6 16
5U–20L 6 18.5 3 8
5U–10L 12 37 6 16
5U–H 42 129.5 21 56
5U–10R 12 37 6 16
5U–20R 6 18.5 3 8
V–10L 21 64.75 10.5 28
V–5L 54 166.5 27 72
V–H 60 185 30 80
V–5R 54 166.5 27 72
V–10R 21 64.75 10.5 28
5D–20L 6 18.5 3 8
5D–10L 12 37 6 16
5D–H 42 129.5 21 56
5D–10R 12 37 6 16
5D–20R 6 18.5 3 8
10D–5L 12 37 6 16
10D–5R 12 37 6 16

∗The two categories are for a lamp that is either lit or not lit (e.g., 1 lamp illumination level) and for a lamp 
that has an unlit, partially lit, and fully lit state (e.g., 2 lamp illumination levels.92
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society; and lighting from other sources such as residential, industrial, and retail. An added difficulty 
of roadway lighting is the harsh conditions in which they reside. There are stringent maintenance 
demands that include replacement of sources, cleaning of the optics, and trimming of foliage 
around the luminaire.93

Street Lighting There are essentially three metrics for defining the lighting of a roadway: illu-
minance (lux, lumens/m2), luminance (nit, lumens/sr/m2), and small target visibility (STV).94 

Illuminance modeling provides the level of illumination across a surface. Luminance modeling 
predicts the level of light (i.e., glare), both direct and reflected, that is directed to a driver. STV is 
the visibility of a target array (18 × 18 cm2 and 50 percent reflective) on the road. Table 22 provides 
the illuminance, luminance, and STV guidelines for a number of road types, four road surfaces in 
dry conditions, and the interaction level with pedestrians. The illuminance and luminance ratios 
of Table 22 provide limits such that disabling glare does not blind drivers or pedestrians. Table 23 
qualifies the road types, the four road surfaces, and the pedestrian interaction levels of Table 22.
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FIGURE 37 Luminous intensity (cd) distribution for the SAE stop 
lamp requirements of Table 20 (1 lit section). (See also color insert.)
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The luminaire cutoff classification, as described earlier, is used extensively in the design of road-
way lighting. The luminaire cutoffs suppress glare to drivers and pedestrians while also alleviating 
light pollution and light trespass.

There are a number of other road types (e.g., sidewalks, bike paths, and intersections), environ-
mental conditions (e.g., fog, rain, and wet roads), and special considerations with interaction with 
pedestrians. The reader is encouraged to consult Ref. 94 for these additional circumstances.

Sign Lighting A number of governmental standards have been developed for the lighting of road signs, 
but a set of guidelines have been developed by the IESNA.95 Light for signs can be from external sources 
(e.g., car headlamps) or an internal source for a transmissive sign. Externally lit signs either make use of 
associated lights that illuminate it or retroreflectors that reflect back to the observer. In the United States 
the Federal Government provides the standards that must be met for lit roadway signage.96

Tunnel Lighting Tunnel lighting is an important factor to increase drive safety while also allow-
ing drivers to maintain their speed. In the United States a structure is considered a tunnel when it 
is greater than 25 m in length.97 Distances greater than this require additional lighting to supple-
ment any available daylight. Tunnel lighting is broken up into a number of regions including the 
approach, adaptation, threshold, transition, interior, and exit zones. Each of these zones has different 
guidelines to ensure driver comfort; however, these guidelines are dependent on the time of the year, 
the average speed of traffic, and the presence of oncoming traffic in undivided tunnels. For more 
information please consult Ref. 97.
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TABLE 23 Road Types and Surfaces, and Pedestrian Interaction Levels as per Table 2294

Road Type
 Class A Freeway Divided high traffic highways with full access control
 Class B Freeway All other divided highways with full access control
 Expressway Divided highways with limited access control
 Major Primary roadways within and leaving metropolitan areas
 Collector Service roads connecting major and local roadways
 Local Provide direct access to residential, retail, and industrial areas
Road Surface Class
 R1 Portland cement concrete and asphalt with at least 12% artificial brightener aggregates;
  treat as diffuse
 R2 Asphalt road surface with a minimum 60% gravel aggregate; treat as both diffuse and
  specular
 R3 Asphalt with dark aggregates; slightly specular
 R4  Smooth asphalt surface; specular
Pedestrian Interaction
 High Large amount of pedestrian traffic during hours of darkness (100 or more pedestrians
   in one block during an hour): retail and entertainment areas
 Medium  Moderate amount of pedestrian traffic during hours of darkness (11 to 100 pedestrians 

 in one block during an hour): office area, apartment area, older city neighborhoods
 Low  Little pedestrian traffic during hours of darkness (10 or less pedestrians in one block 

 during an hour): rural and suburban areas
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INDEX

I.1

Abbe illuminated eyepieces, 12.12, 12.12f
Abbe illumination system, 39.23, 39.23f, 

39.34, 39.35f
Abbe’s sine condition, 34.19
Aberration coefficients, 3.10–3.11
Aberration curves (in lens design), 2.1–2.6

considerations for, 2.5–2.6
field plots of, 2.4–2.5
transverse ray plots of, 2.2–2.4

Aberrations:
balancing of, 11.30, 11.35–11.36, 11.36t
evaluation of, 3.9–3.11
(See also specific aberrations, e.g.: Axial chro-

matic aberration)
Absolute detectors, 34.27–34.30

electrical substitution radiometers, 34.27–34.29
photoionization devices, 34.29
predictable quantum efficiency devices, 

34.29–34.30
Absolute measurements, 34.20–34.37

accuracy and traceability of, 34.21
error propagation in, 34.22
error types in, 34.21–34.23
relative vs., 34.20–34.21
and uncertainty estimates, 34.21–34.23

Absolute responsivity units (A/W), 34.31
Absolute sources (of radiation), 34.23–34.27

blackbody radiator, 34.23–34.24
blackbody simulators, 34.24–34.26
synchronotron radiation, 34.26–34.27

Absorbing media:
in photodetectors, 26.4f, 26.5
radiant power transfer through, 34.13

Absorbing substrate (AS) chips, 17.7, 17.7t
Absorptance:

defined, 35.4
measurement of, 35.10
in thermal detectors, 28.2
and transmittance/reflectance, 35.7, 35.8, 35.8t

Absorption:
defined, 35.4
quantum resonance, 22.16, 22.17
stimulated, 16.7–16.8, 16.8f

Absorption coefficient, 32.2–32.4, 32.3f
of pin photodiodes, 25.8, 25.9f
of visible array detectors, 32.2–32.3, 32.3f

Absorption rate, 23.8
Ac lamps, 15.32f
Accent lighting, 40.14, 40.14f
Accuracy:

of absolute measurements, 34.21
of CGHs, 14.6–14.7, 14.6f, 14.7f
as measure of systemic errors, 12.2

Achromatic lenses, athermalized, 1.16, 1.16f
Achromatism, 1.14–1.15, 1.15f
Actinic effects (of radiation), 34.6, 34.7
Actinic ultraviolet action spectrum, 36.17
Actinometry:

conversions between radiometry/photometry 
and, 34.12, 34.12t

defined, 34.7, 34.11
Activated-phosphor sources (of radiation), 15.49
Active athermalization, 6.24, 6.24f
Active imaging, 31.29–31.30
Active mechanical athermalization, 8.11, 8.11f
Acutance:

defined, 30.2
of photographic systems, 29.17–29.19, 

29.18t, 29.19f
Adaptation, in vision, 40.9
Additive damping, 3.18
Adiabatic approximation, 23.21 (See also

Markov approximation)
Advanced Photo System (APS), 30.21, 

30.26, 30.27t
Afocal systems:

as attachments, 1.8, 1.9f
first-order layout for, 1.7, 1.7f

The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

Index note: The f after a page number refers to a figure, the n to a note, and the t to a table. 
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Agfachrome, 29.14
AHU pelloid, 30.4
Air-spaced doublet lens, 6.7
Air-spaced triplet lens, 6.21, 6.22f
Airway beacon lamps, 15.11
Allan Deviation, 22.2–22.4
Allan Variance method, 22.2, 22.3
Alloy disordering, 19.24
Alphanumeric displays, LED, 17.31–17.32
Aluminized phosphor-screen/window 

assembly, 31.14, 31.15f
Aluminum, diamond turning and, 

10.4
Aluminum gallium arsenide (AlGaAs) emitters, 

17.32
Aluminum gallium arsenide (AlGaAs) LEDs, 

17.17, 17.17t, 17.28f
Aluminum gallium arsenide (AlGaAs) 

quantum well photodetectors, 
25.16–25.17, 25.16f, 25.17f

Aluminum gallium arsenide (AlGaAs) 
substrate, 17.22

Aluminum gallium nitride (AlGaN) alloy 
photovoltaic detectors, 24.46

Aluminum gallium nitride (AlGaN) substrate, 
17.22

Aluminum indium gallium nitride (AlInGaN) 
material systems, 18.1–18.2, 18.2f, 18.4

Aluminum indium gallium phosphide 
(AlInGaP) LEDs, 17.18, 17.19f

Aluminum indium gallium phosphide 
(AlInGaP) material systems, 
18.1, 18.5

Aluminum indium gallium phosphide 
(AlInGaP) substrate, 17.22

Aluminum mirrors, mounting of, 6.20f
Ambient lighting, 40.12, 40.13f, 40.15f
Ambient temperature electrical substitution 

radiometers, 34.27
American Institute of Physics (AIP), 36.3
American National Standards Institute (ANSI), 

4.11, 36.2
American Society for Testing and Materials 

(ASTM), 37.11
AMI (amplified MOS imager) MOS readout, 

32.21
Amorphous silicon photoconductors, 32.4f,

32.31, 32.32
Amplification, 16.9
Amplifier strategies, for PZTs, 22.18

Amplifiers, 27.2
properties of, 16.3
selection of, 27.10–27.12
transconductance, 27.11–27.12, 27.11f
voltage, 27.10–27.11

Amplitude gating, 21.7
Amplitude modulation (AM), 19.36
Amplitude response, frequency vs., 22.6–22.7
Analytical density, 29.14
-ance (suffix), 35.3
Angle measurement, 12.10–12.17

autocollimeters for, 12.11–12.12, 12.11f,
12.12f

interferometric methods of, 12.14
levels (tools) for, 12.13–12.14, 12.13f, 12.14f
mechanical methods of, 12.10–12.11, 12.11f
in prisms, 12.14–12.16, 12.15f–12.17f
theodolites for, 12.13

Angle solves, 3.6
Angular dilution, 39.6
Angular uniformity, 39.31
Annular flanges, 6.3–6.4, 6.4f
Annular polynomials:

for defocus, 11.38f, 11.39
Zernike, 11.13–11.21, 11.14f, 11.16f,

11.17t–11.21t
Annunciator assemblies, 17.30
Anodes, in photomultipliers, 27.6, 27.7, 27.7f
Anomalous reflection colors, 30.17
Antiblooming, 32.9, 32.10f
Antihalation undercoat (AHU) layers, 30.4
AOM transducers, 22.20
APART (stray light analysis program), 7.11
Aperture(s):

data about, 3.4
nonideal, 34.35–34.36, 34.35f
numerical, 34.20, 39.1
in optical design software, 3.6

Aperture flash mode, 39.7
Aperture placement (in stray light suppression), 

7.5–7.10
aperture stops, 7.6–7.7, 7.7f, 7.8f
field stops, 7.7, 7.8f, 7.9f, 34.18–34.19, 34.19f
Lyot stops, 7.8–7.10, 7.8f–7.11f

Aperture stops, 1.4, 3.4, 7.6–7.7, 7.7f, 7.8f,
34.18, 34.19f

Aphakic hazard, 36.17
Aplanatic optical systems, 34.19–34.20
Aplanats, 39.8, 39.9f
Apodization, 39.7
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Apostilb (unit), 34.43, 36.7, 36.8t
Apovertex surfaces, 39.11
Approximate transfer factor (ATF), 4.1, 4.4
Arc radiation sources (see specific arcs, e.g.:

Argon arcs)
Area image sensor arrays, 32.24–32.32

about, 32.2
CCD

frame transfer, 32.26–32.28, 32.27f, 32.28f
interline transfer, 32.28–32.32, 

32.29f–32.31f
performance of, 32.32

image area dimensions for, 32.25t
MOS, 32.25–32.26, 32.26f

Area-solid angle product, 39.5
Argon arcs, 15.12, 15.13
Argon ion lasers, 16.14, 16.15f, 16.30
Array-mode selection, semiconductor, 19.27
Array-mode stability, semiconductor, 19.27
Artificial sources (of radiation), 15.3–15.53

about, 15.3–15.4
commercial, 15.13–15.53

activated-phosphor sources, 15.49
blackbody simulators, 15.14, 15.15f, 15.16f
carbon arc sources, 15.21–15.24, 15.23f,

15.24f, 15.25t–15.27t, 15.28f
concentrated arc lamps, 15.47–15.48, 

15.48f, 15.49f
glow modulator tubes, 15.49, 15.50f,

15.51f, 15.52t
high-energy sources, 15.40
high-pressure enclosed arc, 15.24, 

15.28–15.34, 15.29f–15.35f
hydrogen and deuterium arc lamps, 

15.49, 15.53f
incandescent nongaseous sources, 

15.15–15.21, 15.17f–15.22f
low-pressure enclosed arc, 15.35–15.47, 

15.36f, 15.36t–15.43t, 15.44f–15.47f,
15.46t, 15.47t

special-purpose sources, 15.53
luminaire optics for, 40.45–40.47, 40.45f,

40.46f
and radiation law, 15.4–15.7, 15.5f, 15.5t, 15.6f
standardized laboratory sources, 15.7–15.13

baseline standard of radiation, 15.9, 15.9f,
15.10f, 15.12f

blackbody cavity theory, 15.7–15.9, 15.8f
working standards of radiation, 

15.9–15.13, 15.10f, 15.12f, 15.13f

ASAP (optical software), 7.25
Aspheric lenses, 39.8, 39.9, 39.9f
Aspheric measuring system, 10.12f
Aspheric surfaces, 3.5
Aspherical optics fabrication, 9.7–9.8, 9.7f
Aspherical wavefront measurement, 

13.23–13.27
holographic compensators, 13.25, 13.25f,

13.26f
infrared interferometry, 13.25
Moiré tests, 13.26–13.27
refractive or reflective compensators, 13.24, 

13.24f, 13.25
sub-Nyquist interferometry, 13.27
two-wavelength interferometry, 13.25, 13.26
wavefront stitching, 13.27, 13.27f

Assembly tolerances, 5.8
Astigmatism, 2.3, 2.3f
Astronomical telescopes, 1.7f
Athermal laser beam expanders, 8.13–8.14
Athermalization, 1.15–1.16, 1.16f, 6.22–6.24

active, 6.24, 6.24f
intrinsic, 8.7–8.8, 8.7f
mechanical, 8.8–8.12

active, 8.11, 8.11f
by image processing, 8.12
part active, part passive, 8.11–8.12, 8.12f
passive, 8.8–8.10, 8.8f–8.10f

optical, 8.12–8.15, 8.13t
about, 8.12–8.13
athermal laser beam expanders, 8.13–8.14
diffractive optics usage, 8.15
of separated components, 8.14, 8.15
three-material solutions, 8.14, 8.14t, 8.15t

passive, 6.22, 6.23f, 6.24
single material design, 6.22, 6.23f

Athermalized achromatic lenses, 1.16, 1.16f
Atomic (gain) noise, 23.34–23.35
Attosecond optics, 21.1–21.9

about, 21.2
driving lasers in, 21.4–21.6

carrier-envelope offset frequency, 21.5
carrier-envelope phase, 21.5f, 21.6
carrier-envelope phasemeter, 21.6
chirped pulse amplification, 21.5
chirped pulse amplifiers, 21.6
single-shot f-to-2f interferometer, 21.6

high-harmonic generation, 21.2, 21.2f
phase-matching in, 21.4
ponderomotive potential in, 21.3
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Attosecond optics (Cont.):
pulse characterization, 21.8–21.9, 21.8f

attosecond streak camera, 21.9
FROG-CRAB, 21.9
RABITT, 21.9
second-order autocorrelator, 21.9

pulse generation, 21.6–21.8, 21.7f
amplitude gating, 21.7
attosecond pulse train, 21.6, 21.7
double optical gating, 21.8
polarization gating, 21.7–21.8
two-color gating, 21.7

quantum trajectories in, 21.3–21.4
semiclassical model of, 21.3
single isolated pulses in, 21.4
strong field approximation in, 21.3

Attosecond pulse, 21.8–21.9, 21.8f
attosecond streak camera, 21.9
FROG, 21.9
FROG-CRAB, 21.9
generation of, 21.6–21.8, 21.7f

amplitude gating, 21.7
attosecond pulse train, 21.6, 21.7
double optical gating, 21.8
polarization gating, 21.7–21.8
two-color gating, 21.7

RABITT, 21.9
Attosecond pulse train, 21.6, 21.7
Attosecond streak camera, 21.9
Augur recombination, 19.17, 19.17f
Autocollimeters:

angle measurement with, 12.11–12.12, 
12.11f, 12.12f

curvature measurement with, 12.19–12.20, 
12.20f

defined, 12.11–12.12
Automatic brightness control (ABC), 31.18
Automatic spherometers, 12.19
Autoset levels (tools), 12.14, 12.14f
Avalanche multiplication, 25.9
Avalanche photodetectors (APDs):

high-speed, 26.17–26.20, 26.18f, 26.20f, 26.21f
improvements in, 26.3

Avalanche photodiodes, 24.62–24.70, 
24.63f–24.70f, 24.72–24.73, 24.72f, 24.73f,
25.8–25.10, 25.9f

defined, 24.10
germanium, 24.70f, 24.72–24.73, 24.72f, 24.73f
InGaAs, 24.66–24.70, 24.66f–24.69f
silicon, 24.62–24.65, 24.63f–24.66f

Avogadro’s number, 34.11
Axial chromatic aberration, 1.14, 2.2, 2.3f
Axial gap prevention, 6.21, 6.22f
Axial rays, 1.4, 1.11f, 1.12
Azimuth angle, 35.5
Azomethine dyes, 30.10f

excited state properties of, 30.11–30.12, 
30.12f

formation of, 30.10
photochemistry of, 30.11

Back light, 40.43, 40.44f
Background temperature, 24.10
Background-limited performance (BLIP), of 

infrared detector arrays, 33.24
Backing, film, 29.4
Backlighting, 40.1, 40.12, 40.47, 40.47f, 40.48f
Backscattering, 20.13–20.15, 20.15f
Backward trace, 39.7
Baffles:

cone-shaped secondary, 7.3–7.4, 7.3f, 7.4f
with integrating cavities, 39.26
in lighting design, 40.41, 40.45f, 40.46
shields for, 7.9–7.10, 7.9f, 7.10f
in stray light suppression, 7.10, 7.11
two-stage, 7.10

Balanced spherical aberrations, 11.30
Ballasts:

in fluorescent lamps, 40.32–40.33
in HID lamps, 40.36

Band pass, 38.8
Bandwidth:

of amplifiers, 27.10
gain-bandwidth, 26.17
normalization of, 36.14–36.16, 36.15t, 36.16f
of photomultipliers, 27.7

“Bang-bang” zoom, 1.12
Banker lamps, 40.12, 40.46, 40.46f
Bar spherometers, 12.19, 12.19f
Bar-code reading, 17.34
Bare source light, 40.43
Barium strontium titanate (BST), 28.11, 28.12
Baryta layer, 30.5
Batwing lenses, 40.12
Baud rate, 17.33
Beacon lamps, airway, 15.11
Beam splitters, 13.7, 34.32
Beam transformers, 39.18, 39.18f
Beam-forming illumination systems, 

39.22, 39.39
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Beam-smearing faceted reflectors, 39.39
Beer-Lambert law (Beer’s law), 16.9, 34.35, 38.5
Bell-clamping (edging fabrication step), 9.6
Bellcore, 19.39, 19.41
Bevel gauges, 12.10, 12.11, 12.11f
Bevel placement (on vanes), 7.13, 7.14f
Bias angle, 31.13
Biased pin photodetectors, 26.6f
Biconical reflectance, 35.5t, 35.6f, 35.6t
Bidirectional reflectance, 35.5t, 35.6f, 35.6t
Bidirectional reflectance distribution function 

(BRDF), 7.1, 7.18–7.19, 7.22, 35.5, 35.13, 
37.9

Bidirectional scattering distribution function 
(BSDF), 7.2, 7.23, 7.24f, 7.25f, 35.13

Bidirectional transmittance distribution func-
tion (BTDF), 35.3, 35.13

Bihemispherical reflectance, 35.5t, 35.6f, 35.6t
Binning, 38.10
Bipolar transistors, 27.11
Black-and-white (B&W) film, 29.4, 30.24–30.25, 

30.25t
Blackbody cavity theory, 15.7–15.9
Blackbody D star, 24.10
Blackbody detectivity, 24.10
Blackbody noise-equivalent power, 24.10
Blackbody radiation, 15.4–15.6, 15.5t

emittance of, 34.25–34.26
sources of, 15.14, 15.15f, 15.16f, 34.23–34.24
temperature vs., 36.12, 36.12f, 36.14, 36.14f
working standards for, 15.14, 15.16f

Blackbody responsivity, 24.10
Blackbody simulators, 15.14, 15.15f, 15.16f,

34.24–34.26
Black-light fluorescent lamps, 15.35, 15.36t
Bleaching, in film development, 29.14
Blindness, flash, 40.9
Blip detector (blip condition), 24.10
Blocked impurity band (BIB), 33.7
Blocking contacts, 26.3
Blocking filters, 38.8
Blood gas analysis, 17.34
Blooming:

antiblooming, 32.9, 32.10f
in image sensors, 32.6, 32.9

Blue emitters, in LED technology, 17.18, 17.19
Blue light, color film and, 29.13, 29.13f,

30.3–30.4
Blue semiconductor lasers, 19.7

Blue-enhanced photodiodes, 24.55f,
24.61–24.62, 24.61f, 24.62f

Blur filters, 32.34, 32.34f
“Boat grown” technique, 17.21
Bode representation, of servo system, 

22.5–22.6, 22.6f
Bolometers, 24.5, 28.3–28.5, 28.4f

about, 28.1
carbon, 28.5
detectivity of perfect, 24.17, 24.18f
germanium low-temperature, 24.31–24.32, 

24.32f, 24.33f
indium antimonide hot-electron, 24.29, 

24.30, 24.30f, 24.31f
as infrared detectors, 33.9–33.10
metal, 28.4, 28.7t
properties of, 28.7t
resistive arrays of, 28.10–28.11, 28.10f
semiconductor, 28.4–28.5
superconducting, 28.5
thermistor, 24.24–24.25, 24.24f, 24.25f, 28.7t

Bonded mountings, 6.13–6.15, 6.15f, 6.16f
Boresight tolerances, 5.8
Boron-doped silicon (Si:B) detectors, 24.95f,

24.96
Bose-Einstein condensation (BEC), 23.39
Bose-Einstein statistics, 23.9
Bouillotte lamps, 40.12, 40.46, 40.46f
Boules, glass, 9.3
Boundary conditions (of optics):

defined, 3.17
methods for handling, 3.18–3.19
specification of, 4.12

Boxcar averaging, of modulated signal sources, 
27.13, 27.13f, 27.15

Bragg reflectors, 19.41
Bridgeman technique, 17.21
Brightness:

of carbon arcs, 15.23f
luminance vs., 34.40
perception of, 40.4, 40.4f
of scene, 31.4–31.5

British Glare Index (CIBSE), 40.10
Broad bandwidth solid-state lasers, 16.34–16.35, 

16.34f
Bromine, in light bulbs, 40.30
Brunning distance-measuring interferometers, 

12.8–12.9, 12.8f
Buffered direct injection (BDI), 33.19t, 33.20f,

33.21–33.22
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Build-and-test evaluation (for stray light 
suppression), 7.28

Built-in potential, 25.6
Bulb blackening, 40.30
Bulb shield, 40.45f, 40.46
Bulk material photodetectors, 26.4f, 26.5
Bulk-grown materials, 17.8
Buried crescent lasers, 19.24, 19.25f
Buried heterostructure (BH) lasers, 19.8, 19.9f,

19.20t, 19.24, 19.36f
Buried TRS (BTRS) lasers, 19.19, 19.20t,

19.21f
Buried V-groove-substrate inner stripe 

(BVSIS), 19.19, 19.20t
Buried-channel CCDs (BCCDs), 32.14, 33.13
Buried-channel MOS capacitors, 32.4f,

32.7–32.8
Burnished mounting, 6.3, 6.3f

Cable TV (CATV), 25.11–25.12
Cadmium selenide (CdSe) photoconductors, 

24.49–24.52, 24.52f
Cadmium sulfide (CdS) photoconductors, 

24.49–24.52, 24.51f–24.53f
Cadmium telluride (CdTe) detectors, 24.52, 

24.54, 24.54f
Cadmium zinc telluride (CdZnTe) detectors, 

24.52
Calibration:

artificial sources of radiation for (see
Artificial sources (of radiation))

legal traceability of, 34.21
photometric, 34.42–34.43
radiometric, 34.31–34.32
self-calibration, 34.29
spectroradiometric, 38.11–38.13, 38.11t,

38.12f
Calibration transfer devices, 34.31–34.32
Callier coefficient, 29.7
Candela (unit), 34.37, 34.39, 36.4, 36.5, 37.3, 

37.4
Candle power, 37.3
Capacitive bolometers, 33.10
Capacitive transimpedance amplifier (CTIA), 

33.19t, 33.20f, 33.22–33.23
Capacitors, MOS, 32.4f, 32.7–32.8
Capillary mercury-arc lamps, 15.30–15.31, 

15.31f
Carbon arc light sources, 40.40

Carbon arc sources (of radiation), 15.21–15.24, 
15.23f, 15.24f, 15.25t–15.27t, 15.28f

Carbon bolometers, 28.5, 28.7t
Carbon-dioxide lasers, 16.16, 16.16f, 16.30
Carey Lea silver (CLS), 29.13, 30.4
Carrier confinement, 17.12, 17.12f–17.14f,

17.13, 17.17
Carrier density, 19.30–19.33
Carrier transit time, 26.6–26.7, 26.6f
Carrier trapping, 26.9, 26.9f
Carrier-envelope offset, 20.4
Carrier-envelope offset frequency, 21.5
Carrier-envelope (CE) phase:

of chirped pulse amplifiers, 21.6
of lasers, 21.5, 21.5f

Carrier-envelope phasemeters, 21.6
Cassegrain design, 7.3f, 7.11, 7.14, 7.14f, 7.16, 

7.16f, 7.19, 7.20f
Cathodes:

photo-, 27.6, 27.7f
shielding of, 27.10

Cavity(-ies):
distributed feedback lasers, 16.29
integrating (see Integrating cavities, of 

nonimaging optics)
mode-locking, 16.27–16.29, 16.28f
modifying output distribution of, 39.27
properties of, 16.3
Q-switching, 16.26–16.27, 16.27f
ring lasers, 16.29
stability of, 16.23–16.25, 16.24f, 16.25f
unstable resonators, 16.25–16.26, 16.26f

Cavity dumping, 16.27
Cavity losses, 23.18
Cavity-shaped radiometers, 34.28
Ceilings, illuminated, 40.13f
Cellulose acetate film, 29.4
Cenco Company, 15.47
Center for Optics Manufacturing, 9.4
Center-of-mass motion of atoms, 23.45
Centrally obscured system (see Cassegrain 

design)
Centration, of spherical lenses, 9.8
Channel stop region, 32.7
Channeled substrate planar (CSP) lasers, 

19.20t, 19.21f, 19.22, 19.36f
Charge integration matrix (CIM), 33.10–33.11, 

33.11f, 33.12f
Charge pumping, 32.9n
Charge sweep devices (CSDs), 33.12f, 33.13
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Charge-coupled detector area image sensor 
arrays:

frame transfer, 32.26–32.28, 32.27f, 32.28f
interline transfer, 32.28–32.32, 32.29f–32.31f
performance of, 32.32

Charge-coupled detectors (CCDs), 25.10, 25.11, 
25.11f, 31.1, 32.12–32.20, 38.9–38.10, 
38.10t

characteristics of, 32.17–32.20, 32.17f, 32.18f
electronics of, 38.10
image sensing with, 32.8
linear arrays of, 32.21–32.24, 32.22f, 32.23f
MIS photogate FPAs for, 33.10–33.11, 

33.11f, 33.12f
multilinear arrays of, 32.21, 32.23f, 32.24
operation of, 32.12–32.14, 32.13f
output of, 32.14–32.15, 32.15f
performance of, 32.32
readout from, 32.12–32.21, 32.13f
types of, 32.15–32.17, 32.16f

Charge-injection devices (CIDs), 31.1, 32.20, 
33.10–33.11, 33.11f, 33.12f

Chartered Institution of Building Services 
Engineers (CIBSE), 40.2

Chemical beam epitaxy (CBE), 19.7
Chemical-assisted ion beam etching (CAIBE), 

19.39
Chirped pulse amplification (CPA), 21.5, 21.5f,

21.6
Chopper-stabilized amplifiers, 27.11
Chopper-stabilized BDI, 33.19t, 33.20f,

33.21–33.22
Chromatic aberrations, 2.2–2.4, 2.3f, 2.4f
Chromium lasers, 16.34, 16.35
Chromogenic film, 29.14
Circle polynomials, 11.36t, 11.39

isometric plots/interferograms/PSFs for 
defocus, 11.38f

and noncircular pupils, 11.37, 11.39
radial, 11.7, 11.9f–11.10f
Zernike, 11.4, 11.6–11.12, 11.8t–11.9t,

11.9f–11.11f, 11.12t
Circular discs, projected area of, 36.3t
Cladding layers, 19.4
Clarity, perception of visual, 40.5
Clip test (of photographic film), 30.23
Clipped Lambertian distribution, 39.3–39.4
Clock generation, 33.16
Closed-loop performance (in servo systems), 

22.8

Closed-loop stability issues (in servo systems), 
22.8–22.12, 22.9f

PID controller vs. notch filters, 22.10–22.11, 
22.10f, 22.11f

rule-of-thumb PID design for system with 
transducer resonance, 22.11–22.12

Coarse-grained derivative, 23.21
Coatings:

lens specifications for, 4.10
of photographic film, 29.4

Coblentz-type thermopiles, 24.23
Coherent states, 23.12
Coiling, of light bulb filament, 40.30
Cold cathode fluorescent lamps (CCFLs), 40.32
Collares-Pereira, M., 39.17
Collector power (in stray light suppression), 

7.2
Collectors (see Concentrators, nonimaging)
Collimators:

autocollimators, 12.12
conic, 39.8, 39.9f

Collisional broadening, emission-line, 16.5
Colloidal silver, 29.13
Color(s):

anomalous reflection, 30.17
in LEDs, 40.37
and lighting design, 40.7–40.9
mixing of, 40.8
science of, 30.15–30.18, 30.16f, 30.17f

Color aliasing, 32.34
Color density, 29.7–29.8
Color filter arrays (CFAs), 32.32–32.34, 

32.33f, 32.34f
Color imaging architectures, 32.32–32.34

integral filter arrays, 32.32–32.34, 
32.33f, 32.34f

sequential, 32.32, 32.33f
three-chip, 32.32, 32.33f

Color negative films, 30.25–30.28, 30.27t
Color photographic films:

about, 30.2
coating of, 29.4
negative, 30.25–30.28, 30.27t
reversal, 30.22–30.24, 30.23t
structure of, 29.12–29.15, 29.13f, 29.14f,

30.3–30.5, 30.3f
Color photographic paper, 30.5
Color records, 30.4
Color rendering, 40.8–40.9
Color rendering index (CRI), 40.8
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Color reversal films, 30.2, 30.22–30.24, 30.23t
Color sequential systems, 32.32, 32.33f
Color slide films (see Color reversal films)
Color space calculations, 38.4–38.5
Color temperature, 34.44, 37.4t, 37.6–37.7, 

38.5, 40.8
Color transparency films (see Color reversal 

films)
Color-center lasers, 16.35
Colorimetry, 37.11
Coma, with spherical aberration, 2.4, 2.4f
Combined recombination, 17.3
Combined servo transducers, 22.19
Commercial sources (of radiation), 15.13–15.53

activated phosphor, 15.49
blackbody simulators, 15.14, 15.15f
carbon arcs, 15.21–15.24, 15.23f, 15.24f,

15.25t–15.27t, 15.28f
concentrated arcs, 15.47–15.49, 15.48f, 15.49f
glow modulator tubes, 15.49, 15.50f, 15.51f,

15.52t
high-energy, 15.40
high-pressure enclosed arc, 15.24, 15.28–15.34

compact-source arcs, 15.31–15.34, 
15.32f–15.35f

Lucalox lamps, 15.30, 15.31f
mercury arcs, 15.29–15.31, 15.30f, 15.31f
multivapor arcs, 15.29, 15.31f
Uviarc, 15.28–15.29, 15.29f, 15.30f

hydrogen and deuterium arcs, 15.49, 15.53f
incandescent nongaseous, 15.15–15.21

comparisons, 15.19, 15.19f
gas mantle, 15.17, 15.18, 15.19f
globar, 15.17, 15.18f
Nernst glower, 15.14, 15.15, 15.17, 15.17f
quartz-envelope lamps, 15.20, 15.21
tungsten-filament lamps, 15.19, 15.20, 15.

20f–15.22f
low-pressure enclosed arc, 15.35–15.47

black-light fluorescent lamps, 15.35, 15.36t
electrodeless discharge lamps, 15.36, 15.44
germicidal lamps, 15.35
hollow cathode lamps, 15.35, 

15.37t–15.43t, 15.44f
Pluecker spectrum tubes, 15.47, 15.47f,

15.47t
spectral lamps, 15.44, 15.45, 15.45f,

15.46f, 15.46t
Sterilamps, 15.35, 15.36f

special-purpose, 15.53

Commission Internationale de l’Eclairage 
(CIE), 40.2

publications from, 37.11
standard photometric observer, 37.2

Common path interferometers, 13.9, 13.11f
Compact fluorescent lights (CFLs), 40.25t,

40.26t, 40.28f, 40.31
Compact-source arcs, 15.31–15.34, 

15.32f–15.35f
Compensators:

Dall, 13.24, 13.24f
holographic, 13.25
Offner, 13.24, 13.24f
reflective, 13.24, 13.24f, 13.25
refractive, 13.24, 13.24f, 13.25
and tolerances, 3.21, 5.7

Complete monolithic FPAs, 33.10
Compound elliptical collectors (CECs), 39.14, 

39.15f, 39.27, 39.37
Compound hyperbolic collectors (CHCs), 

39.15, 39.15f, 39.16f, 39.37
Compound lens, thermal defocus of, 8.4, 8.5f
Compound parabolic collectors (CPCs), 

39.13–39.14, 39.13f, 39.14f, 39.18, 39.19, 
39.19f

Compressively strained QW lasers, 19.16f, 19.17
Compton effect, 23.9
Computer graphics software, 40.21–40.23, 

40.22f–40.24f
Computer numeric control (CNC) systems, 9.4
Computer-aided design (CAD) software, 40.19
Computer-generated holograms (CGHs), 

14.1–14.9
about, 14.1–14.3
accuracy limitations of, 14.6–14.7, 14.6f, 14.7f
discussion of, 14.9
experimental results from, 14.7–14.9, 14.7f,

14.8f
interferometers using, 14.4–14.5, 14.4f, 14.5f
plotting of, 14.3–14.4, 14.3f
sample, 14.2f

Concave facets, 39.40, 39.40f
Concentrated arc lamps, 15.47–15.49, 15.48f,

15.49f
Concentration:

of radiation, 39.1, 39.5, 39.6
of solution, 38.5

Concentrators, nonimaging, 39.12–39.22
calculation of, 39.5, 39.6
compound elliptical collectors, 39.14, 39.15f

41_Bass_v2Ind_p001-056.indd I.8 8/20/09 7:21:33 PM



INDEX I.9

Concentrators, nonimaging (Cont.): 
compound hyperbolic collectors, 39.15, 

39.15f, 39.16f
compound parabolic collectors, 39.13–39.14, 

39.13f, 39.14f
dielectric compound parabolic collectors, 

39.15, 39.16, 39.16f
edge rays, 39.22
geometrical vector flux, 39.21–39.22
inhomogeneous media, 39.22
integrating cavities with, 39.26, 39.27
and lenses, 39.16–39.17
and mirrors, 39.17
multiple surface concentrators, 39.16–39.17, 

39.17f
restricted exit angle concentrators with 

lenses, 39.18, 39.18f
RX, 39.17, 39.17f
RXI, 39.17, 39.17f
star, 39.20, 39.21
tapered lightpipes, 39.12–39.13, 39.13f
q1/q2 concentrators, 39.18–39.20, 39.19f
2D vs. 3D, 39.20–39.21, 39.20f, 39.21f

Condensers, first-order layout for, 1.10–1.11, 
1.11f

Condition of detailed balance (term), 23.23
Conduction band, 17.4, 17.4f, 17.5f
Conduction bandgap, 25.3, 25.3f
Cones (eye receptors), 30.15, 30.16f, 34.37, 

34.38, 36.8, 36.8f, 36.9f
Cone-shaped secondary baffle, 7.3–7.4, 7.3f, 7.4f
Confidence interval (CI), 34.22
Configuration factor algebra, 34.14
Confocal cavity technique, 12.20, 12.20t
Confocal parameter, 16.23
Conic collimators, 39.8, 39.9f
Conic reflectors, 39.11, 39.11f
Conic surfaces, 3.5
Conical (term), 35.5
Conical-directional reflectance, 35.5t, 35.6f,

35.6t
Conical-hemispherical reflectance, 35.5t, 35.6f,

35.6t
Conservation, of radiant power transfer, 34.13f
“Conservation of complexity,” 3.7
Constraints:

defined, 3.17
methods for handling, 3.18–3.19

Constricted double-heterostructure large 
optical cavity (CDH-LOC), 19.19, 19.20t,
19.21f

Consultative Committee on Photometry and 
Radiometry (CCPR), 36.2

Contact scanners, 32.21, 32.22f
Contact stresses, 6.21
Contacting, in wafer processing, 17.24
Contamination levels (in stray light 

suppression), 7.18–7.19, 7.18t, 7.19f–7.21f
Continuous polishers (CPs), 9.7
Continuous ring flanges, 6.4f, 6.11
Continuous wave (cw) lasers, 23.18, 34.32
Continuous wave (cw) power, 19.19, 

19.22, 19.22f
Convergent reflectors, 39.38–39.40, 

39.38f, 39.39f
Conversion factors:

for English and SI units, 37.7t
for photometric and radiometric quantities, 

36.11–36.14, 36.12f–36.14f
Convex surfaces, testing of, 14.5, 14.5f
Coordinate measurement machines (CMMs), 

9.6
Coordinate measurement method (CMM), 

40.53, 40.54
Copper, 17.28
Copper vapor lasers (CVLs), 16.12, 16.13f, 16.30
Copper-doped germanium (Ge:Cu) detectors, 

24.84f, 24.85f, 24.96, 24.97, 24.97f–24.99f
Corner cube prisms, 12.16
Cornice lighting, 40.13f
Corning ULE, 6.18
Correlated color temperature (CCT), 34.44, 

37.7, 38.5, 40.8
Correlated double sampling (CDS), 33.13
Correlated emission lasers (CELs), 23.42–23.43
Cosine law, 37.8, 37.8f
Cosine-to-the-fourth approximation, 34.16
Coupled cavity lasers, 19.37f, 19.38
Coupling:

of circulating pulses, 20.12–20.15, 20.12f,
20.15f

étendue and source, 40.41–40.42
in film development, 29.14
gain, 19.29
interface, 20.14
output, 16.13
phase-conjugated, 20.14
repetition-rate, 20.14–20.15, 20.15f
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Coupling noise, resistive, 27.5, 27.6f
Cove lighting, 40.13f, 40.16f
Critical illumination (see Abbe illumination 

system)
Critical objects (in stray light suppression), 7.2

imaged, 7.4, 7.5f
real-space, 7.2–7.4, 7.3f, 7.4f

Crossed reflectors, 39.38f
Crossed string relationship, 39.4, 39.4f
Cryogenic electrical substitution radiometers, 

34.28
Crystalline optics, 9.8
Current density, 19.12–19.13, 19.12f, 19.13f
Current-confined constricted double-

heterostructure large optical cavity 
(CC-CDH-LOC), 19.19, 19.20t, 19.21f

Curvature measurement, 12.17–12.25
mechanical methods of, 12.17–12.19, 12.18f,

12.19f, 12.19t
optical methods of, 12.19–12.21, 12.20f,

12.20t, 12.21f
Cusp surface, of diamond-turned optics, 

10.10, 10.10f
Cutoff wavelength, 24.10
Cyanine dyes, 30.13, 30.13f

Dall compensators, 13.24, 13.24f
Damped least-squares (DLS) method, 3.17–3.19
Damping:

additive, 3.18
of field by reservoir, 23.33–23.34

Damping factor, 3.18
Dark counts (of photomultipliers), 27.8
Dark current:

absorption coefficient, 25.8, 25.9f
in CCDs, 32.20
correction of, 34.33
defined, 24.10
diffusion current, 25.7
generation-recombination current, 25.7–25.8
histogram of, 32.12n
in photosensing elements, 24.19–24.20, 

32.10–32.12, 32.11f
in pin photodiodes, 25.7–25.8
quantum efficiency, 25.8
responsivity, 25.8
tunneling current, 25.8

Dark regions, 17.28
Dark signal correction, 34.33
Dark-line defects, 17.28

Dashed rays, 1.12, 1.12f
Daylight:

as natural light source, 40.40–40.41
simulation of, 40.17
spectrum of, 40.40f

Daylighting schemes, luminaires for, 
40.47–40.50, 40.49f–40.51f

Day/night cameras, 31.28–31.29
Dazzle, 40.9
dc carbon arcs, 15.25t
dc lamps, 15.32f
Decay time, 16.4
Decorative lighting, 40.14, 40.16f
Deep-diffused stripe (DDS) lasers, 19.23
Defocus:

aberrations of, 11.30
annular polynomials for, 11.38f, 11.39
thermal, 8.4, 8.5f

Density (of photographic films), 29.6–29.8, 
29.7f

Density of states, 19.9–19.10, 19.10f
Density-operator approach, to quantum theory 

of lasers, 23.14–23.33
derivation of Scully-Lamb master equation, 

23.17–23.22
cavity losses, 23.18
laser master equation, 23.19–23.20, 23.19f
micromaser master equation, 23.20–23.22

photon statistics, 23.22–23.27
laser, 23.22–23.26, 23.23f, 23.25f
micromaser, 23.26–23.27, 23.27f

spectrum, 23.28–23.33
laser field, 23.28–23.31, 23.30f
micromaser field, 23.31–23.33

time evolution of the field in Jaynes-
Cummings model, 23.15–23.17, 23.15f

Depletion, of charge, 25.6
Depletion layer generation current, 

32.10–32.11, 32.11f
Depth of focus, 4.7–4.8, 4.8f
Design software, optical (see Optical design 

software)
Detailed balance, condition of, 23.23
Detective quantum efficiency (DQE), 24.10, 

29.1, 29.23
Detective time constant, 24.10
Detectivity:

of film, 29.23
of infrared detector arrays, 33.23–33.24
normalized, 38.9
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Detectivity (Cont.): 
of photodetectors, 25.4
of thermal detectors, 28.3, 28.3f

Detectors:
absolute, 34.27–34.30
spectroradiometry, 38.8–38.10, 38.9t, 38.10t
standards for, 38.12–38.13

Deuterated triglycine sulfate (DTGS), 28.1, 28.7
Deuterium lamps, 15.13, 15.49, 15.53f, 34.31
Developable film, 29.5
Developers and development, of photographic 

film, 29.5, 29.12, 29.13f, 30.24
Development inhibitor anchimeric releasing 

(DIAR) color correction, 30.18
Development inhibitor-releasing (DIR) 

chemicals, 30.3
Dewar container, 24.10
Diamond tools, 10.5, 10.8
Diamond turning, 6.20, 10.1–10.14

about, 10.1–10.2
advantages of, 10.2–10.4
of axicon optical element, 10.3f
machine tools for, 10.6–10.8, 10.7f
materials applicable to, 10.4–10.5, 10.4t
process of, 10.2
steps in, 10.8–10.9
traditional optical fabrication vs., 10.6

Diamond-turned optics:
cleaning of, 10.9
metrology of, 10.12–10.13, 10.12f, 10.13f
surface finishing of, 10.9–10.11, 10.9f–10.11f

Die fab, in wafer processing, 17.24–17.25
Die-attach materials, 17.28
Dielectric compound parabolic collectors 

(DCPCs), 39.15, 39.16, 39.16f
Dielectric solid-state laser gain media, 

16.32–16.34
Dielectric total internal reflecting concentrator 

(DTIRC), 39.17
Differential amplifiers, 27.11
Differential measurement technique, 22.13
Diffraction focus, 11.35
Diffraction transfer factor (DTF), 4.1, 4.4
Diffraction-limited optics, 4.4, 8.5, 8.6f
Diffraction-related error, 34.33
Diffractive optics, 8.15
Diffuse density, 29.7, 29.7f
Diffuse lighting, 40.15
Diffuse reflectance, 35.4, 35.11, 35.12f, 35.13
Diffuse transmittance, 35.3, 35.9f

Diffused homojunctions, LED, 17.9–17.10, 
17.10f, 17.11f

Diffusers:
with integrating cavities, 39.26
perfect reflecting, 37.8
perfect transmitting, 37.8
plane, 38.14, 38.14f, 38.15f
thin teflon, 38.15f

Diffusion:
open-tube, 17.24
photogenerated charge collection by, 32.5
sealed-ampoule, 17.23
semisealed-ampoule, 17.24
in wafer processing, 17.23–17.24
zinc, 17.9–17.10, 17.10f

Diffusion current, 25.7, 26.8, 26.8f, 26.9, 32.10, 
32.11f, 32.11n

Digital II SSA cameras, 31.24–31.26
Digital signal processing (DSP), 27.14
Dilution, in nonimaging optics, 39.6, 39.40
Diode lasers, external cavity, 22.21–22.23, 22.22f
Diode phototube, 24.6
Diode-pumped solid state lasers, 22.20–22.21
Diodes, photo- (see Photodiodes)
Direct detector integration (DDI), 33.18, 

33.19t, 33.20f
Direct injection (DI), 33.18–33.21, 33.19t,

33.20f, 33.21f
Direct interferometry, 13.17–13.18
Direct lighting, 40.14
Direct readouts (DROs), from FPAs, 

33.15–33.18
electronically scanned staring FPAs, 

33.16–33.17
output circuits, 33.18
time delay integration scanning FPAs, 33.17, 

33.17f
X-Y addressing and clock generation, 33.16

Direct semiconductors, 17.4, 17.5f
Direct-charge-injection silicon (DSI) FPAs, 

33.11f, 33.13
Direct-indirect lighting, 40.15, 40.46f, 40.47
Directional (term), 35.5
Directional conical reflectance, 35.5t, 35.6f, 35.6t
Directional emittance, 35.7
Directional hemispherical emittance, 35.15
Directional hemispherical reflectance, 35.5t,

35.6f, 35.6t
Directional spectral absorptance, 35.7, 35.8t
Directional spectral emittance, 35.7
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Directional total absorptance, 35.8t
Direct-reading autocollimators, 12.12
Disability glare, 40.9–40.10
Discomfort, visual, 40.9–40.12
Discomfort glare, 40.9–40.12, 40.11t
Discrete energy levels, 16.4
Disk PZT transducers, 22.17–22.18
Dislocation reduction, 18.2, 18.2f
Dispersion (of light), 38.8
Dispersity, 30.9
Displacement current, 26.7
Displays (term), 40.1 (See also specific displays, 

e.g.: Monolithic LED displays)
Distance measurement (see Length 

measurements)
Distortion plot, 2.4, 2.4f
Distortion tolerances, 5.8
Distracting glare, 40.9
Distributed backscattering, 20.14
Distributed Bragg reflector (DBR) lasers, 

19.38, 19.40
Distributed feedback (DFB) lasers, 16.29, 

19.36, 19.38
Distributed grating surface-emitting lasers, 

19.40–19.41, 19.40f
Distribution temperature, 34.43–34.44, 37.7
Divergent reflectors, 39.38–39.40, 39.38f, 39.39f
D-log H curve (for photographic films), 

29.8–29.10, 29.8f
Domes, mounting of, 6.11, 6.12f
Doped extrinsic silicon, 33.7, 33.8f
Doping, substrate, 17.20
Doppler broadening, 16.5, 16.6, 16.6f, 16.9
Doppler linewidth (see Full width at half 

maximum)
Double heterojunction (DH) LEDs, 17.13, 

17.13f–17.15f
Double heterostructure (DH) lasers, 19.4, 19.5f,

19.7, 19.12–19.15, 19.18–19.19, 19.19f
Double heterostructure pin photodiodes, 26.13
Double monochromators, 35.9, 38.15f
Double optical gating, 21.8
Double sampling, correlated, 33.13
Double-beam spectrophotometers, 35.8–35.9
Double-channel planar buried heterostructure 

(DC-PBH) lasers, 19.24, 19.25f, 19.34f
Double-pass photodetectors, 26.4f
Doublet lens, air-spaced, 6.7
Downconversion, parametric, 23.14
Downhill optimizer, 3.17

Draft angle, 39.10
Drag-wiping (cleaning), 10.9
Drift:

in CCDs, 32.17
frequency vs. time, 22.2
low offset, 27.11
photogenerated charge collection by, 32.5
thermocouple junctions as source of, 27.6, 

27.6f
Driving lasers, in attosecond optics, 21.4–21.6, 

21.5f
Drop-in assembly, 6.6, 6.6f
Dual beam detection, 22.13
Dual in-line octocouplers, 17.32, 17.32f
Dumet (alloy), 40.29
Dye lasers, 16.31–16.32, 16.32f, 20.15–20.16
Dye-forming reaction, in film development, 

29.14
Dyes:

azomethine, 30.10f, 30.11–30.12, 30.12f
cyanine, 30.13, 30.13f
light-absorbing, 30.7
photographic, 30.10–30.13, 30.10f, 30.12f
yellow filter, 30.4

Dynodes, in photomultipliers, 27.6–27.9, 27.7f

Eberhard effects, 30.3
Eccentric pupil design (see Z-system)
ECE (United Nations Economic Commission 

for Europe), 40.63–40.64
Edge lit backlight, 40.47, 40.47f
Edge rays, 39.22, 39.38
Edge-absorbing photodetectors, 26.4f
Edge-emitting lasers (ELASERs), 25.15
Edge-emitting LEDs (ELEDs), 25.15
Edge-illuminated photodetectors, 26.4f, 26.5
Edging step (of optics fabrication), 9.6
Einstein (unit), 34.11
Einstein’s light quanta, 23.6–23.9, 23.8f
Einstein’s particle hypothesis, 23.7
Elastomeric mountings, 6.4, 6.4f, 6.5, 6.12
Electrical contact (light bulb), 40.29f
Electrical parasitics (laser), 19.34–19.35, 19.34f
Electrical substitution radiometers, 

34.27–34.29
Electrical transfer function, with series 

inductance, 26.13
Electrodeless discharge lamps, 15.36, 15.44
Electrodeless fluorescent lamps, 40.36–40.37
Electrodeless lamps, 40.25t, 40.26t, 40.36–40.37
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Electrodeless sulfur lamps (ESLs), 40.36–40.37
Electroluminescent light sources, 40.37–40.39, 

40.38f, 40.38t, 40.39f
Electron bombardment (EB), 31.23
Electron current, 26.7
Electron lenses, 31.8, 31.8f
Electron-bombarded SSAs (EBSSAs), 

31.23–31.27
digital cameras, 31.24–31.26
modulation transfer function and limiting 

resolution of, 31.26–31.27
proximity-focused, 31.23–31.24, 31.23f,

31.24f
Electronically scanned staring FPAs, 

33.16–33.17
Electro-optic modulators (EOMs), 22.14, 22.20
Electro-Optical Industries, Inc. (EOI), 15.14, 

15.15f, 15.16f
Elliptical polynomials, 11.21, 11.25–11.27, 

11.26t–11.27t, 11.36t, 11.38f
Emission, stimulated (see Stimulated emission)
Emission lasers, correlated, 23.42–23.43
Emission linewidth (of radiation), 16.4–16.7, 

16.6f, 16.7f
Emission-line broadening, 16.4–16.7, 16.6f, 16.7f
Emissivity:

of blackbody cavity, 15.7, 15.8f
tungsten, 40.28f

Emittance, 39.2
and absorptance, 35.8
calculating, 34.25–34.26
defined, 35.7
measurement of, 35.14–35.16, 35.15f

Emitted photon wavelength, 17.4–17.5
Emitters:

AlGaAs, 17.32
blue, 17.18, 17.19
GaAsP, 17.32

Emulsions, photographic, 24.100, 24.101f, 29.4, 
30.7

Enclosed arcs, 15.24, 15.28–15.47
high-pressure, 15.24, 15.28–15.34

capillary mercury-arc lamps, 15.30–15.31, 
15.31f

compact-source arcs, 15.31–15.34, 
15.32f–15.35f

Lucalox lamps, 15.30, 15.31f
mercury arcs, 15.29, 15.30f
multivapor arcs, 15.29, 15.31f
Uviarc, 15.28–15.29, 15.29f, 15.30f

Enclosed arcs (Cont.): 
low-pressure, 15.35–15.47

black-light fluorescent lamps, 15.35, 15.36t
electrodeless discharge lamps, 15.36, 15.44
germicidal lamps, 15.35
hollow cathode lamps, 15.35, 15.37–15.43t,

15.44f
Pluecker spectrum tubes, 15.47, 15.47f,

15.47t
spectral lamps, 15.44, 15.45, 15.45f,

15.46f, 15.46t
Sterilamps, 15.35, 15.36f

End loss, 19.6
Energy:

levels of, 16.4, 16.7
luminous, 37.4t, 37.6
measurement of, 34.32
nomenclature for, 36.4, 36.5
radiant, 34.7, 37.4t, 37.6
units of, 34.5–34.6

Energy band structure, 17.3–17.6, 17.3f–17.5f
Energy bandgap, 25.3, 25.3f
English units, and SI units, 37.7, 37.7t
Entrance pupil, 34.18, 34.19f
Entrance window, 34.19, 34.19f
Environmental specifications, optical, 4.10
Epitaxial growth, 17.8, 17.21
Epitaxial technology (for LEDs), 17.21–17.23
Epoxy, in indicator lamps, 17.29
Equivalent neutral density (END), 29.15
Equivalent noise input (ENI), 24.11
Equivalent veiling luminance (EVL), 40.10
Error functions, in optical design software, 

3.17, 3.19–3.20
Error types, in absolute measurements, 

34.21–34.23
Étendue, 34.15

defined, 40.42
geometrical, 38.8
in nonimaging optics, 39.2, 39.3, 

39.4f, 39.5
and source coupling, 40.41–40.42

Étendue loss, 39.6
Evaluation function (of optical software), 

3.8–3.16
of aberrations, 3.9–3.11
paraxial ray-trace, 3.8–3.9, 3.9f
ray-trace, 3.11–3.13, 3.12f
by spot-diagram analysis, 3.13–3.16

Event-driven programs (optical software), 3.7
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Exact rays (term), 3.3, 3.11–3.12
Excimer lasers, 16.30–16.31, 16.31f
Excimers, in fluorescent lamps, 40.31
Excited state, of azomethine dyes, 30.11–30.12, 

30.12f
Exciton recombination, 17.6
Exit pupil, 34.18, 34.19f
Exitance, 39.2

defined, 34.8
luminous, 37.4t, 37.5, 37.5f
radiant, 15.4–15.6, 15.5t, 15.6f, 37.4t, 37.5, 

37.5f
Exposure:

luminous, 37.4t, 37.6
of photographic films, 29.5–29.6
radiant, 37.4t, 37.6

Extended baffle shields, 7.9–7.10, 7.9f, 7.10f
Extended wavelength photodetectors, 25.10, 

25.10t
Exterior lighting, 40.61–40.62, 40.63t
External cavity diode lasers (ECDLs), 

22.21–22.23, 22.22f
Extreme infrared (IR) light, 25.2
Extrinsic photoconductors, 25.5, 25.5f
Extrinsic photodetectors, 24.7, 24.7f
Extrinsic semiconductor transition, 24.11
Eye, human (see Human eye)

Fabrication, optical, 9.3–9.9
about, 9.3
aspherical, 9.7–9.8, 9.7f
crystalline, 9.8
by diamond turning (see Diamond turning)
diamond turning vs. traditional, 

10.6
guide to methods of, 10.3t
material formation for, 9.3–9.4
methods of, 10.3t
plano, 9.7
spherical, 9.4–9.6

Fabry-Perot interferometers, 16.19f
Faceted reflectors, 39.10f, 39.39–39.41, 39.39f,

39.40f
Failures per 109 hours (FITS), 17.25
False-colored infrared film, 30.22
Far infrared (FIR) radiation, 24.3, 25.2
Far ultraviolet radiation, 15.12, 15.13
Fatigue, thermal, 17.25
Federal Motor Vehicle Safety Standards 

(FMVSS), 40.63

Feedback:
optical, 16.2
resonant optical, 19.38, 19.38f
stabilization of, 34.32

Femtoseconds, 20.1
Fermi occupation functions, 19.11
Ferroelectric bolometer arrays, 28.11, 28.12, 

28.12f
Ferroelectric detectors, 33.10
Fiber lasers, 16.34
Fiber optics:

fiber alignment for, 17.33
focal-length measurement with, 12.25
LED considerations with, 17.33–17.34
in nonimaging optics, 39.21

Fiber-optic octocouplers, 17.33–17.34
Fiberoptic-coupled (FO) II SSAs, 31.20–31.22, 

31.20f, 31.21f, 31.21t
Field curvature plot, 2.4, 2.4f, 2.5
Field effect transistors (FETs), 27.10
Field lenses, first-order layout for, 1.8, 1.10, 

1.10f
Field of view (FOV), 3.4, 7.11, 24.11, 31.1
Field patch trace, 39.7–39.8
Field plots, of aberration curves, 2.4–2.5
Field stops, 7.7, 7.8f, 7.9f, 34.18–34.19, 34.19f
Field-enhanced pyroelectric arrays (see

Ferroelectric bolometer arrays)
Figures of merit (FOM), 24.13, 33.23–33.28

for infrared photodetectors, 25.12
minimum resolvable temperature (MRT), 

33.27–33.28, 33.27f
NE ΔT, 33.25f, 33.26f
in spectroradiometry, 38.5–38.6

Filament notching, 40.30
Filaments:

lamp, 15.20f
light bulb, 40.25, 40.27, 40.29–40.30, 40.29f

Fill gases, light bulb, 40.29f, 40.30
Film, photographic (see Photographic films)
Filters:

blocking, 38.8
blur, 32.34, 32.34f
in II SSA cameras, 31.7
infrared, 40.12
interference, 34.36
neutral density, 40.52
notch, 22.10–22.11, 22.10f, 22.11f
UV, 40.12

Finitely distant objects, systems with, 1.6, 1.6f
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First-order layout techniques, 1.3–1.16
achromatism, 1.14–1.15, 1.15f
afocal attachments, 1.8, 1.9f
afocal systems, 1.7, 1.7f
athermalization, 1.15–1.16, 1.16f
axial/principal rays, 1.12
component power minimization, 1.13, 1.13f
condensers, 1.10–1.11, 1.11f
defined, 1.4
field lenses, 1.8, 1.10, 1.10f
magnifiers and microscopes, 1.8
ray-tracing, 1.4–1.5
reasonableness of layout, 1.13–1.14
two-component systems, 1.5–1.7
zoom or varifocal systems, 1.11–1.12

“Fitness for use,” 17.25
Five-axis machining, 10.7f
5 × 7 matrix LED displays, 17.31–17.32
Fixed interferogram evaluation, 13.14–13.15
Fixed-orientation mirrors, 6.17
Fixer, film, 29.5
Fizeau interferometers, 12.14, 13.8–13.9, 13.9f,

13.10f, 13.18, 14.4, 14.5f
Flaming arcs, 15.23, 15.24f, 15.26t–15.27t
Flanges:

annular, 6.3–6.4, 6.4f
continuous ring, 6.4f, 6.11

Flash blindness, 40.9
Flash lamps, 16.16–16.17, 16.17f
Flex-Pivots (flexures), 6.19
Flexure mountings, 6.5, 6.5f, 6.15–6.17, 6.16f
Flicker:

in fluorescent lamps, 40.32–40.33
impact of, 40.12
in incandescent lamps, 40.30

Flicker floor, 22.3
Flicker noise, 24.11
Flight control, 19.3
Flip chip packaging, 18.6, 18.6f
Flip-and-fold approach, 39.29f
Floating diffusion, 32.14, 32.15f
Floating gate output amplifiers, 32.15
Fluorescence, 34.13, 40.30
Fluorescent lamps, 40.30–40.33

applications for, 40.26t
characteristics of, 40.25t
construction of, 40.33f, 40.34f
elements of, 40.31f
emission spectrum of, 40.32f, 40.35f
types of, 40.28f

Flux:
luminous, 37.4, 37.4t, 37.6
radiant, 37.3, 37.4t
total luminous, 37.4t, 37.6
total radiant, 37.4t, 37.6

Flux budget, for fiber optics, 17.33
Flux density (see Irradiance)
Fly-by-light (FBL), 19.3
FM spectroscopy, 22.13–22.14
F-number, 34.20
Focal depth, 4.7–4.8, 4.8f
Focal length, 1.5–1.7, 12.21–12.25

fiber optics, 12.25
focimeters, 12.22–12.23, 12.22f, 12.23f
Fourier transforms, 12.24
microlenses, 12.24
Moiré deflectometry, 12.23, 12.24f
nodal slide bench, 12.22, 12.22f
Talbot autoimages, 12.23, 12.24

Focal plane arrays (FPAs), 33.3
hybrid, 33.14–33.23
microbolometer, 33.13–33.14
MIS photogate, 33.10–33.11, 33.11f, 33.12f
monolithic, 33.10–33.14

Focal ratio, 34.20
Focimeters, 12.22–12.23, 12.22f, 12.23f
Focus athermalization techniques, 6.22–6.24

active athermalization, 6.24, 6.24f
passive athermalization, 6.22, 6.23f, 6.24
single material designs, 6.22, 6.23f

Focus distance, 1.5–1.7
Focus shift, thermal, 8.2–8.4, 8.3t, 8.4t
Fog, film, 29.9
Fokker-Planck equation, 23.37
Foot-candle (unit), 34.43, 36.7, 36.7t, 37.7t
Foot-lambert (unit), 34.43, 36.7, 36.8t, 37.7, 

37.7t
Forbes method, 3.20
Fore-optics, 38.7
Forward light, 40.43, 40.44f
Forward looking infrared (FLIR), 33.4
Foucault test, 12.19, 13.2–13.3, 13.2f, 13.3f
Fourier analysis, of interferograms, 

13.16–13.17, 13.17f
Fourier transform spectrophotometers, 35.9
Fourier transforms, for focal-length 

determination, 12.24
Four-phase CCDs, 32.13–32.14, 32.13f, 32.16f
Frame interline transfer (FIT) CCDs, 

32.27f, 32.29
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Frame transfer (FT) CCD image sensors, 
32.26–32.28, 32.27f, 32.28f, 32.32

Frame transfer (FT) CCD TDI FPAs, 
33.11, 33.12f

Free-electron lasers (FELs), 16.36–16.37, 
16.37f, 23.43–23.45

Free-electron-laser (FEL) lamps, 15.11, 
15.12, 15.13f

Frequency:
and drift, 22.2
phase and amplitude responses vs., 

22.6–22.7, 22.6f, 22.7f
stability of, 22.2

Frequency comb, 20.1, 20.2, 20.7–20.9
Frequency discriminators:

for laser locking, 22.12–22.14
optical cavity-based, 22.14–22.16, 22.17f

Frequency modulation (FM), 19.36, 19.36f,
22.4

Frequency shift keying (FSK), 19.36
Frequency-controlled lasers, 22.7, 22.7f
Frequency-resolved optical gating (FROG), 

21.8, 21.9
Frequency-resolved optical gating for complete 

reconstruction of attosecond bursts 
(FROG-CRAB), 21.9

Frequency-selective-feedback lasers, 19.37f,
19.38

Fresnel lenses, 39.9–39.10, 39.10f, 40.45f, 40.46
Full width at half maximum (FWHM), 16.5, 

16.6, 20.3, 21.2
Functional specifications (optical design), 4.2
Fundamental array mode, 19.27
Furniture-integrated lighting system, 40.13f

Gain:
defined, 16.9
in photomultipliers, 27.7

Gain coefficient, 16.9–16.10
Gain coupling, 19.29
Gain medium, 16.3
Gain saturation, 16.10
Gain stability margin, 22.9–22.10
Gain-bandwidth (GB), 26.17
Gain-coupled arrays, 19.27
Gain-guided phased array, 19.28f
Galilean telescopes, 1.7f
Gallium aluminum arsenide (GaAlAs) LEDs, 

17.12, 17.12f, 17.13f
Gallium arsenide (GaAs) lasers, 19.7

Gallium arsenide (GaAs) LEDs, 17.8, 
17.9, 17.9f

Gallium arsenide (GaAs) semiconductor diode 
lasers, 16.18–16.19, 16.18f

Gallium arsenide phosphide (GaAsP) emitters, 
17.32

Gallium arsenide phosphide (GaAsP) LEDs, 
17.9–17.10, 17.10f, 17.15–17.17

energy band diagram for, 17.5f
homojunction in, 17.10, 17.11f
light degradation in, 17.27f
performance summary of chips in, 17.16t

Gallium arsenide phosphide (GaAsP) photodi-
odes, 24.49, 24.49f, 24.50f

Gallium arsenide phosphide (GaAsP) substrate, 
17.22

Gallium arsenide (GaAs) quantum well photode-
tectors, 25.16–25.17, 25.16f, 25.17f

Gallium nitride (GaN) photovoltaic detectors, 
24.42, 24.43, 24.45f, 24.46, 24.46f, 24.47

Gallium nitride (GaN) substrate, 17.22
Gallium phosphide (GaP), 17.16, 17.21–17.22
Gallium phosphide (GaP) dynodes, 24.42, 

24.44f
Gallium phosphide (GaP) photodiodes, 

24.47–24.49, 24.48f
Gallium phosphide (GaP) substrate, 

17.20–17.22
Gallium-doped germanium (Ge:Ga) infrared 

detectors, 24.100
Gallium-doped silicon (Si:Ga) infrared detec-

tors, 24.95, 24.95f, 24.96, 24.96f
Galvo-driven Brewster plates, 22.18–22.19
Gas chromatography-mass spectroscopy 

(GC-MS), 33.4
Gas lights, 40.40
Gas mantle, 15.17–15.19, 15.19f
Gaseous laser gain media, 16.30–16.31, 16.31f
Gas-filled lamps, 34.31
Gate modulation, 33.19t, 33.20f, 33.22
Gated integration, 27.12–27.13, 27.13f, 27.15
Gating:

amplitude, 21.7
double optical, 21.8
frequency resolved, 21.8, 21.9
FROG, 21.9
FROG-CRAB, 21.9
polarization, 21.7–21.8
two-color, 21.7

Gauss illuminated eyepieces, 12.12
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Gaussian intensity distribution, 39.28, 39.29f
Gaussian line shape, 16.6f
Gaussian mode, 16.21
Gaussian parameters (optical design), 4.5–4.6, 

4.6t
Gaussian-shaped beam, 16.22
General Conference on Weights and Measures 

(CGPM), 36.2
General Electric, 15.29, 15.30, 15.48, 19.29t
General system data (optics), 3.3, 3.4
Generating step (of optics fabrication), 9.4
Generation noise, 24.11
Generation-recombination (GR) current, 

25.7–25.8
Generation-recombination (GR) noise, 24.11
Geometrical configuration factor (GCF), 7.1, 

7.2, 7.22
Geometrical etendue, 38.8
Geometrical optical transfer function (GOTF), 

3.16
Geometrical optics, 3.16
Geometrical vector flux, 39.21–39.22
Geometry-controlled lasers, 19.37f, 19.38
Germanium (Ge) avalanche photodiodes, 

24.70f, 24.72–24.73, 24.72f, 24.73f
Germanium (Ge) bolometers, 28.5, 28.7t
Germanium (Ge) detectors:

copper-doped, 24.84f, 24.85f, 24.96, 24.97, 
24.97f–24.99f

gallium-doped infrared, 24.100
gold-doped, 24.83–24.85, 24.84f–24.86f
intrinsic photodetectors, 24.70–24.73, 

24.70f–24.73f
mercury-doped, 24.84f, 24.92–24.95, 

24.93f–24.95f
pn and pin, 24.70–24.71, 24.70f–24.72f
zinc-doped, 24.84f, 24.98–24.100, 24.99f

Germanium gallium arsenide (GeGaAs) 
photodiodes, 34.31

Germanium (Ge) intrinsic photodetectors, 
24.70–24.73, 24.70f–24.73f

Germanium (Ge) low-temperature bolometers, 
24.31–24.32, 24.32f, 24.33f

Germanium photodiodes, 38.9, 38.9t
Germicidal lamps, 15.35
Glare:

and exterior lighting, 40.62
limiting of, 40.10, 40.41
and visual discomfort, 40.9–40.12, 40.11t
and windows, 40.41

Glare stops (see Lyot stops)
Glass:

formation of optical, 9.3–9.4
optical, 5.9
as photographic film emulsion, 29.4
tolerances for, 5.9

Glass envelope, light bulb, 40.29, 40.29f
Glazing, window, 40.41
Globar, 15.17, 15.18f, 15.19, 15.19f
Glossiness, 40.5
Glow lamps, 40.39
Glow modulator tubes, 15.49, 15.50f,

15.51f, 15.52t
Gobs, glass, 9.4
Golay cell detectors, 28.2, 28.6, 28.7t
Gold, diamond turning and, 10.5
Gold-doped germanium (Ge:Au) detectors, 

24.83–24.85, 24.84f–24.86f
Gold-germanium (Au-Ge) alloys, 17.24
Goldpoint blackbody, 15.9
Gold-zinc (Au-Zn) alloys, 17.24
Goniometers (goniophotometers), 12.10, 

40.52–40.53, 40.53f, 40.54f
Gouffé method, 15.7–15.9, 15.8f
Graded-index separate-confinement 

heterostructure (GRIN SCH) quantum 
lasers, 19.14, 19.14f

Gradient-freeze technique, 17.21
Grains and graininess:

of photographic films, 29.5
of photographic images, 29.18t, 29.19–29.22, 

29.21f
of silver halide crystals, 29.4

Granularity, photographic film speed and, 
30.19

Grating equation, 38.7–38.8
Grating surface-emitting laser array, 

19.40–19.41, 19.40f
Gray gel, 30.4
Graybody, 35.7
Green light, color film and, 29.13, 29.13f
Green-emitting AlInGaP devices, 17.18
Grinding, aspheric, 9.8
Ground loop noise, 27.5, 27.6f
Ground state, 16.4
Grown homojunctions, LED, 17.8, 17.9, 17.9f
Growth techniques:

for epitaxial layers, 17.21–17.23
substrate, 17.20, 17.21

Guard ring, 24.11
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Guide to the Expression of Uncertainty in 
Measurement (IS), 38.6

Gurney-Mott mechanism, 29.5

H-aggregates, 30.13
Haidinger interferometers, 12.14
Halation, 30.4
Halogen lamps, 15.11, 15.12, 15.13f, 40.25t,

40.26t, 40.30
Halon, 38.12–38.13
Halophosphates, 40.31
Hamiltonian rays, 3.12
Hanbury-Brown-Twiss (HB&T) effect, 23.13, 

23.13f, 23.14
Hard mounting, of optics, 6.1–6.4, 6.3f, 6.4f
Hartmann test, 13.4–13.6, 13.5f
Hartmann-Shack test, 13.6–13.7, 13.6f
H&D curve (see D-log H curve)
Headlamps:

design of, 40.21, 40.23, 40.23f
low-beam, 40.64–40.67, 40.64f, 40.65t,

40.66f, 40.66t
Health-care facility lighting, 40.58–40.60, 

40.60t
Heat-pipe blackbody furnace, 15.9f
Height solves, 3.6
Heisenberg-Langevin approach, to quantum 

theory of lasers, 23.33–23.35
Helium-cadmium (He-Cd) lasers, 16.6, 16.15, 

16.15f, 16.30
Helium-neon (He-Ne) lasers, 16.15, 16.15f,

16.30
Hemispherical emittance, 35.15
Hemispherical total absorptance, 35.8t
Hemispherical-conical reflectance, 35.5t, 35.6f,

35.6t
Hemispherical-directional reflectance, 35.5t,

35.6f, 35.6t
Hemispherical-spectral absorptance, 35.8t
Heterodyne interferometers, 13.22
Heterojunction lasers, 19.4
Heterojunctions, 17.12, 17.12f–17.15f, 17.13, 

17.17, 26.9
Hewlett-Packard double-frequency 

distance-measuring interferometer, 
12.9–12.10, 12.9f

Hexagonal polynomials, 11.21, 11.22t–11.25t,
11.36t, 11.38f, 11.39

High-accuracy spectrophotometers, 35.9

High-brightness visible LEDs (HB-LEDs), 
18.1–18.6

about, 18.1
epitaxial growth of, 18.3
packaging of, 18.5–18.6, 18.5f, 18.6f
processing of, 18.3–18.4, 18.3f
semiconductor material systems for, 

18.1–18.2
solid-state lighting with, 18.4–18.5, 18.4f
structure for modern InGaN, 18.2f
substrates for, 18.2–18.3, 18.2f

High-dye-yield yellow couplers, 30.6
High-energy radiation, 15.40, 30.19–30.20
High-gain oscillators, 20.10–20.12, 20.11f
High-intensity carbon arc lamps, 15.21–15.23, 

15.24f
High-intensity discharge (HID) lamps, 

40.33–40.36
applications for, 40.26t
characteristics of, 40.25t
CMH, 40.25t, 40.26t, 40.33, 40.36
construction of, 40.34f
emission spectrum of, 40.35f
Hg, 40.25t, 40.26t, 40.33, 40.36
HPS, 40.25t, 40.26t, 40.33
MH, 40.25t, 40.26t, 40.33, 40.35, 40.35f,

40.36
High-intensity reciprocity failure, of 

photographic films, 29.12
High-order harmonic generation, 21.2, 21.2f
High-power diode lasers, 19.19–19.23, 19.20t,

19.21f, 19.22f
High-power laser arrays, 19.26–19.30, 19.28f,

19.28t, 19.29t, 19.30f
High-power lasers, 19.24, 19.25f, 19.25t
High-power semiconductor lasers, 19.18–19.30

arrays in, 19.26–19.29, 19.28f, 19.28t,
19.29–19.30, 19.29t, 19.30f

commercial diode, 19.19–19.23, 19.20t,
19.21f, 19.22f

future directions for, 19.23–19.26, 19.25f,
19.25t, 19.26t, 19.27f

mode-stabilized lasers with reduced facet 
intensity, 19.18–19.19, 19.19f

High-power strained QW lasers, 19.26, 19.26t
High-pressure, short-arc xenon lamps, 15.35f
High-pressure enclosed arcs, 15.24, 

15.28–15.34
capillary mercury-arc lamps, 15.30–15.31, 

15.31f
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High-pressure enclosed arcs (Cont.): 
compact-source arcs, 15.31–15.34, 

15.32f–15.35f
Lucalox lamps, 15.30, 15.31f
mercury arcs, 15.29, 15.30f
multivapor arcs, 15.29, 15.31f
Uviarc, 15.28–15.29, 15.29f, 15.30f

High-pressure mercury-arc lamps, 
15.29f, 15.30f

High-speed modulation, of semiconductor 
lasers, 19.30–19.36, 19.31f–19.36f

High-speed optical recording systems, 19.3
High-speed photoconductors, 26.20–26.23, 

26.21f–26.23f
High-speed photodetectors, 26.1–26.24

about, 26.3
avalanche photodetectors, 26.17–26.20, 

26.18f, 26.20f, 26.21f
photoconductors, 26.20–26.23, 26.21f–26.23f
pin photodiodes, 26.10, 26.12–26.15

resonant, 26.15, 26.15f
vertically illuminated, 26.3, 26.4f, 26.5, 

26.10, 26.12–26.13, 26.12f
waveguide, 26.13–26.14, 26.14f

Schottky photodiodes, 26.16, 26.16f, 26.17f
speed limitations on, 26.5–26.10

carrier transit time, 26.6–26.7, 26.6f
carrier trapping, 26.9, 26.9f
diffusion current, 26.8, 26.8f, 26.9
packaging, 26.9–26.10, 26.10f, 26.11f
RC time constant, 26.7–26.8, 26.7f

structures of, 26.3–26.5, 26.4f
High-speed photographic films, 30.18–30.20
High-voltage power supply (HVPS), 31.1, 

31.9, 31.10f
Hindle mounts, 6.19, 6.19f
Hole current, 26.7
Hole-accumulated photodiodes (HADs), 32.4f,

32.8
Hollow cathode lamps, 15.35, 15.37t–15.43t,

15.44f
Hollow lightpipes, 39.30–39.31
Holograms, computer-generated (see Computer-

generated holograms)
Holographic compensators, 13.25
Homogeneous broadening, emission-line, 16.5, 

16.6, 16.6f, 16.9
Homogeneous reflectors, 39.39
Homogeneous temperature change, 8.2–8.6, 

8.3t, 8.4t, 8.5f, 8.6f

Homojunction lasers, 19.4
Homojunctions, LED, 17.8–17.10, 17.9f–17.11f
Horizontal illuminance, 40.7, 40.18f
Horizontally illuminated photodetectors, 

26.4f, 26.5
Hot cathode fluorescent lamps, 40.32
Hot-electron bolometers, 24.29, 24.30, 24.30f,

24.31f
Hottel strings, 39.4, 39.14
Hub mounting, 6.17, 6.18f
Hubble telescope, 11.4, 13.24
Hue, 40.5
Human eye, 30.15–30.16, 30.16f, 34.6

cones in, 36.8, 36.8f, 36.9f
rods in, 36.8–36.10, 36.8f, 36.9f
wavelengths detectable by the, 36.8–36.10, 

36.8f, 36.9f
Humidity specifications, for lenses, 4.10
Hybrid arrays, pyroelectric, 28.11–28.12, 

28.11f, 28.12f
Hybrid FPAs:

direct readout architectures of, 
33.15–33.18

electronically scanned staring FPAs, 
33.16–33.17

output circuits, 33.18
TDI scanning FPAs, 33.17, 33.17f
X-Y addressing and clock generation, 

33.16
input circuits of, 33.18–33.23, 33.19t, 33.20f

buffered direct injection, 33.19t, 33.20f,
33.21

capacitive transimpedance amplifier, 
33.19t, 33.20f, 33.22–33.23

chopper-stabilized BDI, 33.19t, 33.20f,
33.21–33.22

direct detector integration, 33.18, 33.19t,
33.20f

direct injection, 33.18–33.21, 33.19t,
33.20f, 33.21f

gate modulation, 33.19t, 33.20f, 33.22
thermal expansion match in, 33.14

Hybrid reflectors (see Faceted reflectors)
Hyde maxim, 3.22
Hydrogen arc lamps, 15.49, 15.53f
Hypo (film fixer), 29.5

Ideal mode-locked lasers, 20.7
Ideal thermal detectors, 28.2–28.3, 28.3f
Ilford Photo Corporation, 29.25
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Illuminance, 37.4t, 37.5, 37.5f, 39.2t
defined, 34.11, 34.40, 40.1
guidelines on levels of, 40.7t
and lighting design, 40.7
and luminance, 37.9, 37.9f
retinal, 34.40–34.42
uniformity of, 40.7
unit conversions for, 36.7t, 36.8t
units of, 34.43

Illuminance meters, 34.42, 40.51, 40.52f
Illuminated ceilings, 40.13f
Illuminated eyepieces, 12.12, 12.12f
Illuminated objects (in stray light suppression), 

7.5, 7.5f, 7.6f
Illuminating Engineering Society (IES), 

40.19
Illumination:

guidelines on, 40.7t
in nonimaging objects, 39.1
(See also Uniform illumination, of 

nonimaging optics)
Illumination Engineering Society of North 

America (IESNA), 36.2, 36.3, 37.11, 40.2, 
40.7t

Illumination subsystem, of nonimaging optics, 
39.22

Image dissectors, 39.21, 39.21f
Image height, 1.4
Image intensifiers (IIs), 31.7–31.18, 

31.8f–31.10f
defined, 31.8
input window/photocathode assemblies for, 

31.10–31.12, 31.11f, 31.12f
MCP IIs, 31.7, 31.9, 31.9f, 31.10f
and microchannel plates, 31.12–31.14, 

31.12f, 31.13f, 31.13t
phosphor screen assemblies for, 31.14–31.16, 

31.14t, 31.15f
proximity-focused MCP IIs, 31.16–31.18, 

31.17t, 31.18f, 31.19f
Image irradiance, 4.7
Image lag, 32.6
Image processing, 8.12
Image quality, 4.6–4.7
Image sensors, 32.2–32.12, 32.3f, 32.21–32.34

antiblooming in, 32.9, 32.10f
area arrays of, 32.24–32.32, 32.25t

CCD performance, 32.32
frame transfer CCDs, 32.26–32.28, 

32.27f, 32.28f

Image sensors, area arrays of (Cont.):
interline transfer CCDs, 32.28–32.32, 

32.29f–32.31f
MOS, 32.25–32.26, 32.26f

color imaging with, 32.32–32.34, 32.33f, 32.34f
dark current in, 32.10–32.12, 32.11f
junction photodiodes, 32.3–32.6, 32.4f, 32.6f
linear arrays of, 32.21–32.24, 32.22f, 32.23f
MOS capacitors, 32.7–32.8
photoconductors, 32.8–32.9
pinned photodiodes, 32.8

Image size, 1.4
Image specifications, for lenses, 4.3, 4.6–4.8, 4.8f
Image structure, of photographic systems, 29.17
Imaged critical objects, 7.4, 7.5f
Image-intensified (II) electronic imaging, 

31.1–31.30
about, 31.2–31.3, 31.3f
applications for, 31.27–31.30

active imaging, 31.29–31.30
day/night cameras, 31.28–31.29
mosaic II SSA cameras, 31.29
optical multichannel analyzers, 31.27–31.28
range gating and LADAR, 31.28

image-intensifier modules of, 31.7–31.18, 
31.8f–31.10f

input window/photocathode assemblies, 
31.10–31.12, 31.11f, 31.12f

microchannel plates, 31.12–31.14, 31.12f,
31.13f, 31.13t

phosphor screens, 31.14–31.16, 31.14t,
31.15f

proximity-focused MCP IIs, 31.16–31.18, 
31.17t, 31.18f, 31.19f

optical interface of, 31.3–31.7
considerations, 31.6–31.7, 31.6f
photometry and camera lens, 31.5–31.6
quantum limited imaging conditions, 

31.3–31.4
radiometry, 31.4–31.5

self-scanned arrays, 31.19–31.27, 31.19f
electron-bombarded, 31.23–31.27, 31.23f,

31.24f
fiberoptic-coupled, 31.20–31.22, 31.20f,

31.21f, 31.21t
lens-coupled, 31.22–31.23, 31.22f

Image-intensified self-scanned arrays (II SSAs), 
31.19–31.27, 31.19f

for active imaging, 31.29–31.30
camera for, 31.5–31.6
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Image-intensified self-scanned arrays (II SSAs) 
(Cont.):

electron-bombarded, 31.23–31.27, 31.23f,
31.24f

fiberoptic-coupled, 31.20–31.22, 31.20f,
31.21f, 31.21t

lens-coupled, 31.22–31.23, 31.22f
Impedance:

in amplifiers, 27.10–27.11
in photodetectors, 24.19–24.20

Impurity band conduction (IBC), 33.7
Incandescence, 40.25
Incandescent sources (of radiation), 40.25, 

40.27–40.30
calibration of, 34.31
characteristics of, 40.25t
elements of, 40.29f
nongaseous, 15.15–15.21

comparisons of, 15.19, 15.19f
gas mantle, 15.17, 15.18, 15.19f
globar, 15.17, 15.18f
Nernst glower, 15.14, 15.15, 15.17, 15.17f
quartz-envelope lamps, 15.20, 15.21
tungsten-filament lamps, 15.19, 15.20, 

15.20f–15.22f
tungsten emissivity in, 40.28f

Index-guided lasers, 19.8, 19.27, 19.28f
Indicator lamps, LED, 17.27f, 17.29–17.30, 

17.29f
Indirect glare, 40.9
Indirect lighting, 40.14, 40.15, 40.15f, 40.16f,

40.46f
Indirect semiconductors, 17.4, 17.4f, 17.5f, 17.6
Indium antimonide (InSb) hot-electron 

bolometers, 24.29, 24.30, 24.30f, 24.31f
Indium antimonide (InSb) intrinsic photovoltaic 

detectors, 24.80–24.83, 24.82f, 24.83f
Indium arsenide (InAs) photovoltaic detectors, 

24.75, 24.77–24.78, 24.77f–24.79f
Indium gallium arsenic phosphide (InGaAsP) 

laser material system, 19.7
Indium gallium arsenide (InGaAs) detectors, 

24.65–24.70, 24.66f–24.69f
Indium gallium arsenide (InGaAs) photodetec-

tors, 25.10, 25.10t
Indium gallium arsenide (InGaAs) photodi-

odes, 24.66–24.70, 24.66f–24.69f, 34.31
Indium gallium nitride (InGaN) HB-LEDs, 18.2f
Indium phosphide (InP) laser material system, 

19.7

Induction lamps (ILs), 40.36–40.37
Inductive pickup noise, 27.5, 27.6f
Inductively coupled plasma (ICP), 18.3
Industrial lighting, 40.60–40.61, 40.61f
“Infant mortality period,” 17.26, 17.26f
Infectious film developers, 29.5
Infinitely distant objects, systems with, 

1.5–1.6, 1.6f
Information capacity, of photographic systems, 

29.24
Infrared detector arrays, 33.1–33.31

about, 33.3–33.4
applications for, 33.4
current status of, 33.28–33.30, 33.28f,

33.29f, 33.29t
future trends and technology directions of, 

33.30–33.31, 33.30f, 33.31f
hybrid FPAs, 33.14–33.23

detector interface input circuit, 33.18–
33.23, 33.19t, 33.20f, 33.21f

hybrid readout, 33.15–33.23
readout, 33.17f
thermal expansion match in, 33.14

monolithic FPAs, 33.10–33.14
direct-charge-injection silicon FPAs, 

33.11f, 33.13
microbolometer FPAs, 33.13–33.14
MIS photogate FPAs, 33.10–33.11, 33.11f,

33.12f
scanning and staring, 33.14
silicon FPAs, 33.11–33.13, 33.11f, 33.12f

operating principles of, 33.7–33.10, 33.8f,
33.9f

performance of, 33.23–33.28
detectivity, 33.23–33.24
minimum resolvable temperature, 

33.27–33.28, 33.27f
NE ΔT, 33.24–33.27, 33.25f, 33.26f
percentage of BLIP, 33.24

scanning and staring, 33.6–33.7, 33.6f
spectral bands for, 33.4–33.5, 33.6f

Infrared detectors:
gallium-doped germanium, 24.100
gallium-doped silicon, 24.95, 24.95f, 24.96, 

24.96f
Infrared film, 30.22
Infrared filters, 40.12
Infrared interferometry, 13.25
Infrared LED chips, 17.8, 17.9, 17.9f
Infrared photodetectors, 25.12, 25.15
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Infrared (IR) radiation, 34.6, 40.41
extreme, 25.2
far, 24.3, 25.2
forward looking, 33.4
long-wavelength, 24.3, 33.3–33.5, 33.6f
medium-wavelength, 24.3, 25.2, 33.3, 33.5, 

33.6f
near, 24.3, 25.2
short-wavelength, 24.3, 33.3, 33.5
very long-wavelength, 24.3

Infrared radiometry, standards for, 15.11–15.12, 
15.12f

Inhomogeneous broadening, emission-line, 
16.5, 16.6f

Inhomogeneous media, 39.22
Inhomogeneous reflectors, 39.39
Injection-locked lasers, 19.37f, 19.38
Input circuits, of hybrid FPAs, 33.18–33.23, 

33.19t, 33.20f
buffered direct injection, 33.19t, 33.20f,

33.21
capacitive transimpedance amplifier, 33.19t,

33.20f, 33.22–33.23
chopper-stabilized BDI, 33.19t, 33.20f,

33.21–33.22
direct detector integration, 33.18, 

33.19t, 33.20f
direct injection, 33.18–33.21, 33.19t,

33.20f, 33.21f
gate modulation, 33.19t, 33.20f, 33.22

Input optics, 38.7
Input windows, of image intensifiers, 

31.9–31.12, 31.9f, 31.11f, 31.12f
Institute for Electrical and Electronic 

Engineering (IEEE), 36.3
Insulators, light bulb, 40.29f
Integral color filter arrays (CFAs), 32.32–32.34, 

32.33f, 32.34f
Integral density, 29.14
Integrated lasers, with 45° mirror, 

19.39–19.40, 19.39f
Integrated transmittance, 35.3
Integrating cavities, of nonimaging optics, 

39.24–39.27
efficiency vs. luminance, 39.26, 39.27f
modifying cavity output distribution, 39.27
with nonimaging concentrator/collectors, 

39.26, 39.27
nonuniformities with spherical, 39.24–39.26, 

39.24f, 39.25f

Integrating spheres (devices), 35.9, 35.11–35.13, 
35.11f, 37.9–37.10, 37.10f

Integrating-bucket phase shifting, 13.21, 13.21f
Intensity:

defined, 34.9, 40.1
luminous, 39.2t
nomenclature for, 36.4
radiant, 39.2t

Interface coupling, 20.14
Interference filters, 34.36
Interferograms, 13.14–13.18

from direct interferometry, 13.17–13.18
fixed, 13.14–13.15
Fourier analysis of, 13.16–13.17, 13.17f
interpolation of, 13.15–13.16

Interferometers, 13.7–13.12
Brunning distance-measuring, 12.8–12.9, 

12.8f
common-path, 13.9, 13.11f
computer-generated holograms for, 

14.4–14.5, 14.4f, 14.5f
distance-measuring, 12.7–12.10, 12.7f–12.9f
Fabry-Perot, 16.19f
Fizeau, 12.14, 13.8–13.9, 13.9f, 13.10f, 13.18, 

14.4, 14.5f
Haidinger, 12.14
heterodyne, 13.22
lateral-shearing, 12.14, 13.9–13.12, 

13.11f, 13.12f
Michelson, 12.5, 12.6, 12.14
microinterferometers, 10.13, 10.13f
multiple-pass, 13.13
multiple-reflection, 13.13
nonreacting, 12.7
point diffraction, 13.11f
radial-shearing, 13.12, 13.13f
reversing-shearing, 13.12, 13.13f
rotational-shearing, 13.12, 13.13f
sensitivity of, 13.13–13.14, 13.14f
single-shot f-to-2f, 21.6
Twyman-Green, 13.7–13.8, 13.7f, 13.8f, 13.18
Zernike phase-contrast method applied to, 

13.13–13.14, 13.14f
(See also specific interferometers, e.g.: Lateral-

shearing interferometers)
Interferometric plots, for orthonormal 

aberrations, 11.36–11.37, 11.37f, 11.38f
Interferometry:

of angles, 12.14
direct, 13.17–13.18
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Interferometry (Cont.):
infrared, 13.25
of medium distances, 12.6–12.10, 12.7f–12.9f
phase-shifting, 13.18–13.23, 13.18f–13.20f

heterodyne interferometer, 13.22
integrating bucket method, 13.21, 13.21f
phase errors, 13.22
phase stepping method of, 13.20, 13.20f
phase-lock method, 13.23, 13.23f
simultaneous measurement, 13.22
two steps plus one method, 13.21, 13.22

pulse-train, 20.12, 20.12f
of small distances, 12.5, 12.6
sub-Nyquist, 13.27
two-wavelength, 13.25, 13.26

Interior lighting, 40.55–40.61
for health-care facilities, 40.58–40.60, 40.60t
for industry, 40.60–40.61, 40.61f
for offices, 40.55, 40.56t
for residences, 40.57, 40.58, 40.59t
for retail, 40.55–40.57, 40.56t–40.58t

Interlayer interimage effects (IIEs), 30.19
Interline transfer (IT) CCD image sensors, 

32.28–32.32, 32.29f–32.31f
Interline-transfer (IT) CCD FPAs, 33.11–33.13, 

33.12f
Internally processed (IP) photocathodes, 

31.24
International Astronomical Union (IAU), 

36.3
International Bureau of Weights and Measures 

(BIPM), 36.2
International candle (unit), 37.3
International Commission on Illumination 

(CIE), 36.2
International Committee for Weights and 

Measures (CIPM), 36.2, 38.6
International Graphics Exchange Specification 

(IGES), 40.19
International Standards Organization (ISO), 

4.10, 4.11, 36.2, 40.19
International System of Units (see SI units)
International Union of Pure and Applied 

Physics (IUPAP), 36.2
Intervalence band absorption (IVBA), 

19.17
Interwoven pulse trains, 20.13
Intrinsic athermalization, 8.7–8.8, 8.7f
Intrinsic infrared detectors, 33.7, 33.8f
Intrinsic photoconductors, 25.5, 25.5f

Intrinsic photodetectors, 24.7, 24.7f
germanium, 24.70–24.73, 24.70f–24.73f
indium antimonide photovoltaic, 

24.80–24.83, 24.82f, 24.83f
Intrinsic semiconductor transition, 24.11
Invariants, 1.11
Inverse square law, 34.14, 37.8
Inversion layer, in MOS transistors, 25.11, 

25.11f
Inverted channel substrate planar (ICSP) lasers, 

19.20t, 19.23
Involute reflectors, 39.11–39.12, 39.12f
Ion bombardment strip lasers, 19.8, 19.9f
Ion current measurement devices, 34.29
Irradiance:

defined, 34.8, 36.5, 37.4t, 37.5, 39.2t
excitance and emittance vs., 39.2
image specifications for, 4.7
spectral, 36.14, 38.1–38.2, 38.11t,

38.13–38.16, 38.13f–38.16f
Irradiance response units, 34.31
Isoelectronic dopants, 17.16
Isoelectronic trap, 17.6, 17.6f
Isolated pulses, in attosecond optics, 21.4
Isometric plots, for orthonormal aberrations, 

11.36–11.37, 11.37f, 11.38f
Isotope broadening, 16.6
Isotropic (term), 36.4, 39.3
Isotropic point source, 36.4
Iterated rays, 3.12

J-aggregates, 30.13, 30.14
Jaynes-Cummings model, 23.15–23.17, 23.15f
Jet polishing, 9.6
Johnson noise (see Thermal noise)
Johnson noise power density, 28.3
Jones (unit), 24.11, 24.13
Joule (unit), 34.5–34.6, 37.6
Judd-Vos modified function, 36.10
Junction photodiodes, 32.3–32.6, 32.4f, 32.6f

Kaleidoscope effect, 39.28
Keck telescope, 11.4
Kick operator, 23.17
Kirchhoff ’s law, 34.25, 35.7, 35.8t
Knife-edge test (see Foucault test)
Kodachrome film, 29.14, 30.23
Kodacolor, 29.14
Kodak Gold film, 30.25
Kodak Royal Gold film, 30.25
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Kodak Technical Pan Film, 29.19t
Kohler illumination, 1.11, 1.11f, 39.23–39.24, 

39.23f, 39.34, 39.35f

Laboratory sources (of radiation), 15.7–15.13
baseline standard for, 15.9, 15.9f, 15.10f, 15.12f
blackbody cavity theory, 15.7–15.9, 15.8f
working standards for, 15.9–15.13, 15.10f,

15.12f, 15.13f
Labsphere, 38.12
Lagrangian rays, 3.12
Lamb shift, 23.13
Lambda Research Corporation, 7.27
Lambert (unit), 34.43, 36.7, 36.8t
Lambertian approximation (of radiant flux 

transfer), 34.14–34.18
and lambertian sources, 34.14–34.17, 34.15f,

34.16f
radiant flux transfer through lambertian 

reflecting sphere, 34.17–34.18
Lambertian surface, 37.8
Lambert’s cosine law, 37.8, 37.8f
Lamps:

configurations of, 15.20f
modeling of, 40.17
standards for, 15.11
(See also specific types of lamps, e.g.: Airway 

beacon lamps)
Lamps for Scientific Purposes (G. M. B. H. 

Osram), 15.20
Land (term), 34.35, 34.35f
Lapping step (of optics fabrication), 9.5
Large-area detectors, 25.12
Laser(s), 12.7, 16.1–16.37

about, 16.2–16.3
diagram of, 16.2f
electromagnetic spectrum involving, 16.2, 

16.3, 16.3f
and laser gain medium, 16.4–16.19

emission linewidth and line broadening of 
radiating species, 16.4–16.7, 
16.6f, 16.7f

energy levels and radiation, 16.4
gain saturation, 16.10
optimization of output coupling from 

laser cavity, 16.13, 16.14
population inversions, 16.8–16.10, 

16.12–16.13, 16.13f, 16.14f
pumping techniques to produce inversions, 

16.14–16.19

Laser(s), and laser gain medium (Cont.):
stimulated absorption and emission, 

16.7–16.8, 16.8f
threshold conditions, 16.10–16.12, 16.11f

as light sources, 40.39
in measurement, 12.2, 12.6
and optical cavities or resonators, 

16.19–16.25, 16.19f
configurations and cavity stability, 

16.23–16.25, 16.24f, 16.25f
longitudinal laser modes, 16.20, 16.20f
transverse laser modes, 16.21–16.23, 

16.21f–16.23f
probability flow diagram for, 23.23f
quantum theory of (see Quantum theory of 

lasers)
as radiometric characterization tool, 34.32
semiconductor arrays of, 19.26–19.29, 

19.28f, 19.28t
special laser cavities, 16.25–16.29

distributed feedback lasers, 16.29
mode-locking, 16.27–16.29, 16.28f
Q-switching, 16.26–16.27, 16.27f
ring lasers, 16.29
unstable resonators, 16.25–16.26, 16.26f

two-dimensional high-power arrays of, 
19.29–19.30, 19.29t, 19.30f

as two-level system, 20.23–20.24, 20.25t
types of, 16.29–16.37, 16.31f, 16.32f, 16.34f,

16.35f, 16.37f
(See also related topics, e.g.: Laser stabilization)

Laser beam expanders, athermal, 8.13–8.14
Laser cavities, 16.25–16.29

distributed feedback lasers, 16.29
mode-locking, 16.27–16.29, 16.28f
Q-switching, 16.26–16.27, 16.27f
ring lasers, 16.29
unstable resonators, 16.25–16.26, 16.26f

Laser detection and ranging (LADAR), 31.28, 
31.30

Laser field, spectral properties of the, 
23.28–23.31

Laser gain media, 16.4–16.19
dielectric solid-state, 16.32–16.34
gaseous, 16.30–16.31, 16.31f
liquid, 16.31–16.32, 16.32f
properties associated with, 16.4–16.19

emission linewidth and line broadening of 
radiating species, 16.4–16.7, 16.6f, 16.7f

energy levels and radiation, 16.4
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Laser gain media, properties associated with 
(Cont.):
gain saturation, 16.10
optimization of output coupling from laser 

cavity, 16.13, 16.14
population inversions, 16.8–16.10, 

16.12–16.13, 16.13f, 16.14f
pumping techniques to produce inver-

sions, 16.14–16.19
stimulated absorption and emission, 

16.7–16.8, 16.8f
threshold conditions with mirrors, 

16.10–16.12, 16.11f
in vacuum, 16.36–16.37, 16.37f

Laser linewidth, 23.34–23.35
Laser locking, frequency discriminators for, 

22.12–22.14
Laser master equation, 23.19–23.20, 23.19f
Laser phase-transition analogy, 23.35–23.40, 

23.37t, 23.38f, 23.39f
Laser photon statistics, 23.22–23.26, 23.23f,

23.25f
Laser power measurement, 34.32
Laser resonators, 16.20f, 16.23–16.26, 

16.23f–16.26f
Laser scanning, 40.54
Laser scribing, 17.24–17.25
Laser stabilization, 22.1–22.24

about, 22.1
Allan Deviation, 22.2–22.3
and frequency discriminators for laser 

locking, 22.12–22.14
frequency vs. time drift, 22.2
future directions for, 22.23–22.24
and optical cavity-based frequency 

discriminators, 22.14–22.16, 22.17f
quantifying frequency stability, 22.2
and quantum resonance absorption, 22.16, 

22.17
representative/example designs of, 

22.20–22.23, 22.22f
and servos, 22.5–22.12

Bode representation of servos, 22.5–22.6, 
22.6f

closed-loop performance, 22.8
closed-loop stability issues, 22.8–22.12, 

22.9f–22.1f, 22.10–22.12
measurement noise, 22.7–22.8
phase and amplitude responses, 22.6–22.7, 

22.6f, 22.7f

Laser stabilization (Cont.):
spectral noise density, 22.3–22.5
and transducers, 22.17–22.20

Laser stripe structures, 19.8, 19.9f
Lasers and Optronics Buying Guide, 15.14
Lasing, without inversion, 23.40–23.42, 23.41f
Latent image (LI), 30.7
Latent-image speck, 29.5
Lateral aberration curves (see Transverse 

ray plots)
Lateral antiblooming, 32.9, 32.10f
Lateral color, 1.14, 2.5, 2.5f
Lateral pin photodetectors, 25.15–25.16, 25.15f
Lateral-collection photodetectors, 26.4f
Lateral-shearing interferometers, 12.14, 

13.9–13.12, 13.11f, 13.12f
Lathe assembly technique, 6.7–6.8, 6.8f
Lead salt lasers, 19.7–19.8
Lead selenide (PbSe) detectors, 24.76f, 24.78, 

24.79, 24.79f–24.82f
Lead sulfide (PbS) photoconductors, 

24.73–24.74, 24.74f–24.77f, 24.74t
Lead tin telluride (PbSnTe) photovoltaic 

detectors, 24.92, 24.93f
Lead-in wires, light bulb, 40.29, 40.29f
Leakage current, 24.19–24.20, 32.10–32.12, 

32.11f
Leaky-mode arrays, 19.29
Least-squares method, 3.17–3.19
Legacy films, 30.23–30.25
Legal traceability (of calibration), 34.21
Legendre polynomials, 11.5, 11.30
Length measurements, 12.2–12.10

interferometric measurement, 12.5–12.10, 
12.7f–12.9f

stadia and range finders, 12.2–12.4, 12.3f,
12.4f

standards for, 12.2
time-based and optical radar, 12.4, 

12.5, 12.6f
Lens(es), 39.32–39.37, 39.33f

assembly adjustment of, 6.8–6.11, 6.10f
coating specifications for, 4.10
component specifications for, 4.2, 4.3
and concentrators, 39.16–39.18, 39.18f
data entry for, 3.2–3.8
humidity specifications for, 4.10
for II electronic imaging, 31.5–31.6
image specifications for, 4.3, 4.6–4.8, 4.8f
literature on nonimaging, 39.32, 39.33
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Lens(es) (Cont.):
multicomponent assemblies of (see

Multicomponent lens assemblies)
optical parameters for, 4.9
perfect, 4.4
reflector/lens-array combinations, 

39.34–39.37, 39.36f, 39.37f
single-lens arrays, 39.33–39.34, 39.34f
tandem-lens arrays, 39.34, 39.35f–39.37f
thermal defocus of, 8.4, 8.5f
thermal focus shift of, 8.2–8.4, 8.3t, 8.4t
(See also specific lenses, e.g.: Air-spaced dou-

blet lens)
Lens design:

aberration curves in, 2.1–2.6
software for, 40.20
and tolerancing calculations, 5.10

Lens setup routine (in optical software), 3.7
Lens-coupled II SSAs, 31.22–31.23, 31.22f
Levels (tools), 12.13–12.14, 12.13f, 12.14f
Lever mechanism mountings, 6.19, 6.19f
Lifetime classification, of photodetector 

materials, 26.5
Light:

spectrum of, 25.2
speed of, 12.2

Light amplification by stimulated emission of 
radiation (see Laser(s))

Light detection and ranging (LIDAR), 25.12
Light distribution, 40.5
Light extraction, 17.6–17.8, 17.7t
Light loss factor (LLF), 40.17
Light piping, 30.6–30.7, 30.6f
Light pollution, 40.43, 40.62
Light quanta, 23.6–23.9, 23.8f
Light scattering, 30.5–30.7, 30.6f
Light shelves, 40.48, 40.50f
Light sources, 40.24–40.41, 40.28f

applications for, 40.26t
carbon arc sources, 40.40
characteristics of, 40.25t
daylight, 40.40–40.41, 40.40f
electrodeless lamps, 40.36–40.37
electroluminescent sources, 40.37–40.39, 

40.38f, 40.38t, 40.39f
fluorescent lamps, 40.30–40.33, 

40.31f, 40.32f
glow lamps, 40.39
high-intensity discharge lamps, 40.33–40.36, 

40.33f–40.35.f

Light sources (Cont.):
incandescent sources, 40.25, 40.27–40.30, 

40.28f, 40.29f
low-pressure sodium lamps, 40.33–40.36, 

40.33f–40.35.f
nuclear sources, 40.39
pure Xe arc lamps, 40.39
short arc sources, 40.39
types of, 40.27f

Light stability, 30.10
Light stabilization, 30.12–30.13
Light trespass, 40.43, 40.62
Light-absorbing dye, 30.7
Light bulbs, 40.27–40.30

base of, 40.29, 40.29f
CFL/fluorescent/miniature, 40.28f
elements of, 40.29f
shapes of, 15.20f, 15.30f
sizes of, 15.30f
types of, 40.27t

Light-emitting diodes (LEDs), 17.1–17.34
conversion of, luminous intensity to radiant 

intensity, 36.13, 36.13f
device structures of, 17.8–17.15

diffused homojunctions, 17.9–17.10, 
17.10f, 17.11f

double heterojunctions, 17.13, 
17.13f–17.15f

grown homojunctions, 17.8, 17.9, 17.9f
single heterojunctions, 17.12, 17.12f

epitaxial technology for, 17.21–17.23
lamps with, 40.37–40.39

applications for, 40.26t
characteristics of, 40.25t
materials/emitted colors of, 40.38t
photonic crystal, 40.39f
structure of, 40.38f

and LED-based products, 17.29–17.32, 
17.29f–17.31f

and light extraction, 17.6–17.8, 17.7t
and light-generation processes, 17.2–17.6, 

17.3f–17.6f
material systems for, 17.15–17.19

AlInGaP system, 17.18, 17.19f
AlxGa1-xAs system, 17.17, 17.17t
blue LED technology, 17.18, 17.19
GaAs1-xPx system, 17.15–17.17, 17.16t

octocouplers in, 17.32–17.34, 17.32f
production levels for, 17.2
quality/reliability of, 17.25–17.28
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Light-emitting diodes (LEDs) (Cont.):
substrate technology for, 17.20–17.21, 17.20t
wafer processing for, 17.23–17.25
(See also specific light-emitting diodes, e.g.:

High-brightness visible LEDs)
Lighting, 40.1–40.71

about, 40.1–40.3
exterior, 40.61–40.62, 40.63t
functions of, 40.12–40.14, 40.13f–40.16f
insufficient, 40.9
interior, 40.55–40.61

health-care facility lighting, 40.58–40.60, 
40.60t

industrial lighting, 40.60–40.61, 40.61f
office lighting, 40.55, 40.56t
residential lighting, 40.57, 40.58, 40.59t
retail lighting, 40.55–40.57, 40.56t–40.58t

perception of, 40.4–40.6, 40.4f
for transportation, 40.63–40.71

roadway lighting, 40.67, 40.69–40.71, 
40.70t, 40.71t

vehicular lighting, 40.63–40.67, 40.64f,
40.65t, 40.66f, 40.66t, 40.68t, 40.69f

vision biology, 40.3–40.6
(See also Luminaires)

Lighting design, 40.6–40.23
and color, 40.7–40.9
and context, 40.6
and functions of lighting, 40.12–40.14, 

40.13f–40.16f
geometries in, 40.13f, 40.14–40.15, 40.15f,

40.16f
goals of, 40.6
and illuminance, 40.7, 40.7t
and properties of objects and impact, 40.16
system layout and simulation in, 40.16–

40.23, 40.18f, 40.22f–40.24f
and visual discomfort, 40.9–40.12, 40.11t

Lighting Design and Application (IESNA), 
39.8

Lighting design software, 40.21
Lighting geometries, 40.13f, 40.14–40.15, 

40.15f, 40.16f
Lighting Handbook (IESNA), 36.7, 40.17
Lighting measurement, 40.51–40.54

goniometers, 40.52–40.53, 40.53t, 40.54f
illuminance meters, 40.51, 40.52f
luminance meters, 40.52, 40.52f
reflectometers, 40.52
surface measurement systems, 40.53, 40.54

Lighting system layout and simulation, 
40.16–40.23, 40.18f

computer graphics software for, 40.21–40.23, 
40.22f, 40.23f

IGES standard for, 40.19
optical analysis and design software for, 

40.20
optical design and analysis software for, 

40.20–40.21
software tools for, 40.18–40.23, 40.22f–40.24f
source modeling software for, 40.19–40.20
STEP standard for, 40.19

Lightness (term), 40.4
Light-output degradation, 17.26–17.28, 17.28f
Lightpipes, 39.27–39.32

angular uniformity of, 39.31
applications for, 39.32
length of, 39.30
periodic distributions of, 39.30
shapes of, 39.27–39.30, 39.28f–39.30f
solid vs. hollow, 39.30–39.31
tapered, 39.12–39.13, 39.13f, 39.31–39.32, 

39.31f
LightTools (optical software), 7.26
Light-trap silicon photodiodes, 34.30
Limiting resolution, of EBSSAs, 31.27
Linear image sensor arrays, 32.2, 32.21–32.24, 

32.22f, 32.23f
Linear lasers, 20.18–20.19, 20.19f
Linear variable differential transformers 

(LVDTs), 10.12
Linearity, of photoemissive detectors, 24.41
Line-scanned imaging systems, 31.29
Linewidth, spectral density and, 22.4–22.5
Lippmann emulsions, 29.4
Liquid Encapsulated Czochralski (LEC) 

technique, 17.20, 17.21
Liquid laser gain media, 16.31–16.32, 16.32f
Liquid phase epitaxy (LPE), 17.21–17.22, 19.6, 

19.19
Lit-appearance modeling, 40.21–40.23, 40.23f,

40.24f
Lithographic etching, 18.3–18.4, 18.3f
Lithographic projection lens, 6.10f
LLL sensitivity, 31.19, 31.20
Local area networks, 19.3
Localized avalanche breakdown, 17.28
Lock-in amplifiers, 27.14, 27.14f, 27.15, 38.10
Long wavelength lasers, 19.8
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Long wavelength QW lasers, 19.17–19.18, 
19.17f

Longitudinal laser modes, 16.19f, 16.20, 16.20f
Long-wavelength infrared (LWIR), 24.3, 

33.3–33.5, 33.6f
Lorentzian line shape, 16.6f
Louvers, 40.41, 40.45f, 40.46
Low-beam headlamps, 40.64–40.67, 40.64f,

40.65t, 40.66f, 40.66t
Low-intensity carbon arc lamps, 15.21–15.24, 

15.24f, 15.28f
Low-intensity reciprocity failure, of 

photographic films, 29.12
Low-level-light (LLL) TV imaging, 31.1–31.4
Low-pressure enclosed arcs, 15.35–15.47

black-light fluorescent lamps, 15.35, 15.36t
electrodeless discharge lamps, 15.36, 15.44
germicidal lamps, 15.35
hollow cathode lamps, 15.35, 15.37t–15.43t,

15.44f
Pluecker spectrum tubes, 15.47, 15.47f,

15.47t
spectral lamps, 15.44, 15.45, 15.45f, 15.46f,

15.46t
Sterilamps, 15.35, 15.36f

Low-pressure lamps, 15.36f
Low-pressure sodium (LPS) lamps, 40.33–40.36

applications for, 40.26t
characteristics of, 40.25t
construction of, 40.34f
emission spectrum of, 40.35f

Low-speed photographic films, 30.18–30.20
Low-temperature bolometers, 24.31–24.32, 

24.32f, 24.33f, 28.5
Low-temperature (LT) grown photoconductors, 

26.23
Lucalox lamps, 15.30, 15.31f
Lumen (unit), 36.6, 37.6, 39.2t
Lumen lighting simulation, 40.17
Luminaires, 40.24–40.50

applications for, 40.26t
calculation of needed, 40.16–40.17
characteristics of, 40.25t
classification system for, 40.43–40.45, 

40.43t, 40.44f
defined, 40.1
design of, 40.41–40.50

conics shapes and intensity distribution, 
40.43t

etendue and source coupling, 40.41–40.42

Luminaires, design of (Cont.):
luminaire classification system, 

40.43–40.45, 40.43t, 40.44f
methods, 40.42–40.43, 40.43t

light sources for, 40.24–40.41, 40.27f, 40.28f
carbon arc sources, 40.40
daylight, 40.40–40.41, 40.40f
electrodeless lamps, 40.36–40.37
electroluminescent sources, 40.37–40.39, 

40.38f, 40.38t, 40.39f
fluorescent lamps, 40.30–40.33, 

40.31f, 40.32f
glow lamps, 40.39
high intensity discharge lamps, 

40.33–40.36, 40.33f–40.35f
incandescent sources, 40.25, 40.27–40.30, 

40.28f, 40.29f
low-pressure sodium lamps, 40.33–40.36, 

40.33f–40.35f
nuclear sources, 40.39
pure Xe arc lamps, 40.39
short arc sources, 40.39

optics of, 40.45–40.50
for artificial sources, 40.45–40.47, 40.45f,

40.46f
backlighting, 40.47, 40.47f, 40.48f
for daylight sources, 40.47–40.50, 

40.49f–40.51f
Luminance, 37.4t, 37.5, 37.5f, 39.2t

calibration of, 34.42
defined, 34.11, 34.40, 36.7, 40.1
and illuminance, 37.9
of integrating cavities, 39.26
in nonimaging optics, 39.2t, 39.3
uniformity of, 40.7
units of, 34.43

Luminance contrast, 40.6, 40.10
Luminance meters, 40.52, 40.52f
Luminance ratio, 40.7
Luminous efficacy, 18.5
Luminous efficiency, 17.15
Luminous energy, 37.4t, 37.6
Luminous exitance, 37.4t, 37.5, 37.5f
Luminous exposure, 37.4t, 37.6
Luminous flux, 15.11, 34.10–34.11, 34.39, 

34.42, 37.4, 37.4t, 37.6, 38.2
Luminous flux density, 34.11
Luminous intensity, 15.11, 34.11, 34.40, 37.4, 

37.4t, 39.2t
Lux (unit), 34.43, 36.7, 36.7t
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Luxmeters, 40.52f
Lux-second, 29.6
Lyot stops, 7.8–7.10, 7.8f–7.11f

Macrofocal reflectors, 39.11
Magnesium, as p-type impurity, 17.23
Magnetic shielding, 27.10
Magnetorheological finishing (MRF), 9.5
Magnification, 1.4
Magnifiers, first-order layout for, 1.8
Main event loop, 3.7
Maksutov sphere, 14.7, 14.8f
Maksutov test, 14.7–14.9, 14.8f
Mandel QM parameter, 23.26
Markov approximation, 23.21
Martin Black coating, 7.14–7.17, 7.14f–7.16f,

7.23, 7.25f
Masers, micro- (see Micromasers)
Master-oscillator power amplifier (MOPA), 

19.41
Materials:

formation of, for optics, 9.3–9.4
specifications for, 4.9
tolerancing and properties of, 5.9

Matte, 30.3
Maximized D star, 24.11
Maximum spectral luminous efficiency 

(of radiation), 37.2
Maxwell’s principle, 30.16
Mazers (microwave amplification by z-motion-

induced emission of radiation), 23.45
Mean-square-spot size (MSS), 3.15
Mean-time-to-failure (MTTF), 25.13, 25.14
Measurement(s), 35.8–35.16

of absorptance, 35.10
of emittance, 35.14–35.16, 35.15f
of lighting, 40.51–40.54, 40.52f, 40.53t, 40.54f
of reflectance, 35.10–35.13, 35.10f–35.12f,

35.14t
terminology, 35.2–35.3, 35.2f
of transmittance, 35.8–35.10, 35.9f
(See also specific types of measurement, e.g.:

Nonlinearity measurement)
Measurement noise, 22.7–22.8
Measurements Assurance Program (MAP), 35.13
Mechanical athermalization, 8.8–8.12

active, 8.11, 8.11f
by image processing, 8.12
part active, part passive, 8.11–8.12, 8.12f
passive, 8.8–8.10, 8.8f–8.10f

Mechanical scribing, 17.24
Mechanical specifications:

for lenses, 4.9
optical vs., 4.2

Mechanical tolerances, 5.2
Mechanical vibrations, 27.5, 27.6f
Mechanically clamped mountings, 6.12, 6.13f
Medium-wavelength infrared (MWIR) radia-

tion, 24.3, 25.2, 33.3, 33.5, 33.6f
Memory colors, 30.21
Mercury arc lamps, 15.29, 15.29f–15.31f, 15.34f
Mercury cadmium telluride (HgCdTe) 

detectors, 24.86–24.92, 24.87f
infrared, 33.7, 33.8f
photoconductors, 24.86f, 24.88–24.90, 

24.89f–24.91f
photodetectors, 25.10, 25.10t
photovoltaic, 24.86f, 24.88f, 24.90–24.92, 

24.91f, 24.92f
Mercury-doped germanium detectors, 24.84f,

24.92–24.95, 24.93f–24.95f
Mercury-free fluorescent lamps, 40.31
Mercury-halide fluorescent lamps, 40.33f
Mercury-vapor fluorescent lamps, 40.30, 

40.31, 40.33f
Mercury-xenon lamps, 15.34f
Meridional rays, 3.3
Merit function, in optical design software, 3.17
Mesa etching, 18.3–18.4, 18.3f
Mesa photodiodes, 25.14, 25.15f
Mesopic vision, 34.37, 36.9, 37.2
Metal insulator semiconductor (MIS) photo-

gate FPAs, 33.10–33.11, 33.11f, 33.12f
Metal insulator semiconductors (MISs), 33.4
Metallic mirrors, mounting of, 6.19–6.20, 6.20f
Metalorganic chemical vapor deposition 

(MOCVD), 19.6–19.7, 19.20t, 19.23
Metalorganic vapor phase epitaxy, 17.21, 17.22
Metal-oxide semiconductors (MOSs):

linear arrays of, 32.21–32.24, 32.22f, 32.23f
readouts from, 32.20–32.21

Metal-oxide-semiconductor (MOS) area array 
image sensors, 32.25–32.26, 32.26f

Metal-oxide-semiconductor (MOS) capacitors, 
32.4f, 32.7–32.8

Metal-oxide-semiconductor (MOS) detectors, 
25.11, 25.11f

Metal-semiconductor-metal (MSM) 
photodetectors, 26.3, 26.4f

Meter (unit), 12.2
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Meter, 1875 Treaty of the, 34.20, 36.2
Meter candle (unit), 34.43, 36.7
Metrology, optical, 12.1–12.25

angle measurements, 12.10–12.17
autocollimeters, 12.11–12.12, 12.11f, 12.12f
interferometric methods, 12.14
levels (tools), 12.13–12.14, 12.13f, 12.14f
mechanical methods, 12.10–12.11, 12.11f
in prisms, 12.14–12.16, 12.15f–12.17f
theodolites, 12.13

curvature measurements, 12.17–12.25
mechanical methods, 12.17–12.19, 12.18f,

12.19f, 12.19t
optical methods, 12.19–12.21, 12.20f,

12.20t, 12.21f
of diamond-turned optics, 10.12–10.13, 

10.12f, 10.13f
focal length measurements, 12.21–12.25, 

12.22f–12.24f
length measurements, 12.2–12.10

interferometers, 12.5–12.10, 12.7f–12.9f
stadia and range finders, 12.2–12.4, 12.3f,

12.4f
time-based and optical radar, 12.4, 12.5, 

12.6f
straightness measurements, 12.10
terminology, 12.2

Michelson interferometers, 12.5, 12.6, 12.14
Microbolometer FPAs, 33.13–33.14
Microchannel plate tubes (MCPTs), 24.32, 

24.33f, 24.40
Microchannel plates (MCPs), 31.1, 31.9, 31.9f,

31.12–31.14, 31.12f, 31.13f, 31.13t
Microchannel-plate image intensifiers 

(MCP IIs), 31.7
high-voltage power supply for, 31.9, 31.10f
proximity-focused, 31.9, 31.9f, 31.16–31.18, 

31.17t, 31.18f, 31.19f
Microdensitometers, 29.6, 29.15–29.16, 29.15f
Microinterferometers, 10.13, 10.13f
Microlens arrays, 32.30, 32.31, 32.31f
Microlenses, 12.24
Micromaser master equation, 23.20–23.22
Micromasers, 23.26–23.27, 23.27f, 23.45
Microminiature lamps, 15.53
Microplasma formation, 17.28
Microscopes:

first-order layout for, 1.8
Nomarski, 10.11, 10.11f
traveling, 12.20, 12.21, 12.21f

Microwave powered lamps (see Electrodeless 
sulfur lamps)

Military Sensing Information Analysis Center 
(SENSIAC), 15.6

Millilambert (unit), 36.7
Milliphot (unit), 36.7, 36.7t
Miniature lamps, 15.53, 40.26t, 40.28f
Minimum resolvable temperature (MRT) 

(of infrared detector arrays), 33.2, 
33.27–33.28, 33.27f

Minkowitz, S., 12.7
Minkowitz distance-measuring interferometers, 

12.7, 12.8, 12.8f
Minority-carrier recombination, 17.2
Mirror scatter relationships (stray light), 7.18
Mirrored tiling, 39.28, 39.30, 39.30f
Mirrors:

on amplifiers, 16.3
and concentrators, 39.17
mounting of [see Mounting (of optical 

components)]
nonabsorbing, 19.23–19.24
threshold conditions with, 16.10–16.12, 

16.11f
Mixing rods (see Lightpipes)
Modal dispersion, 17.34
Mode-locked lasers, 16.27–16.29, 16.28f, 20.7
Mode-stabilized lasers, 19.18–19.19, 19.19f
Modulation, as laser stabilization technique, 

22.13–22.14
Modulation noise, 24.11
Modulation transfer function (MTF), 4.1, 4.2, 

4.4, 4.5f, 4.8f, 29.18, 29.18t, 29.19f, 30.5, 
31.26–31.27, 33.2, 33.7

Modulators, electro-optic, 22.14, 22.20
MOFSET bucket brigades, 33.17
Moiré deflectometry, 12.23, 12.24f
Moiré tests, of spherical aberrations, 1

3.26–13.27
Molecular beam epitaxy (MBE), 17.21–17.23, 

19.6, 19.7, 25.16
Moments normalization (technique), 

36.15–36.16, 36.15t, 36.16f
Monochromators, 35.9, 38.7–38.8, 38.14–38.16, 

38.14f–38.16f
Monolithic built-up mirror substrate, 6.18, 6.18f
Monolithic FPAs, 33.10–33.14, 33.11f, 33.12f
Monolithic LED displays, 17.30
Monolithic silicon bolometers, 28.10–28.11, 

28.10f
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Monolithic two-dimensional (2D) laser arrays, 
19.39

Monte Carlo simulations, 39.7
Mordants, 30.4
Mosaic II SSA cameras, 31.29
Mounting (of optical components), 6.1–6.24, 

6.17f, 6.18f
and contact stresses, 6.21
of domes, 6.11, 6.12f
hard, 6.2–6.4
of individual rotationally symmetric optics, 

6.2–6.5
lever-mechanism, 6.19, 6.19f
of moderate-sized mirrors, 6.17–6.20, 6.20f
in multicomponent lens assemblies, 6.5–6.11

drop-in assembly, 6.6, 6.6f
lathe assembly, 6.7–6.8, 6.8f
lens adjustments at assembly, 6.8–6.11, 6.10f
“poker chip” assembly, 6.8, 6.9f
tightly toleranced assembly, 6.7, 6.7f

of small mirrors/prisms, 6.11–6.17
bonded mountings, 6.13–6.15, 6.15f
elastomeric mountings for mirrors, 6.12
flexure mountings for small mirrors/

prisms, 6.15–6.17, 6.16f
mechanically clamped mountings, 6.12, 

6.13f
spring-loaded mountings, 6.13, 6.14f

soft, 6.4–6.5
and temperature effects, 6.21–6.24, 6.22f
of windows, 6.11, 6.11f

Multichannel detectors, 38.9
Multicomponent lens assemblies, 6.5–6.11

drop-in, 6.6, 6.6f
lathe, 6.7–6.8, 6.8f
and lens adjustments, 6.8–6.11, 6.10f
“poker chip,” 6.8, 6.9f
tightly toleranced, 6.7, 6.7f

Multiphase reflectors, 39.39
Multiple quantum well (MQW) LEDs, 

18.1, 18.2f
Multiple surface concentrators, 39.16–39.17, 

39.17f
Multiple wafer transducers, 22.18–22.19
Multiple-pass interferometers, 13.13
Multiple-reflection interferometers, 13.13
Multiple-segment LED displays, 17.31
Multiplier photodiodes, 24.11
Multiplier phototubes (see Photomultiplier 

tubes (PMTs))

Multiplier tubes, 24.6
Multipop (film exposure technique), 30.22
Multiquantum well (MQW) lasers, 19.14, 

19.15, 19.15f, 19.24, 19.25t
Multiquantum-well buried heterostructure 

(MQW BH) lasers, 19.25t
Multispeed choppers, 15.14
Multivapor arcs, 15.29, 15.30f, 15.31f
Murty’s lateral shear interferometer, 12.14, 

13.12f
Mylar film, 29.4

National Physical Laboratory (NPL), 15.4
National Search Engine for Standards, 4.11
Natural broadening, emission-line, 16.5, 16.6
Natural color (NC) film, 30.27
Natural linewidth (of transition), 16.5
Near infrared (NIR) radiation, 24.3, 25.2
Negative color photographic films, 

30.25–30.28, 30.27t
Neodymium (Nd) glass lasers, 16.32–16.33
Neodymium-yttrium vanadate (Nd:VO4)

lasers, 16.33
Neodymium-yttrium-aluminum-garnet 

(Nd:YAG) lasers, 16.32–16.33
Neodymium-yttrium-lithide-fluoride 

(Nd:YLF) lasers, 16.33
Neon signs, 40.39
Nernst glower, 15.14, 15.15, 15.17, 15.17f,

15.19, 15.19f
Nesonian illumination (see Abbe illumination 

system)
Neutral density filters, 40.52
Nit (unit), 34.43, 36.7, 36.8t
Nitride LEDs, 17.19, 18.3f
Nitrogen doping, 17.16
Nitrogen-doped GaAsP, 17.16, 17.21–17.22
Nodal slide bench, 12.22, 12.22f
Noise, 27.3–27.6

1/ƒ, 27.4
atomic, 23.34–23.35
in CCDs, 32.20, 32.32
excess, 24.11
generation, 24.11
generation-recombination, 24.11
ground loop, 27.5, 27.6f
inductive pickup, 27.5, 27.6f
measurement, 22.7–22.8
modulation, 24.11
nonessential, 27.4–27.6, 27.5f, 27.6f
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Noise (Cont.):
pattern, 32.12
in photodetectors, 24.19–24.20, 24.20f
in photoemissive detectors, 24.39, 24.40, 24.41f
resistive coupling, 27.5, 27.6f
RMS, 24.12
shot, 24.12, 27.3, 27.3f, 32.12
and signal detection, 27.1
spatial, 33.26–33.27, 33.26f
stray capacitance, 27.5, 27.6f
temperature, 24.12
thermal, 24.13, 27.4, 32.20

Noise equivalent irradiance (NEI), 24.11
Noise equivalent power (NEP), 24.10, 24.12, 

24.14, 25.12, 28.2, 38.9, 38.10, 38.10t
Noise equivalent quanta (NEQ), 29.1, 29.23
Noise equivalent temperature difference 

(NETD), 28.8–28.9, 33.2, 33.24–33.27, 
33.25f, 33.26f

Noise spectral density (NSD), 33.2
Noise spectrum, 24.11
Nomarski microscope, 10.11, 10.11f
Nonabsorbing mirrors (NAMs), 19.23–19.24
Nonblackbody radiation source, 15.10
Nonchromogenic film, 29.14
Noncircular pupils, 11.4, 11.37, 11.39
Non-diffraction-limited optics, 8.6
Nonequilibrium errors, 34.25
Nonessential noise, 27.4–27.6, 27.5f, 27.6f
Nonessential ray tracing, 40.20–40.21
Nonideal aperture, 34.35–34.36, 34.35f
Nonimaging concentrators (see Concentrators, 

nonimaging)
Nonimaging optics, 39.1–39.41

about, 39.1–39.2
aspheric lenses in, 39.8, 39.9, 39.9f
calculations for, 39.2–39.6

clipped Lambertian distribution, 39.3–39.4
concentration, 39.5, 39.6
dilution, 39.6
etendue, 39.2, 39.3, 39.4f
Hottel strings, 39.4, 39.4f
Lambertian, 39.3
luminance, 39.3
projected solid angle, 39.5, 39.5f
solid angle, 39.5, 39.5f

concentration of, 39.12–39.22
2D vs. 3D geometries, 39.20–39.21, 

39.20f, 39.21f
calculation, 39.5, 39.6

Nonimaging optics, concentration of (Cont.):
compound elliptical collectors, 39.14, 39.15f
compound hyperbolic collectors, 39.15, 

39.15f, 39.16f
compound parabolic collectors, 

39.13–39.14, 39.13f, 39.14f
dielectric compound parabolic collectors, 

39.15, 39.16, 39.16f
edge rays, 39.22
geometrical vector flux, 39.21–39.22
inhomogeneous media, 39.22
multiple surface concentrators, 

39.16–39.17, 39.17f
restricted exit angle concentrators with 

lenses, 39.18, 39.18f
tapered lightpipes, 39.12–39.13, 39.13f
q1/q2 concentrators, 39.18–39.20, 39.19f

conic reflectors in, 39.11, 39.11f
Fresnel lenses in, 39.9–39.10, 39.10f
involute reflectors in, 39.11–39.12, 39.12f
macrofocal reflectors in, 39.11
software modeling of, 39.6–39.8
spherical lenses in, 39.8, 39.9f
terminology, 39.2, 39.2t
uniform illumination of, 39.22–39.41

classic projection system uniformity, 
39.23–39.24, 39.23f

faceted structures, 39.39–39.41, 39.39f,
39.40f

integrating cavities, 39.24–39.27, 39.24f,
39.25f, 39.27f

lens arrays, 39.32–39.37, 39.33f–39.37f
lightpipes, 39.27–39.32, 39.28f–39.31f
tailored reflectors, 39.37–39.39, 39.38f

Nonimaging software modeling, 39.6–39.8
Noninterferometric optical testing, 13.1–13.7

Foucault test, 13.2–13.3, 13.2f, 13.3f
Hartmann test, 13.4–13.6, 13.5f
Hartmann-Shack test, 13.6–13.7, 13.6f
Ronchi test, 13.3–13.4, 13.3f, 13.4f

Nonlinearity correction factor, 34.33
Nonlinearity measurement, 34.34–34.35
Nonneutral (color) density, of photographic 

films, 29.7–29.8
Nonradiative recombination, 17.2
Nonreacting interferometers, 12.7
Nonsequential ray tracing, 39.6
Nonsequential surfaces data, 3.6–3.7
Nonuniform rational B-splines (NURBS), 

39.6, 40.41
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Nonuniformity, of radiation distribution, 
34.25, 34.28, 34.35

Normal equations, 3.18
Normalized detectivity, 38.9
Normalized detector irradiance (NDI), 7.22
Notch filters, PID controller vs., 22.10–22.11, 

22.10f, 22.11f
np silicon photodiodes, 34.30
Nuclear light sources, 40.39
Numeric displays, LED, 17.30–17.31, 

17.30f, 17.31f
Numerical aperture (NA), 34.20, 39.1
Numerically controlled machines (CNCs), 12.11
Nutting’s law, 29.6
Nyquist condition, 13.27
Nyquist noise (see Thermal noise)

Object counting, reflexive sensors for, 17.34
Objective tone reproduction, 29.16–29.17, 29.17f
Octocouplers, 17.32–17.34, 17.32f
Off-axis angles, 7.23
Off-axis chromatic aberrations, 2.2–2.4, 

2.3f, 2.4f
Off-axis irradiance, 34.16, 34.16f
Off-axis rejection (OAR), 7.23
Office lighting, 40.55, 40.56t
Offner compensators, 13.24, 13.24f
Offset, thermocouple junctions as source of, 

27.6, 27.6f
Offset drift, 27.11
Offset subtraction error, 34.32–34.33
Ohmic contact, 17.13
1/ƒ noise, 25.12, 27.4
110 photographic film, 30.21, 30.25
Open arcs, 15.22
Open-loop gain function, 22.9–22.10, 22.9f
Open-tube diffusion, 17.24
Optical analysis software, 40.20
Optical athermalization, 8.12–8.15, 8.13t–8.15t
Optical cavities, 19.18, 19.19f
Optical cavity technique, 12.20, 12.20f
Optical cavity-based frequency discriminators, 

22.14–22.16, 22.17f
Optical choppers, 27.14
Optical communication systems, 19.3
Optical components:

purchasing of, 9.9
specifications for systems vs., 4.3

Optical confinement factor, 19.11

Optical density, of photographic films, 
29.6–29.8, 29.7f

Optical design software, 3.1–3.24, 40.20–40.21
about, 3.2
and computing environment, 3.21
data entry for, 3.2–3.8
design process flowchart, 3.3f
evaluation function of, 3.8–3.16

aberrations, 3.9–3.11
paraxial analysis, 3.8–3.9, 3.9f
ray tracing, 3.11–3.13, 3.12f
spot-diagram analysis, 3.13–3.16

global optimization with, 3.21
optimization function of, 3.16–3.21
programming considerations for, 3.7–3.8
purchasing of, 3.22–3.24
setup routine in, 3.7
simulation with, 3.21

Optical image transformers, 39.21
Optical multichannel analyzers (OMAs), 

31.27–31.28
Optical parametric oscillators (OPOs), 

20.20–20.22, 20.20f, 20.21f
Optical path difference (OPD), 2.1, 2.6, 

3.12–3.13, 3.12f, 8.1, 8.7, 13.14–13.15
Optical power (see Radiant flux (power))
Optical pulse(s), 20.2–20.15

coupling of circulating, 20.12–20.15, 
20.12f, 20.15f

in high gain oscillators, 20.10–20.12, 20.11f
in ideal cavity, 20.6–20.7
and pulse train, 20.2–20.9
single, 20.2–20.3, 20.3f
toward steady-state, 20.9–20.12

Optical pumping, 16.16–16.19, 16.16f–16.18f
Optical radar, 12.4, 12.5
Optical software (for stray light suppression), 

7.24–7.27
advantages/disadvantages of, 7.29, 7.29f
ASAP, 7.25
CODE V, 7.26
FRED, 7.25–7.26
LightTools, 7.26
SPEOS, 7.27
TracePro, 7.27
ZEMAX, 7.26–7.27

Optical specifications, 4.1–4.12
about, 4.1–4.2
element description, 4.8–4.10
environmental, 4.10
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Optical specifications (Cont.):
image, 4.3, 4.6–4.8, 4.8f
mechanical vs., 4.2
preparing, 4.5–4.6, 4.6t
presentation of, 4.10–4.11
problems with writing, 4.11–4.12
for systems vs. components, 4.3
wavefront, 4.3–4.5, 4.5t

Optical tolerances (see Tolerances)
Optical transfer function (OTF), 29.17
Optimization function (of optical software), 

3.16–3.21
by damped least-squares method, 3.17–3.19
and error functions, 3.19–3.20
global, 3.21
multiconfiguration, 3.20
by orthonormalization, 3.19
by simulated annealing, 3.19
and tolerancing, 3.20–3.21

OPTIS (simulation software), 7.27
Optoelectronic integrated circuit (OEIC) chip, 

25.15
Optronic Laboratories, Incorporated, 15.49
Ordinary rays, 3.12
Organic dye lasers, 16.31–16.32, 16.32f
Organic LEDs (OLEDs), 40.37–40.39
Organometallic vapor phase deposition 

(OMVPE), 19.6–19.7, 19.20t, 19.23
Orthonormal polynomials, 11.3–11.40

and aberration balancing, 11.30, 11.35–
11.36, 11.36t

about, 11.4–11.5
circle, for noncircular pupils, 11.37, 11.39
defined, 11.5–11.6
discussion of, 11.39–11.40
elliptical, 11.21, 11.25–11.27, 11.26t–11.27t
hexagonal, 11.21, 11.22t–11.25t
isometric, interferometric, and PSF plots for 

orthonormal aberrations, 11.36–11.37, 
11.37f, 11.38f

rectangular, 11.27–11.28, 11.28t, 11.29t
slit, 11.30, 11.35t
square, 11.30, 11.31t–11.34t
Zernike annular, 11.13–11.21, 11.14f, 11.16f,

11.17t–11.21t
Zernike circle, 11.6–11.12, 11.8t–11.9t,

11.9f–11.11f, 11.12t
Orthonormalization, 3.19
Oscillation, relaxation, 16.12, 19.31–19.34, 

19.31f

Oscillators:
high-gain, 20.10–20.12, 20.11f
optical-parametric, 20.20–20.22, 

20.20f, 20.21f
Out-of-band radiation errors, 34.36
Output amplifier noise, in CCDs, 32.20
Output circuits, direct readout architectures, 

33.18
Output coupling mirror, 16.11
Output gate (OG), 32.14
Output windows, in proximity-focused MCP 

IIs, 31.9, 31.9f
Overhead lighting, 40.12, 40.13f, 40.14, 40.46f
Overloosening and overtightening (tolerancing 

problems), 5.11
Oxide stripe lasers, 19.8, 19.9f

Packages and packaging:
HB-LED, 18.5–18.6, 18.5f, 18.6f
of photodetectors, 26.9–26.10, 26.10f, 26.11f
reliability of LED, 17.25–17.26

Paint modeling, 40.17
Paralyzing glare, 40.9
Parametric downconversion, 23.14
Paraxial ray tracing, 3.5, 3.8–3.9, 3.9f
Paraxial rays, 3.3
PART (stray light analysis program), 7.11
Part active, part passive athermalization, 

8.11–8.12, 8.12f
Particle hypothesis, Einstein’s, 23.7
Particle pumping, 16.14–16.16, 16.15f, 16.16f
Parts per million (ppm), 17.25
Passivation, in wafer processing, 17.23
Passive athermalization, 6.22, 6.23f, 6.24, 

8.8–8.10, 8.8f–8.10f
Pattern effect, of light pulses, 19.32, 19.32f
Pattern noise, 32.12
Penalty function method, 3.18, 3.19
Pen-Ray, 15.36f
Pentaprisms, 6.14f, 6.15f, 12.12, 12.12f
Perception, of lit environment, 40.1–40.2, 

40.4–40.6, 40.4f
Perceptual constancy, 40.5
Perfect lens, 4.4
Perfect reflecting diffusers, 37.8
Perfect transmitting diffusers, 37.8
Periscopes, 1.10, 1.10f
Petzval surface, 2.4, 2.5
Phase conjugated coupling, 20.14
Phase diffusion coefficient, 23.29
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Phase errors, phase-shifting interferometry and, 
13.22

Phase modulation index, 22.4
Phase response, frequency vs., 22.6–22.7, 

22.6f, 22.7f
Phase space, 39.3
Phase stability margin, 22.9
Phase-interrruption broadening, emission-line, 

16.5
Phase-lock phase shifting, 13.23
Phase-locked laser arrays, 19.26, 19.27, 

19.28f, 19.28t
Phase-matching, in attosecond optics, 21.4
Phase-shifting interferometry, 13.18–13.23, 

13.18f–13.20f
heterodyne interferometer, 13.22
integrating bucket method, 13.21, 13.21f
phase errors, 13.22
phase-lock method, 13.23, 13.23f
phase-stepping method, 13.20, 13.20f
simultaneous measurement, 13.22
two-steps-plus-one method, 13.21, 13.22

Phase-stepping phase shifting, 13.20, 13.20f
Phonon broadening, emission-line, 16.5
Phonon coupling, 17.16
Phosphor salts, 40.31
Phosphor screens:

of image intensifiers, 31.14–31.16, 31.14t,
31.15f

in proximity-focused MCP IIs, 31.9, 31.9f
Phosphor-type designation system, 31.14t
Phot (unit), 34.43, 36.7, 36.7t
Photo cell (see Photodiodes)
Photo excitation, 25.5
Photo gain, in photoconductors, 25.5–25.6, 

25.5f
Photocapacitors, MOS (see Metal-oxide-

semiconductor capacitors)
Photocathodes, 27.6, 27.7f, 31.9, 31.9f

assemblies of, 31.10–31.12, 31.11f, 31.12f
internally and remotely processed, 

31.10, 31.24
Photochemical blue-light hazard, 36.17
Photoconductive (PC) arrays, 33.4
Photoconductive gain, 24.11
Photoconductors, 24.7–24.8, 24.7f

electronics of, 38.10
fabrication of, 32.2
image sensing with, 32.8–32.9
operating principles of, 25.4–25.6, 25.4f, 25.5f

Photoconductors (Cont.):
photo gain in, 25.5–25.6, 25.5f
types of, 25.5, 25.5f
(See also specific photoconductors, e.g.:

Amorphous silicon photoconductors)
Photodetection, 25.1–25.17

about, 25.2–25.3
applications for, 25.11–25.12
future directions in, 25.15–25.17, 25.15f–25.17f
materials for, 25.3t
operating principles of, 25.3–25.11, 25.3f,

25.4f
extended wavelength photodetectors, 

25.10, 25.10t
photoconductors, 25.4–25.6, 25.4f, 25.5f
photogate, 25.10, 25.11, 25.11f
pin photodiodes, 25.6–25.10, 25.7f, 25.9f

reliability of, 25.13–25.14, 25.13t
Photodetectors, 24.3–24.101

AlGaN alloy photovoltaic detectors, 24.46
CdS photoconductors, 24.49–24.52, 

24.51f–24.53f
CdSe photoconductors, 24.49–24.52, 24.52f
CdTe detectors, 24.52, 24.54, 24.54f
CdZnTe detectors, 24.52
GaAsP photodiodes, 24.49, 24.49f, 24.50f
GaN photovoltaic detectors, 24.42, 24.43, 

24.45f, 24.46, 24.46f, 24.47
GaP photodiodes, 24.47–24.49, 24.48f
Ge intrinsic photodetectors, 24.70–24.73, 

24.70f–24.73f
Ge low-temperature bolometers, 24.31–

24.32, 24.32f, 24.33f
Ge:Au detectors, 24.83–24.85, 24.84f–24.86f
Ge:Cu detectors, 24.84f, 24.85f, 24.96, 24.97, 

24.97f–24.99f
Ge:Ga infrared detectors, 24.100
Ge:Hg detectors, 24.84f, 24.92–24.95, 

24.93f–24.95f
Ge:Zn detectors, 24.84f, 24.98–24.100, 24.99f
HgCdTe detectors, 24.86–24.92, 24.86f–24.92f
InAs photovoltaic detectors, 24.75, 

24.77–24.78, 24.77f–24.79f
InGaAs detectors, 24.65–24.70, 24.66f–24.69f
InGaAs photodiodes, 34.31
InSb hot-electron bolometers, 24.29, 24.30, 

24.30f, 24.31f
InSb intrinsic photovoltaic detectors, 

24.80–24.83, 24.82f, 24.83f
life test for, 25.13, 25.14, 25.14f, 25.15f
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Photodetectors (Cont.):
manufacturers’ specifications for, 

24.21–24.101, 24.21t
noise, impedance, dark and leakage current 

in, 24.19–24.20, 24.20f
PbS photoconductors, 24.73–24.74, 

24.74f–24.77f, 24.74t
PbSe detectors, 24.76f, 24.78, 24.79, 

24.79f–24.82f
PbSnTe photovoltaic detectors, 24.92, 24.93f
performance/sensitivity of, 24.13–24.18

background-limited case, 24.14–24.17, 
24.16f, 24.16t, 24.17f

strong-signal case, 24.14
thermal detectors, 24.17, 24.18f

photoemissive detectors, 24.32–24.42, 24.33f,
24.35f–24.41f, 24.43f, 24.44f

photographic emulsions, 24.100, 24.101f
planar, 25.14, 25.15f
pyroelectric detectors, 24.26–24.29, 

24.26f–24.29f
quantum, 24.6–24.10, 24.7f–24.9f
quantum well, 25.16–25.17, 25.16f, 25.17f
quantum well infrared, 25.15
responsivity and quantum efficiency of, 

24.18, 24.19
Si photovoltaic detectors, 24.52f, 24.54–

24.65, 24.55f–24.66f
Si:B detectors, 24.95f, 24.96
SiC UV detectors, 24.47, 24.47f
Si:Ga infrared detectors, 24.95, 24.95f,

24.96, 24.96f
and signal detection, 27.2
spectral response of, 24.18, 24.19f
speed of, 24.20, 24.21
stability of, 24.21, 24.21f
terminology, 24.10–24.13
thermal detectors, 24.4–24.6, 24.4f–24.6f
thermistor bolometers, 24.24–24.25, 24.24f,

24.25f, 28.7t
thermocouples, 24.22–24.23, 24.22f
thermopiles, 24.23–24.24, 24.23f
TiO2 UV detectors, 24.47, 24.48f
types of, 25.3, 25.4f
uniformity of, 24.20
(See also specific photodetectors, e.g.:

Avalanche photodetectors)
Photodiode CCDs (PD-CCDs), 33.11f, 33.12
Photodiode linear arrays (PDAs), 38.9, 

38.10, 38.10t

Photodiode MOSs (PD-MOSs), 33.11f, 33.13
Photodiodes (PDs):

CCD, 33.11f, 33.12
defined, 24.11
electronics of, 38.10
GaAsP, 24.49, 24.49f, 24.50f
GaP, 24.47–24.49, 24.48f
Ge avalanche, 24.70f, 24.72–24.73, 24.72f,

24.73f
GeGaAs, 34.31
InGaAs, 34.31
InGaAs avalanche, 24.66–24.70, 24.66f–24.69f
junction, 32.3–32.6, 32.4f, 32.6f
MOS, 33.11f, 33.13
pin (see pin photodiodes)
p+np, 32.8
silicon, 34.29, 34.30
silicon avalanche, 24.62–24.65, 24.63f–24.66f
silicon pn, 24.52f, 24.55–24.58, 24.55f–24.59f
UV-enhanced, 24.55f, 24.61–24.62, 24.61f,

24.62f
(See also specific photodiodes, e.g.: Avalanche 

photodiodes)
Photoelectromagnetic (PEM) detectors, 

24.9, 24.9f
Photoemissive detectors, 24.6, 24.7f

gallium phosphide dynodes, 24.42, 24.44f
linearity of, 24.41
manufacturers of, 24.42
noise from, 24.39, 24.40, 24.41f
operating temperature of, 24.40
photon counting for, 24.42, 24.43f, 24.44f
quantum efficiency of, 24.35f–24.38f,

24.36–24.38
recommended circuit for, 24.42, 24.43f
response time of, 24.40
responsivity of, 24.35f, 24.38
sensitive area of, 24.41
sensitivity of, 24.34, 24.35f–24.39f
sensitivity profile of, 24.41
short-wavelength considerations for, 

24.34, 24.40f
specifications for, 24.32–24.42, 24.33f
stability of, 24.41

Photogates, 25.10, 25.11, 25.11f
Photographic detectors, 24.9–24.10
Photographic dyes, 30.10–30.13, 

30.10f, 30.12f
Photographic emulsions, 24.100, 24.101f,

29.4, 30.7
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Photographic film speed, 29.9–29.10
in Advanced Photo System, 30.26
in color negative film, 30.25
and granularity, 30.19
high vs. low, 30.18–30.20
and sensitivity to high-energy radiation, 

30.19–30.20
Photographic films, 29.3–29.16, 30.18–30.28

about, 30.2–30.3
black-and-white (B&W) film, 30.24–30.25, 

30.25t
color, 29.12–29.15, 29.13f, 29.14f
color negative film, 30.25–30.28, 30.27t
color reversal film, 30.22–30.24, 30.23t
development effects on, 29.12, 29.13f
D-log H curve for, 29.8–29.10, 29.8f, 29.10f
exposure of, 29.5–29.6
grain element of, 29.5
granularity of, 30.19
high-speed vs. low-speed, 30.18–30.20
and light scattering by silver halide crystals, 

30.5–30.7, 30.6f
microdensitometers, 29.15–29.16, 29.15f
optical density of, 29.6–29.8, 29.7f
processing of, 29.5
professional vs. amateur film, 30.20–30.22
reciprocity failure of, 29.11–29.12
spectral sensitivity of, 29.11, 29.11f
speed of, 30.18–30.20
structure of color, 30.3–30.5, 30.3f
structure of silver halide photographic layers 

in, 29.4
Photographic materials, 30.1–30.28

about, 30.1–30.2
dyes, 30.10–30.13

about, 30.10, 30.10f
excited state properties, 30.11–30.12, 30.12f
light stabilization methods, 30.12–30.13
photochemistry of azomethine dyes, 30.11

films, 30.18–30.28
black-and-white film, 30.24–30.25, 30.25t
color negative film, 30.25–30.28, 30.27t
color reversal film, 30.22–30.24, 30.23t
professional vs. amateur film, 

30.20–30.22
speed, 30.18–30.20

optics of, 30.2–30.7
about, 30.2–30.3
light scatter by silver halide crystals, 

30.5–30.7, 30.6f

Photographic materials, optics of (Cont.):
structure of color films, 30.3–30.5, 30.3f
structure of color papers, 30.5

and photographic spectral sensitizers, 
30.13–30.18

about, 30.13–30.14, 30.14f
color science, 30.15–30.18, 30.16f, 30.17f
photophysics of spectral sensitizers on silver 

halide surfaces, 30.14–30.15, 30.15f
silver halide light detectors, 30.7–30.9, 30.8f

Photographic papers:
about, 30.2–30.3
and light scattering by silver halide crystals, 

30.5–30.7, 30.6f
structure of color, 30.5

Photographic spectral sensitizers (see Spectral 
sensitizers, photographic)

Photographic systems, 29.16–29.25
acutance of, 29.17–29.19, 29.18t, 29.19f
detective quantum efficiency of, 29.23
graininess in, 29.19–29.22, 29.21f
image structure of, 29.17
information capacity of, 29.24
manufacturers of, 29.25
performance of, 29.16–29.17, 29.17f, 29.18t
resolving power of, 29.24
sharpness in, 29.22
signal-to-noise ratio of, 29.22–29.23

Photoionization detectors, 24.10
Photoionization devices, 34.29
Photoionization yield, 34.29
Photometry, 34.37–34.44, 36.1–36.17, 36.3f,

36.3t
about, 36.2–36.4
approximations, 36.10, 36.10f, 36.11f
basis of physical, 37.1–37.2, 37.2f
calibrations in, 34.42–34.43
concepts/terminology of, 34.10–34.11, 

34.38t, 34.39–34.40, 34.43–34.44, 39.2, 
39.2t

conversion between radiometric and 
photometric quantities, 34.12t,
36.11–36.14, 36.12f–36.14f

defined, 34.37, 37.1
and human eye, 36.8–36.10, 36.8f, 36.9f
illuminance-luminance relationship, 37.9, 

37.9f
integrating sphere device, 37.9–37.10, 37.10f
inverse square law, 37.8
Lambert’s cosine law, 37.8, 37.8f
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Photometry (Cont.):
normalization, 36.14–36.17, 36.15t, 36.16f
and photopic/scotopic/mesopic vision, 

34.37–34.39, 34.38t
practice in, 37.11
quantities and units in, 37.4–37.8, 37.4t,

37.5f, 37.7t
radiometry vs., 34.6
retinal illuminance, 34.40–34.42
symbols/nomenclature of, 36.5–36.10, 

36.6t–36.8t
weighting functions, 36.17

Photomicrographic lamps, 15.47–15.49, 
15.48f, 15.49f

Photomultiplier tubes (PMTs), 24.11, 
24.32–24.34, 24.33f, 24.38–24.42, 24.38f,
24.39f, 24.43f, 38.9, 38.9t

applications for, 27.6–27.10, 27.7f
base design of, 27.8–27.10
electronics of, 38.10

Photon(s), 23.6–23.14, 25.2, 34.30, 36.4
Einstein’s light quanta, 23.6–23.9, 23.8f
photon-photon correlations, 23.13–23.14, 

23.13f
quantum electrodynamics, 23.9–23.13

Photon counting, 27.15
defined, 24.12
of modulated signal sources, 27.14
in photoemissive detectors, 24.42, 24.43f,

24.44f
Photon density, 19.30–19.35
Photon detectors:

background-limited case of, 24.14–24.17, 
24.16f, 24.16t, 24.17f

strong-signal case of, 24.14
Photon dose, 34.6, 34.11
Photon Engineering, 7.25
Photon flux, 34.5, 34.11
Photon infrared detectors, 33.7, 33.8f
Photonic exitation, 25.3, 25.3f
Photonics Directory of Optical Industries, 15.14
Photopic vision, 34.37–34.39, 34.38t,

36.8f–36.10f, 37.2, 40.3
Photovoltaic (PV) arrays, 33.4
Photovoltaic detectors, 24.8, 24.8f, 24.9

aluminum gallium nitride, 24.46
gallium nitride, 24.42, 24.43, 24.45f, 24.46, 

24.46f, 24.47
indium antimonide, 24.80–24.83, 24.82f,

24.83f

Photovoltaic detectors (Cont.):
indium arsenide, 24.75, 24.77–24.78, 

24.77f–24.79f
lead tin telluride, 24.92, 24.93f
mercury cadmium telluride, 24.86f, 24.88f,

24.90–24.92, 24.91f, 24.92f
silicon, 24.52f, 24.54–24.65, 24.55f–24.66f

Photovoltaic Schottky barrier detectors (SBDs), 
33.7, 33.8f

Physical optics, 3.16
Physical photometry, 34.37, 36.4, 37.2
Pickups, 3.6
Piezoelectric transducers (PZTs):

amplifier strategies for, 22.18
disk vs. tube, 22.17–22.18

Piezoelectric-based (PZT-based) systems, 22.1
pin junctions, 26.3
pin photodetectors:

biased, 26.6f
high-speed, 26.10, 26.12–26.15, 26.12f,

26.14f, 26.15f
lateral, 25.15–25.16, 25.15f

pin photodiodes, 24.54, 24.55f–24.60f,
24.58–24.61, 25.4f, 25.6–25.10, 25.7f, 32.4f

absorption coefficient of, 25.8, 25.9f
avalanche photodiodes, 25.8–25.10, 25.9f
dark current in, 25.7–25.8
diffusion current of, 25.7
equivalent circuit of, 26.7, 26.7f
generation-recombination current of, 

25.7–25.8
germanium, 24.70–24.71, 24.70f–24.72f
InGaAs, 24.66, 24.67f
operating principles of, 25.6–25.10, 

25.7f, 25.9f
quantum efficiency of, 25.8
resonant, 26.15, 26.15f
responsivity of, 25.8
silicon, 24.55f–24.57f, 24.58–24.61, 24.59f,

24.60f
tunneling current of, 25.8
vertically illuminated, 26.3, 26.4f, 26.5, 

26.10, 26.12–26.13, 26.12f
waveguide, 26.13–26.14, 26.14f

Pitch-based edging (fabrication step), 9.6
Pixel summation, 38.10
Planar buried heterostructure (PBH) lasers, 

double-channel, 19.24, 19.25f, 19.34f
Planar diffused silicon photodiodes, 24.56f
Planar photodetectors, 25.14, 25.15f
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Planckian radiation (see Blackbody radiation)
Planck’s formula, 23.6, 23.7
Planck’s law, 34.23, 34.24, 37.10–37.11
Plane diffusers, 38.14, 38.14f, 38.15f
Plano optics fabrication, 9.7
Plastic, as photographic film emulsion, 

29.4
Plastic-packaged LEDs, 17.25–17.26
Platings, diamond turning of, 10.5
Platinum silicon (PtSi) infrared detectors, 33.7, 

33.8f, 33.29, 33.29t
Pluecker spectrum tubes, 15.47, 15.47f, 15.47t
pn junctions, 24.8, 24.8f
pn photodetectors, 24.70–24.71, 24.70f–24.72f
pn photodiodes, 24.52f, 24.54–24.58, 

24.55f–24.59f, 34.30
p+np photodiodes, 32.8
Point diffraction interferometers, 13.11f
Point source irradiance transmittance (PSIT), 

7.23
Point source normalized irradiance transmit-

tance (PSNIT), 7.22–7.23
Point source power transmittance (PSPT), 

7.23
Point source transmittance (PST), 7.5, 7.6f,

7.22–7.23
Point spread function (PSF), 3.16, 11.36–11.37, 

11.37f, 11.38f
Point-to-point approximation (of radiant flux 

transfer), 34.14
“Poker chip” assembly, 6.8, 6.9f
Polar angles, 35.5
Polarization gating, 21.7–21.8
Polarization-dependent systems, 34.33
Polaroid Corporation, 29.12, 29.25
Polaroid Instant Color Film, 29.14
Polaroid “One Film,” 29.14
Pole-mounted luminaires, 40.62, 40.63t
Polishers, continuous, 9.7
Polishing step (of optics fabrication), 

9.5–9.6, 9.8
Polychromatic radiation, 34.9–34.10
Polyethylene terephthalate film, 29.4
Polynomial numbering, 11.39
Polynomial-ordering number, 11.7
Polynomials, orthonormal (see Orthonormal 

polynomials)
Polytetrafluoroethylene (PTFE), 35.13, 

38.12–38.13
Ponderomotive potential, 21.3

Population inversions, 16.8–16.10, 16.12–16.13
described, 16.8–16.10
mechanism for achieving, 16.12–16.13, 

16.13f, 16.14f
optical pumping for, 16.16–16.19, 

16.16f–16.18f
particle pumping for, 16.14–16.16, 16.15f,

16.16f
semiconductor diode laser pumping for, 

16.19
Positive image (in photography), 29.9
Potassium dihydrogen phosphate (KDP), 10.2
Power measurement, for lasers, 34.32
Power spectrum of granularity, 29.21
Power supply, high-voltage, 31.9, 31.10f
Predictable quantum efficiency (PQE) devices, 

34.29–34.30
Preloads, 6.2
Primaries (colors stimuli), 30.16
Principal rays, 1.4, 1.11f, 1.12
Prisms, 40.45f, 40.46

angle measurement in, 12.14–12.16, 
12.15f–12.17f

mounting of, 6.11–6.17
bonded mountings, 6.13–6.15, 6.15f, 6.16f
flexure mountings, 6.15–6.17, 6.16f
mechanically clamped mountings, 

6.12, 6.13f
spring-loaded mountings, 6.13, 6.14f

penta, 6.14f, 6.15f, 12.12, 12.12f
right-angle, 12.15, 12.16, 12.16f, 12.17f
Risley, 12.4, 12.4f
rotating glass block, 12.4, 12.4f
sliding, 12.4, 12.4f
Zerodur, 6.16, 6.16f

Procedural programs (optical software), 3.7
Projected area, in photometry/radiometry, 

36.3–36.4, 36.3f, 36.3t
Projected solid angle (PSA), 39.5, 39.5f
Projection density, 29.7, 29.7f
Projection lenses, 6.6f
Projection systems, 39.23–39.24, 39.23f
Proportional integral derivative (PID) controllers, 

22.10–22.12, 22.10f, 22.11f
Proportional-integral (PI) amplifier circuit, 

22.5f
Proton stripe lasers, 19.35f
Proton-bombardment-defined lasers, 19.41
Proximity-focus electronic lens, 31.8, 

31.23–31.24, 31.23f, 31.24f
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Proximity-focused MCP IIs, 31.9, 31.9f,
31.16–31.18, 31.17t, 31.18f, 31.19f

Psychophysical photometry, 34.37
P-type impurities, 17.23
Pulse height, of photomultipliers, 27.7–27.8
Pulse train interferometry, 20.12, 20.12f
Pulse trains:

about, 20.3–20.5, 20.4f, 20.5f
attosecond, 21.6, 21.7
and backscattering, 20.13–20.15, 20.15f
soliton solution and steady-state, 

20.5–20.9
Pulsed lasers, 23.18
Pumping (for population inversions), 

16.14–16.19
optical, 16.16–16.19, 16.16f–16.18f
particle, 16.14–16.16, 16.15f, 16.16f
semiconductor diode laser, 16.19

Punch through (in color films), 30.4
Pupils, noncircular, 11.4
Push processing (of film), 30.22
Pyramidal error, 12.14, 12.15, 12.15f
Pyroelectric detectors, 24.6, 24.6f, 24.26–24.29, 

24.26f–24.29f, 28.2, 28.6, 28.6f, 28.7, 
28.7t, 33.10

Pyroelectric electrical substitution radiometers, 
34.27–34.28

Pyroelectric hybrid arrays, 28.11–28.12, 
28.11f, 28.12f

Q-switched lasers, 16.26–16.27, 16.27f
Quality, image, 4.6–4.7
Quality Assurance of Ultraviolet Measurements 

in Europe (QASUME), 38.5
Quantized center-of-mass motion, of atoms, 

23.45
Quantum box, 19.18
Quantum cascade lasers, 16.36
Quantum dot, 16.7, 19.18, 26.4f, 26.5
Quantum efficiency (QE), 25.3, 25.4, 34.29

defined, 24.12
detective, 29.23
of photodetectors, 24.18, 24.19
of photoemissive detectors, 24.35f–24.38f,

24.36–24.38
of photomultipliers, 27.7
of pin photodiodes, 25.8

Quantum electrodynamics (QED), 9.6, 
23.9–23.13

Quantum limited imaging (QLI), 31.3–31.4

Quantum photodetectors, 24.6–24.10, 
24.7f–24.9f

Quantum resonance absorption, 22.16, 22.17
Quantum sensitivity, 30.9
Quantum theory of lasers, 23.14–23.35

about, 23.5–23.6
density-operator approach to, 23.14–23.33

derivation of Scully-Lamb master equa-
tion, 23.17–23.22, 23.19f

photon statistics, 23.22–23.27, 23.23f,
23.25f, 23.27f

spectral properties, 23.28–23.33, 23.30f
spectrum, 23.28–23.33
time evolution of the field in Jaynes-

Cummings model, 23.15–23.17, 23.15f
Heisenberg-Langevin approach to, 

23.33–23.35
Quantum trajectories, in attosecond optics, 

21.3–21.4
Quantum well (QW) detectors, 26.4f, 26.5
Quantum well infrared photodetectors 

(QWIPs), 25.15–25.17, 25.16f, 25.17f, 33.9
Quantum well (QW) lasers, 16.7, 19.9–19.18, 

19.20t
GRIN SCH single, 19.14, 19.14f
long wavelength, 19.17–19.18, 19.17f
schematic of, 19.10f
strained, 19.15–19.17, 19.16f
threshold modal gain, 19.12–19.15, 19.12f,

19.13f, 19.15f
Quantum well (QW) photodetectors, 

25.16–25.17, 25.16f, 25.17f
Quantum wire, 16.7, 19.18, 26.4f, 26.5
Quartz-envelope lamps, 15.20, 15.21
QW ridge (QWR) waveguide lasers, 

19.19, 19.20t

Rabi cycles and Rabi cycling, 23.21
defined, 20.24
off resonance, 20.27
on resonance, 20.26–20.27, 20.26f, 20.27f

Rack-stack laser arrays, 19.29, 19.30f
Radial circle polynomial, 11.7, 11.9f–11.10f
Radial shearing interferometers, 13.12, 13.13f
Radian (rad), 36.3
Radiance, 34.9, 34.9f, 37.4t, 37.5, 38.2, 38.11t,

38.13–38.16, 38.13f–38.16f, 39.2t
Radiance conservation theorem, 34.12–34.13
Radiance temperature (unit), 37.4t, 37.6
Radiance units, 34.24

41_Bass_v2Ind_p001-056.indd I.40 8/20/09 7:21:42 PM



INDEX I.41

Radiant energy, 34.7, 37.4t, 37.6
Radiant exitance (emittance), 15.4–15.6, 15.5t,

15.6f, 35.3, 37.4t, 37.5, 37.5f
Radiant exposure, 37.4t, 37.6
Radiant flux (power), 34.7, 34.11, 34.17–34.18, 

36.4, 36.6t, 37.3, 37.4t, 37.6, 38.2
Radiant incidence (see Irradiance)
Radiant intensity, 36.4, 37.4, 37.4t, 39.2t
Radiant power transfer, 34.12–34.13, 34.13f
Radiant transfer approximations, 

34.13–34.20
approximate radiance at an image, 

34.19–34.20
lambertian, 34.14–34.18, 34.15f, 34.16f
point-to-point, 34.14
radiometric effect of stops and vignetting, 

34.18–34.19, 34.19f
Radiation, 34.23–34.27

actinic effects of, 34.6, 34.7
artificial souces of (see Artificial sources 

(of radiation))
baseline standard of, 15.9, 15.9f, 15.10f,

15.12f
from blackbodies, 34.23–34.24
from blackbody simulators, 34.24–34.26
between circular source and detector, 

34.15–34.16, 34.15f
commercial souces of (see Commercial 

sources (of radiation))
incandescent souces of (see Incandescent 

sources (of radiation))
infrared (see Infrared (IR) radiation)
and lasers, 16.4
photographic film speed and sensitivity to 

high-energy, 30.19–30.20
polychromatic, 34.9–34.10
from synchronotrons, 34.26–34.27
through absorbing media, 34.13
transfer of, 7.21–7.22
ultraviolet (see Ultraviolet (UV) radiation)
working standards of, 15.9–15.13, 15.10f,

15.12f, 15.13f
Radiation law, 15.4–15.7, 15.5f, 15.5t, 15.6f
Radiative lifetimes, 16.4, 17.4
Radiative recombination, 17.2
Radiators, blackbody, 34.23–34.24
Radio frequency (rf) modulation, 22.14
Radiometers and radiometry, 34.3–34.37, 

36.1–36.17, 36.3f, 36.3t
about, 34.5–34.7, 36.2–36.4

Radiometers and radiometry (Cont.):
approximate (see Radiant transfer 

approximations)
cavity-shaped, 34.28
concepts/terminology of, 34.7, 39.2, 39.2t
conversion between radiometric and 

photometric quantities, 34.12t,
36.11–36.14, 36.12f–36.14f

defined, 37.1
electrical substitution, 34.27–34.29
geometrical concepts of, 34.8–34.9, 34.9f
of II electronic imaging, 31.4–31.5
illuminance-luminance relationship, 37.9f
integrating sphere device, 37.9–37.10, 37.10f
laser as characterization tool for, 34.32
normalization, 36.14–36.17, 36.15t, 36.16f
photometry vs., 34.6
Planck’s law, 37.10–37.11
quantities and units in, 37.3–37.7, 37.4t,

37.5f, 37.7t
spectral dependence of, 34.9–34.10
Stefan-Boltzmann’s law, 37.11
symbols/units/nomenclature of, 36.4–36.5
thermopile-based, 34.27
weighting functions, 36.17
Wien’s displacement law, 37.11

Range finders, 12.3–12.4, 12.3f, 12.4f
Range gating, 31.28–31.30
Ray displacement, 3.12
Ray intercept curves, 2.2–2.4, 3.13
Ray sets, 3.20
Ray tracing, 1.4–1.5, 1.4f, 3.11–3.13, 3.12f

in lighting simulation, 40.20
nonsequential, 39.6
in optical design software, 3.11–3.13
paraxial, 3.5, 3.8–3.9, 3.9f

Rays:
axial rays, 1.4, 1.11f, 1.12
dashed rays, 1.12, 1.12f
edge rays, 39.22, 39.38
exact, 3.3, 3.11–3.12
hamiltonian rays, 3.12
iterated rays, 3.12
lagrangian rays, 3.12
meridional rays, 3.3
ordinary, 3.12
paraxial, 3.3
principal rays, 1.4, 1.11f, 1.12

RC time constant, 26.7–26.8, 26.7f
Reactive ion etching (RIE), 18.3, 19.39
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Readouts (of visible array detectors), 
32.12–32.21

CCD, 32.12–32.20, 32.13f, 32.15f–32.18f
MOS, 32.20–32.21

Real-space critical objects, 7.2–7.4, 7.3f, 7.4f
Reasonableness, of layout, 1.13–1.14
Recessed lighting, 40.13f
Reciprocity failure, of photographic films, 

29.11–29.12
Recombination:

combined, 17.3
exciton, 17.6
in GaAs, 17.8, 17.9, 17.9f
minority-carrier, 17.2
nonradiative, 17.2
radiative, 17.2

Reconstruction of attosecond beating by 
interference of two-photon transition 
(RABITT), 21.9

Rectangular polynomials, 11.27–11.28, 11.28t,
11.29t, 11.36t

Red light, and color film, 29.13, 29.13f
Reduction scanners, in linear sensors, 

32.21, 32.22f
Reflectance:

classification of materials by, 35.4t
defined, 35.4–35.5
geometrical definitions of, 35.6f
and illuminance/luminance, 37.9
measurement of, 35.10–35.13, 35.10f–35.12f
nomenclature for, 35.5t, 35.6t
spectral, 38.2, 38.17–38.18, 38.18f
standards of, 35.14t
and transmittance/absorptance, 35.7, 35.8, 

35.8t
Reflecting telescopes, 11.4
Reflection(s):

actual/idealized, 35.2f
defined, 35.4
veiling, 40.12

Reflection density, of photographic films, 
29.8

Reflective compensators, for spherical 
aberrations, 13.24, 13.24f, 13.25

Reflective-refractive (RX) concentrators, 39.17, 
39.17f

Reflectometers, 35.10, 40.52
Reflectors:

conic, 39.11, 39.11f
convergent, 39.38–39.40, 39.38f, 39.39f

Reflectors (Cont.):
CPC-type (see Compound parabolic 

collectors)
divergent, 39.8f, 39.9f, 39.38–39.40
faceted, 39.39–39.41, 39.39f, 39.40f
headlamp, 40.64
homogeneous/inhomogenous, 39.39
involute, 39.11–39.12, 39.12f
and lens array combinations, 39.34–39.37, 

39.36f, 39.37f
luminaire, 40.45, 40.45f
macrofocal, 39.11
tailored, 39.37–39.39, 39.38f

Reflexive sensors, 17.34
Refraction index, 17.34
Refractive compensators, for spherical 

aberrations, 13.24, 13.24f, 13.25
Refractive index, 3.6, 34.13
Relative measurements, absolute vs., 

34.20–34.21
Relative visual performance (RVP) model, 

40.5–40.6
Relaxation oscillation, 16.12, 19.31–19.34, 

19.31f
Rem jet, 30.4
Remotely processed (RP) photocathodes, 

31.10, 31.24
Repetition rate coupling, 20.14–20.15, 20.15f
Rescattering model, semiclassical, 21.3
Reset gate (RG), 32.14
Residential lighting, 40.57, 40.58, 40.59t
Residual amplitude modulation (RAM), 

22.14
Resistive bolometers, 28.10–28.11, 28.10f, 33.9
Resistive coupling noise, 27.5, 27.6f
Resolution, of optical system, 4.6
Resolving power, photographic, 29.24
Resonant optical feedback, 19.38, 19.38f
Resonant photodetectors, 26.4f
Resonant pin photodiodes, 26.15, 26.15f
Response time:

defined, 24.12
of photodetectors, 25.4
of photoemissive detectors, 24.40

Responsive quantum efficiency (see Quantum 
efficiency)

Responsivity:
blackbody, 24.10
of photodetectors, 24.18, 24.19, 25.4
of photoemissive detectors, 24.35f, 24.38
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Responsivity (Cont.):
of pin photodiodes, 25.8
spectral, 24.12, 38.3, 38.18–38.19
of spectroradiometers, 38.11–38.12, 38.12f

Restricted exit angle concentrators, 
39.18, 39.18f

Retail lighting, 40.55–40.57, 40.56t–40.58t
Reticles and reticulation, 12.13, 28.11, 28.12
Retina, 34.37
Retinal damage, 40.9
Retinal illuminance, 34.40–34.42
Retinal thermal hazard, 36.17
Retroreflection, measurement of, 35.13
Reverse bias, 26.3
Reversing shear interferometers, 13.12, 13.13f
Rhenium, 40.27
Ribbon-type tungsten filaments, 15.20f
Ridge waveguide (RWG) lasers, 19.8, 19.9f
Right-angle prisms, 12.15, 12.16, 12.16f, 12.17f
Ring flanges, continuous, 6.4f, 6.11
Ring lasers, 16.29

with additional Kerr crystal, 20.17–20.18, 
20.17f

dye, 20.15–20.16
Ti:sapphire, with saturable absorber, 

20.16–20.17, 20.16f, 20.17f
in two-level system analogy, 20.24, 20.25f

Rings, aperture, 3.20
Risley prisms, 12.4, 12.4f
Ritchey-Chretien two-mirror imaging system, 

39.17
RLM lamp, 40.46, 40.46f, 40.47
RMS noise, 24.12
RMS signal, 24.12
rms-granularity, 29.19–29.21
Roadway lighting, 40.67, 40.69–40.71

and disability glare, 40.10
and discomfort glare, 40.12
sign lighting, 40.71
street lighting, 40.69–40.71, 40.70t, 40.71t
tunnel lighting, 40.71

Roberton’s correlated color temperature 
calculation, 38.5

Rods (eye receptors), 30.15, 30.16f, 34.37, 
36.8–36.10, 36.8f, 36.9f

Rome Air Development Center, 7.19
Ronchi test, 13.3–13.4, 13.3f, 13.4f
Roof-mirror-lens arrays, 32.21, 32.22f
Room temperature vulcanizing (RTV) sealing 

compound, 6.4

Root-mean-square (rms) wavefront error, 4.1, 
4.3, 4.7, 4.8

Rotating glass block prisms, 12.4, 12.4f
Rotational shear interferometers, 13.12, 13.13f
Rotationally symmetric aspheric lenses, 9.7, 9.7f
Rotationally symmetric optics:

hard mounting of, 6.2–6.4, 6.3f, 6.4f
soft mounting of, 6.4–6.5, 6.4f, 6.5f

Ruby lasers, 16.12, 16.13f, 16.32
Rule-of-thumb PID design, 22.11–22.12
“Rule-of-thumb” tolerance, 6.2
Rydberg states, 23.21

Sapphire (Ti:Al2O3) lasers, titanium-doped, 
16.34, 16.34f

Sapphire (Ti:Al2O3) ring lasers, titanium-
doped, 20.16–20.17, 20.16f, 20.17f

Sapphire substrate (for HB-LEDs), 18.2, 18.3, 
18.5, 18.6

Satellite spheres, 39.26
Saturated colors, 40.7
Saturation, 40.5, 40.9
Sawing (of LEDs), 17.24, 17.25
Scanning arrays, 33.6, 33.6f, 33.14
Scanning FPAs, 33.17, 33.17f
Scanning white light interferometry (SWLI), 

10.13
Scattered radiation effect, 34.33
Scattering:

and photographic film, 29.18
rescattering, 21.3
by silver halide crystals, 30.5–30.7, 30.6f
spectral, 38.10
surface, 7.23

Scattering sensors, 17.34
Schawlow-Townes linewidth, 23.18
Schmidt-Cassegrain design, 7.20
Schottky barrier detectors (SBDs), 33.7, 33.8f,

33.12–33.13
Schottky contact, 26.3
Schottky junctions, 26.3
Schottky photodiodes, 26.16, 26.16f, 26.17f
Scotopic vision, 34.37–34.39, 34.38t, 36.8f,

36.9, 36.9f, 36.10, 36.11f, 37.2, 40.3
Scully-Lamb master equation, 23.15, 

23.17–23.22
cavity losses, 23.18
laser master equation, 23.19–23.20, 23.19f
micromaser master equation, 23.20–23.22

Sealed beam lights, 40.26t
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Sealed-ampoule diffusion, 17.23
Secondary spectrum, of radiation, 1.14, 1.15
Second-order autocorrelator, 21.9
Seidel (third-order monochromatic) 

aberrations, 3.9–3.10
Seidel astigmatism, 11.27, 11.30, 11.35, 

11.39, 11.40
Self-athermalized, 8.7–8.8, 8.7f
Self-calibration, of silicon photodiodes, 34.29
Selfoc lenses, 32.21, 32.22f
Self-phase modulation, 20.6
Self-scanned array, 31.2
Selwyn coefficient, 29.20
Selwyn’s law, 29.20
Semiconductor bolometers, 28.4–28.5
Semiconductor laser pumping, 16.19
Semiconductor lasers, 16.35–16.36, 16.35f,

19.1–19.43
applications for, 19.3–19.4
arrays of, 19.26–19.29, 19.28f, 19.28t
fabrication and configurations of, 19.6–19.8, 

19.9f
gain mechanism of, 19.4
high-power semiconductor lasers, 19.18–19.30

arrays, 19.26–19.29, 19.28f, 19.28t
commercial, 19.19–19.23, 19.20t, 19.21f,

19.22f
future directions for, 19.23–19.26, 19.25f,

19.25t, 19.26t, 19.27f
mode-stabilized lasers, 19.18–19.19, 19.19f
two-dimensional, 19.29–19.30, 19.29t,

19.30f
high-speed modulation of, 19.30–19.36, 

19.31f–19.36f
operation of, 19.4–19.6, 19.4f–19.6f
quantum cascade lasers, 16.36
quantum well lasers, 19.9–19.18

GRIN SCH single, 19.14, 19.14f
long wavelength, 19.17–19.18, 19.17f
schematic of, 19.10f
strained, 19.15–19.17, 19.16f
threshold modal gain, 19.12–19.15, 19.12f,

19.13f, 19.15f
spectral properties of, 19.36–19.39, 19.37f,

19.38f
surface-emitting lasers, 19.39–19.41

distributed grating, 19.40–19.41, 19.40f
integrated laser with 45° mirror, 

19.39–19.40, 19.39f
vertical cavity, 16.36, 19.41, 19.42f, 19.43t

Semiconductor photodetectors, 25.2, 38.9, 
38.9t

Semiconductors:
arrays of, 16.36
direct, 17.4, 17.5f
indirect, 17.4, 17.4f, 17.5f, 17.6
material systems for, 18.1–18.2
properties of substrates for, 17.20t
waveband structure of, 17.3–17.6, 17.3f–17.5f

Semisealed-ampoule diffusion, 17.24
Sensitive area, of photoemissive detectors, 

24.41
Sensitivity:

defined, 24.12
film spectral, 29.11, 29.11f
film speed and, to high-energy radiation, 

30.19–30.20
of interferometers, 13.13–13.14, 13.14f
of photoemissive detectors, 24.34, 

24.35f–24.39f, 24.41
quantum, 30.9

Sensitometry variation, with film processing, 
29.10, 29.10f

Sensors:
area arrays of, 32.24–32.32, 32.25t

about, 32.2
frame transfer CCD, 32.26–32.28, 

32.27f, 32.28f
image area dimensions for, 32.25t
interline transfer CCD, 32.28–32.32, 

32.29f–32.31f
linear image, 32.2, 32.21–32.24, 32.22f,

32.23f
metal-oxide-semiconductor, 32.25–32.26, 

32.26f
image, 32.2–32.12, 32.3f, 32.21–32.34

antiblooming in, 32.9, 32.10f
color imaging with, 32.32–32.34, 32.33f,

32.34f
dark current in, 32.10–32.12, 32.11f
junction photodiodes, 32.3–32.6, 32.4f,

32.6f
linear arrays of, 32.21–32.24, 32.22f, 32.23f
MOS capacitors, 32.7–32.8
photoconductors, 32.8–32.9
pinned photodiodes, 32.8

LED detectors in, 17.34
staggered linear CCD, 32.23f, 32.24
time-delay-and-integrate linear, 32.23f, 32.24
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Separate confinement heterostructure wave-
guide, 19.24

Separated absorption, grading, and 
multiplication layer APDs (SAGM APDs), 
26.17, 26.18f, 26.20f

Separated absorption and multiplication layer 
APDs (SAM APDs), 26.3, 26.17

Servo stability, 22.8
Servos, 22.5–22.12

Bode representation of, 22.5–22.6, 22.6f
closed-loop performance, 22.8
closed-loop stability issues, 22.8–22.12, 

22.9f–22.11f
design with time delay, 22.19–22.20
measurement noise not a performance limit, 

22.7–22.8
phase and amplitude responses vs. frequency, 

22.6–22.7, 22.6f, 22.7f
Seven-segment LED displays, 17.10, 17.11f
Shapes, projected areas of common, 36.3–36.4, 

36.3f, 36.3t
Sharpness, of photographic images, 29.18, 

29.19, 29.22
Shells, mounting of, 6.11, 6.12f
Shock specifications, for lenses, 4.10
Short arc light sources, 15.34, 15.35f, 40.39
Short-wavelength infrared (SWIR), 24.3, 33.3, 

33.5
Shot noise, 24.12, 27.3, 27.3f, 32.12
SI units, 34.20, 37.7, 37.7t
Side lighting, 40.12
Sidecar TDI, 33.17, 33.17f
Sign lighting, 40.71
Signal analysis, 27.12–27.15

boxcar averaging, 27.13, 27.13f
categories of, 27.3
gated integration, 27.12–27.13, 27.13af
lock-in amplifiers, 27.13, 27.14, 27.14f
photon counting, 27.14
selection of technique, 27.14–27.15
transient photon counting, 27.14
of unmodulated sources, 27.12

Signal detection, 27.1–27.12
and amplifiers, 27.10–27.12, 27.11f
and noise sources, 27.3–27.6, 27.3f, 27.5f,

27.6f
photomultiplier applications in, 27.6–27.10, 

27.7f
technique selection for, 27.2–27.3, 27.2f

Signal-to-noise ratio (S/N), 22.12, 27.1, 27.3, 
29.1, 29.22–29.23, 33.2, 38.10

Silicon (Si):
and diamond turning, 10.5
doped extrinsic, 33.7, 33.8f
Si:Ga infrared detectors, 24.95, 24.95f,

24.96, 24.96f
Silicon avalanche photodiodes (APDs), 

24.62–24.65, 24.63f–24.66f
Silicon bolometers, 28.7t
Silicon carbide (SiC) LED devices, 17.18
Silicon carbide (SiC) substrate (for HB-LEDs), 

18.2, 18.3
Silicon carbide (SiC) UV detectors, 24.47, 

24.47f
Silicon CCDs (SCCDs), 33.11–33.13, 33.11f,

33.12f, 33.17
Silicon nitride layer, 17.23
Silicon oxide (SiO2) passivation, 18.4
Silicon oxynitride layer, 17.23
Silicon (Si) photoconductors, 32.4f, 32.31, 

32.32
Silicon (Si) photodiodes, 38.9, 38.9t

avalanche, 24.62–24.65, 24.63f–24.66f
high-quality, 34.30
light-trap, 34.30
np, 34.30
pin, 24.55f–24.57f, 24.58–24.61, 24.59f,

24.60f
pn, 24.52f, 24.55–24.58, 24.55f–24.59f, 34.30
self-calibration of, 34.29
UV- and blue-enhanced, 24.55f, 24.61–

24.62, 24.61f, 24.62f
Silicon (Si) photovoltaic detectors, 

24.54–24.65, 24.55f, 24.56f
avalanche photodiodes, 24.62–24.65, 

24.63f–24.66f
pin photodiodes, 24.55f–24.57f, 24.58–24.61, 

24.59f, 24.60f
pn photodiodes, 24.52f, 24.55–24.58, 

24.55f–24.59f
UV- and blue-enhanced photodiodes, 24.55f,

24.61–24.62, 24.61f, 24.62f
Silicon-intensifier-target (SIT) vidicons, 31.8
Silver, colloidal, 29.13
Silver halide crystals, 30.1, 30.5–30.7, 30.6f
Silver halide light detectors, 30.7–30.9, 30.8f
Silver halide surfaces, 29.4, 30.14–30.15, 30.15f
Simple lens, thermal focus shift of, 8.2–8.4, 

8.3t, 8.4t
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Simulated annealing, 3.19
Simultaneous measurement, in phase-shifting 

interferometry, 13.22
Simultaneous multiple surfaces (SMSs), 39.17, 

39.17f
Sine plate, 12.10, 12.11f
Single heterojunction LEDs, 17.12, 17.12f
Single isolated pulses, 21.4
Single material designs, 6.22, 6.23f
Single monochromators, 38.15f, 38.16f
Single optical pulse, 20.2–20.3, 20.3f, 20.6–20.7
Single point diamond turning (SPDT), 6.1, 

6.20
Single quantum well (SQW) LEDs, 18.1
Single-frequency lasers, 19.37f
Single-lens arrays, 39.33–39.34, 39.34f
Single-longitudinal-mode lasers, 19.38
Single-pass photodetectors, 26.4f
Single-shot ƒ-to-2ƒ interferometers, 21.6
Single-use cameras, 30.26
Size-of-source effect, 34.33
Skew ray limits, 39.20, 39.20f
Skewness, 40.42
Skot (unit), 36.7
Skytubes, 40.50f
Skywells, 40.50f
Sliding prisms, 12.4, 12.4f
Slit polynomials, 11.30, 11.35t, 11.36t
Slot interrupters, 17.34
Small-signal gain coefficient, 16.10
Smoke detectors, 17.34
Snubbing, 27.9–27.10
Society of Automotive Engineers (SAE), 40.2, 

40.63–40.64
Society of Photooptical and Instrumentation 

Engineers (SPIE), 25.2, 39.12
Soft mounting, 6.1, 6.4–6.5, 6.4f
Software:

for lighting simulation, 40.18–40.23
for nonimaging modeling, 39.6–39.8
for optical design (see Optical design 

software)
for stray light suppression, 7.24–7.27

Solar collection, 39.1
Solar light pipes (SLPs), 40.49, 40.51f
Solid angles, 34.9, 34.9f, 37.4, 39.5, 39.5f
Solid lightpipes, 39.30–39.31
Solid-state lasers, 16.12, 16.13, 16.17–16.18, 

16.18f, 22.20–22.21
Solid-state lighting, 18.4–18.5, 18.4f

Solid-state photomultipliers (SSPM), 33.9
Soliton solution, 20.5–20.9
Solves (term), 3.5
Source coupling, 40.41–40.42
Source diameter, for fiber optics, 17.33
Source modeling, 39.7
Source modeling software, 40.19–40.20
Source modulation, 27.3
Spaciousness, perception of, 40.5
Spatial dilution, 39.6
Spatial noise, 33.26–33.27, 33.26f
Special-purpose sources (of radiation), 15.53
Specifications, optical (see Optical 

specifications)
Speckle effects, 39.32
Spectra Diode Labs, 19.29, 19.29t, 19.41
Spectral (term), 35.2, 35.3
Spectral D-double star, 24.12
Spectral density, 22.3–22.4
Spectral dependence (of radiometric quantities), 

34.9–34.10
Spectral detectivity, 24.12
Spectral D-star, 24.12
Spectral emittance, 35.7, 35.15
Spectral errors, 34.36
Spectral irradiance, 38.1–38.2, 38.11t,

38.13–38.16, 38.13f–38.16f
Spectral irradiance calibration transfer devices, 

34.31
Spectral irradiance lamps, 15.11, 15.12, 15.13f
Spectral lambertian source, 34.17
Spectral lamps, 15.44, 15.45, 15.45f, 15.46f,

15.46t
Spectral luminous efficiency, for photopic 

vision, 36.8, 36.8f, 36.9f, 36.16f, 37.2
Spectral noise density, 22.3–22.5
Spectral noise equivalent power, 24.12
Spectral properties:

of laser field, 23.28–23.31, 23.30f
of micromaser field, 23.31–23.33
of semiconductor lasers, 19.36–19.39, 

19.37f, 19.38f
Spectral radiance, 38.2, 38.11t, 38.13–38.16, 

38.13f–38.16f
Spectral radiance calibration transfer devices, 

34.31
Spectral radiance ribbon filament lamps, 

15.11, 15.12f
Spectral radiance units, 34.23–34.24
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Spectral reflectance, 35.4, 35.5, 38.2, 
38.17–38.18, 38.18f

Spectral response, of photodetectors, 24.18, 
24.19f

Spectral responsivity, 24.12, 38.3, 38.18–38.19
Spectral scattering, 38.10
Spectral sensitivity, of photographic films, 

29.11, 29.11f
Spectral sensitizers, photographic, 

30.13–30.18
about, 30.13–30.14, 30.14f
color science of, 30.15–30.18, 30.16f, 30.17f
photophysics of, on silver halide surfaces, 

30.14–30.15, 30.15f
Spectral transmittance, 35.10, 38.2, 38.17, 

38.17f
Spectrally stray radiation errors, 34.36
Spectralon, 38.12, 38.13
Spectrophotometers and spectrophotometry, 

34.6, 35.8–35.9, 38.17, 38.17f
Spectroradiometry, 38.1–38.19

about, 38.1
calculations for, 38.3–38.5
calibration of, 38.11–38.13, 38.11t, 38.12f
computer software for, 38.11
detectors in, 38.8–38.10, 38.9t, 38.10t
electronics of, 38.10
errors in, 38.5–38.6
figures of merit in, 38.5–38.6
input (fore-) optics in, 38.7
monochromators in, 38.7–38.8
quantities used in, 38.1–38.2
spectroradiometers, 38.18, 38.18f
system designs in, 38.13–38.19

spectral irradiance/radiance, 38.13–38.16, 
38.13f–38.16f

spectral reflectance, 38.17–38.18, 38.18f
spectral responsivity, 38.18–38.19
spectral transmittance, 38.17, 38.17f

Specular reflectance, 35.10, 35.13
Specular transmittance, 35.3, 35.9f
Specular vanes, 7.17, 7.17f
Speed:

of LEDs, 17.33
of photodetectors, 24.20, 24.21
(See also Photographic film speed)

SPEOS (optical software), 7.27
Sphere(s):

aberrations in, 11.30
integrating (see Integrating spheres)

Sphere(s) (Cont.):
nonuniformities with integrating, 

39.24–39.26, 39.24f, 39.25f
projected area of, 36.3–36.4, 36.3f, 36.3t

Spherical lambertian source, 34.17
Spherical lenses, 39.8, 39.9f
Spherical optics fabrication, 9.4–9.6
Spherochromatism, 2.2
Spherometers, 12.18–12.19, 12.18f, 12.19f, 12.19t
Spline surfaces, 39.6
Spokes, aperture, 3.20
Spontaneous emission lasers (see Correlated 

emission lasers)
Spontaneous emission rate, 23.8
Spot-diagram analysis, 3.13–3.16
Spring-loaded mountings, 6.13, 6.14f
Square polynomials, 11.30, 11.31t–11.34t, 11.36t
Stability:

light, 30.10
of photodetectors, 24.21, 24.21f
of photoemissive detectors, 24.41

Stabilization, light, 30.12–30.13 (See also Laser 
stabilization)

Stable resonators, 16.23, 16.23f
Stadia, 12.2–12.3, 12.3f
Staggered linear CCD image sensor, 32.23f, 32.24
Stagnation, 3.17
Staircase APDs, 26.3
Standard for the Exchange of Product model 

data (STEP), 40.19
Standards:

baseline, of radiation sources, 15.9f, 15.10f,
15.12f

for detectors, 38.12–38.13
for infrared radiometry, 15.11–15.12, 15.12f
international, 4.11
for length measurements, 12.2
for lighting, 40.19
for lighting system layout and simulation, 

40.19
for optical image quality, 4.6
published, 4.10
of reflectance, 35.14t
search engine for, 4.11
of spectral transmittance, 35.10
for vehicular lighting, 40.63–40.64, 40.66f,

40.66t
working, of radiation sources, 15.9–15.13, 

15.10f, 15.12f, 15.13f
Star concentrators, 39.20, 39.21
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Staring arrays, 33.6–33.7, 33.6f, 33.14
Staring FPAs, 33.16–33.17, 33.29, 33.29t
Steady-state pulse train, 20.5–20.9
Stefan-Boltzmann law, 34.24, 37.11
Steradian (sr), 36.3, 37.4, 37.4f
Sterilamps, 15.35, 15.36f
Stilb (unit), 34.43, 36.7, 36.8t
Stimulated absorption, 16.7–16.8, 16.8f
Stimulated emission, 16.2, 16.7–16.9, 16.8f, 23.8
Stop lamps, 40.64f, 40.67, 40.68t, 40.69f
Stop shifting, 2.5, 2.6f
Stops:

aperture, 34.18, 34.19f
field, 34.18–34.19, 34.19f

Straddling springs, 6.13, 6.14f
Straightness measurement, 12.10
Strained QW lasers, 19.15–19.17, 19.16f
Stray capacitance noise, 27.5, 27.6f
Stray light, 29.15–29.16, 29.15f
Stray light suppression, 7.1–7.32

about, 7.1–7.2
aperture placement in, 7.5–7.10

aperture stops, 7.6–7.7, 7.7f, 7.8f
field stops, 7.7, 7.8f, 7.9f
Lyot stops, 7.8–7.10, 7.8f–7.11f

baffles in, 7.10, 7.11
and BRDF characteristics, 7.23, 7.24f
Cassegrain design with aperture stop at 

primary (example), 7.3f
contamination levels in, 7.18–7.19, 7.18t,

7.19f–7.21f
evaluation methods for, 7.27–7.29, 7.29f
illuminated objects in, 7.5, 7.5f, 7.6f
imaged critical objects in, 7.4, 7.5f
information sources on, 7.31–7.32
issues with, 7.30–7.31
and point source transmittance definitions, 

7.22–7.23
radiation transfer equation for, 7.21–7.22
real-space critical objects in, 7.2–7.4, 7.3f, 7.4f
software for, 7.24–7.27
and stray radiation paths, 7.22
strut design in, 7.20, 7.21, 7.21f
and surface scattering characteristics, 7.23
vane spacing and depth in, 7.13–7.17

angle considerations, 7.13–7.16, 7.14f, 7.15f
bevel placement, 7.13, 7.14f
depth considerations, 7.16, 7.16f, 7.17f
specular vanes, 7.17, 7.17f

vanes in, 7.11–7.12, 7.12f, 7.13f

Stray radiation paths, 7.9, 7.22
Street lighting, 40.69–40.71, 40.70t, 40.71t
Stress tolerance, 6.3
Stretched segment displays, 17.30–17.31, 

17.30f, 17.31f
Strip mirror integrator (SMI), 39.40
Strong field approximation, 21.3
Strong VW reflectometer, 35.10f
Strut design (in stray light suppression), 7.20, 

7.21, 7.21f
Subjective tone reproduction, 29.16
Submillimeter (SubMM) radiation, 24.3
Subminiature lamps, 15.53
Sub-Nyquist interferometry, 13.27
Substrate(s):

absorbing, 17.7, 17.7t
for HB-LEDs, 18.2–18.3, 18.2f
LED, 17.20–17.21, 17.20t
mirror, 6.17–6.18, 6.17f, 6.18f
transparent, 17.7, 17.7t

Suncatchers, 40.48, 40.50f
Superconducting bolometers, 28.5, 28.7t
Superposition (of uniformity), 39.2, 39.32, 

39.33f
Superposition-of-sources nonlinearity mea-

surement, 34.33
Supersensitizers, 30.14, 30.15, 30.15f
Support wires, light bulb, 40.29f, 40.30
Surface emitting lasers (SELs) (SLASERs), 

19.39–19.41, 19.39f, 19.40f, 19.42f, 19.43t,
25.15

Surface emitting LEDs (SLEDs), 25.15
Surface finishing, of diamond-turned optics, 

10.9–10.11, 10.9f–10.11f
Surface generation current, 32.10, 32.11, 

32.11f
Surface measurement systems, 40.53, 40.54
Surface mount device (SMD) package, 18.5f
Surface mount LEDs (SMDs), 40.37
Surface profilometers, 9.6
Surface scattering, 7.23
Surface-channel CCDs, 32.14
Surface-channel MOS capacitors, 32.4f, 32.7
Surfaces, modeling of, 40.17
Suspended luminaires, 40.13f
Synchronotron radiation, 34.26–34.27
Synchronous pumping, 16.29
System specifications, for lenses, 4.3
Système International (SI), 12.2, 36.2, 37.3

(See also SI units)
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Taillights, 40.21, 40.22f, 40.64f, 40.67, 
40.68t, 40.69f

Tailored (T) reflectors, 39.37–39.39, 39.38f
Tailoring (of uniformity), 39.2
Talbot autoimages, 12.23, 12.24
Talbot’s law, 34.33–34.34
Tandem-lens arrays, 39.34, 39.35f–39.37f
Tapered lightpipes, 39.12–39.13, 39.13f,

39.31–39.32, 39.31f
Task lighting, 40.12, 40.14
Taylor-Hobson Form TalySurf, 9.6
Technical specifications, 4.2
Tehis method, 40.53, 40.54
Telecentric distribution, 39.18, 39.18f
Telescope(s):

astronomical, 1.7f
Galilean, 1.7f
Hubble, 11.4, 13.24
Keck, 11.4
reflecting, 11.4
unit magnification Galilean, 12.4, 12.4f

Telescoping input optics, 38.7
Temperature:

color, 37.4t, 37.6–37.7
correlated color, 37.7, 38.5
distribution, 37.7
and mounted optics, 6.21–6.24, 6.22f–6.24f
radiance, 37.4t, 37.6

Temperature control, of PZT transducers, 22.19
Temperature noise, 24.12
Temperature specifications, for lenses, 4.10
Temperature-dependence effects, 34.36–34.37
Templates (for curvature measurement), 12.17
Tensile-strained QW lasers, 19.16, 19.16f, 19.17
Test plates (for curvature measurement), 12.17
Testing, 13.1–13.27

aspherical wavefront measurement, 
13.23–13.27

holographic compensators, 13.25, 13.25f,
13.26f

infrared interferometry, 13.25
Moiré tests, 13.26–13.27
refractive or reflective compensators, 

13.24, 13.24f, 13.25
sub-Nyquist interferometry, 13.27
two-wavelength interferometry, 13.25, 

13.26
wavefront stitching, 13.27, 13.27f

computer-generated holograms in 
(see Computer-generated holograms)

Testing (Cont.):
of convex surfaces, 14.5
interferogram evaluation, 13.14–13.18

direct interferometry, 13.17–13.18
fixed interferograms, 13.14–13.15
Fourier analysis of interferograms, 

13.16–13.17, 13.17f
global and local interpolation of interfero-

grams, 13.15–13.16
interferometric, 13.7–13.12

common path interferometer, 13.9, 13.11f
Fizeau interferometer, 13.8–13.9, 13.9f,

13.10f
lateral shearing interferometers, 

13.9–13.12, 13.11f, 13.12f
multiple-pass interferometers, 13.13
multiple-reflection interferometers, 13.13
radial, rotational, and reversal shearing 

interferometers, 13.12, 13.13f
sensitivity of interferometers, 13.13–13.14, 

13.14f
Twyman-Green interferometer, 13.7–13.8, 

13.7f, 13.8f
Zernike phase-contrast method applied to 

interferometers, 13.13–13.14, 13.14f
noninterferometric, 13.1–13.7

Foucault test, 13.2–13.3, 13.2f, 13.3f
Hartmann test, 13.4–13.6, 13.5f
Hartmann-Shack test, 13.6–13.7, 13.6f
Ronchi test, 13.3–13.4, 13.3f, 13.4f

phase-shifting interferometry, 13.18–13.23, 
13.18f–13.20f

heterodyne interferometer, 13.22
integrating bucket method, 13.21, 13.21f
phase errors, 13.22
phase stepping, 13.20, 13.20f
phase-lock method, 13.23, 13.23f
simultaneous measurement, 13.22
two steps plus one method, 13.21, 13.22

in wafer processing, 17.24
Thef-number, 38.8
Theodolites, 12.13
Thermal arrays, 28.7–28.12

about, 28.7–28.8
noise equivalent temperature difference in, 

28.8–28.9
pyroelectric hybrid, 28.11–28.12, 28.11f, 28.12f
resistive bolometer, 28.10–28.11, 28.10f
theoretical limits of, 28.9–28.10, 28.9f
thermoelectric, 28.12, 28.12f
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Thermal circuit theory, 28.2
Thermal coefficient of resistance (TCR), 33.2, 

33.14
Thermal compensation, 8.1–8.15

about, 8.2
and effect of thermal gradients, 8.6–8.7
and homogeneous thermal effects, 8.2–8.5, 

8.3t, 8.4t, 8.5f
intrinsic athermalization, 8.7–8.8, 8.7f
mechanical athermalization, 8.8–8.12, 

8.8f–8.12f
optical athermalization, 8.12–8.15, 

8.13t–8.15t
tolerable homogeneous temperature change, 

8.5–8.6, 8.6f
Thermal defocus, of compound lens, 8.4, 8.5f
Thermal detector(s), 24.4–24.6, 24.4f,

28.1–28.12, 38.9, 38.9t
arrays of, 28.7–28.12

about, 28.7–28.8
noise equivalent temperature difference, 

28.8–28.9
pyroelectric hybrid arrays, 28.11–28.12, 

28.11f, 28.12f
resistive bolometer arrays, 28.10–28.11, 

28.10f
theoretical limits, 28.9–28.10, 28.9f
thermoelectric arrays, 28.12, 28.12f

bolometer, 24.5f, 28.3–28.5, 28.4f
Golay cell, 28.6
ideal, 28.2–28.3, 28.3f
performance/sensitivity of, 24.17, 24.18f
properties of, 28.7, 28.7t
pyroelectric, 24.6, 24.6f, 28.7
and thermal circuit theory, 28.2
thermistor, 24.5
thermocouple, 28.4
thermopile, 24.5f, 28.4–28.5

Thermal expansion, 33.14
Thermal fatigue, 17.25
Thermal focus shift, 8.2–8.4, 8.3t, 8.4t
Thermal gradients, effect of, 8.6–8.7
Thermal infrared detectors, 33.7, 33.8f
Thermal noise, 24.13, 27.4, 32.20
Thermal properties, of high-power lasers, 

19.26, 19.27f
Thermal stability, of plastic packaging 

materials, 17.26
Thermistor bolometers, 24.24–24.25, 24.24f,

24.25f, 28.7t

Thermistors, 24.5
Thermocouple junctions, noise from, 27.6, 

27.6f
Thermocouples, 24.5, 28.7t

about, 28.1
manufacturers’ specifications for, 

24.22–24.23, 24.22f
as thermal detectors, 28.4

Thermoelectric arrays, 28.12, 28.12f
Thermopiles, 24.5, 28.7t

defined, 24.13
manufacturers’ specifications for, 

24.23–24.24, 24.23f
as thermal detectors, 28.4–28.5

q1/q2 concentrators, 39.18–39.20, 39.19f
Thick window chips, 17.7, 17.7t
Thin doublet, 1.15–1.16
Thin lenses, 1.5
Thin teflon diffusers, 38.15f
Thin-disk lasers, 16.18
35-mm photographic films, 30.21, 30.25
Thoria (in incandescent lights), 40.27
Threaded retaining rings, 6.3, 6.3f
3D concentrators, 2D vs., 39.20–39.21, 39.20f,

39.21f
Three-chip color systems, 32.32, 32.33f
Three-material athermal solutions, 8.14, 8.14t,

8.15t
Three-phase CCDs, 32.15, 32.16f
Three-step rescattering model, 21.3
Threshold carrier density, 19.12, 19.12f, 19.13, 

19.13f
Threshold current, 19.6, 19.6f
Threshold modal gain, 19.12, 19.12f, 19.13, 

19.13f
Threshold voltage, 25.11
Tightly toleranced assembly, 6.7, 6.7f
Time delay integration (TDI), 33.4
Time delay integration (TDI) linear sensors, 

32.23f, 32.24
Time delay integration (TDI) scanning FPAs, 

33.17, 33.17f
Time evolution of the field, 23.15–23.17, 23.15f
Time-averaged color mixing, 40.8
Time-based measurement, 12.2, 12.4, 

12.5, 12.6f
Time-dependent error, 34.35
Time-of-flight distance measurement, 

12.4, 12.5
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Titanium oxide (TiO2) UV detectors, 24.47, 
24.48f

Titanium-doped sapphire (Ti:Al2O3) lasers, 
16.34, 16.34f

Titanium-doped sapphire (Ti:Al2O3) ring 
lasers, 20.16–20.17, 20.16f, 20.17f

Tolerance budgeting, 5.3
Tolerance verification, 5.3
Tolerances, 5.2–5.8

assembly, 5.8
basis for, 5.2–5.3
boresight, 5.8
budgeting of, 5.3
distortion, 5.8
optical vs. mechanical, 5.2
verification of, 5.3
wavefront, 5.3–5.7, 5.4f, 5.5f, 5.5t, 5.6t, 5.7f

Tolerancing, 5.8–5.11
and aberration balancing, 11.35, 11.36
about, 5.1–5.2
and material properties, 5.9
measurement practices for, 5.8–5.9
and optimization, 3.20–3.21
problems in, 5.11
procedures for, 5.9–5.10
shop practices for, 5.8

Tone reproduction, 29.16–29.17, 29.17f
Total flux into a hemisphere, 34.15
Total hemispherical emittance, 35.15, 35.15f
Total internal reflection (TIR), 39.12, 39.17, 

40.41
Total internal reflection (TIR) Fresnel lenses, 

39.10
Total luminous flux, 37.4t, 37.6
Total radiant flux, 37.4t, 37.6
Total transmittance, 35.3, 35.9f
Traceability:

of absolute measurements, 34.21
errors in, 34.28

TracePro (optical software), 7.27
Transconductance amplifiers, 27.11–27.12, 

27.11f
Transducer resonance, 22.8, 22.11–22.12
Transducers, 22.17–22.20
Transformers, in voltage amplifiers, 27.11
Transient photon counting, 27.14
Transmission, 4.7

actual/idealized, 35.2f
defined, 35.3

Transmission density, of photographic films, 
29.6–29.7, 29.7f

Transmissive sensors, 17.34
Transmittance, 35.3

measurement of, 35.8–35.10, 35.9f
and reflectance/absorptance, 35.7, 35.8, 35.8t
spectral, 38.2, 38.17, 38.17f

Transmitter speed, for fiber optics, 17.33
Transparency, 39.23, 40.5
Transparency point, 19.5
Transparent substrate (TS) chips, 17.7, 17.7t
Transportation lighting, 40.63–40.71

roadway lighting, 40.67, 40.69–40.71, 
40.70t, 40.71t

vehicular lighting, 40.63–40.67, 40.64f,
40.65t, 40.66f, 40.66t, 40.68t, 40.69f

Transverse electromagnetic mode (TEM), 
16.21–16.23, 16.22f

Transverse junction stripe (TJS) lasers, 19.8, 
19.9f, 19.23–19.24, 19.36f

Transverse laser modes, 16.21–16.23, 
16.21f–16.23f

Transverse ray plots, 2.2–2.4, 3.13
Traveling microscopes, 12.20, 12.21, 12.21f
Traveling wave photodetectors, 26.4f, 26.5, 

26.14f
Treaty of the Meter of 1875, 34.20, 36.2
Triphosphors, 40.31, 40.32f
Triplet lens, air-spaced, 6.21, 6.22f
Tristimulus values, 38.3–38.4
Troffers, fluorescent luminaire, 40.47
Troland (unit), 34.41–34.42, 37.7, 37.8
Trough reflectors, 40.46f, 40.47
Trumpet (term), 39.15, 39.16f, 39.17
Tubular PZT transducers, 22.17–22.18
Tungsten:

in HID lamps, 40.35
in incandescent lights, 40.25, 40.27, 40.29

Tungsten lamps, 15.13, 40.26t, 40.28f
Tungsten-arc lamps, 15.47–15.48, 15.48f, 15.49f
Tungsten-filament lamps, 15.11, 15.12, 15.13f,

15.19, 15.20, 15.20f–15.22f, 34.31
Tungsten-halogen lamps, 15.11, 15.12, 15.13f,

40.25t, 40.26t, 40.30
Tunnel diagram (see Williamson construction)
Tunnel lighting, 40.71
Tunneling current, 25.8
Twin-channel lasers (TCLs), 19.27
Twin-channel substrate mesa (TCSM) lasers, 

19.20t, 19.21f, 19.23
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Twin-ridge structure (TRS) lasers, 19.19, 
19.20t, 19.21f, 19.22–19.23

2D (term), 39.4
2D concentrators, 3D vs., 39.20–39.21, 39.20f,

39.21f
2D high-power laser arrays, 19.29–19.30, 

19.29t, 19.30f
Two-color gating, 21.7
Two-component systems, first-order layout for, 

1.5–1.7
Two-interference pattern distance-measuring 

interferometer, 12.7, 12.7f
Two-mirror imaging system, 39.17
Two-phase CCDs, 32.15–32.16, 32.16f
Two-stage baffle, 7.10
Two-step rescattering model, 21.3
Two-steps-plus-one phase shifting, 

13.21, 13.22
Two-wavelength interferometry, 13.25, 13.26
Twyman-Green interferograms, 13.10f, 13.18f
Twyman-Green interferometers, 13.7–13.8, 

13.7f, 13.8f
Type A errors (in absolute measurement), 

34.21–34.23
Type B errors and error sources (in absolute 

measurement), 34.32–34.37
defined, 34.21–34.23
nonideal aperture, 34.35–34.36, 34.35f
nonlinearity of detector, 34.34–34.35
nonuniformity, 34.35
offset subtraction, 34.32–34.33
polarization effects, 34.33
scattered radiation effect, 34.33
size-of-source effect, 34.33
spectral errors, 34.36
temperature-dependence effects, 34.36–34.37
time-dependent error, 34.35

Ultrashort cavity microlasers, 19.39
Ultrashort optics, 20.1–20.28

about, 20.1–20.2
cavities with two circulating pulses, 

20.15–20.22
linear lasers, 20.18–20.19, 20.19f
optical parametric oscillators, 20.20–20.22, 

20.20f, 20.21f
ring dye lasers, 20.15–20.16
ring lasers, 20.17–20.18, 20.17f
Ti:sapphire ring lasers, 20.16–20.17, 

20.16f, 20.17f

Ultrashort optics (Cont.):
coupling of circulating pulses, 20.12–20.15, 

20.12f, 20.15f
optical pulses and pulse trains, 20.2–20.9

single optical pulse, 20.2–20.3, 20.3f
soliton solution and steady-state pulse 

train, 20.5–20.9
train of pulses, 20.3–20.5, 20.4f, 20.5f

and quantum mechanical two-level system, 
20.22–20.28

coherent interaction, 20.22–20.23
experimental demonstration, 20.24–20.27, 

20.25f–20.27f
impact of analogy, 20.27–20.28
laser as two-level system, 20.23–20.24, 

20.25t
Rabi cycling, 20.26–20.27, 20.26f, 20.27f

steady-state pulse, 20.9–20.12, 20.11f
Ultrasonic-assisted machining, 10.5
Ultraviolet (UV) detectors:

silicon carbide, 24.47, 24.47f
TiO2, 24.47, 24.48f

Ultraviolet (UV) enhanced photodiodes, 
24.55f, 24.61–24.62, 24.61f, 24.62f

Ultraviolet (UV) filters, 40.12
Ultraviolet (UV) radiation, 34.6

and color film, 30.3
far, 15.12, 15.13
spectrum of, 25.2
vacuum, 24.3

Uncrossed reflectors, 39.38, 39.38f
Unified Glare Rating (UGR), 40.10–40.11, 40.11t
Uniform illumination, of nonimaging optics, 

39.22–39.41
with classic projection systems, 39.23–39.24, 

39.23f
faceted structures in, 39.39–39.41, 39.39f,

39.40f
integrating cavities in, 39.24–39.27, 39.24f,

39.25f, 39.27f
lens arrays in, 39.32–39.37, 39.33f–39.37f
lightpipes in, 39.13f, 39.27–39.32, 

39.28f–39.30f
tailored reflectors, 39.37–39.39, 39.38f

Uniformity:
angular, 39.31
control of, 39.1–39.2
of luminance/illuminance, 40.7, 40.13f
of photodetectors, 24.20
and visual discomfort, 40.9
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Unit conversions:
for English and SI units, 37.7, 37.7t
for illuminance, 36.7t, 36.8t
for photometric and radiometric quantities, 

36.11–36.14, 36.12f–36.14f
Unit magnification Galilean telescope, 12.4, 

12.4f
Unlit-appearance modeling, 40.21
Unmodulated signal sources, 27.12
Unstable resonators, 16.25–16.26, 16.26f
Unstrained QW lasers, 19.15–19.16, 19.16f
Uplight, 40.43, 40.44f, 40.45
U.S. Air Force three-bar target, 4.6
Useful life period, of LEDs, 17.26, 17.26f
Uviarc, 15.28–15.29, 15.29f, 15.30f

Vacuum, laser gain media in, 16.36–16.37, 
16.37f

Vacuum lamps, 34.31
Vacuum ultraviolet (VUV) radiation, 24.3
Valence band, 17.3, 17.4, 17.4f
Valence lighting, 40.13f
Vanes (in stray light suppression), 7.11–7.17

defined, 7.11–7.12, 7.12f, 7.13f
placement design for, 7.12f
and scatter path, 7.13f
spacing and depth of, 7.13–7.17, 7.14f–7.17f

Vapor exposure, in LED packaging, 17.26
Vapor phase epitaxy (VPE), 17.21, 17.22
Variable temperature blackbody, 15.10f
Variable-orientation mirrors, 6.17
Varifocal systems, first-order layout for, 

1.11–1.12
Vector flux, 39.21–39.22
Vehicular lighting, 40.63–40.67, 40.64f, 40.65t,

40.66f, 40.66t, 40.68t, 40.69f
Veiling reflections, 40.12, 40.14
Verification (of tolerance), 5.3
Vertical antiblooming, 32.9, 32.10f
Vertical Bridgeman technique, 17.21
Vertical cavity lasers, 19.41, 19.42f, 19.43t
Vertical cavity semiconductor lasers, 16.36
Vertical cavity surface-emitting lasers (VCSELs), 

16.36
Vertical illuminance, 40.7
Vertically integrated photodiode (VIP) FPAs, 

33.10
Vertically illuminated pin photodiodes, 26.3, 

26.4f, 26.5, 26.10, 26.12–26.13, 26.12f

Very-long-wavelength infrared (VLWIR) 
radiation, 24.3

Very-long-wavelength semiconductor lasers, 
19.7–19.8

Vibration specifications, for lenses, 4.10
Vibration-resistant optical reference cavity, 

22.16, 22.17f
Vignetting, 3.4, 34.19
Virtual phase CCDs, 32.16–32.17, 32.16f
Visible array detectors, 32.1–32.34

about, 32.2
image sensing elements of, 32.2–32.12, 32.3f

antiblooming, 32.9, 32.10f
dark current, 32.10–32.12, 32.11f
junction photodiode, 32.3–32.6, 32.4f,

32.6f
MOS capacitor, 32.7–32.8
photoconductor, 32.8–32.9
pinned photodiode, 32.8

readout elements of, 32.12–32.21
CCD, 32.12–32.20, 32.13f, 32.15f–32.18f
MOS, 32.20–32.21

sensor architectures of, 32.21–32.34
area image sensor arrays, 32.24–32.32, 

32.25t, 32.26f–32.31f
color imaging, 32.32–32.34, 32.33f, 32.34f
linear image sensor arrays, 32.21–32.24, 

32.22f, 32.23f
Visible light photon counters (VLPCs), 33.9
Visible (VIS) radiation, 24.3, 25.2
Vision, 40.3–40.6, 40.9

biology of, 40.3–40.4
and perception, 40.4–40.5
photopic/scotopic/mesopic, 34.37–34.39, 

37.2
(See also Human eye)

Visual clarity, perception of, 40.5
Visual discomfort, 40.9–40.12, 40.11t
Visual discomfort probability (VCP), 40.10
Visual photometry, 36.4
Visual science, 34.37
Vivid color (VC) film, 30.27
Voltage amplifiers, 27.10–27.11

Wafer processing, 17.23–17.25
Wall slot lighting, 40.13f
Wall-grazing illumination, 40.13f
Wall-washing illumination, 40.13f
Watanabe, F., 39.33
Watt (unit), 39.2t
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Wave modulation distance meter, 12.5, 12.6f
Waveband materials, 8.3t, 8.4t
Waveband structure of semiconductors, 

17.3–17.6, 17.3f–17.5f
Wavefront error (W), 4.1, 4.3, 4.7, 4.8
Wavefront measurement, aspherical (see

Aspherical wavefront measurement)
Wavefront stitching, 13.27, 13.27f
Wavefront tolerancing, 5.3–5.7, 5.4f, 5.5f, 5.5t,

5.6t, 5.7f
Wavefronts, from lenses, 4.3–4.5, 4.5t
Waveguide photodetectors, 26.4f, 26.5
Waveguide pin photodiodes, 26.13–26.14, 

26.14f
Wavelength, in fiber optics, 17.33–17.34
Wavelength errors, 34.36
Wearout period, 17.26, 17.26f
Weighting functions, 36.17
Well capacity, 25.11
Welsbach mantle, 15.17, 15.18
Whiffletrees (lever mechanisms), 6.19
White light, 18.4–18.5, 18.4f, 40.7, 40.8, 40.24
White surfaces, reflectivity of, 17.31
White-light LEDs, 40.37, 40.38
WI 9 lamps, 15.21f
WI 14 lamps, 15.21f
WI 16/G lamps, 15.21f, 15.22f
WI 17/G lamps, 15.22f
WI 40/G lamps, 15.22f
WI 41/G lamps, 15.22f
Wiener spectrum, 29.21
Wien’s displacement law, 15.7, 34.23, 

34.24, 37.11
Williamson construction, 39.12–39.13, 39.13f,

39.28, 39.29f, 39.31, 39.32
Window/photocathode assemblies, of image 

intensifiers, 31.10–31.12, 31.11f, 31.12f

Windows:
and daylight sources, 40.41, 40.47, 40.48, 

40.49f, 40.50f
mounting of optical, 6.11, 6.11f, 6.12f

Wire-wound thermopile arrays, 24.23
Work function (of photons), 25.2

Xenon lamps, 15.34f, 15.35f, 40.31, 40.35f
X-ray lasers, 16.31
X-Y addressing, 33.16

Y-coupled junctions, 19.27, 19.29
Yellow filter dyes, 30.4
Yellow light, 29.13, 29.13f
Yttrium aluminum garnet (YAG) phosphor, 

18.4

ZEMAX (optical software), 7.26–7.27
Zernike phase-contrast test, 13.13–13.14, 13.14f
Zernike polynomials, 5.9

annular, 11.13–11.21, 11.14f, 11.17t–11.21t
circle, 11.4, 11.6–11.12, 11.8t–11.9t,

11.9f–11.11f, 11.12t, 11.39
Zerodur prisms, 6.16, 6.16f
Zinc, 17.23
Zinc diffusion, 17.9–17.10, 17.10f
Zinc doping, 17.20
Zinc oxide (ZnO) doped GaP, 17.16, 

17.21–17.22
Zinc selenide (ZnSe) LED devices, 17.19
Zinc-doped germanium (Ge:Zn) detectors, 

24.84f, 24.98–24.100, 24.99f
Zirconium arc lamps, 15.47, 15.48f
Zonal cavity lighting simulation, 40.17
Zoom systems, 1.11–1.12, 3.20
Z-system (eccentric pupil design), 7.11, 7.12f,

7.15–7.17, 7.15f, 7.17f, 7.19, 7.21f
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FIGURE 2.1 (Left) Rays exiting a lens are intercepted at three evaluation planes. (Right) Ray intercept 
curves plotted for the evaluation planes: (a) at the point of minimum ray error (circle of least confusion); (b) at
the paraxial image plane; and (c) outside the paraxial image plane.

c ΔY

b

a

–EP

a b

ΔY

c
–EP

EP

EP

FIGURE 2.2 Meridional ray intercept curves of a 
lens with spherical aberration plotted for three colors.

656.3 nm
587.6 nm
486.1 nm

ΔY

–EP

EP FIGURE 2.3 Evaluation of a lens on-axis 
and at two off-axis points. The reduction of the 
length of the curve with higher field indicates 
that the lens is vignetting these angles. The dif-
ferences in slopes (dashed lines) at the origin 
between the meridional and skew curves indi-
cate that the lens has astigmatism at these field 
angles. The variation in the slopes with field 
indicates the presence of field curvature.

Tangential curves

Full field

70% Field

On-axis

Sagittal curves

–EP

–EP

–EP

EP

EP

EP

EP

EP

EP

FIGURE 2.4 Ray intercept curve showing 
coma combined with spherical aberration.

Spherical

Coma

Combined
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FIGURE 2.5 Field curve: distortion 
plot. The percentage distortion is plotted 
as a function of field angle. Note that the 
axis of the dependent variable is the hori-
zontal axis.

–1 0

% Distortion

Angle (degree)

1

FIGURE 2.6 Field curve: field curvature plot. The locations of 
the tangential T and sagittal S foci are plotted for a full range of field 
angles. The Petzval surface P is also plotted. The tangential surface is 
always three times farther from the Petzval surface than from the sag-
ittal surface: (a) an uncorrected system and (b) a corrected system.

10
T S P T SP

Field angle

7.5

5.0

2.5

0.0

(a)

0.1–0.1

10

Field angle

7.5

5.0

2.5

0.0

(b)

0.1–0.1

FIGURE 40.3 Accent lighting. 

FIGURE 2.8 The effect of 
stop shifting on the meridional ray 
intercept curves of a double Gauss 
lens. (a) Stop located in front of 
the normal centrally located stop. 
(b) Stop at the normal stop position. 
(c) Stop behind the normal stop 
position. The dot locates the point 
on the curve where the origin is 
located for case (b).

(a)

(b)

(c)

FIGURE 2.7 Field curve: 
lateral color plot. A plot of the 
transverse ray error between red 
and blue chief ray heights in the 
image plane for a full range of 
field angles. Here the distance 
along the horizontal axis is the 
color error in the image plane.

10.0
Field angle

7.5

5.0

2.5

0.0
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0.1 0.2–0.1–0.2–0.3

lshort –l long

42_Bass_v2Colorinsert_p001-008.i17.2 17.2 8/20/09 5:50:29 PM



FIGURE 40.4 Wall sconces for providing ambient lighting and the much needed vertical illumination in various 
situations. 

FIGURE 40.5 Indirect lighting with cove lighting 
in a restaurant using light strips. The chandelier provides 
the decorative lighting without significantly contributing 
to any other lighting function.
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FIGURE 40.8 Views of the lit appearance (upper) of a star-shaped taillight (lower) at four horizontal 
angles of (a) 0°; (b) 10°; (c) 20°; and (d) 30°.

113.2

−113.2
−111.6 111.6

113.2

−113.2
−111.6 111.6

113.2

−113.2

−111.6 111.6

113.2

−113.2
−111.6 111.6

(a) (b)

(c) (d)

FIGURE 40.9 Three perspectives of lit-scene renderings from a low-beam headlamp: (a) driver’s view; 
(b) 20 m above and behind automobile; and (c) bird’s eye view. 

(a) (b) (c)
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FIGURE 40.10a Rendering of a lit office room. 

FIGURE 40.10b Rendering of a lit desk with three objects located on it (wine glass, ice cube, and crystal 
ball) to show both diffuse and specular effects. 

FIGURE 40.22 Layout of the light classification system subzones.
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FIGURE 40.24 Depictions of luminaires: (a) Bankers lamp: multiple bounces inside the reflector create 
a wide angled uniform illumination; (b) Bouillotte lamp: vertical fluorescent tubes provide diffuse illumination; 
(c) indirect lighting with RLM fixture where the top surface reflects light into a wide angular range; (d) overhead 
direct-indirect lighting fixture using fluorescent tubular bulbs; and (e) parabolic louvered trough reflector for 
fluorescent tubes.

High reflectance
diffuse coating

Diffuse reflected
light from this
surface (indirect)

Direct light

Parabolic surface profile

                      (a) 

                      (d)                       (e) 

                      (b)                       (c) 

FIGURE 40.26 A conference room 
with artificial skylight made up of backlit 
ceiling image tiles. 

FIGURE 40.31 A Solar light pipe. (a) A 140-ft-tall light gathering and 
distributing device that presents daylight down into the core of a building that 
has no other access to daylight. (b) Light projected (10-in diameter) on the floor. 

(a) (b)
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FIGURE 40.33 Photograph of a source mea-
surement goniometer that is used to ascertain the 
luminance distribution of the source. The system 
wobble (electro-mechancial-software runout) is 
15 μm to allow for measuring small light sources like 
LED die.

16-bit, 1-M pixel
imaging

Rotating arm

Lens

Sample

Rotating
spindle

FIGURE 40.34 (a) A faceted headlamp including high-beam (right), low-beam (middle), and turn signal 
(left) luminaire. Note the yellowish tinge of the turn signal, which is due to the coating placed on the bulb used 
therein. (b) A faceted taillight including the following functions: tail (upper left), stop (upper right), turn signal 
(lower right), reflex reflector (lower middle), and backup (lower left).

(a) (b)

FIGURE 40.35 Luminous intensity (cd) distribution for the 
SAE low-beam requirements of Table 18.
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FIGURE 40.36 Illuminance (lx) distribution for the ECE passing/
low-beam requirements of Table 19.
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FIGURE 40.37 Luminous intensity (cd) distribution for the 
SAE stop lamp requirements of Table 20 (1 lit section).
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FIGURE 40.38 Luminous intensity (cd) distribution for the R7 
stop lamp requirements of Table 21 (1 lamp illumination level).
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