


Planning 
Fiber Optic 

Networks



About the Author
Bob Chomycz is the founder and president of Telecom 
Engineering, Inc.; a company specializing in fiber optic 
telecommunications systems engineering and con-
struction. He is the author of McGraw-Hill’s Fiber Optic 
Installer’s Field Manual.



Planning 
Fiber Optic 

Networks 
Bob Chomycz

New York   Chicago   San Francisco   
Lisbon   London   Madrid  Mexico City  

Milan   New Delhi   San Juan   
Seoul   Singapore   Sydney   Toronto



Copyright © 2009 by The McGraw-Hill Companies, Inc. All rights reserved. Except as permitted
under the United States Copyright Act of 1976, no part of this publication may be reproduced or
distributed in any form or by any means, or stored in a database or retrieval system, without the
prior written permission of the publisher.

ISBN: 978-0-07-164269-9

MHID: 0-07-164269-2

The material in this eBook also appears in the print version of this title: ISBN: 978-0-07-149919-4,
MHID: 0-07-149919-9.

All trademarks are trademarks of their respective owners. Rather than put a trademark symbol after
every occurrence of a trademarked name, we use names in an editorial fashion only, and to the 
benefit of the trademark owner, with no intention of infringement of the trademark. Where such 
designations appear in this book, they have been printed with initial caps.

McGraw-Hill eBooks are available at special quantity discounts to use as premiums and sales 
promotions, or for use in corporate training programs. To contact a representative please e-mail us
at bulksales@mcgraw-hill.com.

Information contained in this work has been obtained by The McGraw-Hill Companies, Inc.
(“McGraw-Hill”) from sources believed to be reliable. However, neither McGraw-Hill nor its
authors guarantee the accuracy or completeness of any information published herein, and neither
McGraw-Hill nor its authors shall be responsible for any errors, omissions, or damages arising out
of use of this information. This work is published with the understanding that McGraw-Hill and its
authors are supplying information but are not attempting to render engineering or other profession-
al services. If such services are required, the assistance of an appropriate professional should be
sought.

TERMS OF USE

This is a copyrighted work and The McGraw-Hill Companies, Inc. (“McGraw-Hill”) and its licen-
sors reserve all rights in and to the work. Use of this work is subject to these terms. Except as per-
mitted under the Copyright Act of 1976 and the right to store and retrieve one copy of the work,
you may not decompile, disassemble, reverse engineer, reproduce, modify, create derivative works
based upon, transmit, distribute, disseminate, sell, publish or sublicense the work or any part of it
without McGraw-Hill’s prior consent. You may use the work for your own noncommercial and per-
sonal use; any other use of the work is strictly prohibited. Your right to use the work may be termi-
nated if you fail to comply with these terms.

THE WORK IS PROVIDED “AS IS.” McGRAW-HILL AND ITS LICENSORS MAKE NO
GUARANTEES OR WARRANTIES AS TO THE ACCURACY, ADEQUACY OR COMPLETE-
NESS OF OR RESULTS TO BE OBTAINED FROM USING THE WORK, INCLUDING ANY 
INFORMATION THAT CAN BE ACCESSED THROUGH THE WORK VIA HYPERLINK OR
OTHERWISE, AND EXPRESSLY DISCLAIM ANY WARRANTY, EXPRESS OR IMPLIED,
INCLUDING BUT NOT LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY
OR FITNESS FOR A PARTICULAR PURPOSE. McGraw-Hill and its licensors do not warrant or
guarantee that the functions contained in the work will meet your requirements or that its operation
will be uninterrupted or error free. Neither McGraw-Hill nor its licensors shall be liable to you or
anyone else for any inaccuracy, error or omission, regardless of cause, in the work or for any dam-
ages resulting therefrom. McGraw-Hill has no responsibility for the content of any information
accessed through the work. Under no circumstances shall McGraw-Hill and/or its licensors be
liable for any indirect, incidental, special, punitive, consequential or similar damages that result
from the use of or inability to use the work, even if any of them has been advised of the possibili-
ty of such damages. This limitation of liability shall apply to any claim or cause whatsoever
whether such claim or cause arises in contract, tort or otherwise.



Contents

Preface  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

 1 Signal Propagation   . . . . . . . . . . . . . . . . . . . . . . . . . . .  1
 1.1 Introduction  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1
 1.2 Carrier Wave Propagation  . . . . . . . . . . . . . . . .  1
 1.3 Information Signal  . . . . . . . . . . . . . . . . . . . . . . .  5
 1.4 Modulation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7

 2 Optical Power and Loss  . . . . . . . . . . . . . . . . . . . . . . .  23
 2.1 Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23
 2.2 Optical Signal Power Unit  . . . . . . . . . . . . . . . .  27
 2.3 Link Power Budget  . . . . . . . . . . . . . . . . . . . . . .  28
 2.4 Link Budget with Optical Modulation 

  Amplitude  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  37
 2.5 Optical Loss Measurement  . . . . . . . . . . . . . . . .  39
 2.6 Optical Return Loss   . . . . . . . . . . . . . . . . . . . . .  45

 2.6.1 Refl ectance  . . . . . . . . . . . . . . . . . . . . . .  47
 2.6.2 Detrimental Effects due to 

   Low ORL  . . . . . . . . . . . . . . . . . . . . . . .  48
 2.6.3 ORL Measurement  . . . . . . . . . . . . . . .  49

 2.7 Average and Peak Optical Power  . . . . . . . . . .  51

 3 Optical Signal to Noise Ratio   . . . . . . . . . . . . . . . . . .  55
 3.1 Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  55

 3.1.1 OSNR Measurement  . . . . . . . . . . . . .  60
 3.1.2 WDM OSNR  . . . . . . . . . . . . . . . . . . . .  62
 3.1.3 Resolution Bandwidth  . . . . . . . . . . . .  64
 3.1.4 OSNR Link Calculation  . . . . . . . . . . .  66
 3.1.5 Raman Amplifi er  . . . . . . . . . . . . . . . .  71
 3.1.6 OSNR Examples  . . . . . . . . . . . . . . . . .  73

 3.2 Bit Error Ratio   . . . . . . . . . . . . . . . . . . . . . . . . . .  78
 3.3 Q-Factor  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  82

 3.3.1 Extinction Ratio and Optical 
   Modulation Amplitude   . . . . . . . . . . .  87

 3.3.2 Q-Factor Budget  . . . . . . . . . . . . . . . . .  89
 3.4 Forward Error Correction  . . . . . . . . . . . . . . . . .  95

 4 Chromatic Dispersion  . . . . . . . . . . . . . . . . . . . . . . . . .  101
 4.1 Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  101
 4.2 Fiber Types  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  116

v



vi C o n t e n t s

 4.3 Coping with Chromatic Dispersion  . . . . . . . .  118
 4.3.1 Conditions for Chromatic 

   Dispersion Planning  . . . . . . . . . . . . . .  119
 4.3.2 Chromatic Dispersion Limit  . . . . . . .  119
 4.3.3 Factors That Contribute to 

   Chromatic Dispersion  . . . . . . . . . . . .  121
 4.3.4 Methods to Reduce Link 

   Chromatic Dispersion  . . . . . . . . . . . .  122
 4.4 Planning a Chromatic Dispersion Budget  . . .  123

 4.4.1 Total Link Chromatic Dispersion  . . .  123
 4.4.2 Chromatic Dispersion 

   Compensation Modules  . . . . . . . . . . .  124
 4.4.3 Chromatic Dispersion 

   Compensation  . . . . . . . . . . . . . . . . . . .  125
 4.4.4 Compensation for DWDM 

   Networks  . . . . . . . . . . . . . . . . . . . . . . .  128
4.4.5 Deploying DCMs  . . . . . . . . . . . . . . . . .  131

 4.5 Chromatic Dispersion Measurement 
  Methods  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  133

 4.5.1 The Time of Flight Method  . . . . . . . .  134
 4.5.2 The Time of Flight—OTDR 

   Method  . . . . . . . . . . . . . . . . . . . . . . . . .  136
 4.5.3 Modulated Phase Shift Method  . . . .  137
 4.5.4 Differential Phase Shift Method  . . . .  139

 4.6 Chromatic Dispersion Planning Summary  . . .  140

 5 Polarization Mode Dispersion  . . . . . . . . . . . . . . . . .  143
 5.1 Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  143
 5.2 Causes of DGD  . . . . . . . . . . . . . . . . . . . . . . . . . .  144
 5.3 Probability Distribution  . . . . . . . . . . . . . . . . . .  146
 5.4 Spectral Behavior of DGD  . . . . . . . . . . . . . . . .  151
 5.5 Link Design Value (PMDQ) and 

  Maximum PMD  . . . . . . . . . . . . . . . . . . . . . . . . .  151
 5.6 Total Link PMD  . . . . . . . . . . . . . . . . . . . . . . . . .  153
 5.7 Second-Order PMD  . . . . . . . . . . . . . . . . . . . . . .  154
 5.8 Polarization-Dependent Loss  . . . . . . . . . . . . .  155
 5.9 Polarization Maintaining Fiber  . . . . . . . . . . . .  157
5.10 PMD Measurement Methods  . . . . . . . . . . . . . .  158

5.10.1 Interferometric Method 
   (TIA FOTP-124)  . . . . . . . . . . . . . . . . . .  158

5.10.2 Fixed Analyzer Method 
   (TIA FOTP-113)  . . . . . . . . . . . . . . . . . .  159

5.10.3 Jones Matrix Eigenanalysis 
   Method (TIA FOTP-122)  . . . . . . . . . .  159

5.10.4 Measurement Accuracy  . . . . . . . . . . .  160



 C o n t e n t s  vii

5.11 Coping with PMD  . . . . . . . . . . . . . . . . . . . . . . .  161
5.12 PMD Planning Summary  . . . . . . . . . . . . . . . . .  161
5.13 PMD Examples  . . . . . . . . . . . . . . . . . . . . . . . . .  162

 6 WDMs and Couplers  . . . . . . . . . . . . . . . . . . . . . . . . .  167
 6.1 Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  167
 6.2 WDM Internal Technologies  . . . . . . . . . . . . . .  170
 6.3 WDM System Confi guration and 

  Transceivers  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  176
 6.4 Simple WDM Systems  . . . . . . . . . . . . . . . . . . .  177
 6.5 Basic WDM Types  . . . . . . . . . . . . . . . . . . . . . . .  179
 6.6 DWDM, CWDM, and Cross-Band WDMs  . . .  183
 6.7 DWDM  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  184

 6.7.1 DWDM Channel Capacity  . . . . . . . .  185
 6.7.2 Expanding Fiber Capacity 

   Using Basic DWDMs  . . . . . . . . . . . . .  186
 6.8 CWDM  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  190

 6.8.1 CWDM Channel Capacity  . . . . . . . . .  192
 6.8.2 Expanding Fiber Capacity 

   Using Basic CWDMs  . . . . . . . . . . . . .  192
 6.8.3 CWDM Capacity Expansion 

   Using DWDMs  . . . . . . . . . . . . . . . . . .  196
 6.9 Cross-Band WDM  . . . . . . . . . . . . . . . . . . . . . . .  198
6.10 WDM Specifi cation  . . . . . . . . . . . . . . . . . . . . . .  200

6.10.1 Basic WDMs  . . . . . . . . . . . . . . . . . . . .  200
6.11 Couplers and Splitters  . . . . . . . . . . . . . . . . . . . .  204

6.11.1 Bidirectional Coupler (Circular)  . . . .  205
6.11.2 Red and Blue Band Coupler  . . . . . . .  206
6.11.3 Splitters . . . . . . . . . . . . . . . . . . . . . . . . .  207

6.12 Active WDM Systems  . . . . . . . . . . . . . . . . . . . .  209
6.13 WDM Technology Selection  . . . . . . . . . . . . . . .  210

 7 Fiber Nonlinear Impairments  . . . . . . . . . . . . . . . . . .  215
 7.1 Fiber Nonlinear Impairments  . . . . . . . . . . . . .  215
 7.2 Four-Wave Mixing   . . . . . . . . . . . . . . . . . . . . . .  218

 7.2.1 Methods to Reduce the Effects 
   of FWM  . . . . . . . . . . . . . . . . . . . . . . . . .  222

 7.2.2 Estimating Generated FWM 
   Component Power  . . . . . . . . . . . . . . .  224

 7.3 Self-Phase Modulation and 
  Cross-Phase Modulation   . . . . . . . . . . . . . . . . .  230

 7.4 Stimulated Raman Scattering and 
  Stimulated Brillouin Scattering  . . . . . . . . . . . .  239

 7.5 Intrachannel Nonlinear Effects  . . . . . . . . . . . .  246
 7.6 Summary  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  249



viii C o n t e n t s

 8 Fiber Characterization   . . . . . . . . . . . . . . . . . . . . . . . .  255
 8.1 Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  255
 8.2 Span Loss  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  256
 8.3 Chromatic Dispersion   . . . . . . . . . . . . . . . . . . .  258
 8.4 Polarization Mode Dispersion   . . . . . . . . . . . .  259
 8.5 Optical Return Loss   . . . . . . . . . . . . . . . . . . . . .  259
 8.6 Fiber Span Length  . . . . . . . . . . . . . . . . . . . . . . .  260
 8.7 Nonlinear Impairments  . . . . . . . . . . . . . . . . . .  260

 8.7.1 Stimulated Brillouin Measurement  . . .  261
 8.7.2 Four-Wave Mixing and Nonlinear 

   Coeffi cient Measurement  . . . . . . . . . .  262
 8.8 Signal Latency  . . . . . . . . . . . . . . . . . . . . . . . . . .  264

 9  Testing Ethernet and Synchronous 
Optical Networks  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  267
 9.1 Bit Error Ratio Test  . . . . . . . . . . . . . . . . . . . . . .  267
 9.2 RFC-2544 Test  . . . . . . . . . . . . . . . . . . . . . . . . . . .  268

 10 Network Elements  . . . . . . . . . . . . . . . . . . . . . . . . . . . .  273
10.1 Description  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  273
10.2 Optical Transceivers  . . . . . . . . . . . . . . . . . . . . .  274

10.2.1 Lasers  . . . . . . . . . . . . . . . . . . . . . . . . . .  274
10.2.2 Laser Parameters  . . . . . . . . . . . . . . . .  279
10.2.3 Laser Modulation  . . . . . . . . . . . . . . . .  282
10.2.4 Receivers  . . . . . . . . . . . . . . . . . . . . . . .  286
10.2.5 Receiver Parameters  . . . . . . . . . . . . . .  289

10.3 Optical Amplifi ers  . . . . . . . . . . . . . . . . . . . . . . .  290
10.3.1 EDFA Amplifi er  . . . . . . . . . . . . . . . . .  290
10.3.2 Raman Amplifi er  . . . . . . . . . . . . . . . .  293

 11 Dark Fiber  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  301
11.1 Leasing or Purchasing Dark Fiber  . . . . . . . . . .  301
11.2 Dark Fiber Considerations  . . . . . . . . . . . . . . . .  302

 12 Fiber Network Planning . . . . . . . . . . . . . . . . . . . . . . .  305
12.1 Guidelines  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  305
12.2 Metropolitan Ethernet Network  . . . . . . . . . . .  307
12.3 SONET/SDH Network  . . . . . . . . . . . . . . . . . . .  307

 A  Symbols, Abbreviations, and Glossary 
of Terms  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  319
 A.1 Symbols and Abbreviations Used 

  Frequently in This Text  . . . . . . . . . . . . . . . . . . .  319
Greek Symbols  . . . . . . . . . . . . . . . . . . . . . . . . .  319
Roman Symbols  . . . . . . . . . . . . . . . . . . . . . . . .  320

 A.2 Abbreviations  . . . . . . . . . . . . . . . . . . . . . . . . . . .  323
 A.3 Glossary of Terms  . . . . . . . . . . . . . . . . . . . . . . .  329



 C o n t e n t s  ix

 B Spreadsheet Format for OSNR Calculation  . . . . . .  347
 B.1 EDFA OSNR Calculation  . . . . . . . . . . . . . . . . . .  347

 C WDM Channel Assignments  . . . . . . . . . . . . . . . . . .  355
 C.1 Fiber Bands  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  355

C.1.1 Band Descriptions  . . . . . . . . . . . . . . . .  355
 C.2 WDM Channel Assignments  . . . . . . . . . . . . . .  356

 D Useful Formulae  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  371
 D.1 Spectral Width Conversion between 

  Wavelength and Frequency Units  . . . . . . . . . .  371
 D.2 Summation of Channel Optical Power 

  in a WDM  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  373
 D.3 Chromatic Dispersion Coeffi cient 

  Calculation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  374

 E Gaussian Pulse Characteristics  . . . . . . . . . . . . . . . . .  375
 E.1 Gaussian Pulse   . . . . . . . . . . . . . . . . . . . . . . . . . .  375

 F Relevant Standards  . . . . . . . . . . . . . . . . . . . . . . . . . . .  377

 G  Common Units, Powers, Constants, 
and Transmission Rates  . . . . . . . . . . . . . . . . . . . . . . .  379
 G.1 Units  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  379
 G.2 Powers of 10 Symbols  . . . . . . . . . . . . . . . . . . . .  380
 G.3 Physical Constants  . . . . . . . . . . . . . . . . . . . . . .  380
 G.4 Digital Transmission Rates  . . . . . . . . . . . . . . . .  381
 G.5 SONET/SDH Transmission Rates  . . . . . . . . .  381

  Index  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  383



This page intentionally left blank 



Preface

The purpose of this book is to help the reader understand the 
details in planning and implementing fiber optic networks. 
Both short-reach and long-haul transmission links are discussed.

All major fiber planning parameters are reviewed with appropriate 
background theory and practical design calculations. Guidelines are 
provided for planning both SONET/SDH and Ethernet networks. 
Practical examples are given to help the reader with theory applica-
tion. The book is also easy to follow and concise. This helps the reader 
to quickly understand the technology without having to spend exces-
sive time reading through copious text.

Planning Fiber Optic Networks can benefit the following profession-
als: engineers, network managers, planners, technicians, technologists 
students, and others interested in learning about this technology.

Suggestions and comments are always welcome. Please feel free 
to contact me at my email address shown below. I will do my best to 
try to respond to you in a timely fashion.

Bob Chomycz, P.Eng.
Telecom Engineering, Inc.

Telecom Engineering USA, Inc.
bchomycz@telecomengineering.com

www.TelecomEngineering.com

xi

www.TelecomEngineering.com
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CHAPTER 1
Signal Propagation

1.1 Introduction
It is important to understand the basics of optical fiber signal propa-
gation to be able to better apply fiber design principles. This chapter 
introduces the theory behind signal propagation in a single-mode 
fiber. Multimode fiber is not discussed in this book.

1.2 Carrier Wave Propagation
A single-mode fiber signal can be separated into two basic wave-
forms: the optical carrier and the information signal. The optical 
carrier is generated by a laser or LED in the transceiver and ideally 
has constant power (intensity), wavelength, and phase. The infor-
mation signal is a waveform that contains serially encoded infor-
mation that is transmitted in the fiber. Let’s first consider the case 
of an optical carrier propagating in free space. It can be considered 
as a plane transverse electromagnetic (TEM) wave with the electric 
and magnetic field components represented by Eqs. (1.1) and (1.2),1 
see Fig. 1.1. The electric field exists in the x-z plane and the mag-
netic field exists in the y-z plane both propagating along the fiber’s 
z axis. Both electric and magnetic fields are perpendicular to the 
direction of propagation of the z axis and hence transverse. The 
components of these fields can be written as Eqs. (1.3), (1.4), and 
(1.5). Assume for now that the optical wave is monochromatic, con-
sisting of just one wavelength. In reality this is not possible but is 
used here to help simplify the theory.

 
� �
E e E t zx x= ( , )  (1.1)

 

� �
H e H t zy y= ( , )  (1.2)

1



2 C h a p t e r  O n e

 
E E k vt zx x= +0 cos ( )  (1.3)

 
H H k vt zy y= +0 cos ( )  (1.4)

 
k = 2π

λ  (1.5)

where 
�
E = electric field vector polarized in x-z plane, V/m

 
�
H = magnetic field vector polarized in y-z plane, A/m

 Ex = electric field amplitude, V/m
 Ex0 = peak electric field amplitude, V/m
 Hy = magnetic field amplitude, A/m
 Hy0 = peak magnetic field amplitude, A/m
 k = wave number, 1/m
 v = phase velocity of the propagating wave, m/s

λ = wavelength, m
 t = time, s
 z = z axis, m

To determine how this carrier wave propagates in a dielectric 
waveguide such as a fiber, we must consult Maxwell’s equations. 
In 1873, James Clerk Maxwell developed a theory that explained how 
electromagnetic waves behave in any medium. Maxwell’s theory is 

FIGURE 1.1 Optical TEM wave.
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based on the four equations shown in Eqs. (1.6) to (1.9) in differential 
form (point form).

 ∇ =i
��
D vρ  (1.6)

 ∇ =i
��
B 0  (1.7)

 
∇ × = − ∂

∂
E

B
t

��
��

 (1.8)

 
∇ × = + ∂

∂
H J

D
t

��� �
��

 (1.9)

where D
��

 =  electric-flux density vector, C/m2. In any medium � � �
D E P= +ε0  where 

�
P is the electric polarization vector.

 B
��

 =  magnetic-flux density vector H/m. In any medium 
�
B =

μ0( ).
� �
H M+

�
M  is the magnetic polarization of the medium. 

Silica is nonmagnetic, therefore 
�

M = 0.
 E

��
 = electric-field amplitude vector, V/m

 H
���

 =  magnetic-field amplitude vector, A/m

 J
�

 =  current density vector, A/m2. For fiber 
� �
J E= σ ,  where σ  

is the conductivity of the medium. For silica it is very low, 
therefore σ ≈ 0 and assume 

�
J = 0, therefore no current 

flow in a fiber.
 ρv =  charge density and we can assume there are no free 

charges in the medium so that ρv = 0.

 ∇ i = divergence of the vector field

 ∇ × = curl of the vector field

Simplification of the above results in two wave equations [Eqs. (1.10) 
and (1.11)] that describe how the electric and magnetic fields of light 
behave in a fiber. Each wave equation represents three equations, one 
for each field vector x, y, and z.

 
∇ + =2

2 2

2 0
� �
E

n
c

E
ω  (1.10)

 
∇ + =2

2 2

2 0
� �
H

n
c

H
ω  (1.11)

where ∇2 = Laplacian operator, where ∇ = ∂ ∂ + ∂ ∂ + ∂ ∂2 2 2 2 2 2 2/ / /x y z
 ω = angular frequency of an optical wave, rad/s
 c = speed of light in a vacuum, m/s
 n = material’s refractive index in which the light is propagat-

ing. It is defined as the ratio of the speed of light in a 
vacuum to the speed of light in the material.
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The propagation parameter ωn c/  can be expressed as the wave 
number k as shown in Eq. (1.12).

 kn
n

c
= ω

 (1.12)

The index of refraction is defined for both core and cladding as nR 
and nL. Therefore, for a wave propagating only in the core, the propa-
gation parameter is knR. If it is propagating only in the cladding, the 
propagation parameter is in knL. However, the wave propagates 
partly in both core and cladding; therefore, a new propagation param-
eter β is defined, see Eq. (1.13).

 kn knL R< <β  (1.13)

An effective index of refraction neff between the core and cladding 
values can be defined by Eq. (1.14).

 
n

keff = β
 (1.14)

The velocity of the monochromatic wave in a fiber can now be 
defined as Eq. (1.15).

 
v

c
n

=
eff

 (1.15)

Substituting Eqs. (1.1) and (1.2) into Eqs. (1.10) and (1.11) and 
solving results in wave equations Eqs. (1.16) and (1.17).

 E z t E e ex x
z j t z( , ) ( )= − −

0
α ω β  (1.16)

 
H z t H e ey y

z j t z( , ) ( )= − −
0

α ω β  (1.17)

The real part of these equations can be expressed as wave equa-
tions Eqs. (1.18) to (1.20).

 E z t E t z ex x
z( , ) cos( ) /= − −

0
2ω β α  (1.18)

 
H z t H t z ey y

z( , ) cos( ) /= − −
0

2ω β α  (1.19)

 
β ω=

v
 (1.20)

where β = propagation parameter, rad/m
 α = fiber's attenuation coefficient, m−1

 ω = angular frequency, rad/s
 z = propagation distance in the fiber, m
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 v = phase velocity of the propagating wave, m/s
 t = time, s

The exponential part of Eq. (1.18) shows that a TEM wave prop-
agating in a fiber diminishes in amplitude determined by the e z−α /2 
term at distance z. The fiber’s attenuation coefficient α determines 
how fast the amplitude dies out. The wave propagates at an angu-
lar frequency of ω, where ω π= 2 f , with a propagation parameter 
of β.

1.3 Information Signal
In the electrical domain the information signal is transmitted over a 
wire to a laser or LED in a digital format or analog format. The 
digital format consists of a sequence of high- and low-voltage 
pulses, which is well suited for data transmission. The high pulse 
represents a data logical 1 and the low pulse (no pulse) represents a 
data logical zero. The digital signal transmission rate, also known 
as bit rate R, has units bits per second (bps). Each bit time slot has 
the period T with unit seconds, where T = 1/R. The width of the 
data bit is some fraction, called duty cycle dc, of the time slot period, 
where d T Tc b= / . Two common methods of coding data information 
in a digital signal are non-return to zero (NRZ) and return to zero 
(RZ) coding, see Fig. 1.2. Figures 1.2a and c shows unipolar coding 
with a DC component and Figs. 1.2b and d shows polar coding with 
no DC component. NRZ signal coding is the standard used for 
many transmission systems including SONET/SDH and GigE. The 
baseband signal power spectral density (PSD) of an NRZ signal can 
be calculated2 using Eq. (1.21) assuming that the bit width is the 
same as the time slot width T = Tb and dc = 1. For the polar format, 
where the DC component is zero, δ(  f) = 0, see Fig. 1.3a. Equation 
(1.22) provides the PSD of the RZ signal format assuming the bit 
width is half the time slot width Tb = T/2 and dc = 0.5. The RZ spec-
tral density has a similar sin c function shape but wider spectral 
width.

 
S

A T
c Tf

A
fNRZ.bb = +

2
2

2

4 4
sin ( ) ( )δ  (1.21)

 
S

A T
c

Tf
T

f
n
Tn

RZ.bb =
⎛
⎝⎜

⎞
⎠⎟

× + −
⎛
⎝⎜

⎞
⎠⎟=

2
2

4 2
1

1
sin δ

−−∞

∞

∑
⎡

⎣
⎢

⎤

⎦
⎥  (1.22)

where  SNRZ.bb =  baseband NRZ power spectral density assuming a 
1 Ω load, W/Hz

 SRZ.bb =  baseband RZ power spectral density assuming a 1 Ω 
load, W/Hz

 A = voltage of the signal in data one bit state, V
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 T = signal time slot width, s
 Tb = signal full pulse width, s
 f = frequency of the signal, Hz

 δ( )f  = DC component of the signal, V/Hz
 n = an integer

The spectral width of an NRZ signal to the first null is Δ fnull = 1/ T, 
see Fig. 1.3a. For an RZ signal (where Tb = T/ 2) the spectral width to 
the first null is Δ fnull = 2/ T much wider than NRZ, see Fig. 1.3b. This 

FIGURE 1.2 NRZ and RZ signals.
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is because the RZ pulse width is half the NRZ pulse width. This 
results in the RZ pulse spectral width being much wider than the 
NRZ spectral width. Equations (1.21) and (1.22) assume that the sig-
nal bit pulses are rectangular. However, in actual transmission sys-
tems they are more rounded, which changes their spectral density.

Analog format transmission over a wire is typically used for 
analog signals such as video, CATV, or RF systems. Often the analog 
signal does not remain analog during the entire transmission but is 
converted to a digital signal using a technique called pulse-code 
modulation (PCM). Because most fiber communication networks
consist of digital optical transmission, this book will concentrate 
on this type of communication. Analog transmission systems 
have similar design parameters but different design and acceptance 
criteria.

1.4 Modulation
The information signal is combined with the optical carrier in the 
transceiver using a technique called modulation, see Fig. 1.4a. Modu-
lation is the process of encoding signal information onto the carrier by 
changing the carrier’s amplitude A, frequency ωc, or phase φ. In radio 
frequency communications, this is referred to as amplitude modula-
tion (AM), frequency modulation (FM), or phase modulation (PM). 

FIGURE 1.3 Power spectral density of baseband NRZ and RZ signals.
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In optical communications, most transmission systems use a form of 
amplitude modulation that is actually light intensity modulation. 
For digital signals this is called amplitude-shift keying (ASK). The 
simplest and most common form of ASK is on-off keying (OOK). 
This is where information is represented by the carrier as a sequence 
of high and low light intensities. A high light intensity (pulse) repre-
sents a logic 1 and a low or extinguished light intensity (no pulse) 
represents a logic 0 (or vice versa depending on the line coding). 
Two common methods of coding the information onto the carrier 
are NRZ and RZ coding. This results in a modulated pulsating 
optical carrier signal as shown in Fig. 1.4c. The modulated optical 
carrier launched into a fiber consists of the optical carrier at center 
frequency fc. If the modulating signal format is NRZ, then the modu-
lated optical signal spectral density2 can be shown by Eq. (1.23) 

FIGURE 1.4 NRZ modulation.
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assuming an ideal rectangular modulating signal and a mono-
chromatic carrier (Δ fnull >> Δfc), which is not realistic. The NRZ 
modulated optical signal spectral width between the first nulls is 
Δ fmc.null = 2/T, see Fig. 1.5.

S
A T

c f f T c f f Tc cNRZ.c = − + +
2

2 2

8
[sin (( ) ) sin (( ) )]

[ ( ) ( )]+ − + +A
f f f fc c

2

8
δ δ  (1.23)

Assume that the optical carrier wave is monochromatic (consists 
of only one optical frequency ωc) and it is propagating in a fiber that 
has no optical loss, α = 0. The electric field component of this optical 
carrier wave at distance z in the fiber can be shown by Eq. (1.18). 
In Eq. (1.24) the propagation parameter is shown as a function of 
frequency.

 E z t E t zx x c c( , ) cos( ( ) )= −0 ω β ω  (1.24)

where  Ex(z, t) =  electric field amplitude at location z and time t, V/m
  Ex0 = peak electric field amplitude, V/m
  ωc = angular optical frequency where ωc = 2π fc, s

−1

  t = time, s
  β(ωc) =  propagation parameter, which is a function of carrier 

frequency, rad/m
  z = distance along the fiber length, m

This wave propagates in the fiber at a phase velocity v defined by 
Eq. (1.25) and as shown in Fig. 1.6.

 
v c=

ω
β

 (1.25)

FIGURE 1.5 NRZ modulated optical spectrum.
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FIGURE 1.6 Wave phase propagation.
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For on-off key modulation of this optical carrier wave with a dig-
ital signal that has a spectral width of Δω, the modulated carrier spec-
trum would span frequencies shown in Eq. (1.26 ).

 ω ω ω ω ωc c− < < +Δ Δ Δmc  (1.26)

where Δωmc = spectral width of a modulated carrier, rad/s
 ωc = carrier frequency, rad/s
 Δω = baseband signal spectral width, rad/s

Assuming that Δω spectral width is much less than the carrier 
frequency Δω << ωc , then the modulating signal spectral width 
can be included in the carrier Eq. (1.24) resulting in modulated 
carrier Eqs. (1.27) and (1.28). It is seen in time t and propagating 
in the fiber at length location z, where cos(ωct − β(ωc )z) describes 
the phase of the optical carrier wave and cos(Δωt − β(Δω)z) 
describes the slower varying signal envelope of the carrier wave,3 
see Fig. 1.4c.

 

E z t E t zx x c c( ) [cos(( ) ( ) )

cos(

, = + − +

+

0 ω ω β ω ωΔ Δ

(( ) ( ) )]ω ω β ω ωc ct z− − −Δ Δ  (1.27)

 E z t E t z t zx x c c( , ) cos( ( ) )cos( ( ) )≈ − −0 Δ Δω β ω ω β ω  (1.28)

From Eq. (1.28) the modulated carrier phase velocity is given by 
Eq. (1.29) and the group velocity (the velocity of information or pulse 
envelope in the fiber) is given by Eq. (1.30), see Fig. 1.4c.

 
v c

c

=
ω

β ω( )  (1.29)

 
v

d
dg =

⎛
⎝⎜

⎞
⎠⎟

−
β
ω

1

 (1.30)

The propagation parameter β depends on the frequency and can 
be expanded as a Taylor series around the center wavelength ωc of 
modulated carrier spectrum ωmc , where Δω << ωc [see Eq. (1.31), 
which provides useful wave parameters β0, β1, β2, and β3, see Eqs. 
(1.32) to (1.38)].

 
β ω β β ω β ω β ω( ) ( ) ( ) ( )= + + + +0 1 2

2
3

31
2

1
6

Δ Δ Δ �  (1.31)

 
β β

ω
ω ωn

m

m c

d
d

= =where  (1.32)

 β β ω0 = ( )c  (1.33)
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β β

ω1
1= =d

d vg
 (1.34)

 
β β

ω ω
λ
π2

2

2

1 2

2
= = = −

−d
d

dv

d c
g

cCD  (1.35)

 
β

β
ω

λ
π

λ3
2

3

22
2= = +

d
d c

S c( )
( )CD  (1.36)

 
CDc

c= − 2
2 2

π
λ

β  (1.37)

 
S

d
d

c
c

c= = +
⎛
⎝⎜

⎞
⎠⎟

CD
λ

π
λ

β
λ

β
π

( )2 2

3
3 2  (1.38)

where  vg = group velocity of the signal envelope, m/s
 CDc =  fiber chromatic dispersion coefficient at wavelength λ, 

s/(m.m)
  v = phase velocity of an optical wavelength, m/s
  c = speed of light in a vacuum, m/s
  β = propagation parameter, rad/m
  β0 = propagation parameter at ωc, rad/m
  β1 = inverse of the envelope velocity of the pulse, s/m
  β2 =  signal pulse broadening parameter, known as the group-

velocity dispersion (GVD), s2/m
 β3 =  slope of GVD, or second-order GVD, considered when 

β2 ≈ 0, s3/m
  ωc =  center angular frequency of an optical carrier, rad/s
  Δω =  spectral width of baseband optical pulse, Δω = (−2πc/λ2) 

Δλ, rad/s
  S = slope of CDc , s/m3

  m = constant 
  n = 0, 1, 2, 3

The modulated optical carrier, described by Eq. (1.28), that is 
launched into a fiber can be shown in exponential form as in Eq. (1.39). 
Here Ax(z, t) is the varying signal amplitude of the optical carrier and 
the first exponential term represents the carrier, see Fig. 1.4a. The last 
exponential term represents fiber’s attenuation effect on the signal.

 E z t A z t e ex x
j t z zc( , ) ( , ) ( ( ) ) /= − −ω β ω α 2  (1.39)

Using Fourier transform on Eq. (1.39) and substituting the 
Taylor series expansion for β(ω) in Eq. (1.31), the partial differential 
equation that governs pulse propagation of an optical electric field 
in a single polarization state is derived, see Eqs. (1.40) and (1.41). It 
is referred to as the nonlinear Schrödinger equation4 (NLSE) and is 
used to accurately determine fiber linear and nonlinear effects on a 
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propagating optical signal with pulse widths as short as 5 ps. The 
terms to the right of the equal sign are responsible for nonlinear 
effects, the Kerr effect, Raman scattering, and self-steepening. When 
there are no nonlinear effects to consider, the right side equals 0. 
The left side consists of fiber attenuation and chromatic dispersion 
terms.

 

∂
∂

+ ∂
∂

+ ∂
∂

A
z

A
t

j A
t

β
β

1
2

2

22
Groupvelocity CDeffec
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tt CDslope Attenuatio
��� 	� ��� 	�

− ∂
∂

+
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36 2
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nn
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��� 	�
(= − ∂

j A A j A
A

Rγ γ2
22 2) ( )

∂
− ∂

∂t
A A

tS

SRS Self-steepening

| |

� ��� 	��
γ
�� �� 	�

 (1.40)

 
γ

π
λ

=
2 2n

Aeff
 (1.41)

where  A =  modulating electric field signal which is a function of 
distance and time A(z, t), V/m

 |A|2 = optical intensity, W/m2

  γ = nonlinear coefficient, (Wm)−1

  γR =  stimulated Raman scattering nonlinear coefficient, 
(Wm)−1

  γS = self-steepening nonlinear coefficient, (Wm)−1

  n2 =  fiber nonlinear refractive index which varies for differ-
ent fibers between 2.0 × 10−20 and 3.5 × 10−20 m2/W, 
(typical is 3.0 × 10−20 m2/W)

  α = fiber’s attenuation coefficient, m−1

As mentioned at the beginning of this section, the actual modulated 
optical pulses propagating in a fiber are not perfectly rectangular,5 but 
have rounded edges with pulse shapes that can approximate a Gauss-
ian6 or super-Gaussian distribution.7 An optical Gaussian pulse elec-
tric field at z = 0 can be defined as Eqs. (1.42) and (1.43).8 The phase of 
the pulse can be seen in the cosine term part of Eq. (1.43) as shown 
in Eq. (1.44). The Gaussian pulse envelope A(z,t), without the optical 
carrier ωc see Fig. 1.9a, as a function of time and distance is described 
by Eq. (1.45). For a Gaussian pulse the shape parameter ms = 1 and for 
a super-Gaussian shape ms > 1, see Fig. 1.7. RZ modulation transmis-
sions can be evaluated by assuming the optical pulses have an 
approximate Gaussian shape. NRZ pulse can be better represented 
by a super-Gaussian shape.

 

G t A
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φ ω( )t t
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Tc= + 0

2
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 (1.45)

 T T TFWHM HWEM HWEM= × ≈2 2 1 665ln .  (1.46)

 
C

T
t

t0

2

= HWEM δω( )  (1.47)

where  G(t) =  chirped optical Gaussian pulse electric field ampli-
tude at z = 0 amplitude, V/m

  A(0, t) = pulse launch electric field amplitude at time t, V/m
  A0 = peak pulse electric field amplitude, V/m
  C0 = initial pulse chirp parameter
  T = time, s
  ms =  shape parameter, where ms = 1 is for Gaussian pulse; 

as ms increases pulse shape becomes more rectangular
  THWEM = half pulse width at 1/e amplitude point, s
  TFWHM =  full pulse width at half maximum amplitude point 

(−3 dB), s
 δω(t) = time-dependent instantaneous frequency shift from 

the center optical carrier frequency ωc, rad/s

  φ = phase of the pulse, rad
  ωc = optical carrier angular frequency, rad/s

Optical pulses generated by directly modulated laser and certain 
externally modulated lasers will contain frequency chirp. Frequency 

FIGURE 1.7 Gaussian pulse shape for different values of the shape 
parameter.
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chirp is the change of the pulse’s optical carrier frequency due to 
carrier modulation as shown in Fig. 1.9b and 1.9c. The chirp parame-
ter can be calculated by differentiating the phase of the output optical 
field in Eq. (1.44) with respect to time resulting in Eq. (1.48). A model 
for chirp frequency shift9 established to be accurate for DFB lasers is 
shown in Eq. (1.49). It is made up of a transient component (the equa-
tion’s differential term) and adiabatic component (χΔP term). The 
former is caused by the pulse’s rapid rise and fall times. The latter is 
caused by the difference in power levels between the optical 1 and 
zero states of the signal. Transient chirp is most detrimental in 
pulse propagation because it hastens pulse broadening and is the 
dominant term for directly modulated semiconductor lasers (DML). 
Figure 1.8a is an example of an RZ modulation DML optical pulse 
and Fig. 1.8b represents the frequency chirp associated with the pulse. 
The leading edge of the pulse’s carrier frequency is shifted to a higher 
frequency and the falling edge shifts to a lower frequency. DML fre-
quency shift δ f(t) typically can range from ~100 MHz to ~10 GHz, 
which is about 0.005% of the carrier frequency f0 at 193 THz. This is 

FIGURE 1.8 Transient and adiabatic chirp.
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quite small as a percentage but does impact transmission distance 
significantly.

 
δω φ

( )t
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 (1.48)
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π
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ln( )= +⎡

⎣
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⎤
⎦
⎥4

Δ Δ  (1.49)

where δ f(t) = time-dependent instantaneous frequency shift from the 
center optical carrier frequency f0, Hz [note: δω(t) =
2πδ f(t)]

 αc = chirp αc parameter also known as line width enhance-
ment factor

 ΔP =  change in optical power when switching between high 
pulse level (1) and low level (0), W

 χ = laser damping constant, s−1

Due to the fiber dispersion, frequency chirping results in the 
pulse compression or expansion as it propagates in the fiber. This 
increases or decreases the system’s chromatic dispersion limit. There-
fore, adding frequency chirp to a pulse can be beneficial or detrimen-
tal to the transmission system. In Eq. (1.45) the chirp parameter C0 
determines how much frequency chirp is added to the pulse. When 
C0 = 0 there is no pulse chirp, see Fig. 1.9a. If C0 is positive the chirped 
pulse looks like Fig. 1.9b with higher optical frequency at the trailing 
end of the pulse. If C0 is negative the chirped pulse looks like Fig. 1.9c 
with higher optical frequency at the beginning of the pulse. The chirp 
parameter C0 is determined by measuring the amount of frequency 
shift δω(t) in the pulse’s time span, away from the carrier frequency 
ωc, see Eq. (1.47). The frequency shift can be modeled by Eq. (1.49) for 
DFB lasers. Note, this chirp parameter C0 is related to but not the 
same as the chirp alpha parameter αc seen in some publications and 
laser specifications. It is defined10 as the ratio of the rate of change of 
the laser’s refractive index nr as a function of the electron density ne 
and the differential gain dg/dne, see Eq. (1.50). Given the αc parameter, 
the chirp parameter C0 can be approximated by Eq. (1.51).

 
α π

λc
r e

e

dn dn
dg dn

= − 4 /
/

 (1.50)

 C c0 ≈ −α  (1.51)

The spectrum of a Gaussian pulse, where ms = 1, can be deter-
mined by taking the Fourier transform of Eq. (1.45) at z = 0, which 
results in Eq. (1.52).
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FIGURE 1.9 Gaussian pulse with and without frequency chirp.
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The spectral shape is Gaussian and the spectral half width at the 
1/e intensity point is given by Eq. (1.53).

 
ΔωHWEM

/

HWEM

=
+( )1 0

2 1 2C
T  (1.53)

The pulse broadening factor given by Eq. (1.54)11 can be derived 
by solving Eq. (1.40), assuming nonlinear effect is zero, with Eq. (1.45) 
assuming a chirped Gaussian pulse (ms = 1) with very narrow optical 
carrier spectral width (ΔωHWEM >> Δωc). It shows the relationship 
between initial pulse width and pulse width after propagating fiber 
distance z for various chirp parameters. Refer to Chap. 4 for more 
information about fiber pulse broadening limiting effects and fiber 
dispersion.
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where THWEM.z =  half pulse width at 1/e amplitude point at distance 
z, s

 THWEM.0 =  half pulse width at 1/e amplitude point at launch 
into the fiber, s

β2 =  group-velocity dispersion (GVD) parameter, s2/m
 z = distance along the fiber length, m
 LD = dispersion length, m

The dispersion length parameter LD obtained from Eqs. (1.54) and 
(1.55) is useful in quickly assessing the effects of chromatic dispersion 
on a propagating Gaussian pulse. It represents the maximum fiber 
length possible for transmission before chromatic dispersion begins 
to degrade the signal below specifications for a chirpless pulse. If the 
fiber length z is much shorter than the dispersion length LD, then the 
chromatic dispersion effects can be neglected; if the fiber length 
equals the dispersion length, then pulse spread is increased by a fac-
tor of 2 . Figure 1.10 plots the broadening effect of chirped and 
chirpless 10 Gbps NRZ transmission with THWEM.0 = 50 ps Gaussian 
pulses respect to normalized fiber distance (fiber distance divided by 
dispersion length LD). The dispersion length parameter is calculated 
to be 155 km. The fiber type is standard G.652 fiber, which has posi-
tive chromatic dispersion of 17 ps/(nm ⋅ km). For the chirpless pulse 
case C0 = 0, the broadening factor is 2.2, when the normalized distance is 
2.0. The pulse constantly expands in width as it propagates in the 
fiber. However, if frequency chirp is introduced to the pulse with a 
positive chirp parameter of C0 = 2, the pulse initially compresses up 
to a normalized distance of 0.4 and then expands more rapidly than 
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the chirpless case. At a normalized distance of approximately 1, 
where the dispersion length equals the distance, the pulse width 
begins to exceed that of the chirpless case. Therefore, positive fre-
quency chirp can be beneficial up to distance LD for fibers with posi-
tive chromatic dispersion. For a negative chirp parameter, the pulse 
expands much more rapidly than both chirpless and positive chirp 
cases right after launch. This is the worst-case chirp scenario for the 
transmission system. Unfortunately, directly modulated semiconduc-
tor lasers (DML) produce a negative chirp parameter C0, which sig-
nificantly limits propagation distance due to accelerated pulse broad-
ening. This can be overcome by using externally modulated 
semiconductor lasers that exhibit little or no chirp.

As the Gaussian pulse propagates in the fiber it lengthens and 
distorts losing its original Gaussian shape. It can no longer can be 
well represented by FWHM or HWEM points. A better representation 
of these pulses is by the root means square (RMS) pulse width,12 
defined by Eqs. (1.56) to (1.58). RMS pulse width σ at distance z can 
be defined by Eq. (1.58).

 σ = −⎡
⎣⎢

⎤
⎦⎥

t t2 2 1 2/

 (1.56)
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FIGURE 1.10 Chirped pulse broadening as a function of normalized fi ber 
distance for G.652 fi ber.
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where σ(z) is the RMS optical power pulse width at distance z, s.

For a Gaussian pulse that is launched into the fiber the relationship 
between RMS pulse width13 σ0  and THWEM.0 is defined in Eq. (1.59).

 THWEM.0 = σ0 2  (1.59)

The broadening factor shown in Eq. (1.54) can now be represented 
by the pulse RMS width as Eq. (1.60). Also included in this equation 
is the higher order β3 term that increases equation accuracy for values 
near zero dispersion.

 

σ
σ

β
σ

β
σ

( )z C z z

0

0 2

0
2

2

2

0
2

2

1
2 2

1= +
⎛

⎝⎜
⎞

⎠⎟
+

⎛

⎝⎜
⎞

⎠⎟
+ + CC

z
0
2 3

0
3

2
1
2 4

( ) ⎛

⎝⎜
⎞

⎠⎟
β
σ

 (1.60)

All of the above equations assume that the optical carrier spectral 
width is monochromatic. In practice however, laser light does occupy 
a spectral width σωc, which can be included in Eq. (1.60) as shown in 
Eq. (1.61).
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where ωωc is the optical carrier’s RMS spectral width, rad/s.

This equation describes Gaussian pulse broadening as it propa-
gates in a fiber, for super Gaussian pulse where the pulse is more 
rectangular with sharper leading and trailing edges. The broadening 
factor can be determined by solving Eq. (1.40) with Eq.(1.45) using 
m > 1. The super Gaussian pulse broadens more rapidly than Gauss-
ian pulse as it propagates down the fiber and therefore the dispersion 
limit is shorter. Refer to Chap. 4 for more information regarding 
bandwidth limiting effects due to pulse broadening.
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CHAPTER 2
Optical Power 

and Loss

2.1 Description
Signal loss is the reduction of signal power along a transmission path. 
For fiber optic communications the transmission path is optical and 
consists of fibers, connectors, splices, and other optical components. 
The total link loss, which is the optical transmission path loss mea-
sured from the transceiver laser output to the receiver input, is the 
most important planning parameter to consider for all fiber systems. 

Optical loss is defined as a dimensionless ratio of optical output 
power to input power for a fiber or component at a specific wave-
length, see Eq. (2.1) and Fig. 2.1. It represents the amount an optical 
signal is diminished in power (intensity) after it propagates through 
a passive component or fiber. In more general terms, this ratio is also 
referred to as transmittance because it represents the amount of opti-
cal power that is transmitted through a fiber or component.

LossRatio out

in

= =T
P
Pr  (2.1)

where  LossRatio =  optical power loss ratio at a specific wavelength
 Tr = transmittance
 Pout =  fiber or component average output power at a 

specific wavelength, mW
 Pin =  fiber or component average input power at a spe-

cific wavelength, mW

Optical output power will always be less than or equal to the input 
power in any passive optical path (no optical amplifiers) and therefore 
the loss ratio will always be equal to or less than 1. For optical ampli-
fiers the Pout/Pin ratio is greater than 1 and is referred to as Gain.

To conveniently represent very small and large numbers often 
encountered in loss calculations and to be able to easily calculate 
total link loss by addition instead of ratio multiplication, the industry 
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has accepted the decibel logarithmic scale with unit dB as a stand-
ard for loss measurement. Equations (2.2) and (2.3) are the conver-
sions between the linear and logarithmic loss units. Since the loss 
ratio is always less than 1, output power is always less than input 
power, then optical loss in dB units is represented as a positive 
number or 0.

Γ = −
⎛
⎝⎜

⎞
⎠⎟

10 log
P
P
out

in
  (2.2)

P
P
out

in

= −10 10Γ/  (2.3)

where Γ is the optical power loss at a specific wavelength, dB.

Loss is a relative measure and therefore the output and input 
powers need to be known before loss can be calculated. For example, 
if a system transceiver’s optical output power is 1 mW and the meas-
ured receive power is 0.025 mW, what is the loss? Using Eq. (2.2) we 
calculate link loss as follows:

Γ

Γ

= −
⎛
⎝⎜

⎞
⎠⎟

=

10
0 025

1

16 02

log
.

.

Therefore the optical loss is 16.02 dB.
Optical power loss is wavelength dependent and cumulative in 

an optical fiber. It increases exponentially with fiber length, refer to 
wave equation Eq. (1.16). The main mechanism causing about 96% 
of signal loss in a silica fiber is Rayleigh scattering. Material absorp-
tion and bend loss accounts for the rest of the loss. Rayleigh scatter-
ing is the scattering of light along the entire length of the fiber, 
which is caused by elastic collisions between the light wave and 
fiber molecules. This results in some of the light escaping the fiber 

FIGURE 2.1 Optical loss.
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waveguide and some of the light reflecting back to the source. Note 
that Rayleigh scattering is responsible for scattering of sunlight in 
the atmosphere, which results in a blue sky. The effect decreases 
with increasing signal wavelength. Two other types of scattering 
effects, called Brillouin and Raman scattering, occur at higher opti-
cal powers (>5 dBm) and are discussed in detail in Chap. 7. Material 
absorption is the absorption of light energy by fiber impurities such 
as water (OH−) molecules. The main water absorption band is cen-
tered at 1383 nm, which in newer G.652.c/d fiber is significantly 
reduced. Figure 2.2 shows fiber attenuation dependence on wave-
length of a typical standard G.652.a/b fiber and reduced water 
absorption G.652.c/d fiber.

Micro- and macrobending loss is the third effect that can result in 
power loss in a fiber. Microbending loss is due to small fiber imper-
fections caused in the manufacturing process. It also can be due to 
small fiber distortions caused by pressure points on the fiber created 
during or after the installation process. Loose tube-type cable helps in 
reducing this loss due to installation. Macrobending loss occurs when 
the fiber is bent past its minimum bend radius, which results in light 
escaping its waveguide confines. Careful installation practices help 
to avoid this type of loss.

FIGURE 2.2 Fiber attenuation dependence on wavelength.
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Optical power loss in a fiber can be specified by an attenuation 
coefficient (often referred to as attenuation) term α which represents 
the power loss per 1 km unit length of fiber, see Eq. (2.4). As shown in 
wave equation Eq. (1.16), power loss in a fiber is exponential.

P
P

e Lout

in

= −α  (2.4)

where Pout =  fiber's average optical power at length L at a specific 
wavelength, mW

 Pin =  fiber's average input power where L = 0 at a specific 
wavelength, mW

 L = fiber length, km
 α = fiber attenuation coefficient, km−1 or m−1

The α term is more commonly represented in a logarithmic deci-
bel form with units dB/km. The conversion from linear to decibel 
attenuation is shown in Eqs. (2.5) and (2.6). 

α αdB = 10 log e  (2.5)

α αdB ≈ 4 343.  (2.6)

where αdB is the fiber attenuation at a specific wavelength, dB/km.

Often used to determine fiber length or loss, the formula for 
attenuation in dB format is shown as Eq. (2.7).

αdB = Γ
L

 (2.7)

Maximum fiber attenuation values for different wavelengths are 
provided in all fiber cable manufacturer specifications. These values 
are typically guaranteed only while the cable is still on the cable reel. 
After the cable is installed, the attenuation often increases due to var-
ious effects including bend and splice loss.

Attenuation calculated or measured for a fiber link also provides 
for a quick link loss quality assessment. Typically, for a low loss fiber 
link the attenuation is 0.22 dB/km or less measured at 1550 nm.

Any other passive component such as WDMs (wavelength divi-
sion multiplexing), DCMs (dispersion compensation module), jump-
ers, connectors, and splices inserted into the fiber signal path will 
increase the total link loss to some degree. Their insertion loss is also 
specified in dB units. The total link loss (in dB units) is equal to the 
total fiber loss plus all individual component losses in the optical 
transmission path (fiber link), see Eq. (2.8).

Γ Γ Γtotal fiber com.= + ∑ i  (2.8)
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where  Γ total = total link loss, dB
Γ fiber = total fiber loss, dB

Γcom.i = component i loss, dB

2.2 Optical Signal Power Unit
Optical signal power can also be represented in the logarithmic deci-
bel scale. Because it is an absolute measure, it needs to be referenced 
to a specific power value. The standard reference value for optical 
communications is one milliwatt (1 mW), see Eqs. (2.9) and (2.10). 
Absolute measurements that are referenced to the milliwatt are 
denoted by the unit dBm. 

P
P

dBm
mW

mW

=
⎛
⎝⎜

⎞
⎠⎟

10
1

log  (2.9)

P P
mW

/dBm= 10 10  (2.10)

where PdBm =  decibel average optical power referenced to 1 mW, dBm
 PmW = linear average optical power, mW

Therefore an optical power level of 1 mW is 0 dBm and 5 mW is 
7 dBm. It should be noted that dBm units can be positive or negative. 
A negative dBm value simply means that the power is less than 1 mW. 
Table 2.1 shows a few common milliwatt-to-dBm conversions. 

Power in mW Power in dBm

31.6 15

10 10

7 8.5

5 7

2 3

0 1

0.5 −3

0.32 −5

0.1 −10

0.01 −20

0.0032 −25

TABLE 2.1 Common milliwatt-to-decibel 
Conversions
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2.3 Link Power Budget
The planning of a fiber optic link often requires a detailed link power 
budget to be completed. The goal of this budget is to ensure that the 
total link loss does not exceed the transceiver’s operating specifica-
tions. It is a simple tabulation of all fiber link losses that are obtained 
from field measurement or calculation using fiber and equipment 
specifications. If the sum of all the link losses is greater than the 
transceiver’s specified optical budget, then the transmission system 
is not likely to work properly and/or it may experience high bit 
errors. Figure 2.3 illustrates the link power budget diagram. Table 2.2 
is an example of a typical link loss budget table. 

This budget table has two entry columns: specification values 
and measurement values. If loss measurements are available, they are 
entered in the measurement values column. Properly measured 
parameters provide more realistic results than values calculated from 
fiber specifications. If field measurements are not available, then the 
loss can be estimated by using manufacturer worst-case specifica-
tions, which are entered in the specification values column. Typically, 
field measurements are performed to obtain realistic fiber loss values 
and worst-case equipment specifications are used for all other link 
component losses. This method provides a good worst-case link 
design for BoL (beginning of life) operation. 

FIGURE 2.3 Link power budget diagram.
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Line #
Link Power Budget for Fiber Number       , 
for Tx               to Rx              Unit

Specification Valuesat _______ nm Measurement Values 
at ______ nmUnit Value Quantity Line Totals

 1 Fiber loss dB/km

 2 Splice loss dB

 3 Connector loss dB

 4 Other fiber loss _________ dB

 5 Fiber loss (sum L1 to L4) dB

 6 WDM insertion loss dB

 7 DCM insertion loss dB

 8 Amplifier gain (show as neg.) dB

 9 Other component loss ______ dB

10 Link loss (sum L5 to L9) dB

11 CD penalty dB

12 PMD penalty dB

13 PDL Tmax penalty dB

14 Nonlinear penalties total dB

15 Extinction ratio penalty dB

16 Total link loss with penalties
(sum L10 to L15)

dB

TABLE 2.2 Link Power Budget (Continued)29



17 Maximum transmit power dBm

18 Minimum transmit power dBm

19 Receiver overload power dBm

20 Receiver sensitivity at BER______, & 
OSNR______

dBm

21 Minimum transceiver budget  
(L18 − L20)

dB

22 Minimum measurable receive 
power (L18 − L10 )

dBm Measured Rx power

23 Maximum measurable Rx 
power < L19 (L17 − L10 )

dBm

24 Remaining margin BoL must 
be > 0 (L21 − L16)

dB

25 System aging dB

26 Cable repair dB

27 Remaining margin EoL must 
be > 0 (L24 − L25 − L26)

dB

TABLE 2.2 Link Power Budget (Continued)

Line #
Link Power Budget for Fiber Number       , 
for Tx               to Rx              Unit

Specification Valuesat _______ nm Measurement Values 
at ______ nmUnit Value Quantity Line Totals

30
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Because power loss is dependent on signal wavelength, all loss 
measurements and specification calculations are performed at the 
operating signal wavelength. For single-channel non-WDM systems, 
measurements and calculations are typically performed at 1310 and/or 
1550 nm. For WDM systems the link loss budget is completed for the 
individual WDM channels. Typically, budgets are completed for both 
the first and last WDM channels to ensure the budget is not exceeded 
at the WDM channel edges. The exception to this rule is for CWDM 
multiplexer systems with greater than 8 channels (1471 to 1611 nm). 
Because of high power loss near the water peak wave length of 1383 nm, 
for some fiber types, loss measurements are taken for every channel 
below 1471 to ensure they are all within budget.

Explanation of the link power budget individual lines are as 
follows:

 1. The first line, fiber loss, represents the signal power loss due 
only to the fiber. To estimate this loss, the specified fiber 
attenuation is entered in the Unit Value column and fiber 
length is entered in the Quantity column. The product of 
these two entries is the fiber loss. If the fiber link loss is mea-
sured then it is entered in the Measurement column.

 2. The splice loss line accounts for all fiber splice losses in the 
link. A typical good splice loss is less than 0.1 dB. The number 
of times a cable is spliced during installation depends on the 
fiber cable reel size and other route factors.

 3. The connector loss line accounts for all connection losses in 
the link. Typically there will be at least two fiber connections 
in a link, at the fiber distribution panel, at each end of a link. 
Connection loss (two connectors and an adapter) is typically 
less than 0.5 dB for good quality connectors. Note that the 
connection loss at the transmission equipment is not included 
in any loss calculations.

 4. The other fiber loss line includes any other fiber losses, such 
as bad fiber bends.

 5. Fiber loss represents the total end-to-end optical power loss 
in the fiber link. It is calculated by summing lines L1 through 
L4. This value can be referred to as the dark fiber loss.

 6. If passive WDMs are in the link, then their insertion loss at 
both cable ends is entered here. The WDM insertion loss is 
available from the manufacturer.

 7. If DCMs are included in the link, their insertion loss is entered 
here. This information is available from the manufacturer.

 8. If optical amplifiers are used in the link, enter their total gain 
of all amplifiers in the link as a negative dB value here.
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 9. Any other components in the link that contribute to the link 
loss are entered on this line.

 10. The link loss line is the summation of lines L5 to L9 and rep-
resents all losses and gains in the fiber link. This is the value 
that is measured with an optical power meter during testing 
and turn-up. A positive value represents an overall link loss 
and negative is a gain.

 11. The chromatic dispersion (CD) penalty is entered in this line. 
Typically, 1 or 2 dB is specified for a transceiver’s CD penalty 
by the manufacturer. 

 12. The polarization mode dispersion (PMD) penalty is entered 
in this line for only 10 Gbps and higher transmission rates. It 
is specified by the manufacturer and is typically 1 dB. 

 13. Maximum link polarization dependent loss (PDL) is entered 
here. The value is obtained by summing individual compo-
nent PDL values, refer to Eq. (5.30).

 14. The total of all nonlinear penalties (if applicable) is entered 
on this line. This information is determined mainly from cal-
culation and is described in this book.

 15. The extinction ratio penalty is the power penalty due to a 
nonideal transmitter extinction ratio. This is when the optical 
zero bit has some low level of optical power associated with 
it. The penalty value can be calculated using Eq. (3.71) from 
Chap. 3 knowing the transmitter’s extinction ratio.

δex.dB
ex

ex

=
+
−

⎛
⎝⎜

⎞
⎠⎟

10
1
1

log
R
R

 16. The total link loss line is the sum of lines L10 to L15 and rep-
resents all link losses and gains including penalties. This value 
cannot be measured with an optical power meter test set. 

 17. The maximum transmit power line represents the transmit-
ter’s maximum optical output (average, Pave) power specified 
by the manufacturer.

 18. The minimum transmit power line represents the minimum 
optical output (average, Pave) power specified by the manu-
facturer.

 19. This line represents the receiver’s overload power or maximum 
receiver (average, Pave) power. The received optical signal must 
be kept below this value for the receiver to work properly.

 20. The receiver’s sensitivity is entered on this line. It is speci-
fied by the manufacturer for a given BER and OSNR value. 
Typically, the larger the OSNR value, the lower the receiver 
sensitivity.
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 21. This line represents the transceiver’s minimum optical budget 
and is equal to L18 − L20.

 22. This line represents the minimum measurable optical (aver-
age, Pave) power at the receiver and is equal to L18 − L10. The 
actual measured power at the receiver should fall between 
the minimum receive power and maximum receive power. If 
it does not there is likely a problem with the link or design 
budget.

 23. This line represents the maximum measurable optical (aver-
age, Pave) power at the receiver. It is equal to L17 − L10. This 
value must remain less than the receiver overload power on 
line L19.

 24. The remaining margin BoL line is equal to L21 − L16 and rep-
resents the remaining optical budget after all losses and pen-
alties have been subtracted at the beginning of life (BoL) 
operation. A value greater than 0 can be considered as a buffer 
or safety margin. A value less than 0 means that the receiver 
signal power may be below manufacturer specifications and 
the link may not work properly.

 25. The system aging line accounts for fiber link aging. Typi-
cally all fiber link components will be replaced as they fail 
except for the outside plant fiber optic cable. Therefore, the 
main aging component that remains for the entire life span 
is the fiber optic cable. Typical values used fiber aging1 over 
a 25-year life span are 0.003 dB/km for hydrogen degrada-
tion plus 0.002 dB/km for gamma radiation degradation 
(if applicable).

 26. The cable repair margin is the estimated loss of all repair cable 
lengths spliced into the link over the life span of the link.

 27. The remaining optical margin at system end of life (EoL) is 
equal to L24 − L25 − L26. A value greater than 0 can be consid-
ered as a buffer or safety margin. A value less than 0 means 
that the receiver signal power may be below manufacturer 
specifications and the link may not work properly at system 
end of life stage.

Although not noted in this budget table, the completion date, 
type of measurement equipment, and technician’s/engineer’s name 
are often recorded with this table.

Example 2.1 A single-channel 10 Gbps transmission system is planned to be 
installed on an existing dark fiber link. The link consists of 66.4 km of standard 
G.652 fiber with specified attenuation of 0.21 dB/km @1550 nm, see Table 2.3. 
Its link is known to have nine splices of 0.1 dB and three connections of 0.3 dB. 
The total fiber loss was also measured and a value of 16.5 dB was recorded. The 
10-Gbps transceiver operates at 1550 nm and has a minimum transmit power 



Line #
Link Power Budget for Fiber Number 3, 
for Tx site A to Rx site B Unit

Specification Values at 1550 nm Measurement Values at 
1550 nmUnit Value Quantity Line Totals

1 Fiber loss dB/km 0.21 66.4 13.9

2 Splice loss dB 0.1 9 0.9

3 Connector loss dB 0.3 3 0.9

4 Other fiber loss _________ dB 0.0

5 Fiber loss (sum L1 to L4) dB  15.7 16.5

6 WDM insertion loss dB 0.0

7 DCM insertion loss dB 0.0

8 Amplifier gain (show as neg.) dB 0.0

9 Other component loss ______ dB 0.0

10 Link loss (sum L5 to L9) dB 15.7 16.5

11 CD penalty dB 2.0

12 PMD penalty dB 1.0

13 PDL Tmax penalty dB 0.0

14 Nonlinear penalties total dB 0.0

15 Extinction ratio penalty dB 0.4

16 Total link loss with penalties  
(sum L10 to L15)

dB 19.9
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17 Maximum transmit power dBm 2.0

18 Minimum transmit power dBm −1.0

19 Receiver overload power dBm −12.0

20 Receiver sensitivity at BER 10−12, &
OSNR 28 dB

dBm −24.0

21 Minimum transceiver budget
(L18 − L20)

dB 23.0

22 Minimum measurable receive power
(L18 − L10 )

dBm −17.5 Measured Rx power 
−15.7

23 Maximum measurable Rx power <L19
(L17 − L10 )

dBm −14.5

24 Remaining margin BoL must be >0 
(L21 − L16)

dB 3.1

25 System aging dB 0.2

26 Cable repair dB 2.4

27 Remaining margin EoL must be >0
(L24 − L25 − L26)

dB 0.5

TABLE 2.3 Power Budget Example 
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of −1.0 dBm, maximum transmit power of 2.0 dBm, receiver sensitivity of 
−24.0 dBm at BER of 10−12 with 28 dB OSNR, and receiver overload at −12.0 dBm. 
The specified CD penalty is 2.0 dB and PMD penalty is 1.0 dB. Its extinction ratio 
is 13.0 dB. PDL in this link is negligible. Create a power budget to determine 
if the link loss is within acceptable limits for this transceiver at BoL and EoL 
25-year operation.

Line item explanation as follows:

 1–5.   Both calculated and measured values are entered in the table to 
illustrate their use. In this case the calculated fiber loss is less than 
the measured loss. The measured loss is the more accurate value and 
therefore will be used for the rest of the calculations. Note that the 
measurement direction is indicated in the link loss budget cell laser 
at site A and receiver at site B. This is to increase repeatability since 
loss differs slightly for each direction.

 6–9.  The link does not contain any DWDM, DCM, or amplifier components 
and therefore these values are 0.

 10.  The total measured link loss is the same as the total measured fiber 
loss. The total calculated link loss is not used.

 11–14.  Power penalties due to CD and PMD are entered as listed in 
transceiver specifications. There is no penalty associated with 
nonlinear distortions.

    15. The extinction ratio penalty is calculated to be 0.4 dB.

    16.  The total link loss including all penalties is calculated to be 19.9 dB 
by summing lines L10 to L15.

 17–20.  This transceiver information is available from manufacturer 
specifications.

 21.  The transceiver’s minimum optical budget can be calculated by 
subtracting L20 from L18, or often the manufacturer will specify the 
value.

 22–23.  The actual field measured power should fall between the minimum 
receive power and maximum receive power. For this budget the 
range is between −17.5 dBm and −14.5 dBm. The actual receive 
power was measured and recorded at −15.7 dBm, which is within 
this range.

 24.  The remaining optical margin at BoL operation is determined by 
subtracting the total loss with penalties from the transceiver’s optical 
budget. The positive value indicates that there is 3.1 dB of buffer 
(safety margin) available in this link.

 25.  Fiber loss degradation of 0.003 dB/km over a 25-year period is used 
for this value.

 26.  It is estimated that 10 repairs will be required for this link over a 25-
year life span. Each repair will add an additional 200 meter length of 
cable at 0.21 dB/km and two splices of maximum loss of 0.1 dB per 
splice. Total loss per repair is 0.24 dB.

    27.  The remaining margin at EoL is calculated by subtracting lines L25 
and L26 from L24. This value indicates that there is still 0.5 dB buffer 
remaining after 25 years of operation.

This optical power loss budget is within acceptable limits for this transceiver.
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2.4 Link Budget with Optical Modulation Amplitude
Ethernet transceiver optical power parameters (such as for 10 GigE 
transceivers) may be specified using IEEE 802.3ae standard called 
optical modulation amplitude (OMA) power instead of average 
power. This standard defines the OMA power parameter as the dif-
ference between the high optical power P1 that represents a binary 1 
and the low optical power P0 that represented the binary 0, see Eq. 
(3.75) and Fig. 3.17.

OMA = −P P1 0

It is closely related to the extinction ratio, which is the ratio of the 
high optical power level P1 and the low optical power P0. OMA power 
is defined for both multimode and single mode transmission systems. 
Only single-mode systems are discussed in this text. 

OMA power can be thought of as the peak signal power if the 
modulated laser power during binary zero bit transmission is zero 
(off) P0 = 0, or the extinction ratio is infinity Rex = ∞. For this case, the 
average signal power would be half of the peak power, see Eq. (3.82). 
However, turning optical power completely off during zero bit trans-
missions is not practical; therefore most transceivers operate with 
some level of zero bit optical power. Zero bit optical power is wasted 
power and contains no information since the optical receiver is inter-
ested only in signal transitions and the P0 level is continuous during 
both zero and one bit transitions. Therefore this level is treated as an 
optical power penalty. The OMA power level represents only the 
modulated information (data), which excludes the P0 power level. The 
signal P0 power varies for different manufacturer transceivers and is 
typically represented as the extinction ratio with P1 between Rex = 3 dB 
and 11 dB. An extinction ratio of Rex = 3 dB means that half the signal 
power is P0 power that contains no information and therefore is 
wasted.

OMA power and extinction ratio parameters are related but are 
not the same. The extinction ratio does not change as a signal is line-
arly attenuated during its propagation in a fiber. However, OMA does 
decrease during signal propagation by the same amount as the atten-
uation. For example, if at the beginning of a 10 km length of fiber P1 =
1 mW and P0 = 0.1 mW then Rex = 1/0.1 = 10, see Eq. (3.68). Calcula-
tion with Eq. (3.75) gives a beginning OMA = 0.9 mW. After the signal 
propagates the length of the fiber and assuming the fiber attenua-
tion is 0.2 dB/km, the signal's power loss is 2 dB or a factor of 0.63. 
At the end of the fiber P1 = 0.63 mW and P0 = 0.063 mW. Therefore, 
the extinction ratio is still 10, Rex = 0.63/0.063. However, the OMA 
has now changed to OMA = 0.63 − 0.063 = 0.567 mW, a decrease by 
a factor of 0.63 times the beginning OMA.
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OMA power cannot be measured directly with conventional field 
test instruments such as an optical power meter or optical spectrum 
analyzer (OSA). In order to determine if planned optical power levels 
are being received, OMA needs to be converted to average power 
using Eq. (3.78), Eq. (3.80), or Eq. (3.81). Transceiver specifications 
typically include extinction ratio and/or zero bit power level P0 to 
allow for this calculation.

P
R
Rave

ex

ex

OMA≈
+
−

⎛
⎝⎜

⎞
⎠⎟

1
2

1
1

P Pave OMA≈ +0
1
2

P Pave OMA≈ −1
1
2

OMA power is often expressed in dBm units instead of linear 
units using Eq. (3.83) for the conversion.

OMA OMAdBm = 10log( )

Average power can be converted to dBm units using Eq. (2.11) 
and Eq. (3.71). This formula assumes that the modulating NRZ wave-
form is rectangular.

Pave.dBm dBm ex.dBOMA≈ + −δ 3 01.   (2.11)

where   Pave.dBm = average measurable power, dBm
  OMAdBm = optical modulation amplitude power, dBm
  δex.dB = extinction ratio penalty, dB

Table 2.4 lists average optical powers for various OMA values 
and extinction ratios.

OMA Power (dBm)

0 2 3 5 7

Pave (dBm)

Rex = 4 −0.79 1.21 2.21 4.21 6.21

Rex = 9 −2.04 −0.04 0.96 2.96 4.96

Rex = ∞ −3.01 −1.01 −0.01 1.99 3.99

TABLE 2.4 OMA and Average Optical Power
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Many OMA power parameters defined by IEEE 803ae are listed 
in transceiver specifications, as follows:

 1. PTXOMA is the minimum OMA transmit power in dBm units. 
This value cannot be measured with a power meter or OSA.

 2. SRSOMA is the OMA stressed receiver sensitivity for a non-
ideal signal (includes jitter, noise, chromatic dispersion) at 
the specified BER rate. This value cannot be measured with a 
power meter or OSA.

 3. SOMA is the OMA receiver maximum sensitivity for an ideal 
signal at the specified BER rate. This value cannot be meas-
ured with a power meter or OSA.

 4. PTX is the average laser output power, which can be measured 
by a power meter or OSA.

 5. PS is the average receiver signal power sensitivity at the spec-
ified BER rate. This value can be measured by a power meter 
or OSA.

 6. POFF or P0 is the optical power for a digit zero transmission. 
This value cannot be measured with a power meter or OSA.

 7. TDP is the transmitter and dispersion penalty. This value 
includes transmitter impairments such as jitter and laser 
noise as well as the chromatic dispersion penalty for standard 
single-mode fiber (G.652).

These parameters are used to create an OMA budget table, see 
Table 2.5. Refer to Fig. 2.4 for the OMA budget diagram.

Example 2.2 A single-channel 10 GE transmission system is planned to be 
installed on an existing dark fiber link. The link consists of 11.0 km of standard 
G.652 fiber with specified attenuation of 0.35 dB/km @1310 nm. Its link is known 
to have nine splices of 0.1 dB and two connections of 0.3 dB. The total fiber loss 
was also measured and a value of 10.0 dB was recorded. The 10 GE transceiver 
operates at 1310 nm and has a minimum transmit OMA of −5.2 dBm, maximum 
transmit average power of 2.0 dBm, receiver sensitivity in OMA of −12.6 dBm 
at BER of 10−12, receiver overload at 0.0 dBm, and optical extinction ratio of 
3.5 dB. The maximum TDP is 1.0 dB. Create a power budget to determine if the 
link loss is within acceptable limits for this transceiver at BoL and EoL 25-year 
operation.

Refer to example results in Table 2.6, the remaining margins at both BoL and 
EoL periods are positive, which indicates that this system has sufficient optical 
power budget for its life span.

2.5 Optical Loss Measurement
Optical loss measurement is performed with a laser source tuned to 
the required wavelength and with an optical power meter. If a test 
laser source is not available, a transmission equipment transceiver 



Line #
OMA Budget for Fiber Number       , for 
Tx               to   Rx              Unit

Specification Values at _______ nm Measurement Values 
at ______ nmUnit Value Quantity Line Totals

 1 Fiber loss dB/km

 2 Splice loss dB

 3 Connector loss dB

 4 Other fiber loss _________ dB

 5 Fiber loss (sum L1 to L4) dB

 6 WDM insertion loss dB

 7 DCM insertion loss dB

 8 Amplifier gain (show as neg.) dB

 9 Other component loss ______ dB

10 Link loss (sum L5 to L9) dB

11 TDP/CD penalty dB

12 PMD penalty dB

13 PDL Tmax penalty dB

14 Nonlinear penalties total dB

15 Total link loss with penalties
(sum L10 to L14)

dB

16 Maximum transmit power dBm
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17 Minimum Tx OMA, PTXOMA dBm n/a

18 Minimum Tx power, PTX use [Eq. (2.11)] dBm

19 Optical extinction ratio, Rex dB n/a

20 Optical extinction ratio penalty, δ
ex

[Eq. (3.64)]
dB

21 Receiver overload power dBm

22 Rx sensitivity OMA SOMA @ BER ______ & 
OSNR ______

dBm n/a

23 Minimum transceiver budget 
(L17 − L22)

dB

24 Minimum measurable Rx receive 
power (L18 − L10 )

dBm Measured Rx power

25 Maximum measurable Rx power <L21 
(L16 − L10 )

dBm

26 Remaining margin BoL must be >0
(L23 − L15)

dB

27 System aging dB

28 Cable repair dB

29 Remaining margin EoL must be >0
(L26 − L27 − L28)

dB

TABLE 2.5 OMA Budget 
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laser can be used instead (note this test is traffic affecting). The con-
vention for fiber loss measurement is to perform span measurements 
in both directions in a fiber and then to average the results. This is 
because the measurements will differ slightly in each direction, pri-
marily due to core mismatches at connections and splices. A large 
difference in measurement can mean a bad fiber splice or connector. 
If the transmission direction for the fiber is known, then one mea-
surement can be performed in the same direction as the signal trans-
mission. Typical measurement precision for most network designs is 
0.1 or 0.01 dB. 

A simple loss measurement procedure is shown in Fig. 2.5 using 
two fiber jumpers, laser source at proper wavelength, and calibrated 
power meter. The First step as shown in Fig. 2.5a is to measure the loss 
with only test jumpers. This value is recorded as the reference value. 
If the power meter can measure loss in dB, then the zero button on the 
meter is pressed. This sets the meter reading to 0 dB. Next the fiber 
under test is added as shown in Fig. 2.5b. If the power meter reading 
is in dB, then the loss of the fiber under test is displayed. If the power 
meter reading is only dBm, subtract the reference value from the fiber 
under test value to obtain the fiber loss.

Fiber link loss measurement can also be performed using an 
OTDR but is less accurate than a power meter measurement. This is 
because the OTDR determines fiber loss indirectly by estimating the 

FIGURE 2.4 OMA budget power diagram.
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Line #
OMA Budget for Fiber Number 3, for 
Tx  site A   to Rx  site B Unit

Specification Values at 1310 nm Measurement Values 
at 1310 nmUnit Value Quantity Line Totals

 1 Fiber loss dB/km 0.35 11.0 3.85

 2 Splice loss dB 0.1 9 0.9

 3 Connector loss dB 0.3 2 0.6

 4 Other fiber loss _________ dB 0.0

 5 Fiber loss (sum L1 to L4) dB 5.4 5.8

 6 WDM insertion loss dB 0.0

 7 DCM insertion loss dB 0.0

 8 Amplifier gain (show as neg.) dB 0.0

 9 Other component loss ______ dB 0.0

10 Link loss (sum L5 to L9) dB 5.4 5.8

11 TDP/CD penalty dB 1.0

12 PMD penalty dB 0

13 PDLTmax penalty dB 0

14 Nonlinear penalties total dB 0

15 Total link loss with penalties
(sum L10 to L14)

dB 6.8

16 Maximum transmit power dBm 2.0

TABLE 2.6 OMA Budget Example (Continued)43



17 Minimum Tx OMA, PTxOMA dBm −5.2 n/a

18 Minimum Tx power, PTx [Eq. (2.11)] dBm −4.0

19 Optical extinction ratio, Rex dB 3.5 n/a

20 Optical extinction ratio penalty, δex

[Eq. (3.64)]
dB 4.2 n/a

21 Receiver overload power dBm 0.0

22 Rx sensitivity OMA SOMA @ BER______ & 
OSNR ______

dBm −12.6 n/a

23 Minimum transceiver budget
(L17 − L22)

dB 7.4

24 Minimum measurable Rx receive power
(L18 − L10 )

dBm −9.4 Measured Rx power

25 Maximum measurable Rx power <L21
(L16 − L10 )

dBm −3.4

26 Remaining margin BoL must be >0 
(L23 − L15)

dB 0.6

27 System aging dB 0

28 Cable repair dB 0.5

29 Remaining margin EoL must be >0
(L26 − L27 − L28)

dB 0.1

TABLE 2.6 OMA Budget Example (Continued)

Line #
OMA Budget for Fiber Number 3, for 
Tx  site A   to Rx  site B Unit

Specification Values at 1310 nm Measurement Values 
at 1310 nmUnit Value Quantity Line Totals
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fiber attenuation from backscattering of optical pulses that are embed-
ded in noise.2 Also, fiber loss measurement is not available in the 
OTDR’s dead zone and for the fiber’s end connectors. Better accuracy 
can be obtained if OTDR measurements are taken from both fiber 
ends and then averaged.

2.6 Optical Return Loss
Optical return loss (ORL) is the logarithmic ratio of the launch (inci-
dent) power divided by the total reflected power seen at the launch 
point, see Eq. (2.12). The total reflected power is the total accumu-
lated reflected optical power measured at the launch caused by 
fiber Rayleigh scattering and Fresnel reflections. Rayleigh scattering 
is the scattering of light along the entire length of the fiber, caused by 
elastic collisions between the light wave and fiber molecules. This 
results in some of the light to be reflected back to the source. Rayleigh 
scattering is intrinsic to the fiber and therefore cannot be eliminated. 
Fresnel reflections occur in the light path where there is an abrupt 
change in the refractive index such as at connections and splices. The 
further away a reflective event is from the fiber launch point the less 
it contributes to the total reflected power. Therefore, fiber connec-
tions and splices closest to the laser contribute the most to the ORL. 
ORL is always expressed as a positive decibel. The higher the ORL 
the lower the reflected power.

ORL =
⎛
⎝⎜

⎞
⎠⎟

10 log
P
P

i

R

 (2.12)

Testing jumper B

a. Measure reference loss, or zero power meter if option available.

Laser at λ Power meter

Testing jumper A

Fiber connection
with 2 fiber connectors

Testing jumper B

b. Measure fiber loss. If meter reads dB then loss is actual, if reads
    dBm subtract reference loss.

Laser at λ Power meter

Testing jumper A

Fiber under test

FIGURE 2.5 Fiber loss measurement.
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where ORL = optical return loss, dB
 PR = total reflected power seen at the launch point, mW
 Pi = launch or incident power, mW

Because of Rayleigh scattering, as fiber length increases so does 
the amount of reflected power. This relationship is logarithmic and 
reaches an asymptote at approximately 31 dB for a 1550 signal. This 
assumes an ideal fiber with no splices, no connections and a non-
reflective end of the fiber, see Eq. (2.13).3

ORL = − −⎡
⎣
⎢

⎤
⎦
⎥−10

2
1 2log ( )

S
e Lα  (2.13)

where S =  backscattering capture coefficient, approximately 0.0015 
for standard fiber at 1550 nm

 L = fiber length, km
 α = attenuation coefficient, 1/km

Figure 2.6 plots the dependence of ORL on fiber length assuming 
fiber attenuation is 0.22 dB/km at 1550 nm, S = 0.0015 with a non-
reflective end. As can be seen from the plot, for fiber lengths greater 
than 20 km, the best possible achievable ORL is approximately 31 dB. 
If a reflective end is added to the fiber, then the ORL for L = 0 begins 
at the fiber end boundary reflectance, typically 15 dB for fiber-to-air 
boundary, and then increase to 31 dB.
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FIGURE 2.6 ORL as a function of fi ber length at 1550 nm.



O p t i c a l  P o w e r  a n d  L o s s  47

ITU-T G.959.1 recommends a minimum ORL of 24 dB for 2.5, 10, 
and 40 Gbps fiber links.

2.6.1 Reflectance
The portion of optical power reflected back to the source by a discrete 
component is referred to as reflectance. It is due to the Fresnel reflec-
tion effect, which occurs at any fiber boundary where a change of 
refractive index, such as between glass and air, exists. Reflectance is 
defined as the logarithmic ratio of the reflected power divided by the 
incident power, see Eq. (2.14). It is always expressed as negative decibel 
value. The more negative the component’s reflectance, the less power 
it reflects back to the source. 

RF =
⎛
⎝⎜

⎞
⎠⎟

10 log
P
P

r

i
 (2.14)

where RF = component reflectance, dB
 Pr = average reflected optical power, mW
 Pi = average incident optical power, mW

Examples of components with reflectance values include connec-
tors, splices, and unterminated fiber. Fiber connectors are classified 
into four reflectance polish grades: physical contact (PC), super phys-
ical contact (SPC), ultra physical contact (UPC), and angled physical 
contact (APC). Each polish grade represents the maximum amount of 
reflectance the connector will exhibit when mated properly. Table 2.7 
lists typical maximum values for these grades. Refer to connector 
manufacturer specifications for actual values. The polish grade abbre-
viation is typically placed immediately after the type of connector 
such as FC-SPC.

If the connector is not mated properly or if its contact surface is 
dirty, these reflectance values can increase substantially over manu-
facturer specifications. These connector types (PC) all require physi-
cal contact with the mating connector, any air gap will significantly 
increase the connector’s reflectance and insertion loss.

Reflectance can be estimated knowing the refractive index for 
both media, see Eq. (2.15). For example, the ideal reflectance for an 

Group Name Maximum Reflectance (dB)

Physical contact (PC) −30

Super physical contact (SPC) −40

Ultra physical contact (UPC) −50

Angled physical contact (APC) −60

TABLE 2.7 Single-Mode Fiber Connector Typical Reflectance Values
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unterminated fiber with a perpendicular flat face is −14.6 dB. This 
assumes the fiber core’s refractive index is n1 = 1.46 and the air refrac-
tive index is n2 = 1.

RF =
−
+

⎛
⎝⎜

⎞
⎠⎟

10 1 2

1 2

2

log
n n
n n

 (2.15)

where RF = reflectance, dB
n1 = fiber core refractive index

 n2 = other medium refractive index

ITU-T G.959.1 recommends4 single component reflectance not to 
exceed −27 dB for single-mode fiber.

2.6.2 Detrimental Effects due to Low ORL
High reflected power back into a laser can result in undesirable 
effects. This includes laser instability, wavelength drift, and an 
increase in laser noise, which all can lead to a less desirable BER. If 
the reflective power is high enough, the laser itself can be perma-
nently damaged.

High fiber link reflectance can also cause interferometric noise that 
is seen by the receiver. This also degrades BER performance. Interfero-
metric noise is signal amplitude variations due to the interference 
caused by a single reflection or multiple reflections in a fiber. It is anal-
ogous to radio frequency standing waves in a mismatched transmis-
sion cable. Interferometric noise is significant5 only for 10 Gbps systems 
operating at 1300 nm over a low loss link of less than 7 dB. Penalties at 
1550 nm are insignificant. Interferometric noise penalty can be kept to 
a minimum by ensuring reflectance values at both the receiver and the 
laser source (or anywhere else in the link) are less than −20 dB and the 
laser source has a minimum extinction ratio of 4 dB. Table 2.8 lists 
interferometric noise penalties with various fiber end reflectance and 
loss between reflective events estimated by Fröjdh.6

Methods to help improve ORL are as follows:

 1. Use ultra polish connectors that have low reflectance such as 
UPC type. APC type connectors have even better reflectance 
values but are not compatible with other non-APC connec-
tors. Connection to a non-APC connector can damage the 
APC connector.

 2. Use fusion splices instead of mechanical connectors or mechan-
ical splices where possible.

 3. Redo fusion splices that are shown to have reflectance. A good 
fusion splice should have no reflectance.

 4. Install optical isolators at the laser to reduce back reflectance.
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2.6.3 ORL Measurement
ORL can be measured with an ORL test set or an OTDR. The test set 
typically uses the optical continuous wave reflectometer (OCWR) 
method for determining ORL. It basically consists of an optical 3 port 
circulator, a continuous wave laser source (fixed or tunable), and 
power meter, see Fig. 2.7. A tunable laser source is used if ORL is 
measured in a WDM channel. The technique involves a three-step 
measurement process. The first step is to determine the circulator’s 
insertion loss port X to Y and fiber launch power at port Y, see Fig. 2.7a.
The second step is to determine the leaked power between isolated 
ports X and Z, see Fig. 2.7b. A nonreflective end is attached to port Y 
so that reflections from this port are not measured. The last measure-
ment is completed when the fiber under test is attached to port Y, see 
Fig. 2.7c. If the far end connector is unterminated, a non-reflective 
end may be required for short fiber lengths, less than 20 km. This is to 
ensure the far end connector does not affect the ORL measurement. 
The fiber’s total reflected power can be determined by accounting for 
the circulator’s insertion loss and subtracting any measured isolation 
power, see Eqs. (2.16) to (2.19).

P P PZ YZ XZ
mW mW mW= +  (2.16)

P PZ YZORL
dBm dBm dB= + Γ  (2.17)

ORL
mW

ORL
mW=

⎛

⎝⎜
⎞

⎠⎟
10 log

P
P

i  (2.18)

Extinction
Ratio (dB)

Interferometric Noise Penalty (dB)

Link with both 
Ends -20 dB 
Reflectance

Link with -12
and -20 dB End 
Reflectance

Link with both Ends 
-12 dB Reflectance 

Link Loss of 
7 dB

Link Loss of 
7 dB

Link Loss of

7 dB 5 dB 3 dB

3.5 0.04 0.13 0.45 0.8 1.5

4 0.04 0.1 0.35 0.62 1.2

6 0.03 0.8 0.27 0.5 0.9

8 0.02 0.7 0.23 0.41 0.8

10 0.02 0.6 0.21 0.4 0.7

12 0.02 0.05 0.2 0.38 0.7

TABLE 2.8 Interferometric Noise Penalties at 1300 nm
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ORL dBm
ORL
dBm= −P Pi  (2.19)

where ORL = fiber's optical return loss, dB
 Pi =  incident or launch optical power into fiber under test, 

mW or dBm
 PZ = reflected optical power at port Z, mW or dBm
 PXZ = power transferred between isolated ports X and Z, mW
 PORL = fiber under test total reflected power
 ΓYZ = insertion loss of the circulator, dB

FIGURE 2.7 Simple ORL measurement method.
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Refer to TIA/EIA-455-107, FOTP 107 7 standard for additional 
measurement details.

An OTDR can also measure ORL but is less accurate than an 
OCWR.

2.7 Average and Peak Optical Power
Optical signal power is specified as an average power or peak power 
value. This is because on-off keying (OOK) modulated optical signals 
consist of an optical carrier intensity modulated with a digital signal. 
The optical signal has a high optical power level representing a one bit 
pulse and a low optical power level representing a zero bit, see Fig. 2.8. 
The signal’s average power represents the signal power measured 
over a relatively long time period, which is much longer than the 
signal’s bit time slot width. This results in a power measurement 
that averages numerous high and low pulse levels over the time 
period, see Eq. (2.20). Peak power of a modulated optical signal is 
the power at an instance in time during the one bit’s pulse width Tb.
Most field measurement equipment such as power meters and opti-
cal spectrum analyzers (OSA) measure average optical signal power. 
For an unmodulated optical source, peak power is equal to average 
power.

P
T

P t dt
t

T

ave =
=
∫

1

0

( )  (2.20)

FIGURE 2.8 NRZ and RZ modulated optical signals.
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where  Pave = modulated optical signal’s average power, W
P(t) =  modulated optical signal power at an instance in time t, W

 T =  a long time period until the modulation pattern repeats, s

Assuming that the 1 and 0 information bits are equally distrib-
uted in a signal, the equipment extinction ratio is ideal, rex = ∞ (PL = 0), 
and the bit pulses are rectangular, then the average power level for an 
NRZ signal, with a duty cycle of 1, is equal to half its peak value, see 
Eq. (2.21). These assumptions are used for calculating NRZ signal 
average power given peak power in this text. The average power 
level for an RZ signal, with a duty cycle of 0.5, is equal to one quarter 
its peak value, see Eq. (2.22).

P
P

ave.NRZ
peak=
2

  (2.21)

P
P

ave.RZ
peak=
4

  (2.22)

d
T
Tc

b=   (2.23)

R
T

= 1   (2.24)

where Pave.NRZ =  average power for an NRZ modulate optical signal, W
Pave.RZ =  average power for an RZ modulate optical signal, W

Ppeak =  optical signal peak power, W
 PL =  low (0) bit optical power value, W
 T =  time slot width, s
 Tb =  signal bit pulse width (FWHM), s
 R =  signal transmission rate, bps
 dc =  signal duty cycle

If the extinction ratio is nonideal then Eqs. (2.21) and (2.22) are 
modified to take into account the extinction ratio penalty, see Eqs. (2.25) 
and (2.26).

P
P R

Rave.NRZ
peak ex

ex

=
+
−

⎛
⎝⎜

⎞
⎠⎟2

1
1  (2.25)

P
P R

Rave.RZ
peak ex

ex

=
+
−

⎛
⎝⎜

⎞
⎠⎟4

1
1  (2.26)

where Rex is the optical extinction ratio.

If the signal bit pulses are not rectangular but more resemble a 
Gaussian curve, then additional adjustment is required for the con-
version between peak to average powers.
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CHAPTER 3
Optical Signal 
to Noise Ratio 

3.1 Description
Optical signal to noise ratio (OSNR) is an important figure of merit 
used in fiber link planning. It is the ratio of signal power to noise 
power, over a specific spectral bandwidth, at any point in an optical 
link. Noise power can be defined as any undesirable signal interfer-
ence. All fiber transmission signals consist of modulated light with 
some level of background noise. As the noise level increases, the 
receiver has greater difficulty decoding signal information and conse-
quently errors are introduced into the received transmission. A well-
designed system will have sufficiently high receiver signal power 
over noise power (the OSNR) to maintain communications within 
acceptable error limits. This is analogous to trying to listen to a speaker 
at a conference where many people are talking. The higher the back-
ground noise from other people talking, the more difficult it is to dis-
cern what the speaker is saying (lower OSNR). Ultimately with 
increasing noise, words and information are missed to a point where 
there is so much background noise the listener can no longer under-
stand the speaker. All optical receivers can tolerate a minimum level 
of noise power below the signal power. This noise power is referenced 
to the signal power and is specified for the receiver as the minimum 
required OSNR value for a specific receiver signal power. If it is 
exceeded, transmission bit errors above the specification level will 
occur.

Noise sources can be grouped as active and passive. Active 
sources such as lasers, receivers, and optical amplifiers generate new 
noise power in the fiber link. Passive sources such as fiber, connec-
tors, splices, and WDMs cause interference by distorting or reflecting 
the propagating signal power. Below are 10 common noise sources.

 1. Signal-spontaneous noise (si-sp): This noise is generated by the 
signal mixing with amplified spontaneous emission noise 
generated in an optical amplifier. It is typically the dominant 
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noise source in an amplified link. It can also be referred to as 
amplified spontaneous emissions (ASE) noise. The optical 
noise power1 is given by Eq. (3.1) and noise RMS photodiode 
current as Eq. (3.2).

 
P n hf f Gsi-sp sp= −2 1Δ ( )  (3.1)

 
σsi-sp sp= −4 12R GP n hf f Gp s Δ ( )  (3.2)

 2. Spontaneous-spontaneous noise (sp-sp): This noise is generated 
by ASE mixing with itself. It generally is not consequential. 
The noise RMS photodiode current is given by Eq. (3.3).

 
σsp-sp sp= −4 12 2R n hf G f fp o e( ( )) Δ Δ  (3.3)

 3. Shot noise (sh): This is electrical noise produced by the receiver 
photodiode in both PIN and APD type receivers. APD type 
receivers have a better signal to noise ratio (SNR) due to their 
internal multiplication gain mechanism. Receiver noise level 
and minimum OSNR are established in transceiver design 
and cannot be controlled by system planning other than by 
selecting better transceivers. The RMS photodiode noise cur-
rent is given by Eq. (3.4).

 
σsh dc= 2qI fΔ  (3.4)

 4. Shot-spontaneous noise (sh-sp): This noise is generated by shot 
noise mixing with ASE noise in the receiver. It is accounted 
for in the transceiver’s OSNR specifications. The RMS photo-
diode noise current is given by Eq. (3.5).

 
σsh-sp sp= −4 1qR n hf G f fp o( )Δ Δ  (3.5)

 5. Thermal noise (th): This also is noise produced by the front end 
of the receiver diode due to thermal activity and is accounted 
for in the transceiver’s OSNR specifications. The RMS photo-
diode noise current is given by Eq. (3.6).

 
σ th temp /= 4kT f RLΔ  (3.6)

 6. Multiple path interference noise (MPI): This noise is generated 
by the signal reflecting multiple times in the fiber and inter-
fering with itself. Reflections are due to Rayleigh scattering 
and other reflective events such as connectors and splices. It 
is typically a concern for high signal powers and in distrib-
uted Raman amplifiers with high gains. This noise source is 
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also known as double Rayleigh scattering (DRS). To keep 
MPI noise to a minimum, use good-quality and clean ultra 
polish (UPC) or angle polish (AP) type fiber connectors. 
Fiber splices that show OTDR reflections should be re-
spliced. 

 7. Source spontaneous emissions (SSE): This noise is due to spon-
taneous photon emissions during the lasing process. These 
random photons add to the laser’s amplitude and phase 
causing noise. Typical values for DFB laser relative intensity 
noise (RIN) is −150 dB/Hz,2 and OSNR/0.1 nm varies from 
40 to 50 dB.3 Laser noise is constant but can be increased by 
fiber link reflections (low ORL). This noise is included in 
OSNR design budgets.

 8. Mode partition noise (MPN): This noise occurs because of ran-
dom variations of individual laser modes even though the 
total laser output power remains constant. The noise is gen-
erated in fibers where the signal dispersion wavelength is 
not zero. The fluctuating modes travel at different group 
velocities due to chromatic dispersion, which results in 
mode desynchronization and added receiver noise. MPN 
occurs for MLM lasers but can also occur for SLM lasers that 
have significantly large side nodes and where the side mode 
suppression ratio (SMSR) is less than 20 dB. See Chap. 10 for 
details.

 9. Cross talk noise (CTN): WDMs (wavelength-division multi-
plexing) can cause interference noise as channel cross talk. 
The signal from one WDM channel appears on another chan-
nel resulting in interference. This is because a WDM cannot 
provide total 100% channel isolation. Typical adjacent chan-
nel isolation is approximately 30 dB down from adjacent 
channel signal power. At this level, the interference is not sig-
nificant in most systems. However, it can be a concern for 
high channel launch powers. Refer to Chap. 6 for more infor-
mation on adjacent channel interference. 

 10. Nonlinear distortion: Fiber can also cause noise interference 
when high power signals interact with the fiber, resulting in 
nonlinear distortions such as four wave mixing. Maintaining 
signal power below recommended limits can help keep this 
interference to a minimal level. Refer to Chap. 7 for further 
details. Nonlinear penalties are included in OSNR budget 
calculations.

The receiver’s total photodiode current can be shown as the inci-
dent optical power times the photodiode’s responsivity, see Eq. (3.10). 
This current is the sum of signal and noise currents, see Eq. (3.9). Total 
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noise current variance, as defined by Eq. (3.8), is equal to the sum of 
each individual contributing noise variance, see Eq. (3.7). 

 
σ σ σ σ σ σ σN

2 2 2 2 2 2 2= + + + + +th sh sh-sp sp-sp si-sp MPI ++ +σ σSSE other
2 2  (3.7)

 
σnoise

2
noise= ( )Δi 2  (3.8)

 
i i itotal signal noise= + Δ  (3.9)

 
i R Pp= op  (3.10)

where  σN = total RMS noise current, A
 σxx = xx type of RMS photodiode noise current, A
 RP = photodiode responsivity, A/W
 Pop = photodiode incident optical power, W
 Ttemp = absolute temperature, K
 k = Boltzmann constant, 1.38 × 10−23 J/K
 Δ f = noise bandwidth, Hz
 Δ fo = optical bandwidth, Hz
 Δ fe = electrical bandwidth, Hz
 RL = photodiode load resistance, Ω
 Idc = average photodiode current, A
 G = gain
 nsp = spontaneous emissions factor
 h = Planck's constant, 6.63 × 10−34 J/Hz
 q =  electron charge (1.6 × 10−19 coulomb) times photo detector 

quantum efficiency
 i = instantaneous photodiode current, A
 itotal = instantaneous photodiode total current, A
 isignal = instantaneous photodiode signal current, A
 Δi = instantaneous photodiode noise current, A

With Eqs. (3.10) and (3.7) total optical noise power at the receiver 
(also referred to as the noise floor) can be determined as shown by Eq. 
(3.11). Graphically, the optical noise power, signal power, link loss, 
and OSNR can be shown as Fig. 3.1.

 
P

RN
N

p

=
σ

 (3.11)

where PN is the total RMS optical noise power at the receiver, W.

For most fiber transmission systems, OSNR needs to be consid-
ered only if optical amplifiers are included in a transmission link. 
This is because in links without amplifiers, noise power does not 
accumulate sufficiently to be a significant limiting factor.
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OSNR can be defined as the logarithmic ratio of average optical 
signal power to average optical noise power over a specific spectral 
bandwidth measured at the input of an optical receiver 4 photodiode. 
Figure 3.2 shows a typical optical spectrum analyzer (OSA) signal 
trace. The signal power Psig is determined by subtracting the noise 
power Pnoise bound by a spectral width Bo from the peak amplitude of 
the signal plus noise curve also bound by Bo, see Fig. 3.2 and Eq. (3.13). 
Bo must be wide enough to include all of the signal power envelope in 
order to minimize signal measurement error, see Sec. 3.13 resolution 
bandwidth. The noise power Pnoise is the total noise power bound by 
the same spectral bandwidth Bo. 

 
OSNR log sig

noise

=
⎛

⎝
⎜

⎞

⎠
⎟10

P

P
 (3.12)

 
P P Psig sig+noise noise= −  (3.13)

 P P Bonoise noise= ( )   (3.14)

where  OSNR =  optical signal to noise ratio bound by bandwidth 
Bo , dB

 Psig = signal power bound by Bo, mW
 Psig+noise = signal plus noise power bound by Bo, mW
 Pnoise = noise power bound by Bo , mW
 Pnoise(Bo) = noise power bound by Bo , mW
 Bo = spectral bandwidth, nm

FIGURE 3.1 Noise, signal, and OSNR diagram.
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3.1.1 OSNR Measurement
The optical spectrum analyzer (OSA) is the instrument typically used 
to measure OSNR. Most OSA units use the method defined by IEC 
61280-2-9 standard,5 and the equation shown in Eq. (3.15). Signal and 
noise measurement are made over a specific spectral bandwidth Br , 
which is referred to as the OSA’s resolution bandwidth (RBW). The 
RBW filter acts as a band pass filter allowing only the set amount of 
light spectrum to strike the OSA’s photo detector. The photo detector 
measures the average of all optical power in this spectral width. It 
cannot discriminate between two separate signals in the RBW spec-
trum. If there is more than one signal in RBW, it will treat and display 
them as one. Therefore, the ability of an OSA to display two closely 
spaced signals as two distinct signals is determined by the RBW set-
ting. Typically, an OSA’s RBW range is adjustable between 10 and 
0.01 nm with common settings of 1.0, 0.5, 0.1, and 0.05 nm. 

The signal power in Eq. (3.15) is the measured signal plus noise 
power minus the in-band noise power measured at the OSA’s RBW 
as shown in Fig. 3.3 and Eq. (3.16). The RBW setting for the signal 
measurement must be wide enough to include all of the signal power. 
If it is not, some signal power will fall outside of the RBW width and 
will not be measured. Consequently, signal power measurement error 
will increase. 

FIGURE 3.2 Spectral view of a typical signal and OSNR parameters.
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Noise power at the signal wavelength cannot be measured 
directly because it is obscured by the signal itself. Therefore, the noise 
measurement is performed at both sides of the signal, just outside of 
the signal skirts, using the OSA’s noise equivalent bandwidth (NEB) 
filter. The results are then interpolated to determine the noise power 
at the signal wavelength, see Eq. (3.17) and Fig. 3.3. The NEB filter has 
a rectangular passband and provides a more accurate noise measure-
ment than the standard RBW filter. 

OSNR is calculated using Eq. (3.15), which is similar to Eq. (3.12) 
with the exception of the last term. This term is a scaling factor used 
to adjust the measured noise power bound by the noise equivalent 
bandwidth, represented by Bm, to the signal RBW bandwidth, repre-
sented by Br. If the NEB filter width is the same as the signal RBW 
width, then this term is zero. Scaling noise power is possible assum-
ing that the broad noise level is relatively flat at the signal’s RBW. 
These calculations are automatically performed by most OSAs, result-
ing in signal power, noise power, and OSNR readouts.

OSNR log logsig
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⎜

⎞

⎠
⎟ +

⎛
⎝⎜

⎞
⎠⎟

10 10
P

P
B
B

m

r

 (3.15)

FIGURE 3.3 OSA view of a typical signal and OSNR parameters.
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P P Psig sig+noise noise= −  (3.16)

 
P

P P
noise

noise noise=
+( ) ( )λ λ1 2

2
 (3.17)

where  OSNR = optical signal to noise ratio bound by RBW, dB
 Psig = optical signal power bound by RBW, mW
 Psig+noise =  optical signal plus noise power bound by RBW, mW
 Pnoise = noise power bound by NEB, mW
 Pnoise(λ1) = noise power at λ1 bound by NEB, mW
 Pnoise(λ2) = noise power at λ2 bound by NEB, mW
 Bm = noise equivalent bandwidth NEB, nm
 Br = measurement resolution bandwidth RBW, nm

3.1.2 WDM OSNR
IEC 61280-2-9 defines the OSNR measurement method and equation 
for DWDM systems, which is similar to the single-channel method in 
the previous section. Each individual DWDM channel is represented 
by its own OSNR that is calculated with Eq. (3.18). As discussed in the 
previous section, the first term determines the logarithmic signal to 
noise ratio and the second term is a scaling factor used to adjust the 
noise power bandwidth NEB, represented by Bm if it is not the same 
as the signal measurement bandwidth RBW. Scaling noise power is 
possible assuming that the noise level is relatively flat at the signal 
RBW. For DWDM OSNR measurements, there often is insufficient 
spectral space between DWDM signals to measure noise power at the 
RBW. Therefore the NEB bandwidth is adjusted narrower than RBW 
for noise measurements at both sides of the signal. Therefore it is 
scaled by the second term in Eq. (3.18). If the reference bandwidth Br 
and noise measurement bandwidth Bm are the same, this second term 
is zero.

Signal, noise power, and OSNR measurements and calculations 
are performed at each individual DWDM channel. The signal power 
in Eq. (3.18) is the measured signal plus noise power minus the 
in-band noise power measured at the RBW as shown in Fig. 3.4 and 
Eq. (3.19). The RBW setting for the signal measurement must be wide 
enough to include all of the signal power. If it is not, some signal 
power will fall outside of the RBW width and will not be measured. 
Consequently, signal measurement error will increase. 

Noise Pnoise.i measurement is required at the channel’s signal wave-
length bound by RBW. However, the signal power obscures the noise 
at this wavelength and most OSA’s cannot measure the noise power 
here directly. Therefore, the noise measurement is performed at both 
sides of the signal, just outside of the signal skirts, using the OSA’s 
noise equivalent bandwidth (NEB) filter. The results are then interpo-
lated to determine the noise power at the signal wavelength, see 
Eq. (3.20) and Fig. 3.4. Noise measurements for interpolation are made 
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at 1/2 ITU channel spacing or less on both sides of the signal. The 
NEB filter has a rectangular passband and provides a more accurate 
noise measurement than the standard RBW filter. For tightly spaced 
DWDM channels where noise measurement space, at the signal RBW 
width on both sides of the signal is insufficient, a tighter width is used. 
The results are then scaled by Eq. (3.18). Scaling noise power is possi-
ble assuming that the noise level is relatively flat at the signal’s RBW. 
These calculations are automatically performed by most OSAs result-
ing in signal power, noise power, and OSNR readouts.
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P P Pi i i isig. sig. +noise. noise.= −  (3.19)
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noise ITU/2 noise ITU/2=
+− +( ) (λ λΔ Δ ))
2

 (3.20)

where  OSNRi =  optical signal to noise ratio at the i’th channel 
bound by RBW, dB

 Psig.i =  average optical signal power at the i’th channel 
bound by RBW, mW

FIGURE 3.4 Spectral view of a DWDM aggregate link and OSNR parameters.
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 Pnoise.i =  average (interpolated) noise power at the i’th 
channel bound by NEB, mW

 Pnoise(λi+ΔITU/2) =  noise power centered at λi+ΔITU/2 bound by 
NEB, mW

 Pnoise(λi−ΔITU/2) =  average noise power centered at λi−ΔITU/2 bound 
by NEB, mW

 ΔλITU = ITU channel spacing, nm
 Bm = noise equivalent bandwidth NEB, nm
 Br = resolution bandwidth RBW, nm

Special precaution is required if measuring OSNR on the filtered 
end or demux side (drop side) of a DWDM, OADM, or ROADM,6 see 
Fig. 3.5. Due to DWDM, OADM, or ROADM filtering effects, a false 
noise floor may appear in an OSA view that can be mistaken as the cor-
rect noise floor, see Figs. 3.6 and 3.7. This can result in an incorrect 
automatic OSNR measurement. The correct measurement can be made 
by manually setting the OSA noise markers to the proper noise floor. 
The noise hump on both sides of the signal can completely disappear 
for wide band signals such as in 10 or 40 Gbps signals where demulti-
plexer filters are the same width as the signal itself. This would make 
OSNR measurement problematic because the in-band noise still exists 
but it would be difficult to locate for correct OSNR measurement. One 
method to located the in-band noise floor would be to polarize the sig-
nal at the source. Then the polarized signal can be filtered out by a 
polarizer at the OSA, which would leave the noise floor level available 
for measurement. Some OSAs are available to overcome this OSNR 
measurement issue using this or other methods. OSA user manuals 
and specifications should be consulted for more information.

3.1.3 Resolution Bandwidth
Using proper OSA resolution bandwidth (RBW) for signal measure-
ment is important to ensure the best possible accuracy. If RBW is too 

Fiber linkDWDM DWDM

OSA view of
DEMUX signal
See Fig. 3.7

OSA fiber span view
of multiplexed signals
See Fig. 3.6 

EDFA EDFA

EDFA

FIGURE 3.5 Simple DWDM link.
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FIGURE 3.6 OSA fi ber span view of multiplexed DWDM signals.
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FIGURE 3.7 Individual signal after fi lter or DWDM demux.
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narrow, part of the signal power will be missed during the measure-
ment, as shown in Fig. 3.8. If RBW is too wide, then accurate noise 
measurement near the signal cannot be performed and unwanted 
noise may be measured with signal power. The ideal RBW should be 
wide enough to encompass the entire modulated signal down to the 
noise floor, see Fig. 3.9. Often the manufacturer will specify the 
proper RBW to be used for their listed transceiver OSNR. It is impor-
tant to note that laser spectral width varies with the modulation rate; 
the higher the rate the wider the signal spectral width. Table 3.1 
shows the minimum recommended5 RBW that will cause less than 
0.1 dB measurement error for various transmission rates and NRZ 
modulation.

3.1.4 OSNR Link Calculation
When an optical amplifier is added to a fiber link, a small amount of 
ASE noise is added to the signal channel. Although the amount of 
noise generated by one amplifier is small and likely not consequen-
tial to the system OSNR, additional amplifiers will not only add their 
own noise power to the signal channel but will also amplify the noise 
from all upstream amplifiers. A limit is reached where an additional 
amplifier will result in the degeneration of the link’s OSNR past the 
receiver’s minimum specification. This will result in a less desirable 
BER since it is directly dependent on OSNR. 

FIGURE 3.8 RBW too narrow for signal measurement.
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The OSNR at any point in a fiber link is equal to the signal power 
divided by the noise power, see Eq. (3.12). For a link with optical 
amplifiers, ASE noise is the dominant source. If high gain Raman 
amplifiers are deployed, double Rayleigh scattering (DRS) noise can 
also be significant. The following OSNR equations7,8 only consider 
ASE noise as dominant in a link, see Eqs. (3.21) to (3.24). 

 
OSNR out

ASE

=
P
P

 (3.21)

 
OSNR in

sp

=
−

gP
n hfB go2 1( )

 (3.22)

FIGURE 3.9 Correct RBW for signal measurement.
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TABLE 3.1 Minimum RBW for Different Signal Modulation Rates
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1

.  (3.23)

 
OSNR in=

P
FhfBo

 (3.24)

where  OSNR = optical signal to noise ratio of the optical amplifier
 Pout =  average amplifier output signal power (DWDM 

systems use single-channel power), W
 Pin =  average amplifier input signal power (DWDM sys-

tems use single-channel power), W
 PASE = average amplifier ASE noise power, W
 F = amplifier noise factor
 h = Planck's constant 6.626069 × 10−34, Js
 f =  optical signal center frequency, assuming 193.400 THz 

(1550.12 nm), Hz
 Bo = optical channel bandwidth, Hz
 g = amplifier gain
 nsp = spontaneous emission (or population inversion) factor

Transceiver OSNR is specified to a standard measurement band-
width RBW; therefore, we substitute Br in the place of Bo.

Converting Eq. (3.24) to decibel results in Eq. (3.25)

 OSNR NFdB in.dBw= − − −P hf Br10 10log( ) log( )  (3.25)

Converting units to dBm results in Eq. (3.21)

 OSNR NFdB in.dBm= + − − −301 787 10 10. log( ) log(P f Br ))  (3.26)

If the signal wavelength is 1550.12 nm ( f = 193.4 THz) then Eq. (3.26) 
can be shortened to Eq. (3.27).

 OSNR NFdB in.dBm= + − −158 9 10. log( )P Br  (3.27)

If the measurement optical bandwidth can be assumed to be 0.1 nm 
(12.48 GHz), then Eq. (3.27) can be further shortened to Eq. (3.28).

 OSNR NFdB in.dBm= + −58 P  (3.28)

where OSNRdB =  optical signal to noise ratio of the optical amplifier, dB
 Pin.dBm =  average amplifier input signal power (DWDM sys-

tems use single-channel power), dBm
NF = amplifier noise figure, dB

 h = Planck's constant 6.626069 × 10−34, Js
 f = signal center frequency, Hz
 Br = optical measurement bandwidth RBW, Hz
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In a fiber link with numerous noise sources, the total link OSNR 
can be calculated knowing the OSNR of each individual noise source 
and using Eq. (3.29).

 

1 1 1 1 1

1 2 3OSNR OSNR OSNR OSNR OSNRF N

= + + + +�  (3.29)

In any transmission system, source spontaneous emission (SSE) 
noise is generated by the laser source and should be included in 
total link OSNR calculations. For a 1550 nm DWDM DFB laser, typi-
cal OSNR/0.1 nm varies between 40 and 65 dB,9 Eq. (10.12) can be 
used to calculate laser OSNR given laser relative intensity noise 
(RIN). Equation (3.29) with the source noise included is shown as 
Eq. (3.30).

 

1 1 1 1 1 1

1 2 3OSNR OSNR OSNR OSNR OSNRsourceF

= + + + ++�
OOSNRN  

 
 (3.30)

where  OSNRF = final OSNR seen at the receiver
 OSNRsource = laser source OSNR
 OSNRN = OSNR of individual optical amplifiers up to N 

This equation can be further simplified and final OSNR approx-
imated,10 as seen in Eq. (3.31) and Fig. 3.10 if we assume all of the 
following:

 1. All the link EDFAs have identical gains and noise figures. 

 2. The span loss before each EDFA is the same. (If span losses 
differ, this equation could still be applied by assuming that all 
losses are less than or equal to loss, which would result in a 
worst-case estimate of the OSNR.)

 3. Each EDFA’s gain compensates for the previous span loss 
and the gain is >> 1.

 4. Only in-line amplifiers and a pre-amplifier exist in the link, 
see Fig. 3.10.

FIGURE 3.10 Link layout for OSNR using approximation method.
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 5. Laser source frequency is centered at 1550.12 nm.

 6. Laser source OSNR is high (better than 57 dB) and is not con-
sidered in calculations.

    OSNR NFF.dB source.dBm= + − − − −158 9 10 1. log( )P BrΓ 00log N  (3.31)

where  OSNRF.dB =  final OSNR seen at the receiver, dB
 Psource.dBm =  average source signal power into the first span 

(DWDM systems use single-channel power), dBm
NF = amplifier noise figure, the same for all EDFAs, dB

 Br = optical measurement bandwidth, Hz
 N =  number of amplifiers in the fiber link excluding the 

booster
 Γ = span loss, the same for all spans, dB

For more realistic fiber links where encountering different EDFA 
gains, different span lengths, and losses, use Eqs. (3.26) and (3.30). 
This method can be set up in computer spreadsheet table format as 
shown in Appendix B for easy repeated use. Tables to calculate fiber 
links with one, two, and three EDFAs are also shown in Appendix B. 
See Fig. 3.12 for the three-EDFA layout example. For more than three 
EDFAs in a link, use the established format in Table B.3 and add the 
next EDFA stage (Table B.1) to the bottom of the table using the out-
put OSNR of the previous EDFA calculation as input to the next EDFA 
OSNR.

The above equations can be used to calculate OSNR for a single 
wavelength link or DWDM link. For DWDM OSNR calculations, cal-
culate OSNR for each channel individually and Pin.dBm and Psource.dBm are 
individual channel powers.

Below are a few tips to keep in mind when planning EDFA links.

 1. Keep input power into each EDFA as high as possible espe-
cially for the first few EDFAs in the link (the ones closer to the 
laser source). They have the most impact on final OSNR.

 2. If EDFAs are available with different noise figure values, use 
the EDFA with the lowest noise figure at the beginning of the 
link (closest to the laser source) and second in the link. This is 
because the first and second EDFAs have the greatest noise 
impact. This is shown in Friis’ formula, see Eq. (3.32).

 
F F

F
g

F
g g

F
g g g

FN
total = +

−
+

−
+

−
+ +

−
1

2

1

3

1 2

4

1 2 3

1 1 1 1
�

gg g g gN1 2 3 1... −
 (3.32)

where Ftotal = total effective noise factor
 Fi = noise factor for EDFA i
 gi = gain for EDFA i
 N = number of EDFAs in the fiber link
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The objective of OSNR link calculation is to ensure the link OSNR 
does not exceed the receiver’s minimum specified OSNR for the 
desired bit error rate and receiver signal level. When optical amplifi-
ers are not used in a link, the link OSNR is much larger than the 
receiver’s minimum OSNR, see Fig. 3.11. When amplifier noise and 
other noise sources are added, the noise floor increases, which 
decreases the link OSNR. Link OSNR also decreases with an increase 
in link optical power loss. Link OSNR should never be less than the 
receiver’s minimum OSNR. If an additional amplifier results in lower 
OSNR, 3R (reamplifying, retiming and reshaping) regeneration 
should be used instead of an optical amplifier. 

Typically EDFA input power in the above OSNR equations does 
not include power penalties. For more accurate link assessment with 
power penalties, a Q-factor budget is completed as shown later in 
this chapter.

3.1.5 Raman Amplifier
Distributed Raman amplifiers (DRA) exhibit a low equivalent noise 
figure (−2 to 0 dB) and have good signal gain (5 to 20 dB), but are 
significantly more expensive than EDFAs. Therefore their use is lim-
ited to expanding long EDFA spans where OSNR limits have been 
reached. Adding a distributed Raman amplifier in the span increases 
the signal gain by the Raman gain amount but also adds amplified 
spontaneous emission (ASE) noise along the DRA span length. How-
ever, the equivalent noise figure, at the end of the DRA span, can be 
zero or negative. The overall result is an improvement in link OSNR 
and longer transmission spans. 

FIGURE 3.11 OSNR and power diagram.
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Distributed Raman amplifiers can be placed in a counter pump or 
a co-pump configuration, refer to Fig. 10.10. Both configurations end 
up with the same gain. An advantage for the counter pump configu-
ration is that it does not increase nonlinear effects, such as four wave 
mixing, as much as the co-pump configuration.11 This is because DRA 
counter pump amplifies lower power signals near the end of the 
span. 

A convenient configuration12 used to express Raman distributed 
noise and gain parameters is as a hypothetical equivalent discrete 
amplifier that is located at the end of the fiber span. This hypothetical 
amplifier has the equivalent gain (Geq) and noise figure (NFeq) as the 
actual DRA, see Fig. 3.12 and Eqs. (3.33) to (3.36). Raman manufactur-
ers typically specify equivalent gain and noise figure parameters. 

 
F

F
Leq
R=

α
  (3.33)

 F = 10 10NF/  (3.34)

 
NF NFeq R dB= − ( )α L  (3.35)

 
G Geq R=  (3.36)

where  Feq = equivalent noise factor
 FR = distributed Raman amplifier noise factor

NFeq = equivalent noise figure, dB

FIGURE 3.12 Distributed Raman amplifi er equivalent gain and noise fi gure.

a. Distributed Raman amplifier (counter pump)

Fiber cable length L
Signal

Gain = Gnet
Noise factor = FR

Signal

b. Equivalent amplifier at end of fiber cable

Pump laser

Fiber cable length L

Gain = – Loss
Noise figure = 0

Equivalent amplifier 
Geq = GR
Feq = FR/ αL
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NFR = distributed Raman amplifier noise figure, dB
 α = attenuation coefficient, km−1

 αdB = attenuation, dB/km
 L = transmission fiber length, km
 Geq = equivalent gain, dB
 GR = distributed Raman amplifier gain, dB
 Gnet = Raman net gain at the end of the fiber, dB

To estimate link OSNR with hybrid Raman EDFA amplifiers, 
Eqs. (3.26) and (3.30) are used with the equivalent Raman noise figure 
and gain values. The typical DRA equivalent noise figure is between 
−2 to 0 dB. If high optical gains are required (>15 dB) DRS noise may 
need to be included in OSNR calculations, see Eq. (3.37).

 
OSNR out

ASE DRS

=
+

P
P P

 (3.37)

3.1.6 OSNR Examples
Equations (3.26) to (3.31) can be used to estimate OSNR for single- or 
multiple-channel links. For WDM links, calculate OSNR for each chan-
nel individually. Pin.dBm and Psource.dBm are individual channel powers for 
a WDM system.

Example 3.1 For a single wavelength 2.5 Gbps fiber link that contains three 
EDFAs, calculate the final OSNR seen by the receiver, see Fig. 3.13. Equipment 
specifications are as follows:

 Tx DFB laser output power: 0.0 dBm

 Tx laser wavelength: 1550.12 nm

 Rx receiver sensitivity: −24.0 dBm @ BER 10−12

 Rx minimum OSNR: 18.0 dB RBW 0.1 nm (1.25 × 1010 Hz)

 EDFA gains:  EDFA1 G1 = 20.0 dB, EDFA2 G2 = 25.0 dB, 
EDFA3 G3 = 20.0 dB

FIGURE 3.13 Three EDFA OSNR link example.
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 All EDFAs noise figure (NF): 5.0 dB

 Fiber span loss (Γ):  Span 1 loss 22 dB, span 2 loss 23 dB, span 3 
loss 25 dB, span 4 loss 15 dB

First we determine the input signal power to all EDFAs and final receiver 
power. 
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 (3.38)
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 (3.42)

where  Psource = source laser signal output power, dBm
  Γ1,2,3,4 = fiber span 1, 2, 3, and 4 losses, dB
  Pin1,2,3 = input signal power to EDFAs 1, 2, and 3, dBm
  Pout3 = EDFA 3 output signal power, dBm
  Prec = receive signal power

Using Appendix B, Table B.3, we calculate the following OSNR results:

 OSNR output of EDFA 1 is 30.9 dB.

 OSNR output of EDFA 2 is 26.2 dB.

 OSNR output of EDFA 3 and final OSNR is 24.0 dB.

The final OSNR is 24.0 dB, which is well within the receiver minimum OSNR 
of 18 dB. Also the receive signal power is −20.0 dBm, which is also well within 
receiver specifications.

Example 3.2 Estimate the receiver OSNR for a 10 Gbps two-EDFA link shown 
in Fig. 3.14 using the approximate method Eq. (3.31) and using Eqs. (3.26) and 
(3.30). Equipment specifications are as follows:

 Tx DFB laser output power: −1.0 dBm

 Tx laser wavelength: 1550.12 nm
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 Rx receiver sensitivity: −21.0 dBm @ BER 10−12

 Rx minimum OSNR:  23.0 dB, RBW 0.5 nm (6.239 × 1010 Hz)

 EDFA gains:  EDFA1 G1 = 20.0 dB, EDFA2 G2 = 20.0 dB

 All EDFA (NF): 5.0 dB

 Fiber span loss (Γ):  Span 1 loss 20.0 dB, span 2 loss 20.0 dB, span 
3 loss 15.0 dB 

Equation (3.31) method:

OSNR NF.dB source.dBmF rP B≈ + − − −158 921 10. log( )Γ −−

≈ − − − −

10

158 921 1 20 5 10 6 239

log

. log( .

N

FOSNR .dB ×× −

≈

10 10 2

22 0

10) log

.OSNR .dB dBF

Equations (3.27) and (3.30) method:
First we determine the input signal power to all EDFAs and final receiver 

power.
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FIGURE 3.14 Two-EDFA OSNR link example.
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For the spreadsheet method to calculate OSNR using Eqs. (3.27) and (3.30), 
see Appendix B.2.
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OSNR output of EDFA 1 is 25 dB, and OSNR output of EDFA 2 and receiver 
OSNR is 22 dB. The results from the two methods are the same. OSNR and 
receiver signal power are within specification.

Example 3.3 Estimate the OSNR for the hybrid counter pump Raman/EDFA 
link shown in Fig. 3.15. The transceiver has a 1550 nm 10 Gbps non-DWDM 
laser with a launch power of −3 dBm and minimum OSNR of 20 dB @ 0.1 RBW 
for BER 10−10. Fiber span is 180 km (112 mi) over G.652 fiber. Total span loss is 
45 dB (Γspan). Also estimate OSNR without the Raman amplifier for comparison. 
Amplifier gain and noise figure specifications are as follows: 

 EDFA booster: NF1 = 5.0 dB

  G1 = 10 dB

 EDFA pre-amp: NF3 = 5.0 dB

  G3 = 10.0 dB

  Minimum input power = −30 dBm

 Raman (G.652 fiber): Equivalent NF2 = −2.0 dB

  G2 = 10.0 dB

FIGURE 3.15 Hybrid Raman/EDFA OSNR example.
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First we determine the signal power levels along the span into the EDFAs and 
Raman amplifiers. Signal power into the EDFA booster is as follows:

P P

P

in1 source

in dBm

=

= −1 3 0.

Signal power into the equivalent Raman amplifier is as follows:

P P G
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P

in2 in span
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= + −
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338 0. dBm

Signal power into the EDFA pre-amplifier is as follows:
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Signal power into the receiver is as follows:
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Using Table B.3 in Appendix B to calculate OSNR for this link, the results 
are as follows:

 OSNR output of EDFA booster 1 is 49.2 dB.

 OSNR output of Raman amplifier is 21.9 dB.

 OSNR output of EDFA pre-amp and receiver OSNR is 20.2 dB.

The received signal OSNR of 20.2 dB is greater than the transceiver minimum 
specified OSNR of 20 dB. 

If the Raman amp is not used then OSNR drops to 15 dB, which is signifi-
cantly below the receiver specified OSNR and the link would not meet BER 
performance. Also, this EDFA pre-amp could not be used because its specified 
minimum input power level is −30 dBm, and the signal would be at −38 dBm. 
EDFAs with minimum input levels below −30 dBm are not common.

Example 3.4 Determine the maximum number of noise-limited optical amplifier 
spans that can be achieved for 10, 40, and 100 Gbps NRZ transmission systems. 
Assume all spans are 100 km in length. Fiber attenuation is 0.22 dB/km and each 
span’s total loss is 22 dB. Fiber maximum launch power limited by nonlinear 
effects is 20 mW (13 dBm) cumulative for the entire link. Therefore maximum 
launch power per span is 20/N mW or 13 − 10 log(N) dBm. Also assume trans-
ceiver OSNR for a BER of 1E-12 is 20 dB for a 10 Gbps system, 26 dB for a 40 
Gbps system, and 30 dB for a 100 Gbps system. Provide results for a total EDFA 
solution and total Raman solution. EDFA noise figure is 6 dB and Raman noise 
figure is 0 dB. The resolution bandwidth Br is 0.1 nm (12.5 GHz).
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Using Eq. (3.31) we can determine the maximum number of spans required 
as follows:

OSNR NF.dB source.dBmF rP B= + − − − −158 9 10 1. log( )Γ 00

10 158 9 10

log

log . log(

N

N P B= + − − −source.dBm NFΓ rr ) − OSNR

We must also include the maximum launch power per span limit due to 
nonlinear effects; therefore, the maximum number of spans in an amplifier link 
is as follows.

N P B= + − − − −10 158 9 10^ (( . log( )source.dBm rNF OSNΓ RR /) )20

For the EDFA system the results are as follows:

 10 Gbps transmission is limited to a maximum of 14 spans.

 40 Gbps transmission is limited to a maximum of 7 spans.

 100 Gbps transmission is limited to a maximum of 4 spans.

For the Raman system the results are as follows:

 10 Gbps transmission is limited to a maximum of 28 spans.

 40 Gbps transmission is limited to a maximum of 14 spans.

 100 Gbps transmission is limited to a maximum of 8 spans.

3.2 Bit Error Ratio
Bit error ratio (BER) (also known as bit error rate) can be defined as 
the ratio of the number of erroneous bits received to the total number 
of bits transmitted, see Eq. (3.43). 

 
BER = E

n
 (3.43)

 n TR=  (3.44)

where BER = bit error ratio
 E = number of erroneous bits received
 n = number of bits transmitted
 T = time to transmit n bits, seconds
 R = transmission rate, bits/second

A BER test is often requested as the final quality acceptance 
test for a newly installed digital circuit. It is also useful in testing 
and debugging existing system transmission bit errors. Typical 
BER values for circuits range from 10−9 to 10−13 with 10−12 being the 
most common for telecom circuits and is the ITU-T13 standard for 
SONET/SDH transmission systems. A 10−12 BER means that one 
bit is received in error for every terabit of transmitted data bits. 
Depending on the transmission rate, it may take quite a while to 
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transmit a terabit of data bits. For a 10 Gbps circuit where the bit 
time slot period is 100 ps, it will take 1.67 minutes for 1 terabit of 
data to be transmitted (assuming synchronous circuit such as 
SONET/SDH). However for a 155 Mbps circuit such as OC-3, the 
bit time slot period is 6.43 ns and therefore it will take 1.786 hours 
to transmit 1 terabit of data bits. 

A question often asked is how long does one need to continue 
with a BER test to ensure the circuit meets or exceeds BER specifica-
tion? The test needs to be run such that enough bits are transmitted so 
that the results are statistically meaningful. Ideally the test is run for 
an infinite amount of time, transmitting an infinite amount of bits, 
which results in the channel’s true bit error ratio. However this is 
obviously not practical and therefore a statistical method is used to 
determine the channel’s BER within a certain confidence level. This 
confidence level is a percentage that represents the probability the 
true BER is equal to or better than the test BER. Typical confidence 
levels are 95% or 99%. Calculation of the required number of trans-
mitted bits for a certain confidence level is based on the binomial 
distribution model, see Eq. (3.45). Note that the probability of error 
p is the same as the bit error rate (p = BER). The necessary assump-
tions to use this model are that the bit errors are statistically indepen-
dent, the bit errors are due to random noise, and the bit errors are not 
due to any equipment problems or noise bursts.

 
P

n
k n k

p pn
k n k=

−
− −!

!( )!
( )1  (3.45)

where Pn =  probability of k events (bit errors) occurring in n trials 
(n bits transmitted)

 p =  probability an event (one bit error) will occur in one 
trial

 n = total number of trials (total number of bits transmitted)
 k =  number of events occurring in n trials (number of bit 

errors)
 μ = mean of the distribution, μ = np
 σ2 = variance of the distribution, σ2 = np(1 − p)

The confidence level is defined as the cumulative binomial distri-
bution, see Eq. (3.46). For a confidence level of C and probability of 
error p, Eq. (3.46) provides the number of n bits that need to be trans-
mitted for E or fewer errors, see Fig. 3.16.
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where C = confidence level
 E = maximum number of bit errors
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Equation (3.45) is difficult to solve for n, therefore the Poisson 
theorem14 is used as an approximation for large values of n, see Eq. (3.47). 
Equation (3.46) is obtained from Eq. (3.47) as an approximation for 
the cumulative solution.
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Solving Eq. (3.48) for the amount of bits to be transmitted n we 
get Eq. (3.49). Notice that for the case of no bit errors, where E = 0, the 
second term is 0. Now by using Eq. (3.44) the length of time T needed 
for a BER test can be calculated.
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where n = number of transmitted bits
 p =  probability of a bit error, the maximum (worst) bit error 

rate (BER) of the channel to be verified
 C =  confidence level %/100. The higher the confidence level 

the more probable the true channel BER is equal to or 
greater than the test BER. However, a higher confidence 
level increases the test time.

 E = maximum number of bit errors
 R = transmission rate, bits/second

FIGURE 3.16 Binomial distribution.
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This equation is simple to solve if the number of bit errors is zero. 
For one or more errors, a computer algorithm can be written to solve 
for n. The way to interpret this equation is that the length of time to 
test a channel to a target bit error ratio is dependent on the required 
confidence level and the number of bit errors. For example, the time 
required to test a 10 Gbps channel to a target BER of 10−12, a confi-
dence level of 99%, and for zero received bit errors is 7 minutes and 
41 seconds. To test for five errors, the test time increases to 21 minutes 
and 51 seconds. However a BER test with only five detected errors 
does not have sufficient sample size for a good degree of accuracy. 
To achieve a two-digit accuracy, a BER test needs to run until at least 
100 bit errors are observed. To calculate the length of time a BER test 
needs to run to achieve this accuracy, a target BER value is entered 
into Eq. (3.49) as well as 100 bit errors that are expected for this target 
and a confidence interval. The BER test is run for the calculated time. 
If 100 or less errors are observed, one can conclude that the channel 
BER is better than the target BER. For the above 10 Gbps example, the 
BER test time for 100 expected errors is 3 hours and 23 minutes. 
Therefore after running a BER test for 3 hours and 30 minutes and 100 
or less errors are detected, one can conclude the link has a BER of 
10−12 or better with a confidence level of 99% and two-digit accuracy. 
Table 3.2 lists a few common test times for 100 expected errors and a 
confidence level of 99%.

Alternately, to determine the BER of a circuit, a BER test is run 
and the length of time is recorded when 100 bit errors are detected. 
Knowing variables E and T, variable n is calculated using Eq. (3.44). 
Then use Eq. (3.49) to solve for p the circuit BER for a target confi-
dence level.

BER 10-9 BER 10-11 BER 10-12 BER 10-13

100 Gbps 1 sec 2 min 21 min 3 hr 29 min

40 Gbps 3 sec 6 min 53 min 8 hr 47 min

10 Gbps 13 sec 21 min 3 hr 30 min 1 day 10 hr 
58 min

2.5 Gbps 51 sec 1 hr 25 min 14 hr 3 min 5 day 20 hr 
29 min

1 Gbps 2 min 3 hr 30 min 1 day 10 hr 
58 min

14 day 13 hr 
33 min

622 Mbps 4 min 5 hr 37 min 2 day 8 hr 12 
min

23 day 9 hr 
55 min

155 Mbps 14 min 22 hr 29 
min

9 day 8 hr 46 
min

93 day 15 hr 
38 min

TABLE 3.2 BER Test Times for 99% Confidence Level for 100 Bit Errors Sample
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3.3 Q-Factor
The Q-factor is another performance parameter that can be used as an 
alternative to BER testing and can be used for performance planning 
during system design stage. To test a 10 Gbps circuit to a BER of 10−13 
value will take 1 day and 9 hours as shown in Table 3.2. However, 
considerable time can be saved by measuring the circuit’s Q-factor, 
which can be done in minutes. Also, designing a system for a specific 
Q-factor that considers link impairments and gains such as FEC is 
straightforward and has good accuracy.

Q-factor is defined as the ratio of the difference of average photo-
diode currents between one bit state and zero bit state divided by the 
sum of the standard deviation (RMS) of the noise currents for both 
states, see Eqs. (3.50), (3.51), and Fig. 3.17. It is similar to and can be 
thought of as the electrical signal to noise ratio at the receiver’s deci-
sion circuitry, see Eq. (3.53).
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where  Q = linear quality factor
  Ip = average photodiode signal current, A
  I1 = average photodiode current for 1 (high) bit state, A
  I0 = average photodiode current for 0 (low) bit state, A
  V1 =  average photodiode voltage across RL for 1 (high) bit 

state, A
  V0 =  average photodiode voltage across RL for 0 (low) bit 

state, A
  σ1 =  standard deviation (RMS) for photodiode noise current 

for 1 (high) bit state, A
  σ0 =  standard deviation (RMS) for photodiode noise current 

for 0 (low) bit state, A
  σT = total RMS noise photodiode current, A
  Rp = photodiode responsivity, A/W
  Pin = average signal photodiode optical power, W
 SNR =  electrical optical signal to noise ratio measure after the 

photodiode
 RL = photodiode's load resistance, Ω
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The photodiode current levels fluctuate from bit to bit around an 
average current level of I1 for the logical one bit and I0 for the logical 
zero bit. This fluctuation can be modeled by a probability distribu-
tion curve for both one and zero bit levels where each has its own 
average (mean) level and standard deviation, see Fig. 3.17. Signal 
current from the photodiode passes through a low pass filter and 
amplifier before entering the receiver decision circuitry. The filter 
amplifier combination reduces signal noise and boosts the signal for 

FIGURE 3.17 Receiver circuit signal probability distribution.
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the next stage. The decision circuitry then compares signal bit levels 
with a threshold level Ith. If the received bit level is greater than the 
threshold level, Ip > Ith, then the circuit identifies the received level as 
a one bit. If the received bit level is less than the threshold level, Ip < Ith, 
then the circuit identifies the received level as a zero bit. A problem 
occurs when an intended one bit level is below the threshold, I1 < Ith, 
and is interpreted as a zero bit, or when an intended zero bit level is 
above the threshold, I0 > Ith, and is interpreted as a one bit. For both 
cases the result is a bit error. The receiver bit error ratio can then be 
defined15 by the probability of receiving correct bits and bit errors as 
shown in Eq. (3.54).

 BER = +p p p pr r r r( ) ( , ) ( ) ( , )1 0 1 0 1 0  (3.54)

For long transmission streams the probability of a one bit or a 
zero bit being received can be assumed to be equal at 50%. Therefore 
Eq. (3.54) can be rewritten as Eq. (3.55).

 BER = +0 5 0 1 1 0. [ ( , ) ( , )]p pr r
 (3.55)

where  BER = probability of error or bit error ratio
 pr(1) = probability of a one bit being interpreted
 pr(0) = probability of a zero bit being interpreted
 pr(0,1) =  probability of a zero bit being interpreted when a one 

bit is received
 pr(1,0) =  probability of a one bit being interpreted when a zero 

bit is received

Fluctuations in logical one and zero bit current levels due to 
random noise in the circuitry or link can be modeled by a Gaussian 
distribution curve. Each logical level will have its own individual 
probability curve characteristics. As can be seen from Eq. (3.55), BER 
is dependent only on the probability of receiving bit errors pr(0,1) and 
pr(1,0). The probability for bit errors can now be calculated by deter-
mining the area under the probability curve at pr(0,1) and pr(1,0) by 
using Eqs. (3.57) and (3.58).
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where erfc is the complementary error function, erfc x y dy
x
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By substituting Eqs. (3.57) and (3.58) into Eq. (3.55) we get 
Eq. (3.59). 
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Therefore the BER of the received signal depends on the receiver 
circuitry decision threshold for both one and zero received bit levels. 
The receiver decision circuitry design is optimized to a minimum 
BER by choosing the threshold current to be as shown in Eqs. (3.60) 
and (3.61).
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The BER as shown in Eq. (3.59) for an optimize receiver circuit 
setting can now be shown as Eq. (3.62).
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The Q-factor is given by Eq. (3.50).
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An approximation to Eq. (3.62) for Q > 3 (Gaussian assumption) 
to calculate BER given a Q-factor is shown as Eq. (3.63).
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A more accurate expression16 for the entire range of Q values is 
given by Eq. (3.64).
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As can be seen from Eq. (3.63) or (3.64), if the receiver Q-factor is 
known, the circuit BER can be determined. This relationship is plot-
ted in Fig. 3.18. Some notable values are shown in Table 3.3.
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To convert back to Q-factor knowing BER, use a brute force soft-
ware algorithm with Eq. (3.63) or estimate17 using Eq. (3.65).
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Q-factor is also commonly represented in decibel form. Equations 
(3.66) and (3.67) are used to convert between these two units.

 Q QdB = 20 log( )  (3.66)

 Q Q= 10 20dB/  (3.67)

where  Q = Q-factor, linear
 QdB = Q-factor, dB

The reason the 20 multiplier (and not 10) is used in Eq. (3.66) is 
because Q is calculated using current or voltage ratios and not power.

Q-Factor Q-Factor (dB) BER

6.00 15.57 10−9

6.37 16.08 10−10

6.71 16.53 10−11

7.04 16.95 10−12

7.35 17.32 10−13

7.65 17.68 10−14

7.94 18.0 10−15

TABLE 3.3 BER and Q-Factor Cross Reference

FIGURE 3.18 BER and Q-factor relationship.
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3.3.1  Extinction Ratio and Optical Modulation Amplitude 
The extinction ratio is a measure of the extent of digital modulation on 
an optical carrier. It is defined as the average optical power of a one bit 
divided by the average optical power of a zero bit, see Eq. (3.68) and 
Fig. 3.19. This results in an extinction ratio that is always greater than 1. 
In the ideal case the zero bit optical power is zero, which results in an 
extinction ratio of infinity. However in practice this is not achievable 
for many high-speed modulators. Consequently the zero bit has some 
amount of optical power associated with it. As the extinction ratio 
decreases the difference between zero bit and one bit average optical 
powers decreases. This results in sensitivity degradation and a higher 
probability the receiver decision circuitry will mistake zero bits for 
one bits (or vice versa) resulting in bit errors. Extinction ratio is treated 
as Q-factor impairment and has an associated optical penalty18 defined 
by Eq. (3.70) and in dB units see Eq. (3.71), see Table 3.4. It is included 
in Q-factor budgeting. The extinction ratio is often expressed as a pos-
itive dB value as shown by Eq. (3.69). The larger the value the better, 
typically the value is 9 dB or larger. 
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Note, some documents define the extinction ratio as the inverse of 
Eq. (3.68). This is identified by the extinction ratio being less than 1 or 
a negative dB value. In this case Eqs. (3.72) to (3.74) are used.
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FIGURE 3.19 Rectangular NRZ modulated carrier.
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where  Rex = optical extinction ratio (>1)
 Rex.dB = optical extinction ratio, dB
 rex = optical extinction ratio inverse (<1)
 P1 = high power level for the one bit, mW
 P0 = low power level for the zero bit, mW
 δex = extinction ratio power penalty, linear
 δex.dB =  extinction ratio power penalty relative to an ideal 

system r = ∞, dB

Optical modulation amplitude (OMA) power is another parame-
ter that represents the depth of optical signal modulation. It is intro-
duced by IEEE 802.3ae standard and is defined as the difference 
between the optical powers for the binary one and the binary zero 
bits, see Eq. (3.75) and Fig. 3.19.

 OMA = −P P1 0  (3.75)

The average optical power (for an NRZ signal) is then defined as 
Eq. (3.76).
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 (3.76)

Extinction Ratio Power Penalty

rex rex (dB) Rex Rex (dB) cex cex (dB)

0.5 −3.0 2.0 3.0 3.0 4.8

0.33 −4.8 3.0 4.8 2.0 3.0

0.17 −7.8 6.0 7.8 1.4 1.5

0.11 −9.5 9.0 9.5 1.3 0.97

0.10 −10.0 10.0 10.0 1.2 0.87

0.091 −10.4 11.0 10.4 1.2 0.79

0.083 −10.8 12.0 10.8 1.2 0.73

0.079 −11.0 12.6 11.0 1.2 0.69

0.063 −12.0 15.9 12.0 1.1 0.55

0.050 −13.0 20.0 13.0 1.1 0.43

−∞ −∞ ∞ ∞ 1.0 0.0

TABLE 3.4 Extinction Ratio and Power Penalty
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Additional OMA power relationships are shown with Eqs. (3.77) 
to (3.81).
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For the ideal case for an infinite extinction ratio, Rex = ∞, then 
Eq. (3.82) can apply.

 
Pave OMA≈ 1

2
  for Rex = ∞  (3.82)

OMA power can also be shown in dBm units using Eq. (3.83) for 
the conversion.

 OMA OMAdBm = 10 log( )  (3.83)

where  OMA = optical modulation amplitude power, mW
 OMAdBm = optical modulation amplitude power, dBm
 Pave =  average optical power (optical power measured with 

a power meter or OSA), assuming NRZ signal, mW

Note that extinction ratio does not change as a signal is linearly 
attenuated during its propagation in a fiber. However, OMA does 
decrease in power during signal propagation by the same amount as 
the attenuation. Refer to Chap. 2 for more details on how to use OMA 
in optical power budget planning.

3.3.2 Q-Factor Budget
Q-factor budget planning is a way to account for expected optical 
link impairments over the link’s lifetime. Table 3.5 is a typical budget 
layout also available from ITU-T G.977.19

Explanations of the Q-factor budget line items are as follows:

 1. This first line represents a theoretical linear Q-factor due 
only to the fiber link optical signal to noise ratio (OSNR) 
and excludes any receiver noise. The link OSNR is first 
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calculated using Eq. (3.26) as described earlier in this chap-
ter. When calculating EDFA input power levels only link 
loss is considered (fiber loss and component loss). Power 
penalties are not included since they are added in this Q 
budget. Then Eq. (3.84)20,21 can be used to convert the 
receiver OSNR value to a mean linear Q-factor knowing 
the extinction ratio, receiver electrical bandwidth, and optical 

Line Parameter Value (dB)

1.0 Mean Q-factor (from link OSNR calculation)

2.0 Propagation impairment penalties 

2.1 Chromatic dispersion (CD)

2.2 Polarization mode dispersion (PMD)

2.3 Polarization dependent loss (PDL)

2.4 Polarization dependent gain (PDG)

2.5 Self phase modulation (SPM)

2.6 Cross phase modulation (XPM)

2.7 Four wave mixing (FWM)

2.8 Stimulated Raman scattering (SRS)

2.9 Stimulated Brillouin scattering (SBS)

3.0 Mode partition noise (MPN)

4.0 Misadjustment of channel wavelength penalty

5.0 Manufacturing and environmental impairments

6.0 Supervisory impairments (submarine systems)

7.0 Fiber link Q-factor value (L1.0 − sum(L2.0 to L6.0))

8.0 Transceiver back to back Q-factor

9.0 Total Link Q-factor 

10.0 BER corresponding to total link Q-factor without FEC

11.0 BER corresponding to total link Q-factor with FEC

12.0 Effective Q-factor with FEC

13.0 Q-factor for network planned BER

14.0 Q-factor margin BoL (L12 − L13)

15.0 System aging

16.0 Cable repair margin

17.0 Q-factor margin EoL (L14 − L15 − L16)

TABLE 3.5 Q-Factor Budget
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channel bandwidth. This equation assumes the data for-
mat is NRZ. Equation (3.66) is used to convert the linear 
Q-factor to a dB value.
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where  Q = mean Q-factor assuming NRZ signal format, linear
 OSNR = link OSNR, linear
 Bo =  optical channel bandwidth typically set by DWDM 

bandwidth, GHz
 Be =  receiver electrical bandwidth available from trans-

ceiver specifications, GHz
 δex

−1  = extinction ratio power penalty inverse, linear
 rex =  extinction ratio (inverse) available from transceiver 

specifications

 2. The next nine lines (L2.1 through L2.9) represent linear and 
nonlinear propagation impairment penalties. Their explana-
tions are found in various chapters in this book.

 3. Mode partition noise typically is a concern only for MLM 
lasers, but can also be significant for SLM lasers where SMSR 
is less than 20 dB. See Chap. 10 for details.

 4. WDM channel passband ripple, channel passband misalign-
ment between WDMs can result in additional signal loss 
during laser wavelength drift, which can lead to Q-factor 
degradation. WDM ripple value is available from manufac-
turer specifications and is typically less than 0.5 dB.

 5. Manufacturing and environmental impairment penalty cov-
ers variations in population distribution of components due 
to imperfect manufacturing processes. It also covers system 
degradation due to environmental condition variations such 
as temperature and pressure. This value is difficult to deter-
mine exactly but is estimated at 2 dB20 for some systems.

 6. For submarine systems, the supervisory commands are sent 
to subsea EDFAs and other equipment by low frequency 
amplitude modulation of the optical signal. This modulation 
amplitude is small compared to the data signal but does 
result in a small Q-factor penalty. 
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 7. The fiber link Q-factor value is calculated by subtracting the 
sum of lines L2 to L6 from line L1 the mean Q-factor.

 8. Optical transceivers are not perfect and introduce their own 
impairments, including noise and jitter. The back to back 
Q-factor is measured with the transceivers connected locally 
with each other by two short fiber jumpers and a proper 
attenuator in between to ensure source power does not 
overload the receiver. 

 9. The total link Q-factor is calculated22 using the fiber link 
Q-factor and the transceiver back-to-back Q-factor as shown 
in Eq. (3.86).
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where Qfiber = Q-factor due to the fiber link as shown in line L7
 Qbb =  Q-factor of the transceivers connected back to back 

using a short length of fiber jumper cable, from line L8

 10. This line represents the link BER calculated using the total link 
Q-factor from line L9, see Eqs. (3.62), (3.63), or (3.64). 
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 11. If forward error correct is used then with FEC BER input/out-
put curves the new BER is determined and shown on this line.

 12. This line is the new effective Q-factor with FEC that is con-
verted from FEC BER line L11. Rearranged Eq. (3.96) as shown 
below can be used to determine this value.

 Q Q RdFEC FECBER= +20 10log( ( )) log( )  (3.87)

where Rd is the FEC redundancy ratio, and Rd <1.

 13. This line shows the required link Q-factor for the planned 
link BER.

 14. This line is the beginning of life (BoL) Q-factor margin calcu-
lated by subtracting line L13 from L12.

 15. This line accounts for fiber link system aging. We generally 
assume all fiber link components will be replaced as they fail. 
Therefore, the main aging component that remains for the 
entire life span is the fiber optic cable. Typical values used for 
fiber aging22 over a 25-year life span are 0.003 dB/km for 
hydrogen degradation plus 0.002 dB/km for gamma radia-
tion degradation (if applicable).
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 16. The cable repair margin is the estimated loss of all repair 
cable lengths spliced into the link over the life span of the 
link. 

 17. The end of life (EoL) Q-factor margin is the amount of 
Q-factor remaining after the link’s life span. It is calculated 
by subtracting lines L15 and L16 from L14.

Q-Factor Budget Example
A 16 channel, 10 Gbps, 100 GHz spaced DWDM system is planned to 
be built over an existing long terrestrial fiber link. Equipment specifi-
cations are as follows:

Transceiver
Extinction ratio: 9 dB

Electrical 3 dB bandwidth: 8 GHz

Back to back Q-factor: 20 dB

Chromatic dispersion penalty: 2 dB

PMD penalty: 1 dB

FEC available: GFEC

DWDM
DWDM optical 3 dB bandwidth: 25 GHz

Channel ripple: 0.5 dB

Numerous EDFAs are planned in the link and after detailed OSNR 
planning the final receiver OSNR is calculated to be 16.5 dB. To deter-
mine the mean Q-factor, Eq. (3.84) is used with this OSNR value, trans-
ceiver extinction ratio of Rex = 9 dB, electrical bandwidth of 8 GHz, and 
DWDM optical bandwidth of 25 GHz. The mean fiber link Q-factor is 
calculated to be 17.1 dB.

Propagation linear impairments are 2 dB for chromatic dispersion 
penalty and 1 dB for PMD penalty. The maximum channel power is 
kept below 5 dBm in an NZ-DSF fiber and therefore calculations 
show that nonlinear effects are negligible. Maximum channel ripple 
is estimated to be 0.5 dB. Manufacturing variations and environmen-
tal impairments due to temperature are estimated to be 1 dB. Total 
Q-factor due to the fiber link itself is determined by subtracting the 
sum of all impairments (lines L2.0 to L5.0) from the mean Q-factor 
(line L1) which results in 12.6 dB.

The transceiver manufacturer has measured the back to back 
Q-factor for the transceiver and it is 20 dB. Therefore using Eq. (3.86), 
total link Q-factor is calculated to be 11.9 dB. Converting the value to 
BER results is 4.5 × 10−5. By using the transceiver’s GFEC coding, 
this BER is decreased to 2.19 × 10−19. Using Eqs. (3.87) and (3.96) the 
GFEC BER corresponds to a Q-factor of 18.7 dB. The required BER 
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for the link is 10−12 which corresponds to a Q-factor of 17 dB. The 
resulting Q-factor margin at beginning of life is then calculated 
to be 1.7 dB. Fiber aging over a 25-year life span estimated using 
0.003 dB/km attenuation for the 330 km link results in 1.0 dB penalty. 
The cable repair margin estimated for the link assumes a maximum 
of two repairs over the 25-year life span with maximum loss for each 
repair not to exceed 0.3 dB. The resulting end of life Q-factor margin 
is 0.1 dB. The Q-factor budget is shown in Table 3.6.

Line Parameter Value (dB)

1.0 Mean Q-factor (from link OSNR calculation) 17.1

2.0 Propagation impairment penalties 

2.1 Chromatic dispersion (CD) 2

2.2 Polarization mode dispersion (PMD) 1

2.3 Polarization dependent loss (PDL) 0

2.4 Polarization dependent gain (PDG) 0

2.5 Self phase modulation (SPM) 0

2.6 Cross phase modulation (XPM) 0

2.7 Four wave mixing (FWM) 0

2.8 Stimulated Raman scattering (SRS) 0

2.9 Stimulated Brillouin scattering (SBS) 0

3.0 Mode partition noise (MPN) 0

4.0 Misadjustment of channel wavelength penalty 0.5

5.0 Manufacturing and environmental impairments 1

6.0 Supervisory impairments (submarine systems) 0

7.0 Fiber link Q-factor value (L1.0 − sum (L2.0 to L6.0)) 12.6

8.0 Transceiver back to back Q-factor 20

9.0 Total link Q-factor 11.9

10.0 BER corresponding to total link Q-factor without FEC 4.15 × 10−5

11.0 BER corresponding to total link Q-factor with FEC 2.19 × 10−19

12.0 Effective Q-factor with FEC 18.7

13.0 Q-factor for network planned BER of 10−12 17.0

14.0 Q-factor margin BoL (L12 − L13) 1.7

15.0 System aging over 25-year life span 1.0

16.0 Cable repair margin 0.6

17.0 Q-factor margin EoL (L14 − L15 − L16) 0.1

TABLE 3.6 Q-Factor Budget Example
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3.4 Forward Error Correction
Forward error correction (FEC) is a mathematical signal encoding 
and decoding algorithm that is available in some high-speed trans-
ceivers, typically 10 Gbps and above, that helps to detect and correct 
a certain percentage of received bit errors. This results in a lower BER 
for a set OSNR or a lower OSNR and Q-factor for a target BER. Low-
ering the OSNR allows for longer span lengths and reduced number 
of EDFAs in a fiber link. 

The FEC process requires the coder algorithm to create a short 
check code for a block of information bytes that is used by the decoder 
to correct any bytes that may have been received in error. This check 
code is sent along with the block of information bytes during trans-
mission within the data stream (in-band) or external to the data 
stream (out-of-band). In-band check codes are transported within 
spare spaces in the data stream protocol. For SONET they are carried 
in the SONET overhead. This spare space is usually limited and there-
fore the power of the FEC (the amount of errors that the algorithm 
can correct) is restricted. The advantage of using in-band FEC is that 
the aggregate transmission rate is not increased and interoperability 
with non-FEC systems is possible. For out-of-band FEC, the extra 
check coding is appended to the transmission signal and therefore 
increases the signal’s transmission rate. An OC-192 SONET signal 
has a transmission rate of 9.958 Gbps, but with generic FEC (GFEC) 
added the signal rate increases by 6.6% to 10.6 Gbps. This method is 
protocol independent and does not restrict the FEC’s ability to correct 
errors. Therefore it is stronger than the in-band method. If using sig-
nal regenerators at intermediate locations, the regeneration equip-
ment needs to be compatible with the FEC protocol.

A popular FEC method is defined in ITU-T G.975 and G.709 and 
is referred to as generic FEC (GFEC). It employs the Reed-Solomon 
(255, 239) code algorithm. Reed-Solomon codes are block codes that 
are identified by the (n, k) notation. The k represents the block of input 
information bytes (also referred to as symbols), of m bits in length, 
that the algorithm encodes for error correction, see Fig. 3.20. An error 
check field of r = n − k bytes in length is appended to the block’s end 
(out-of-band). The total output is n bytes in length, which is the sum of 
the input k bytes and the error check r bytes, see Eq. (3.88). Byte sizes 

FIGURE 3.20 Reed-Solomon FEC code block.

k input data bytes
n – k
check
bytes

n total output bytes
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range from 3 to 12 bits. Total block length depends on the byte size 
as shown in Eq. (3.90). For an 8 bit length byte, the output block 
size is 255 bytes. The maximum number of bytes that can be corrected 
in a block is (n − k)/2. The popular (255, 239) code has a total block 
length of 255 bytes, of which 16 are check bytes. The maximum 
amount of errors that can be corrected is eight errored bytes in a 239 
block of data. The increased size of the output coded block is 6.6%, 
which is determined by Eq. (3.91). 

 n k r= +  (3.88)

 
t

n k= −( )
2

 (3.89)

 n m= −2 1  (3.90)

 
s

n k
k

= − × 100  (3.91)

where  n = total length of the output block, bytes
 k = number of the input information, bytes
 r = number of appended check, bytes
 t = maximum number of errored bytes that can be corrected
 m = number of bits in a byte
 s =  percentage increase of the output coded block size com-

pared to the input block size

GFEC has a correction ability that provides for a net Q-factor 
gain of 5.6 dB. This means that a system that experiences a BER of 
10−4 before FEC, which is a Q-factor of 11.4 dB, would achieve a 
Q-factor of 17 dB or BER of 7.2 × 10−13, see Table 3.7. FEC coding also 
requires a maximum BER input level in order for it to work. For 
GFEC the maximum input BER is 10−3. A BER value higher than 10−3 
is beyond the capability of the FEC algorithm to correct the errors. 
ITU-T G.975.1 defines other super or enhanced FEC (EFEC) codes 
that further improve BER results and have better Q-factor gain. 

Input BER Output BER Coding Gain (dB) Net Coding Gain (dB)

10−4 5.4 × 10−15 6.3 6.0

10−5 6.3 × 10−24 7.4 7.1

10−6 6.4 × 10−33 7.9 7.7

10−7 6.4 × 10−42 8.3 8.0

10−8 6.4 × 10−51 8.5 8.2

TABLE 3.7 GFEC Q-Factor Coding Gain
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Refer to equipment manufacturer specifications to determine the 
type of FEC code used and its FEC gain curves. BER input and out-
put curve for GFEC is shown in Fig. 3.21. The FEC curves can be 
estimated23 using Eq. (3.92). Assumptions are that the input errors 
are independent of each other and that the decoder always operates 
properly.
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BERinput S= − −1 1 1( ) /P m  (3.94)

 
BERoutput U= − −1 1 1( ) /P m  (3.95)

where  PU = probability of an uncorrectable byte error
 PS = probability of a byte (symbol) error
 BERinput = input bit error ratio
 BERoutput = output bit error ratio

Many manufacturers that provide FEC capability in their trans-
ceivers also provide BER gain curves similar to Fig. 3.21 for these 
products. If the BER gain curve is known, the net coding gain 
(NCG) in dB units can be calculated24 using the inverse of the com-
plementary function shown in Eq. (3.62) or the approximation in 

FIGURE 3.21 GFEC BER gain curve.
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Eqs. (3.65) and (3.96). Table 3.7 list a few NCG values for GFEC 
coding.

NCG BER BERoutput input= − +20 20log( ( )) log( ( ))Q Q 110log( )Rd  (3.96)

R
k
nd =  (3.97)

where NCG = net coding gain, dB
 Rd = FEC redundancy ratio, and Rd <1

The NCG is applied to the Q-factor budget (or OSNR budget) and 
allows for systems to operate at a given BER with a higher noise 
threshold than without FEC. This allows for longer EDFA span spac-
ing and/or improvement in system BER performance.

Note that all FEC coding introduces latency to the transmission 
signal to some degree due to the coding algorithm. Exact values can 
be obtained from manufacturer specifications but typically range 
from 1 to 200 μs and are included in signal latency calculations.
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CHAPTER 4
Chromatic 
Dispersion

4.1 Description
Chromatic dispersion (CD) is a property of optical fiber (or optical 
component) that causes different wavelengths of light to propagate at 
different velocities. Since all light sources consist of a narrow spectrum 
of light (comprising of many wavelengths), all fiber transmissions are 
affected by chromatic dispersion to some degree. In addition, any sig-
nal modulating a light source results in its spectral broadening and 
hence exacerbating the chromatic dispersion effect. Since each wave-
length of a signal pulse propagates in a fiber at a slightly different 
velocity, each wavelength arrives at the fiber end at a different time. 
This results in signal pulse spreading, which leads two intersymbol 
interference between pulses and increases bit errors, see Fig. 4.1a. For 
example, assume an optical pulse of width Tb and spectral width Δλ
can be broken into a group of seven monochromatic spectral compo-
nents with wavelengths λ1 to λ7 and launched into a fiber of length L.
Then in the presence of chromatic dispersion, each spectral compo-
nent will propagate in the fiber at different velocities v1 to v7 and will 
arrive at the fiber end at different group delay times of τ1 to τ7. This 
results in pulse spreading by the amount of Δτ called relative group 
delay, see Fig. 4.1b and Eq. (4.1) and Eq. (4.2). Total pulse width at the 
end of the fiber is Tb + Δτ.

τx
x

L
v

= (4.1)

Δτ τ τ= −7 1 (4.2)

where  L = fiber length, m
 τx =  propagation time of the x’th spectral component, s
 Δτ = relative group delay of the pulse, s
 vx = phase velocity of the x’th spectral component, m/s

101
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This example is not realistic because an optical pulse cannot be 
broken into its monochromatic components. But it is useful in help-
ing to explain the effect. All optical sources will always emit a range 
of wavelengths referred to as its spectral width.

Plotting the delays of various spectral components in a fiber will 
result in a relative group delay curve similar to Fig. 4.2. Chromatic dis-
persion can be defined as the relative group delay of a range of spectral 
components divided by the range of the component wavelengths,
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see Eq. (4.3). This also means that chromatic dispersion is the slope of 
any point on the relative group delay curve as shown by Eq. (4.4). As 
can be seen in Fig. 4.2 chromatic dispersion varies with wavelength. 
It can be zero, positive, or negative depending on the signal wave-
length. For standard single-mode fiber, G.652, chromatic dispersion is 
positive in the C and L bands.
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CD = d

d
τ
λ  (4.4)

where CD = fiber’s chromatic dispersion at wavelength λ, ps/nm
 Δτ = relative group delay of a pulse, ps
 Δλ = spectral width of a pulse with center wavelength λ, nm
 L = fiber length, km

The phase velocity (see Fig. 1.6) of a propagating wave is defined 
in Chap. 1 and is related to the propagation parameter β as defined in 
Eqs. (1.20) and (4.5). However, phase velocity is an ideal characteris-
tic of a monochromatic optical signal, which is not realistic. There-
fore, group velocity vg is defined in Eq. (4.6) as the derivative of 
Eq. (4.5), which represents the velocity of the envelope of an optical 
signal. It can also be thought of as the speed of the signal pulse or 
information in the fiber.
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where  v = phase velocity of an optical wavelength, m/s
 c = speed of light in a vacuum, m/s
 β = phase propagation parameter, rad/m
 ω = angular frequency, ω = 2πc/λ, rad/s
 vg = group velocity of the signal, m/s
 neff = fiber’s effective refractive index at ω or λ
 ng = fiber’s effective group refractive index at ω or λ

Note, depending on the equation the angular frequency ω, fre-
quency f, and wavelength λ are used interchangeably using Eqs. (4.7) 
and (4.8) identities.
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From Eqs. (4.1), (4.2), and (1.35) broadening a pulse can now be 
defined as Eq. (4.9).1
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(4.9)

where Δω is the spectral width of the pulse.
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Taking the derivative of Eq. (4.9) as shown in Eq. (4.4) provides 
the chromatic dispersion, see Eq. (4.10).

CD = = −
d L v

d
L

cg( / )

λ
π

λ
β2

2 2
(4.10)

where β2 is group-velocity dispersion (GVD) parameter, s2/m.

The group-velocity dispersion (GVD) parameter is a convenient 
parameter often used in calculations instead of CD to determine prop-
agating pulse broadening in a fiber such as in Eqs. (1.54) and (1.61).

The chromatic dispersion (CD) parameter is a measure of signal 
pulse spread in a fiber due to this effect. It is expressed with ps/nm 
units, where the picoseconds refer to the signal pulse spread in time 
and the nanometers refer to the signal’s spectral width. Chromatic 
dispersion can also be expressed as fiber length multiplied by a pro-
portionality coefficient, see Eq. (4.11). This coefficient is referred to as 
the chromatic dispersion coefficient and is measured in units of pico-
seconds per nanometer times kilometer, ps/(nm ⋅ km). It is typically 
specified by the fiber the cable manufacturer and represents the chro-
matic dispersion characteristic for a 1 km length of fiber. It can also be 
estimated for standard G.652 fiber given the fiber’s dispersion slope 
and zero dispersion wavelength (λ0), with Eq. (D.11). Often the chro-
matic dispersion coefficient is referred to as chromatic dispersion, 
which causes confusion between these two terms.

CD CD= ×c L (4.11)

where  CD = fiber chromatic dispersion, ps/nm
CDc = fiber chromatic dispersion coefficient, ps/(nm ⋅ km)

 L = fiber length, km

Equation (4.10) can be rewritten using chromatic dispersion coef-
ficient, see Eq. (4.12).

CDc
gd v

d
c= = −

( / )1 2
2 2λ

π
λ

β (4.12)

Chromatic dispersion can be broken into two components, material 
dispersion and waveguide dispersion. Material dispersion Dm is the 
predominant reason for chromatic dispersion and is due to the core’s 
refractive index changing with wavelength, see Eqs. (4.13) and (4.14). 2

n n
dn
dg = +eff

effω
ω

or n n
dn
dg = −eff

effλ
λ (4.13)
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where  ng = effective group refractive index at ω or λ
 λ = signal component center wavelength, m
 neff = fiber’s phase effective refractive index at ω or λ, neff = c/vp
 c = speed of light in a vacuum, m/s
 Dm = material dispersion coefficient, s/(m ⋅ m)

Waveguide dispersion Dw effect is due to the physical structure of 
the fiber core cladding waveguide that causes different wavelengths 
to propagate at different velocities. Changes in this physical structure 
in the manufacturing process allow fiber to be created with various 
dispersion characteristics such as dispersion flattened or dispersion 
shifted fiber.

The sum of material dispersion and waveguide dispersion, see 
Eq. (4.15), results in the total chromatic dispersion as shown in 
Fig. 4.3.

 CDc m wD D= +  
(4.15)

where CDc = fiber chromatic dispersion at wavelength λ, ps/(nm ⋅ km)
 Dm = fiber material dispersion at wavelength λ, ps/(nm ⋅ km)
 Dw = fiber waveguide dispersion at wavelength λ, ps/(nm ⋅ km)

As a signal pulse propagates in a fiber, chromatic dispersion 
causes the pulse to widen, which results in the leading and trailing 
edges of the pulse to spread into the adjacent bit time slots, see Fig. 4.1a. 
This can result in intersymbol interference and higher bit errors if the 
pulse spread exceeds a certain dispersion limit. It also results in a 
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decrease in optical power in the pulse’s time slot, since its power is 
now spread into adjacent time slots, see Fig. 4.1a. This is referred to 
as the power penalty and needs to be considered when planning link 
optical budgets. After propagating some distance in the fiber, a 
point is reached where the accumulating pulse spread is too great 
for the receiver to recover the signal pulses within the equipment 
BER specifications. This point is referred to as the dispersion limit 
and is often specified by the optical transceiver manufacturer in 
units ps/nm or as a maximum chromatic dispersion limited length 
in km. It can also be estimated by the pulse broadening factor equa-
tion Eq. (1.61) developed in Chapter 1 for a propagating Gaussian 
pulse, see Eq. (4.16). 
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Equation (4.19) shows the relationship between angular frequency 
and frequency spectral widths.

Substituting known relations for β2 and β3 from Chap. 1, Eqs. (4.17) 
and (4.18) we get Eq. (4.20).
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 σ πσωc = 2 fc  (4.19)
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where  σ = signal RMS pulse width at distance z, s
 σ0 = signal Gaussian pulse initial launch RMS width, s
 σωc = optical carrier RMS spectral width, rad/s
 σfc =  optical carrier RMS spectral width (unmodulated), Hz
 λc = optical carrier center wavelength, m

CDc =  chromatic dispersion coefficient at carrier center wave-
length, s/(m ⋅ m)
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 C0 = initial pulse chirp parameter
 β2 = group-velocity dispersion (GVD) parameter, s2/m
 β3 = slope of GVD, or second order GVD, s3/m
 z = distance along the fiber length, m
 Sc =  chromatic dispersion slope at carrier center wavelength, 

s/m2

Pulse broadening Eq. (4.20) can be simplified if we assume the 
laser has no chirp, such as with an externally modulated laser, and 
therefore C0 = 0. Also assume that the carrier center wavelength is 
away from the zero dispersion wavelength and therefore β3 can be 
assumed to be zero. Equation (4.20) simplifies to Eq. (4.21).
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The pulse width can be written as the initial pulse width plus the 
pulse broadening amount σD due to chromatic dispersion, see Eqs. (4.22) 
and (4.23).
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To help simplify this equation further we can convert the carrier 
spectral width from frequency units to wavelength units using the 
relationship in Eq. (4.24).
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(4.25)

where σD =  RMS amount of pulse spread due to chromatic dispersion 
(it is not the pulse width), s

 σλ = optical carrier RMS width at distance z, m

It is easy to see in Eq. (4.25) the pulse spread has components due 
to the carrier σλc and due to the modulating Gaussian signal λ2/4π0c 
term. We can simplify further for two types of optical carrier sources: 
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distributed feedback (DFB) type lasers where the carrier spectral 
width is much less than the modulating signal spectral width σλc <<
λ2/4π σ0c and all other laser and LED sources where the carrier spec-
tral width is greater than the signal spectral width σλc >> λ2/4π σ0c. For 
very narrow laser sources, such as DFB lasers, Eq. (4.25) is simplified 
to Eq. (4.26).
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For other optical sources where the carrier width is much wider 
than the signal width see Eq. (4.27).

 σ σλD c cz≈ CD  (4.27)

From Chap. 1 we know that the transmission rate R is the recipro-
cal of the bit slot width T, see Fig. 1.2 and Eq. (4.28).
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T
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where R = transmission rate, bps
 T = bit time slot width, s

ITU-T G.Sup393 presents an equation that relates the initial RMS 
pulse width to a shape factor N times the bit slot width T and a duty 
cycle dc, see Eq. (4.29). The value of N depends on the type of input 
pulse. The value of dc is a fraction for RZ modulation and one for 
NRZ modulation. This equation states that the RMS pulse width 
should be equal to 1/N times the bit time slot width that is reduced in 
width by some duty cycle fraction dc. For NRZ modulation, 4 is com-
monly used for N, which allows for 95% of a Gaussian pulse’s energy 
to be contained in the bit time slot.
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Using σD Eq. (4.23) where carrier spectral width is in frequency 
units and substituting Eq. (4.29) for σ0 we get Eq. (4.30).
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where  N = pulse shape factor
 R = transmission rate, bps
 dc = duty cycle, 1 for NRZ modulation
 σ = signal RMS pulse width at distance z, s
 σ0 = signal Gaussian pulse initial launch RMS width, s
 σfc = optical carrier RMS spectral width (unmodulated), Hz

Equation (4.30) states the amount of pulse width increase know-
ing the transmission rate, carrier spectral width, and chromatic dis-
persion as the pulse propagates in the fiber at distance z. Equation 
(4.31) provides the total RMS pulse width at location z.

ITU-T G.Sup39 defines an epsilon value ε for NRZ modulation 
where for a specific optical power penalty δcd (typically 1 or 2 dB) and 
bit error rate (typically 10−10 or 10−12) there is a maximum allowable 
pulse spread due to chromatic dispersion. If this pulse spread is 
exceeded the BER would worsen above specifications due to inter-
symbol interference. This maximum pulse spread is defined as the 
fraction epsilon times the time slot width, see Eq. (4.32).
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Assuming NRZ modulation the N shape factor is 4 and dc is 1, we 
insert Eq. (4.32) into Eq. (4.30) for σD to determine the maximum allow-
able transmission distance due to chromatic dispersion, see Eq. (4.33).
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Solving for the chromatic dispersion and transmission distance, 
the result is Eq. (4.34).
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 CD CDMax Max= c z  (4.35)

where CDcMax =  maximum tolerable chromatic dispersion coefficient, 
s/(m ⋅ m)

CDMax =  maximum tolerable chromatic dispersion limit, s/m
 ε =  epsilon value = 0.3 for 1 dB power penalty and 0.48 for 

2 dB power penalty at BER 10−12 for NRZ modulated 
signals

 z = transmission distance, m
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 R = transmission rate, bps
 σfc = optical carrier RMS spectral width, Hz
 c = speed of light in a vacuum, m/s
 λc = carrier center wavelength, m

This result estimates4 the maximum tolerable chromatic disper-
sion for an input Gaussian NRZ modulated optical signal at trans-
mission distance z. If the fiber link chromatic dispersion coefficient is 
known the result estimates the maximum transmission distance.

Often the laser spectral width is given as the −20 dB full width, 
and therefore Eq. (4.36) can be used to convert to the RMS spectral 
width assuming a Gaussian spectral shape.

 Δf− =20 6 0697dB fc. σ  (4.36)

For very narrow optical sources, such as a DFB laser with a spec-
tral width of 100 MHz, and a high transmission rate where the carrier 
unmodulated spectral width is Δf−20dB < R/10, Eq. (4.34) is simplified 
to Eq. (4.37).
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For other optical sources where the carrier width is much wider 
than the modulating signal width, where Δf−20dB > 14R, Eq. (4.34) is 
simplified to Eq. (4.38).
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ITU-T G.Sup39 epsilon values for specific optical power penalties 
for BER of 10−12 due to chromatic dispersion pulse spreading using 
NRZ modulation and DFB lasers are shown in Table 4.1.

Using epsilon values shown in Table 4.1, Eq. (4.37) can be written 
as Eq. (4.39) for 1 dB power penalty. Assume high bit rate transmis-
sion systems, narrow spectrum lasers (DFB), no chirp in the signal, 
and initial launch Gaussian NRZ pulse.

Epsilon Value
Optical Power 
Penalty (dB)

0.2 0.5

0.3 1

0.48 2

TABLE 4.1 Epsilon and Power
Penalty Values for NRZ Modulation 
for BER 10−12
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For a 2 dB optical budget power penalty, see Eq. (4.40).
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Table 4.2 shows estimated chromatic dispersion pulse propaga-
tion limits for a 1 dB optical power penalty calculated using Eq. (4.39), 
assuming G.652 fiber with CDc at 17 ps/(nm ⋅ km) at 1550 nm, exter-
nally modulated DFB laser with chirp free ideal NRZ Gaussian pulse 
transmissions. The actual pulse shape may be more rectangular 
(super Gaussian), which may reduce these limits. Note, dispersion 
limits vary greatly between different manufacturer equipment and 
this table should be used only for general reference for possible max-
imum reach under ideal conditions. Directly modulated DFB lasers 
experience frequency chirp, which greatly reduces these limits. For 
accurate dispersion limit values, equipment manufacturer specifica-
tions should be consulted.

For a 2 dB optical power penalty see Table 4.3.
For broad spectrum lasers such as Fabry-Perot or light emitting 

diodes (LED), lower transmission rates and a 1 dB optical budget, Eq. 
(4.38) can be shown as Eq. (4.41).

 
CD Max

fc
c

c

z
R

≤ ×8 9938 107

2

.
λ σ

 
(4.41)

For example, if an LED source has an RMS spectral width of 1870 
GHz (15 nm) at 1550 nm and is modulated at 1 Gbps it would have an 
estimated dispersion limit of 20 ps/nm or 1.2 km using G.652 fiber.

To see the effect of laser chirp we can keep the chirp parameter C0
in Eq. (4.20) and keep the assumption that the carrier wavelength is 

Bit Rate
(Gbps)

Protocol
(NRZ)

Chromatic 
Dispersion Limit
1 dB Penalty
(ps/nm)

Distance Limit 
G.652 Fiber
(km)

2.5 OC-48 & STM-16 18800 1100

10 OC-192 & STM-64 1176 69

40 OC-768 & STM-256 73.5 4.3

100 100G Ethernet 11.8 0.69

TABLE 4.2 Estimated Chromatic Dispersion Limits for Externally Modulated 
Chirp-Free DFB Laser over G.652 Fiber with a 1 dB Power Penalty
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far away from the zero dispersion wavelength; therefore, β3 can be 
assumed to be zero, and we get Eq. (4.42).
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which can be rewritten as Eq. (4.43).

 
σ σ

λ
π

λ
πσ

2
0
2 0

2
0

2

0

2
2

4 4
= − +

⎛

⎝⎜
⎞

⎠⎟
+

CD CDc c c cC z
c

C z
c

((( ) )4 0
2 2

2 2

πσ σ
λ− +

⎛

⎝⎜
⎞

⎠⎟fc

CDc c z
c

 
  (4.43)

The pulse broadening amount σD can then be shown as Eq. (4.44).
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For the condition where the laser is DFB type and its spectral width 
is much smaller than the modulation spectral width, we get Eq. (4.45).
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To include the data rate and N factor we substitute Eq. (4.29) for
σ0 and get Eq. (4.46).
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Bit Rate
(Gbps)

Protocol
(NRZ)

Chromatic 
Dispersion Limit
2 dB Penalty
(ps/nm)

Distance Limit 
G.652 Fiber
(km)

2.5 OC-48 & STM-16 30100 1770

10 OC-192 & STM-64 1880 111

40 OC-768 & STM-256 117 6.9

100 100G Ethernet 18.8 1.1

TABLE 4.3 Estimated Chromatic Dispersion Limits for Externally Modulated 
Chirp- Free DFB Laser over G.652 Fiber with a 2 dB Power  Penalty
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Assuming NRZ modulation then N = 4 and dc = 1, we insert
Eq. (4.32) into Eq. (4.46) for σD and solve for CD to determine the maxi-
mum allowable pulse spread due to chromatic dispersion, see Eq. (4.47).
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Let’s choose a chirp factor that is common for directly modulated 
DFB lasers of C0 = −5 and chromatic dispersion optical power penalty 
of 1 dB then ε = 0.3. The results can be seen in Table 4.4. Comparing 
results of Table 4.2 for an unchirped laser and Table 4.4, it is obvious 
that this amount of chirp significantly decreases the chromatic dis-
persion transmission distance in standard G.652 fiber.

The chromatic dispersion power penalty δcd is defined as the 
increase in optical signal power (in dB units) required to compensate 
for power reduction due to chromatic dispersion. It can be estimated 
by taking the log of the RMS pulse width after transmission distance 
z divided by the launch pulse width. See Eqs. (4.50) to (4.53) for the 
assumptions of no chirp and NRZ modulation.
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Bit Rate
(Gbps)

Protocol
(NRZ)

Chirped DFB 
Laser Chromatic 
Dispersion Limit
1 dB Penalty
(ps/nm)

Distance
Limit G.652 
Fiber
(km)

2.5 OC-48 & STM-16 1750 103

10 OC-192 & STM-64 109 6

40 OC-768 & STM-256 7 0.4

100 100G Ethernet 1 0.06

TABLE 4.4 Estimated Chromatic Dispersion Limits for Directly Modulated 
Chirped DFB Laser over G.652 Fiber with a 1 dB Power Penalty
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The total pulse spread at distance z can be determined by Eq. (4.30) 
modified by factor 1.559 to account for ITU epsilon requirement.
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Figure 4.4 shows estimated power penalties for various lengths of 
G.652 fiber and transmission rates.

It must be stressed that all these dispersion limit values are esti-
mates only and actual values are typically less. Refer to manufacturer 
specifications for accurate values.

Chromatic dispersion accumulates along the fiber length, positively 
or negatively depending on fiber type. The total amount of chromatic 
dispersion in a fiber link should be considered for all systems with opti-
cal transmission rates of 1 Gbps and greater. Below this rate, optical loss 
and link OSNR are more limiting to transmission distance than chro-
matic dispersion. Therefore, equipment specifications typically do not 
include chromatic dispersion limits for their transceivers below this rate.

For analog systems, such as analog fiber cable TV systems, chro-
matic dispersion can cause signal distortion and increase the signal 
noise floor. Therefore, it is also important to plan acceptable chro-
matic dispersion budgets for analog systems.
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FIGURE 4.4 Chromatic dispersion power  penalties.
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4.2 Fiber Types
There are four basic fiber types with different chromatic dispersion 
characteristics as shown in Fig. 4.5 and Table 4.5.
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FIGURE 4.5 Chromatic dispersion plots for different fi ber  types.

Type of 
Fiber

Chromatic 
Dispersion Coeff. 
at 1550 nm 
(ps/(nm ¥ km))

Typical Slope 
at 1550 nm
(ps/(nm2 km))

RDS at
1550 nm
(nm-1)

Affective
Area Aeff
lm2

NDSF, SSMF 
(G.652)

17 0.056 0.003 80

DSF (G.653) <3.5 0.07 0.024
@1590 nm

70

NZ-DSF
(G.655)

0.1 to 10 0.045 to 
0.085

0.006 to 
0.01

50 to 70

(−D) NZ-DSF −10 to −1 0.04 to 0.1 −0.006 to 
−0.01

50 to 70

DCF −100 −0.2 varies  

TABLE 4.5 Typical Chromatic Dispersion Coeffi cient Values for Different Fiber Types
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 1. Non-dispersion shifted fiber (NDSF, ITU-T G.652) also known 
as standard single-mode fiber (SSMF) has its zero dispersion 
wavelength (λ0) at approximately 1310 nm. This is the most 
commonly deployed type of fiber. Its chromatic dispersion 
increases positively with increasing wavelength above λ0 and 
increases negatively for wavelengths less than λ0. SMF-28∗

fiber made by Corning∗ is a popular NDSF type fiber. This 
fiber type works well for both time domain multiplexing 
(TDM) systems in 1310 and 1550 nm windows, DWDM sys-
tems, and 8-channel CWDM systems. For long distance and 
high data rate deployments, dispersion management is 
required. Suppressed attenuation at water peak fibers type 
G.652.c/d can be used for 16-channel CWDM systems.

 2. Dispersion shifted fiber (DSF, ITU-T G.653) has its zero dis-
persion wavelength (λ0) in the 1550 nm window. This greatly 
reduces dispersion in this window but results in a significant 
increase in nonlinear distortions such as four wave mixing 
(FWM) when WDM and DWDM systems are deployed. This 
fiber type is intended for only single-channel TDM systems 
in the 1550 nm window. Chromatic dispersion may be too 
high for communications in the 1310 nm window. This fiber 
type is not commonly deployed.

 3. Non-zero dispersion shifted fiber (NZ-DSF, ITU-T G.655) has 
its zero dispersion wavelength (λ0) just outside of the 1550 nm 
window. This fiber type chromatic dispersion level is low but 
not zero in the 1550 nm window. NZ-DSF was developed to 
help mitigate the effects of nonlinear distortions but still 
allow for much longer transmission links due to lower chro-
matic dispersion values than standard NDSF. An example of 
this fiber type is Corning∗ LEAF∗. Positive (+D) and negative 
(−D) dispersion options with this fiber are available. Nega-
tive dispersion NZ-DSF has its chromatic dispersion zero 
wavelength (λ0) shifted to the 1640 nm region and therefore 
provides low negative dispersion in the 1550 window. It has 
been shown5,6 that negative dispersion NZ-DSF can increase 
the chromatic dispersion transmission limit when used with 
directly modulated distributed feedback (DM-DFB) lasers 
that have a high positive chirp. An example of this fiber 
type is Corning∗ MetroCor∗. This fiber type works well with 
TDM systems in the 1310 and 1550 nm windows, DWDM 
systems, and 8-channel CWDM systems. Suppressed atten-
uation at water peak fibers can be used for 16-channel 
CWDM systems.

∗Registered trademark of Corning, Inc.
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 4. Dispersion compensating fiber (DCF) has negative disper-
sion and negative dispersion slope to compensate for the 
positive dispersion and slope of installed fibers. Long lengths 
of this type of fiber are wound onto small reels and placed 
into dispersion compensation modules (DCM). DCF typically 
has higher attenuation than SSMF, which would result in 
high insertion loss. Overcoming this loss by increasing signal 
power may be problematic because the smaller fiber core 
effective area of DCF makes it more susceptible to nonlinear 
effects, see Table 4.5.

Another method to control chromatic dispersion7 over long links, 
such as in submarine networks,8 is to splice together alternating lengths 
of NZ-DSF and DCF cable, see Fig. 4.6. This can result in low dispersion 
levels across the entire band without the need for any further external 
compensation. An example of this fiber type is Corning∗ Vascade.∗

4.3 Coping with Chromatic Dispersion
Chromatic dispersion affects all optical transmissions to some degree. 
These effects become more pronounced as the transmission rate increases 
and fiber length increases. As optical transmission systems are designed 
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FIGURE 4.6 Chromatic dispersion map of alternating lengths of  NZ-DSF
and DCF fi ber  cable.

∗Registered trademark of Corning, Inc.
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to work closer to equipment limits, dispersion budget planning may be 
required. Section 4.3.1 lists some of the conditions where chromatic dis-
persion planning is required for any optical transmission system.

4.3.1 Conditions for Chromatic Dispersion Planning
Not all fiber transmission links require chromatic dispersion planning 
by the deployment engineer. Most transceiver manufacturers account 
for chromatic dispersion in their transmission limit specification for 
standard fiber (G.652). As long as the transceivers are deployed within 
the manufacturer’s recommendations, dispersion planning is typically 
not required. Below are conditions when the deployment engineer 
should consider performing chromatic dispersion budget planning.

 1. Dispersion planning is recommended by the equipment man-
ufacturer or manufacturer specifications are not available.

 2. Optical amplifiers are used in the fiber link to extend the fiber 
transmission distance.

 3. DWDMs or CWDMs are used in the fiber link.

 4. Standard single-mode fiber (SSMF, G.652) is not used in the 
link or the link fiber type is unknown.

 5. Equipment inserted into the fiber link alters the link total dis-
persion budget.

 6. Transceiver chromatic dispersion limit is exceeded.

 7. Transceiver optical power budget is exceeded.

 8. For any other conditions where equipment chromatic disper-
sion limits may be approached or exceeded.

4.3.2 Chromatic Dispersion Limit
Transceiver specifications list a maximum tolerable chromatic disper-
sion, in units ps/nm, to achieve a specific transmission BER (typically 
10−12). It can also be expressed as a fiber cable length in kilometers 
assuming standard single-mode fiber is used (G.652) with a chromatic 
dispersion coefficient of 17 ps/(nm ⋅ km) for transmission. The trans-
ceiver specification will also list an optical power penalty associated 
with the chromatic dispersion limit and BER, typically 1 or 2 dB. This 
power penalty reduces the receiver’s specified maximum sensitivity 
and should be included in all optical budget calculations. Note, the 
chromatic dispersion power penalty cannot be measured using an 
optical power meter and laser source. The fiber link total chromatic 
dispersion must be maintained below or equal to the manufacturer 
specified transceiver dispersion limit in order to maintain the speci-
fied BER. If this limit is exceeded, dispersion compensation or trans-
ceiver replacement with a higher limit is required.
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The chromatic dispersion limit is inversely proportional to the 
transmission bit rate squared. This bit rate squared effect is due to 
higher bit rates having smaller pulse widths that increase receiver 
sensitivity to pulse spreading and broader signal spectral width that 
results in more pulse spreading. Chromatic dispersion limit is also 
sensitive to the equipment optical signal formats and laser types. 
Limits are different for non-return to zero (NRZ) and return to zero 
(RZ) formats, lasers with and without chirp, directly and externally 
modulated lasers, as well as different laser spectral widths. Refer to 
Tables 4.2, 4.3, and 4.4 for typical examples.

Long reach transceivers commonly use directly modulated DFB 
(DML-DFB) lasers. This amplitude modulation technique is simple, 
low cost, and is currently available for transmission rates up to 10 Gbps. 
Unfortunately, DML-DFB lasers suffer from laser chirp, which 
decreases the chromatic dispersion limit for standard G.652 fiber sig-
nificantly, see Tables 4.2 and 4.4. There may be an advantage9 in using 
negative dispersion fiber (−D) NZ-DSF with these chirped lasers. It 
has been shown10 that DML-DFB chirped laser transmission over 
negative dispersion fiber can result in longer dispersion limits.11 
Using Eq. (1.54), we can estimate chirped DFB laser pulse broadening 
effects for (−D) NZ-DSF where chromatic dispersion coefficient at 
1550 nm is −7 ps/(nm ⋅ km) and for standard NZ-DSF where chromatic 
dispersion coefficient at 1550 nm is 7 ps/(nm ⋅ km). Figure 4.7 shows a 
significant advantage in using (−D) NZ-DSF with negative chirp DFB 
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lasers where C0 = −5. It also shows that a laser with no chirp (exter-
nally modulated) produces the furthest dispersion limit distance. 
Note, the laser chirp alpha parameter is ac ≈ 5, refer to Eq. (1.51).

Using Eq. (4.49) we estimate DFB chirped laser limits for (+/−D) 
NZ-DSF fiber, see Table 4.6. The DFB laser chirp parameter used is 
C0 = −5 and power penalty is 1 dB. 

Table 4.6 shows that the longest dispersion limit distance is 
achieved when zero chirped lasers are deployed. However in the 
absence of this laser type, standard DML-DFB lasers produce better 
results over negative NZ-DSF. A possible application for (−D) NZ-DSF 
is in metro fiber networks. Extended dispersion limits for high data 
rate transmissions may be achieved by using standard lower cost 
DML-DFB lasers.

Frequency chirp is controlled and reduced by using more costly 
externally modulated DFB (EML-DFB) lasers. Current EML technolo-
gies use lithium niobate based (LiNbO3) Mach-Zehnder modulators 
(MZM) or indium phosphide based (InP) electro absorption modula-
tors (EAM). With EML technology the DFB lasers acts as a continuous 
wave light source whose output is directed into the external modulator 
unit to be amplitude modulated. Chirp is produced but is low and can 
be controlled to positive, negative, or zero values. The positive value 
may be advantageous in extending the dispersion limit with G.652 
fiber. As can be seen in Tables 4.2, 4.4, and 4.6, chirp-free transmission 
results in much longer dispersion limits than chirped transmissions. 

4.3.3 Factors That Contribute to Chromatic Dispersion
Factors contributing to increasing chromatic dispersion signal distor-
tion include the following:

 1. Laser spectral width, modulation method, and frequency 
chirp. Lasers with wider spectral widths and chirp have shorter 

Bit Rate
(Gbps)

Distance Limit
(+D) NZ-DSF 
G.655 Fiber
7 ps/(nm ¥ km) 
DML-DFB
Chirp (km)

Distance Limit 
(-D) NZ-DSF 
G.655 Fiber
-7 ps/(nm ¥ km) 
DML-DFB
Chirp (km)

Distance Limit 
(+D) NZ-DSF 
G.655 Fiber
+7 ps/(nm ¥ km) 
Zero Chirp (km)

Distance Limit 
G.652 fiber 
17 ps/(nm ¥ km) 
DML-DFB
Chirp (km)

2.5 250 1111 2688 103

10 15 69 168 6

40 1 4 10.5 0.4

100 0.16 0.7   1.7 0.06

TABLE 4.6 Estimated Chromatic Dispersion Limits for Chirped and Unchirped 
DFB Lasers
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dispersion limits. It is important to refer to manufacturer spec-
ifications to determine the total amount of dispersion that can 
be tolerated by the lightwave equipment.

 2. The wavelength of the optical signal. Chromatic dispersion 
varies with wavelength in a fiber. In a standard non-disper-
sion shifted fiber (NDSF G.652), chromatic dispersion is near 
or at zero at 1310 nm. It increases positively with increasing 
wavelength and increases negatively for wavelengths less 
than 1310 nm, see Fig. 4.5.

 3. The optical bit rate of the transmission laser. The higher the 
fiber bit rate, the greater the signal distortion effect.

 4. The chromatic dispersion characteristics of fiber used in the 
link. Different types of fiber have different dispersion charac-
teristics, see Fig. 4.5.

 5. The total fiber link length, since the effect is cumulative along 
the length of the fiber. 

 6. Any other devices in the link that can change the link’s total 
chromatic dispersion including chromatic dispersion com-
pensation modules.

 7. Temperature changes of the fiber or fiber cable can cause 
small changes to chromatic dispersion. Refer to the manufac-
turer’s fiber cable specifications for values.

4.3.4 Methods to Reduce Link Chromatic Dispersion
Methods to reduce link chromatic dispersion are as follows:

 1. Change the equipment laser with a laser that has a specified 
longer dispersion limit. This is typically a laser with a more 
narrow spectral width or a laser that has some form of pre-
compensation. As laser spectral width decreases, chromatic 
dispersion limit increases.

 2. For new construction, deploy NZ-DSF instead of SSMF fiber. 
NZ-DSF has a lower chromatic dispersion specification.

 3. Insert chromatic dispersion compensation modules (DCM) into 
the fiber link to compensate for the excessive dispersion. The 
optical loss of the DCM must be added to the link optical loss 
budget and optical amplifiers may be required to compensate.

 4. Deploy a 3R optical repeater (re-amplify, reshape, and retime the 
signal) once a link reaches chromatic dispersion equipment limit.

 5. For long haul undersea fiber deployment, splicing in alternating 
lengths of dispersion compensating fiber can be considered. 

 6. To reduce chromatic dispersion variance due to temperature, 
buried cable is preferred over exposed aerial cable.
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4.4 Planning a Chromatic Dispersion Budget

4.4.1 Total Link Chromatic Dispersion
To plan a chromatic dispersion budget, total fiber link dispersion must 
first be determined. Fiber link components (such as certain WDMs) 
added to a fiber link may contribute to the total link dispersion. There-
fore, all link component specifications should be reviewed to ensure 
they have negligible or zero chromatic dispersion effect. DCMs add 
negative or positive chromatic dispersion for fiber compensation 
requirements and need to be included in the total chromatic disper-
sion budget. Second-order PMD, can increase or decrease chromatic 
dispersion in a fiber link, should also be included. Since chromatic 
dispersion increases linearly along a fiber link, the total chromatic dis-
persion of a fiber link is the sum of all fiber and other chromatic dis-
persion contributions, as shown in Eqs. (4.50) and (4.51).

Because chromatic dispersion is wavelength dependent, the total 
link dispersion should be calculated at the operating wavelength or 
wavelength range (for DWDM/CWDM systems) of the transmission 
equipment.

Equation (4.54) estimates total chromatic dispersion using fiber 
specified chromatic dispersion coefficient and Eq. (4.55) determines 
total chromatic dispersion using measured fiber values. Fiber specifi-
cation sheets will list the fiber chromatic dispersion coefficient with 
units ps/(nm ¥ km). The fiber link chromatic dispersion can be esti-
mated by multiplying the chromatic dispersion coefficient by the 
fiber link length as shown in Eq. (4.54).

 
CD CD CD CDtot ci DCM other= × + +∑ ( )Li

i  
(4.54)

 
CD CD CD CDtot fi DCM other= + +∑

i  
(4.55)

where  CDtot = fiber link total chromatic dispersion, ps/nm
 CDci =  chromatic dispersion coefficient of the i’th cable 

section from cable specifications, ps/(nm ¥ km)
 CDfi =  chromatic dispersion of the i’th fiber cable section 

from cable specifications or measurement, ps/nm
 CDDCM = dispersion compensation module CD, ps/nm
 CDother =  chromatic dispersion due to other components or 

effects, ps/nm
 Li = length of the i’th cable section, km
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4.4.2 Chromatic Dispersion Compensation Modules
Chromatic dispersion compensation modules (DCM), also known 
as dispersion compensation units (DCU), can be added to an existing 
fiber link to compensate for high link dispersion totals, see Eq. (4.54). 
These DCM are made of various spool lengths of dispersion com-
pensating fiber (DCF). Their negative chromatic dispersion charac-
teristics compensate for the transmission fiber’s positive dispersion. 
The modules are typically specified by what length, in km, of standard 
G.652 fiber will be compensated or by the total dispersion compen-
sation over a specific wavelength range, in ps/nm. The following 
considerations should be reviewed when deploying DCF compen-
sation modules.

 1. DCF typically has high fiber attenuation and therefore the 
insertion loss will be high. Optical amplification may be 
required to compensate for the DCM optical loss.

 2. The effective core area of a DCF is much smaller than stand-
ard transmission fiber such as G.652; consequently DCF 
experience much higher nonlinear signal distortions. Lower-
ing DCF optical power can help to reduce this nonlinear 
effect. 

 3. DCF adds polarization mode dispersion (PMD) to the link, 
which needs to be considered in PMD budgets.

A DCM that contains chirped fiber Bragg gratings instead of 
long spools of DCF fiber are also available. William Lawrence Bragg 
was a physicist who in 1913 discovered that a change of a material’s 
refractive index resulted in a small amount of X-ray wavelengths to 
be reflected. Then in 1978 at the Canadian Research Council (CRC), 
K.O. Hill demonstrated the first in fiber Bragg grating. A short 
length of fiber with a periodic change in its refractive index (known 
as a grating) works as a highly reflective mirror to a narrow band 
of wavelengths and passes all other wavelengths. The distance 
between two adjacent maximum values of the refractive index is 
referred to as the grating period. The fiber grating reflects a narrow 
spectrum of wavelengths centered at λ

B and passes all the others,12 
see Eq. (4.56).

 
λB gn= 2Λ

 (4.56)

where λB = reflected wavelength, nm
 Λ = grating period, nm
 ng = fiber’s effective group refractive index

Chirped means that the fiber grating period changes linearly over 
the length of the grating with the shorter grating period located at the 
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beginning of the grating. This allows for shorter signal wavelengths 
to be reflected sooner and have less propagation delay through the 
unit. Longer signal wavelengths travel further into the fiber grating 
before they are reflected and therefore have more propagation delay 
through the unit. This is the exact opposite of fiber chromatic disper-
sion and therefore helps reverse pulse spreading due to fiber disper-
sion, see Fig. 4.8. The length of the chirped fiber grating is typically 
between 10 and 100 cm.

The advantage in deploying the fiber Bragg grating DCMs is in 
their lower insertion loss and higher power handling capabilities 
without signal nonlinear effects concerns. However, fiber Bragg grat-
ing channel bandwidth is narrow, and proper DWDM lasers must be 
used for their deployment. Fiber Bragg gratings also add PMD to the 
link, which needs to be considered in PMD budgets. These modules 
are typically specified by what length of standard G.652 fiber will be 
compensated or by the total dispersion compensation over a wave-
length range, in ps/nm.

DCMs are available with many different compensation values 
and specifications. It is important to refer to the manufacturer DCM 
specifications in order to select the proper DCM for your network.

4.4.3 Chromatic Dispersion Compensation
To determine if chromatic dispersion compensation is required for a 
fiber cable link, lightwave equipment manufacturer specifications 
need to be reviewed and chromatic dispersion limits noted. Chromatic 
dispersion is wavelength, transmission rate, and laser dependent; 
therefore, chromatic dispersion specification for the specific laser 
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module that will be deployed should be used for the equipment chro-
matic dispersion limit value. Next, the total fiber link chromatic dis-
persion should be calculated from the fiber cable specification sheets 
or should be obtained from field measurements, as shown in the pre-
vious section.

The total link chromatic dispersion should be compared to the 
equipment dispersion limit. If total dispersion is exceeded, compen-
sation is required or dispersion needs to be reduced, see Sec. 4.3.

 | | | |CD CDtot equip≤  

 
CD CD+tot +equip≤

 

 
CD CD+tot equip≥ −  (4.57)

 
CD CDtot +equip− ≤

 

 
CD CDtot equip− −≥

 

where  CDtot = total fiber link chromatic dispersion, ps/nm
CD+tot = positive total fiber link chromatic dispersion, ps/nm
CD−tot = negative total fiber link chromatic dispersion, ps/nm

CDequip = equipment chromatic dispersion limit, ps/nm
CD+equip =  positive equipment chromatic dispersion limit, ps/nm
CD−equip =  negative equipment chromatic dispersion limit,

ps/nm

Typically, for most fiber links, the cumulative chromatic disper-
sion is positive and therefore negative dispersion modules are added 
to compensate. Total chromatic dispersion in a fiber link is equal to 
the sum of all fiber section and component dispersion values, see 
Eq. (4.55).

 
CD CD CD CDtot fi DCM other= + +∑

i  

Equipment dispersion limit can be rewritten as below.

 
| |CD CD CD CDequip fi DCM other≥ + +∑

i

 (4.58)
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It is important not to reduce the chromatic dispersion to zero in the 
fiber link due to the increase in fiber nonlinear distortions at zero. Fiber 
nonlinear distortions are reduced by fiber chromatic dispersion.

Example 4.1 A 10 Gbps, single wavelength, 1550 nm transmission system is 
planned to be installed on a fiber cable link of 100 km. The fiber cable link uses 
standard NDSF. How much chromatic dispersion compensation is required?

The 10 Gbps lightwave equipment specifications are as follows:

 Tx power: 4.0 dBm

 Rx sensitivity (@ BER 10−12): −29.0 dBm

 Equipment CD limit: +/− 1000 ps/nm

 Rx CD power penalty: 2.0 dB

First, one must determine the fiber cable link values. For the standard NDSF 
cable, the fiber specifications are known to be as follows:

 Fiber specified attenuation at 1550 nm: 0.21 dB/km

 CDc at 1550 nm: +18.0 ps/(nm km)

 Other losses (connectors, splices, etc.): 1.5dB

Fiber link optical loss is calculated as:

 Γ Γtot dB other= × +α L  (4.59)

where  Γtot = total fiber link optical loss, dB
 αdB = specified fiber cable attenuation, dB/km
 L = fiber link length, km
 Γother = total of all other fiber losses such as connector and splice, dB

 Γtot= 0.21dB/km × 100km + 1.5dB 

 Γtot = 22.5dB 

Fiber link chromatic dispersion is calculated from Eq. (4.11) as: 

 
CD CDf c L= ×

 
CDf = +18.0 ps/(nm km) × 100km 

 CDf = +1800ps/nm

Since the fiber link total dispersion of 1800 ps/nm is greater than the chro-
matic dispersion limit for the equipment of 1000 ps/nm, chromatic dispersion 
compensation is required.

The amount of dispersion compensation required to compensate for the posi-
tive equipment limit is as follows, see Eq. (4.58):

 
CD CD CDequip DCM≥ +f  

 
CD CD CDDCM +equip≤ − f  

CD 1000 1800DCM ps/nm ps/nm≤ −

 
CDDCM ps/nm≤ −800
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For the negative equipment limit, the amount of dispersion compensation 
is as follows:

 

CD CD CD

CD 1000 1800

DCM equip

DCM ps/nm ps/n

≥ −

≥ − −

− f

mm

DCM ps/nmCD 2800≥ −
 

Total DCM compensation needs to be in the range as follows:

 −2800ps/nm ≤ CDDCM ≤ −800ps/nm 

If −500 ps/nm DCM with 3 dB insertion loss per module are available, two of 
these modules can be inserted into the fiber link to reduce total link dispersion 
to an acceptable level of +800 ps/nm.

 
CD CD CDtot DCM= + f  

 CDtot = 2(−500ps/nm) + 1800ps/nm 

 CDtot = +800ps/nm 

New fiber link total optical loss including DCMs is as follows:

 
Γ Γ Γtot DCM tot.old= +

 
 Γtot = 6 dB + 22.5dB (4.60)

 Γtot = 28.5dB 

This is the total fiber span loss that can be measured by an optical power 
meter.

To calculate receiver signal power the chromatic dispersion penalty needs to 
be included as follows: (Note, the dispersion penalty loss cannot be measured 
by an optical power meter.)

 
P Pin out tot CD= − −Γ Γ

 
(4.61)

where  Γtot = total fiber optical loss including DCMs, dB
 Γtot.old = previous total fiber optical loss not including DCMs, dB
 ΓCD = receiver chromatic dispersion power penalty, dB
 ΓDCM = DCM optical loss, dB
 Pin = minimum receiver optical power, dBm
 Pout = minimum laser output optical power, dBm
 Prx = 4dBm − 28.5 dB − 2dB

 Prx = −26.5dBm

The calculated optical receive power of −26.5 dBm is stronger than the mini-
mum receiver sensitivity specification of −29 dBm and therefore this plan can 
produce a 1550 nm 10 Gbps transmission system with a BER 10−12 or better.

4.4.4 Compensation for DWDM Networks
For dispersion compensation in links that carry DWDM wavelengths, 
the chromatic dispersion across the entire operating DWDM band 
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needs to be compensated equally. This is accomplished by matching 
chromatic dispersion and dispersion slope of the link fiber with the 
dispersion compensating fiber (DCF).13 A parameter called relative 
dispersion slope (RDS) is used in these calculations. RDS is defined as 
the ratio of the chromatic dispersion slope to the chromatic disper-
sion at the 1550 nm wavelength. For good compensation, the RDS of 
the transmission fiber should equal the RDS of the compensating 
fiber. See Table 4.5 for typical fiber RDS values.

 
RDS

CDf
f

f

S
=

 
(4.62)

 
RDS

CDDCF
DCF

DCF

=
S

 
(4.63)

where  RDSf = fiber relative dispersion slope at 1550 nm, nm−1

 Sf =  fiber chromatic dispersion slope at 1550 nm, ps/nm2

CDf = fiber chromatic dispersion at 1550 nm, ps/nm
RDSDCF = DCF relative dispersion slope at 1550 nm, nm−1

 SDCF =  DCF chromatic dispersion slope at 1550 nm, ps/nm2

CDDCF = DCF chromatic dispersion at 1550 nm, ps/nm

The dispersion slope compensation ratio (DSCR) provides an 
indication of how well the dispersion is compensated. If the RDS of 
the transmission fiber is the same as the DCF (or DCF module) then 
the DSCR is 100%, which provides for the best compensation.

 
DSCR

RDS
RDS

DCF= ×
f

100
 

(4.64)

where DSCR is the dispersion slope compensation, %.

If DSCR is not 100%, there will be an uneven increase in accumu-
lated dispersion across the compensated band and some DWDM 
wavelengths may exceed the chromatic dispersion acceptable level. 

Example 4.2 For a newly planned 10 Gbps, C-band, DWDM system to be added 
to an existing 70 km length of SSMF/cable, how much chromatic dispersion 
compensation will be required? 

The 10 Gbps lightwave equipment specifications are as follows:

 Tx power: 4.0 dBm

 Rx sensitivity (@ BER 10−12): −27.0 dBm

 Equipment CD limit: +/−1000 ps/nm

 Rx CD power penalty: 2.0 dB
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Fiber specifications are as follows:

 Fiber loss at 1550 nm: 0.21 dB/km

 Other losses (connectors, splices, etc.): 1.5 dB

 CDc at 1550 nm: +18.0 ps/(nm ⋅ km)

 CD slope at 1550 nm: 0.058 ps/(nm2 km)

 RDS at 1550 nm: 0.0032 nm−1

To determine if dispersion compensation will be required we calculated fiber 
dispersion at 1550 nm using Eq. (4.11).

 CD = CDc × L 

CD = +18.0 ps/(nm ⋅ km) × 70km

 CD = +1260ps/nm 

Therefore +1260 ps/nm is higher than the optics dispersion limit of 1000 ps/nm 
and chromatic dispersion compensation will be required.

To match the fiber dispersion slope across the 1550 nm DWDM band, we will 
need to compensate with a DCM that has an RDS of 0.0032 nm−1. A C-band DCM 
was found to have the same DCF RDS, with chromatic dispersion of −400 ps/nm 
and insertion loss of 3 dB. 

 

DSCR
RDS
RDS

DSCR

DSC

DCF= ×

= ×

f

100

0 0032
0 0032

100
.
.

RR = 100%  

The total link chromatic dispersion after the DCM module is added is calcu-
lated from Eq. (4.55) as follows:

 
CD CD CDtot DCM= +

 
CDtot = −400ps/nm + 1260ps/nm 

CDtot = +860ps/nm 

With this module added to the link, the link total dispersion is +860 ps/nm, which 
is within acceptable limits for this optical equipment across the DWDM band.

We calculate the link optical budget, Eq. (4.59) as follows:

 
Γ Γtot other= × +A L

 
Γtot = 0.21dB/km × 70km + 1.5dB + 3dB 

Γtot = 19.2dB 

Calculate receive level, Eq. (4.61), as follows.

 
P Pin out tot CD= − −Γ Γ

 
 Pin = 4dBm − 19.2dB − 2dB  

 Pin = − 17.2dBm  

Receive level of −17.2 dBm is within acceptable limits for this equipment.
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4.4.5 Deploying DCMs
A DCM is typically deployed at the beginning or end of a fiber span 
to manage the chromatic dispersion. The following pointers should 
be considered when planning DCM deployment:

 1. Do not exceed DCM maximum allowable input optical power.

 2. Include the chromatic dispersion optical power penalty in 
optical budget plans.

 3. Include DCM insertion loss in optical budget plans.

 4. Optical amplifiers do not increase or decrease chromatic dis-
persion.

 5. To minimize nonlinear distortion effects, maintain a small 
amount of residual dispersion in every span.

 6. For 40 Gbps and higher systems, consider span pre-compensa-
tion to minimize intrachannel nonlinear effects.

Two plans for DCM placements in a fiber and EDFA link are 
called post-compensation and pre-compensation deployments, see 
Figs. 4.9 and 4.10. Since DCMs are considered part of the transmis-
sion line, the prefixes “post-” (after) and “pre-” (before) refer to the 
section of the transmission line that requires the compensation. For 
the post-compensation DCM deployment, DCMs are placed after 
the fiber span that needs the compensation as shown in Fig. 4.9. For 
G.652 fiber compensation, dispersion remains positive throughout 
the link. For the pre-compensation DCM deployment, DCMs are 
placed before the fiber span that needs the compensation as shown 
in Fig. 4.10. For G.652 fiber compensation dispersion remains nega-
tive throughout the link. 

Figures 4.9 and 4.10 show DCM modules placed immediately 
before or after optical amplifiers. Both methods are acceptable since 
optical amplifiers do not add dispersion into the link provided that 
the DCM maximum power specifications are not exceeded. Placing 
DCMs after the optical amplifier can reduce link OSNR, but may 
increase nonlinear distortions due to high power levels if DCMs use 
DCF fiber. DCF fiber is more susceptible to nonlinear effects due to its 
smaller core area. Optical amplifiers are available with intermediate 
stage access designed to accept DCM connections. This allows for 
dispersion compensation with less impact on the link loss, OSNR, 
and nonlinear distortions.

A DCM is placed in a fiber span in order to reduce chromatic dis-
persion to an acceptable level at the end of the span that is below the 
transceiver’s dispersion limit. The remaining dispersion is referred to 
as the net residue dispersion. For multiple span links, DCMs are 
placed at EDFA locations with values that result in two dispersion 
compensation schemes called full optimized compensation scheme 
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(FOCS) and distributed under compensation scheme (DUCS), see 
Fig. 4.9a and b. The difference between the two schemes is the amount 
of span residual dispersion that remains at the end of each span. 
FOCS results in zero span residue and DUCS results in some amount 
of remaining span residue. Although both schemes result with the 
same net residual dispersion at the end of the link, the DUCS method 
is known to be better for also reducing nonlinear effects. Refer to 
Chap. 7 for more details and optimum compensation levels.

There is also evidence14 that supports the deployment of pre-
compensation DCM to reduce intrachannel cross-phase modulation 
(IXPM) and intrachannel four wave mixing (IFWM) interference for sys-
tems with transmission rates of 40 Gbps and above. Pre-compensation 
would result in a symmetrical dispersion map, which helps in the can-
cellation of in-phase components and thereby improves transmission 
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BER. Figure 4.9 shows a typical asymmetric dispersion map, where the 
DCMs are deployed at the middle and end of a link. This configuration 
is often used with SSMF fiber to effectively compensate dispersion and 
nonlinear effects. Figure 4.11 shows a symmetric dispersion map cre-
ated when DCMs are placed at the beginning and the end of a fiber 
span. Pre-compensation DCM dispersion value to reduce intrachannel 
interference for SSMF can be estimated15,16 as follows:
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(4.65)

where CDpre − DCM = pre-compensation DCM value, ps/nm
CDres = span residual dispersion, see Fig. 4.9, ps/nm

CDc = fiber dispersion coefficient, ps/(nm km)
 N =  number of spans, assuming all spans are the same 

length
 Lspan = fiber span length, km
 α0 = fiber attenuation constant, km−1

4.5 Chromatic Dispersion Measurement Methods
Chromatic dispersion is a property of a fiber and is stable over time. 
Therefore consistent repeatable measurements with good accuracy 
are possible over a fiber link. Three common methods are currently 
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used in measuring chromatic dispersion in a fiber link: time of flight, 
modulated phase shift, and differential phase shift.

4.5.1 The Time of Flight Method
The time of flight method (FOTP-168)17 directly measures the relative 
group delay between the pulses of different wavelengths of light. It 
requires a tunable wavelength laser source, pulse generator, and an 
accurate receiver that can measure group delay of short spectral 
pulses, as shown in Fig. 4.12.

To determine the chromatic dispersion, measurements of pulse 
group delays are recorded over numerous wavelengths and then a 
five-term Sellmeier equation is fitted to the result, see Eq. (4.66).

 τ λ λ λ λ= + + + +− −a b c d e4 2 2 4
 (4.66)

where  τ = measured pulse delay at a center wavelength λ, ps
 λ = pulse center wavelength, nm
 a,b,c,d,e = fitting coefficients

The first derivative (slope) of this relative group delay equation with 
respect to wavelength provides the chromatic dispersion across the 
measured wavelength band, see Eqs. (4.4) and (4.67), and Fig. 4.2.
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CD = d

d
τ
λ  

(4.67)

where  CD = chromatic dispersion, ps/nm
 dτ = measured relative group delay at a wavelength λ, ps
 dλ = measured incremental wavelength, nm

Accuracy using this method depends on the number of wave-
lengths tested, fitting equation type, pulse width, fiber length, and 
accuracy of the receiver. This method is not commonly used for field 
measurements. The following table summarizes the advantages and 
disadvantages of this method.
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FIGURE 4.12 Time of fl ight method (FOTP-168) block  diagram.

Time of Flight Method

Advantage Disadvantages

Does not require communications 
link between test equipment at 
both ends of fiber

Lower accuracy, especially in 
fiber lengths less than a few km

Chromatic dispersion not 
directly  measured

Test equipment required at both 
ends of fiber

Difficult to measure through 
optical amplifiers
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4.5.2 The Time of Flight—OTDR Method
The time of flight—OTDR method is similar to the time of flight method 
(FOTP-168) in determining chromatic dispersion except it uses an 
OTDR at one end of the fiber for the test. At the other end of the fiber a 
good reflective fiber end is required, such as an open connector, to pro-
duce strong reflections for good readings, as shown in Fig. 4.13. The 
OTDR launches short pulses into the fiber over three or four wave-
lengths (typically 1310, 1410, 1550, and 1625 nm) and measures the 
elapsed time between the reflected pulses, as shown in Fig. 4.14. 

The total elapsed time measured for the reflected pulses must be 
divided by two in order to account for the light pulse traveling twice 
the fiber length. The fiber length is determined by the OTDR from the 
pulse delay using the formula below:

 
L

c
n
L

g
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τ2

2
 

(4.68)

where  L = length of the fiber under test, km
 τ2L =  elapsed time of reflected pulse for both directions at 

wavelength, s
 c = velocity of light in a vacuum, 299,792,458 m/s
 ng =  fiber’s effective group index of refraction at wavelength 

The pulse delay of different wavelengths is measured. The results 
are fitted with an appropriate curve, as shown in Fig. 4.2. A three-term 
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Sellmeier equation or parabolic equation is typically used for fitting 
the curve. Equation (4.69) shows a three-term Sellmeier equation and 
Eq. (4.70) is a parabolic equation.

 τ λ λ= + +−a b c2 2  (4.69)

 τ λ λ= + +a b c2  (4.70)

where  τ = measured pulse delay at a center wavelength λ, ps
 λ = pulse center wavelength, nm
 a,b,c = fitting coefficients

The derivative of this curve with respect to wavelength provides 
the chromatic dispersion across the measured wavelength band, see 
Eq. (4.67).

If the end of the fiber provides a poor reflection such as with an 
angle connector or broken fiber, the fiber length is too long, or the loss 
is too high, then measurements using this method may not be possi-
ble. The following table summarizes the advantages and disadvan-
tages of this method. 

4.5.3 Modulated Phase Shift Method
Modulated phase shift method (standard FOTP-169) and differential 
phase shift method (standard FOTP-175) are techniques, where wave-
lengths of laser light are intensity modulated at a frequency of typi-
cally 10 MHz to 2 GHz. The phase shift of the modulated light at the 
far end of the fiber is compared to a reference source and the delay 
due to CD is computed.

The modulated phase shift method is accurate but takes longer to 
complete. The test system consists of a tunable laser that is intensity 
modulated at one end of the fiber and an optical receiver with a phase 
comparator at the other end, as shown in Fig. 4.15. As the laser 
wavelength is stepped in small increments across the test band, the 
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receiver directly measures the change in phase of the modulate light 
as compared to the reference signal. The optical signal relative group 
delay for each wavelength increment can be calculated by the test 
system computer as follows:

 
Δ

Δ
τ

φ
= ×shiftref

mod360
1012

f
 

(4.71)

where  Δτ = incremental relative group delay, ps
 ΔΦshiftref = measured phase change in degrees of modulated test 

signal compared to reference signal at the receiver, 
degrees

 fmod = modulation frequency, Hz

Time of Flight—OTDR Method

Advantages Disadvantages

Requires measurement from only 
one end of fiber

Lower accuracy, especially in fiber 
lengths less than a few km

Requires only one test instrument 
at one end of the fiber, typically a 
dual purpose OTDR/CD tester

Not a direct dispersion  measurement

Less training needed for test 
technician

Limited accuracy because only three or 
four wavelengths are measured (typically 
1310, 1410, 1550, and 1625 nm)

Easier procedure to administer Will not work through  DWDMs

Fiber length is also provided Cannot measure through optical 
amplifiers and other non- bidirectional 
components

If a low reflection fiber end is encountered 
(e.g., a broken fiber or fiber terminated 
with an angled connection), a highly 
reflective end must be added to perform 
the measurement

Fiber lengths limited by OTDR dynamic 
range at 1310 nm

Measurements are typically for fiber 
lengths between 2 and 100 km

Accurate value of the fiber’s group index of 
refraction (ng) at the measured wavelength 
must be entered into the OTDR

Due to insufficient test wavelengths, a 
five-term Sellmeier equation cannot fit, 
which further reduces  accuracy
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A curve such as the five-term Sellmeier equation is fitted to the 
relative group delay result, see Eq. (4.66). The chromatic dispersion 
can be determined by differentiating the group delay curve as shown 
in Eq. (4.67).

 
CD = d

d
τ
λ  

The advantages and disadvantages of this method are summa-
rized in the following table.
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FIGURE 4.15 Modulated phase shift method block diagram.

Modulated Phase Shift Method

Advantages Disadvantages

High accuracy due to fixed reference 
signal

Takes longer than differential 
phase shift method

Delay can be resolved to 0.001 ps Test equipment required at both 
ends of fiber

Wavelength steps can be reduced to 
less than 0.1 nm with excellent accuracy

Communications reference fiber is 
required

Can measure through optical amplifiers 
and other non-bidirectional components Expensive

High-accuracy measurements for narrow 
band components such as Bragg 
gratings and DWDM

4.5.4 Differential Phase Shift Method
Differential phase shift method measurement is similar to modu-
lated phase shift method except that it allows chromatic dispersion 
to be determined directly from the detected signal. As in the modu-
lated phase shift method, the signal amplitude is modulated; how-
ever, the wavelength is also modulated around a central wavelength, 
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where the relative group delay is to be measured. The detected sig-
nal not only has a phase difference from the modulated signal 
(compared to the reference signal) but also has a small wavelength 
difference that allows the dispersion to be calculated directly by 
Eq. (4.72)

 
CD shift=

×
×

Δ
Δ

φ
λ

λ

360
1012

fmod  
(4.72)

where  CD = chromatic dispersion at wavelength, ps/nm
 ΔΦshift λ =  measured phase change in degrees of modulated test 

signal over a small wavelength interval Δλ, degrees
 Δλ = wavelength interval, nm
 fmod = modulation frequency, Hz

The advantages and disadvantages of this method are summa-
rized in the table below.

Differential Phase Shift Method

Advantages Disadvantages

Faster results Larger wavelength steps are 
required to increase  accuracy

Good accuracy Test equipment required at both 
ends of fiber

Can measure through optical 
amplifiers and other non-
bidirectional components

Communications reference fiber 
is required

Expensive

4.6 Chromatic Dispersion Planning Summary
During the planning stages of any optical transmission system, deter-
mine if chromatic dispersion budget planning is required, refer to 
Sec. 4.3.1. If not, proceed with equipment installation as recommended 
by the equipment manufacturer. If planning is required then follow 
these simple steps to determine chromatic dispersion requirements 
for system implementation.

 1. Determine the fiber cable total chromatic dispersion from 
direct link measurements (preferable) or from calculations 
using cable and equipment specifications as described in 
Sec. 4.4.1. Include all components that may contribute to 
chromatic dispersion.
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 2. Compare total link chromatic dispersion to equipment toler-
able chromatic dispersion and if greater, determine appropri-
ate course of action as indicated in Sec. 4.4.3.

 3. Include chromatic dispersion power penalty in optical power 
budget calculations.
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CHAPTER 5
Polarization Mode 

Dispersion

5.1 Description
Polarization mode dispersion (PMD) is a property of a single-mode 
fiber or an optical component where pulse spreading is caused by 
different propagation velocities of the signal’s two orthogonal polar-
izations. Optical fibers or optical components can be modeled with 
two orthogonal polarization axes called principal states of polariza-
tion (PSP). An optical signal propagating in a fiber is resolved into 
these two PSP axes. Each polarization axis (fast and slow axis) has a 
different propagation velocity. This is due to different refractive 
indexes in each axis caused by the birefringence of the material. The 
different velocities lead to pulse spreading at the receiver end because 
optical receivers are insensitive to polarization of incident light, as 
shown in Fig. 5.1. The amount of pulse spreading in time between the 
two polarization pulses is referred to as differential group delay 
(DGD) and is measured in units of picoseconds. Note, the time it 
takes for a pulse to propagate in a fiber is referred to as the group 
delay. DGD is an instantaneous value that varies randomly along the 
length of a fiber. PMD is defined as the linear average of many instan-
taneous differential group delay values over a wavelength region 
DGD

λ
 or as the root-means-square (RMS) average of instantaneous 

differential group delay values over a wavelength region DGD2
λ

, 
see Fig. 5.3. PMD is measured in units of picoseconds (ps). For long 
fibers (>2 km) the linear average and RMS average values are similar. 
The following equation relates these two averages.1

 PMD PMDrms ave= 3
8
π

 (5.1)

 PMD PMDrms ave= 1 085.  

where PMDrms = PMD root-means-square value, ps
PMDave = PMD linear average value, ps

143



144 C h a p t e r  F i v e

As the optical pulse travels along the fiber, random changes in 
fiber local birefringence cause some optical pulse power to be cou-
pled from one mode to the other. This is referred to as mode coupling. 
Experiments have shown that long fibers (>2 km) have strong mode 
coupling that results in the fiber PMD being proportional to the 
square root of the fiber length.2 Therefore, PMD can be expressed as 
the square root of the fiber length multiplied by a proportionality 
coefficient, see Eq. (5.2). This coefficient is referred to as the PMD 
coefficient and is measured in units of picoseconds per square root 
kilometer (ps/√km). The PMD coefficient is typically specified by 
fiber cable manufacturers and represents the PMD characteristic for a 
particular length of that fiber. Often the PMD coefficient is referred to 
as PMD, which can cause confusion regarding these two terms.

 PMD PMD= ×c L  (5.2)

where  PMD =  polarization mode dispersion ps, for the fiber length L
 PMDc  =  polarization mode dispersion coefficient, ps/√km
 L = fiber length, km

Due to this pulse spreading, PMD can cause intersymbol interfer-
ence that results in signal bit errors. This effect is small and therefore 
need only to be considered for fiber systems with short bit periods 
where transmission rates are greater than or equal to 10 Gbps. It also 
should be considered for analog fiber systems due to its contribution 
in increasing signal distortion and decreasing OSNR. PMD seems to 
be the worst in older fiber cable plants possibly due to poorer fiber 
manufacturing tolerances.

5.2 Causes of DGD
DGD occurs because of the fiber’s birefringence that is due to internal 
and external stress on the fiber as well as imperfect manufacturing 
processes. In an ideal fiber, the fiber core geometry is perfectly circular 
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and symmetrical. The fiber indexes of refraction along the x and y PSP 
axes are equal and light travels with identical velocities (DGD = 0) in 
the fiber as shown in Fig. 5.2a. In real fibers, asymmetry in the fiber 
geometry and other stresses result in the fiber becoming locally bire-
fringent with different refractive indices for the two PSPs. This leads 
to different velocities for both polarizations of the optical signal as 
shown in Fig. 5.2b. Velocity of light in a material is dependent on the 
material’s index of refraction as defined by the following equation.

 v
c
n

=  (5.3)

where v =  phase velocity of light in a material (not the same as group 
velocity), m/s

 c = speed of light, m/s in a vacuum
 n = material index of refraction

PSP axes are not uniform along the fiber length. Over a certain 
length of fiber the PSP axis can rotate with respect to the adjacent fiber 
PSP axis. Consequently, each time the PSP orientation changes polar-
ization, mode coupling occurs between the fast and slow PSP signals, 
which affects DGD. A method of manufacturing fiber called fiber spin-
ning technology introduces controlled polarization mode coupling dur-
ing the fiber draw process that has been proven to reduce fiber PMD.3 

Causes of high DGD include poor-quality fiber (older fiber manu-
factured before 1995 PMD can be >0.5 ps/√km), noncircular fiber, air 
bubbles in fiber, fiber core misalignment, fiber impurities, external 
and internal stresses on fiber, bends and twists of the fiber (example, 
excessive twisting of fiber cable or excessive movement of buried 
cable), fiber connections, fiber splices, temperature changes, and mode 
coupling.4  Fibers in aerial cable are more prone to PMD fluctuations 
than buried cable due to aerial cable exposure to weather elements.

PMD is not static and may change after the cable has been installed 
and may change over time. DGD events vary with wavelength and 
can be spectrally localized, see Fig. 5.3. All wavelengths are equally 
susceptible to PMD and, over time, DGD at each wavelength will 

FIGURE 5.2 Fiber core cross section with PSP axis.

a. Symmetrical fiber b. Fiber with birefringence
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exhibit the same Maxwellian distribution. The variance of DGD over 
wavelength is referred to as second-order PMD.

5.3 Probability Distribution
DGD is a function of the fiber’s birefringence that varies randomly 
along a fiber. As a result, DGD for any given wavelength at any 
moment in time is a random variable that has been shown by numer-
ous experiments5,6  to have a Maxwellian probability distribution, see 
Eq. (5.4). Figure 5.4 shows a typical Maxwellian probability distribu-
tion7 that is normalized by the average DGD for a buried fiber cable.

 pr( ) expΔ
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 (5.4)

where pr( )ΔτDG =  Maxwellian probability distribution for any given 
wavelength, ps−1

 ΔτDG = DGD, ps
 < >ΔτDG  = average DGD (PMD), ps

Since DGD is a random event, the probability of a DGD event 
exceeding some value x can be found8 by integrating the Maxwellian 
distribution, see Eq. (5.5). Results are shown in Table 5.1 and graphed 
in Fig. 5.4.

 p x p dr r

x

( ) ( )Δ Δ Δτ τ τDG DG DG≥ = − ∫1
0

 (5.5)

where p xr( )ΔτDG ≥  is the probability a DGD event is greater than 
value x in a fiber.

FIGURE 5.3 DGD varies with wavelength.
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It is possible for values of DGD to occur that exceed an equip-
ment maximum tolerable value (DGDmax).  DGDmax is defined as the 
value of DGD that the transceiver must tolerate with a maximum 
sensitivity degradation of 1 dB. A DGD event larger than an equip-
ment maximum tolerable value would likely cause bit errors or a 

SF Ratio

Probability of a DGD 
Event Exceeding 
DGDmax in 1 Fiber

Circuit 
Availability for 
2 Fibers (%)

Circuit 
Unavailability per 
Year for 2 Fibers

2.000 1.705 × 10−2 96.59 12.45 days

2.245 5.00 × 10−3 99.00 3.65 days

2.500 1.180 × 10−3 99.76 20.7 hours

2.639 4.997 × 10−4 99.900 8.8 hours

2.976 4.999 × 10−5 99.9900 52.6 minutes

3.000 4.198 × 10−5 99.9916 44.2 minutes

3.277 4.9998 × 10−6 99.99900 5.3 minutes

3.550 4.998 × 10−7 99.999900 31.5 seconds

3.700 1.322 × 10−7 99.9999736 8.3 seconds

3.803 4.998 × 10−8 99.999990 3.2 seconds

4.039 5.001 × 10−9 99.99999900 0.3 seconds

4.500 3.703 × 10−11 99.999999993 0.002 seconds

TABLE 5.1 SF Ratios and DGD Event Probabilities

FIGURE 5.4 Normalized Maxwellian probability density function.
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communications outage for the length of the event. The probability of 
this DGD event occurring in a fiber can be determined by Eq. (5.5) 
where DGDmax  is represented by x. The ratio of DGDmax  to fiber 
PMDtot  (link average DGD) can be referred to as the safety factor 
(SF).9 The safety factor is a simple method to represent the proba-
bility of fiber DGD events disrupting communications as shown in 
Table 5.1. This is referred to as Method 2 by TIA TR-1029.10

SF
DGD
PMDtot

= max  (5.6)

where  SF = safety factor
DGDmax =  maximum fiber link DGD across a specific wave-

length range, ps
PMDtot =  total fiber link PMD (average link DGD) across a 

specific wavelength range, ps

Table 5.1 relates different values of SF with the probability, derived 
from Eq. (5.5), of a DGD event occurring that exceeds DGDmax in a 
buried fiber cable. Table 5.1 circuit availability percentage and unavail-
ability per year are calculated for two fiber circuits. Circuit unavail-
ability is determined11 by Eq. (5.7). 

U pr= × × × ×2 365 2422 24 60.  (5.7)

where U = circuit unavailability (two-fiber link), min
 pr = probability of a DGD event exceeding DGDmax

The factor “2” is used in Eq. (5.7) due to the fact that two fibers or 
wavelengths are required for a full duplex circuit.

Transceiver specifications list a maximum tolerable DGD 
( )maxDGD  as well as a power penalty. Typically the transceiver maxi-
mum tolerable DGD with a 1 dB penalty is 30% of the bit period.12

This value is approximate and varies for different modulation for-
mats. Refer to transceiver specifications for accurate values. The 1 dB 
PMD power penalty should be included in optical link loss budget 
planning, where PMD is a concern. 

Fiber maximum total PMDtot value and cable length can be cal-
culated knowing the SF ratio and transceiver maximum DGDmax. For 
example, a 10 Gbps lightwave system that uses a transceiver with a 
tolerable DGDmax  of 30 ps and requires design SF ratio of 3.6 can be 
deployed only in a fiber link that has a maximum PMDtot of 8.3 ps, from 
Eq. (5.6). If the fiber cable maximum PMD coefficient is 0.2 ps/√km
and there are no other PMD contributors in the link, the PMD limited 
maximum fiber cable link length is calculated using Eq. (5.2) to be 
1700 km. Table 5.2 shows other typical transmission rates and PMD 
limited maximum cable lengths assuming 0.2 ps/√km fiber is used 
and there are no other PMD contributors in the link.
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Other circuit PMD outage information such as mean time 
between outages (MTBO), mean outage duration (MOD), and mean 
outage rate (Rout) can be estimated if the fiber link DGD temporal 
characteristics and length are known. A PMD outage can be defined 
as any time a fiber link DGD event exceeds the receiver’s maximum 
tolerable DGD. Kondamuri13 has shown the mean outage rate can be 
determined by Eq. (5.8) for buried fiber optic cable if the fiber link 
Laplacian parameter a αL and total link PMD are known.

 R prout
L

DG= 8765 813
1

2
. ( )

α
τΔ  (5.8)

where  Rout = single-fiber mean outage rate, outages per year
 αL = fiber's Laplacian parameter, hr/ps
 pr(ΔτDG) = Maxwellian probability, ps−1

ΔτDG =  maximum tolerable DGD, receiver DGDmax, note 
DGDmax > PMDtot

 8765.813 =  hour-to-year adjustment factor, 365.2422 days × 
24 hours

The Laplacian parameter can only be estimated using a series of 
DGD field measurements over time for the fiber link. Kondamuri 
indicates that to estimate the Laplacian parameter within 10% of its 
actual value, the measurements need to be made over 10 to 14 days. 
The Laplacian parameter is inversely proportional to the link length 
and can be shown as Eq. (5.9), where AL is a constant for the fiber link. 
Therefore, the longer the fiber link length the higher the outage rate. 
Equation (5.8) can be shown as Eq. (5.10).13

 αL
L=

A
L

 (5.9)

Bit
Rate
(Gbps)

Bit
Period
(ps)

Transceiver 
DGDmax at 
30% Bit 
Period (ps)

Maximum
PMDtot for 
SF = 3 Av. =
99.99% (ps)

Maximum
PMDtot for 
SF = 3.6 Av. =
99.9999% (ps)

Maximum
Length for 
0.2 ps/≥km
Fiber and 
SF = 3.6 (km)

2.5 400 120 40 33 27,000

10 100 30 10 8.5 1,800

40 25 7.5 2.5 2.1 110

100 10 3 1 0.85 18

TABLE 5.2 Maximum PMD Link Values for Various SF Ratios and Transmission 
Rates
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 R
L
A

prout
L

DG= 8765 813
2

. ( )Δτ  (5.10)

where AL = constant, km-hr/ps
 L = fiber link length, km

The mean time between outages is the inverse of the outage rate, see 
Eq. (5.11). The mean outage duration due to a DGD event can be 
determined by Eqs. (5.12) and (5.13).13

 MTBO
out

= 1
R

 (5.11)

 T
p

R
r

out
out

=  (5.12)

 MOD out= ×T 525948 8.  (5.13)

where MTBO = single-fiber mean time between outages, years
MOD = single-fiber mean outage duration, min

 Rout = single-fiber mean outage rate, outages per year
 pr = single-fiber probability of an outage, Eq. (5.5)
 Tout = single-fiber mean outage duration (MOD), years

Table 5.3 shows single-fiber estimated mean outage rate, MTBO, 
and MOD example values for various buried fiber lengths and fiber 
Laplacian parameters reported by Kondamuri.13 Outages are esti-
mated for a 40 Gbps transceiver with a DGDmax of 6.25 ps.

Link
Length
(km)

Link
PMD
(ps)

Fiber `L

(hr/ps)
SF
Ratio

Rout

(outages
per year)

MTBO (time 
between
outages)

MOD
(min)

200 1.41 0.4 4.42 6.8 × 10−6 148,000 years 7.0

400 2 0.2 3.13 1.38 8.9 months 6.0

600 2.45 0.13 2.55 73.2 5 days 6.3

800 2.83 0.1 2.21 492.1 17.8 hours 6.4

1,000 3.16 0.08 1.98 1,510 5.8 hours 6.5

1,200 3.46 0.07 1.8 3,005 2.9 hours 7.2

1,400 3.74 0.06 1.67 5,051 1.7 hours 7.2

1,600 4 0.05 1.56 7,749 1.1 hours 7.0

TABLE 5.3 40 Gbps Transceiver Example Showing MTBO and MOD for Various 
Link Lengths
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5.4 Spectral Behavior of DGD
It is important to estimate how much bandwidth may be affected by 
a DGD event and for a DWDM system how many adjacent DWDM 
channels may be affected. Theory and experiments have demon-
strated8,14 that affected bandwidth is inversely proportional to fiber 
mean DGD (or PMD). The longer the fiber cable, the more narrow the 
DGD event spectrum.

 BW
DG

=
< >

900
Δτ

 (5.14)

where  BW = spectral bandwidth, GHz
 < >ΔτDG  = fiber average DGD or fiber PMD, ps

If a fiber’s PMD coefficient is 0.1 ps/√km and link length is 100 km, 
then the PMD for the link is 1 ps. The estimated DGD event band-
width given by Eq. (5.14) is therefore 900 GHz. In a 100 GHz spaced 
DWDM system, nine adjacent channels (900 GHz, 7.5 nm) may be 
affected by a single DGD event.

5.5 Link Design Value (PMDQ) and Maximum PMD
Fiber cable manufacturers provide two common fiber PMD specifica-
tions, maximum fiber PMD coefficient and link design value (PMDQ). 
Maximum fiber PMD coefficient is the maximum PMD coefficient 
value that each fiber is manufactured to fall below. Link design value 
(LDV), also referred to as PMDQ or Method 1 by TIA TR-1029, is a 
statistical design parameter used to calculate link PMD coefficient 
value when numerous cable sections are concatenated. 

Traditional methods to calculate link total PMD coefficient for 
many concatenated fiber cable sections would use worst-case PMD 
value (maximum fiber PMD) for each cable section, see Eq. (5.15). 

 PMD PMDmax max

/

c i i
i

N

L
L=

⎛

⎝⎜
⎞

⎠⎟=
∑1 2

1

1 2

 (5.15)

 PMD PMDtot =
⎛

⎝⎜
⎞

⎠⎟=
∑Li i
i

N

max

/

2

1

1 2

 (5.16)

where PMDmax c =  maximum PMD coefficient for the concatenated 
fiber link, ps/√km

 PMDtot = maximum PMD for the concatenated fiber link, ps
 L = total length of the concatenated fiber cable link, km
 N =  number of fiber cable sections comprising the link
 Li = length of the i’th fiber section, km

PMDmax i =  maximum PMD coefficient of the i’th fiber section, 
ps/√km
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However, this does not take into account the randomness of a 
fiber’s PMD coefficient in any given cable section and can result in an 
overly conservative total PMD value. Note, the PMD coefficient for a 
given fiber is not a random number. When a fiber cable is assembled, 
fibers are drawn arbitrarily from the cable manufacturer’s inventory 
to be placed into the cable. Each fiber in the manufacturer’s inventory 
has its own characteristic PMD coefficient, below the maximum, that 
is not tracked through the cable manufacturing process due to manu-
facturing logistical reasons. Consequently, fiber sections that are 
spliced together to form the cable have random PMD coefficients. After 
the cable is made, it is cut to cable reel lengths (typically 5 to 8 km) 
for field deployment. During the field installation process, fiber cables 
from arbitrary cable reels are joined together to form the final fiber 
link, which further contributes to this randomness. Thus the overall 
installed fiber link is made from numerous fiber pieces whose PMD 
coefficients are randomly joined together to form the final fiber link. 
This randomness requires a statistical approach to achieve a more 
realistic link PMD coefficient. 

PMDQ was created as a statistical solution to PMD coefficient 
specifications where concatenation of numerous cable sections is 
taken into account. Calculations using fiber cable specified PMDQ 
provide for more of an actual total PMD coefficient value when many 
fiber sections are spliced together. Figure 5.5 shows the benefit of 
using the PMDQ instead of the maximum fiber PMD. By definition, 
PMDQ is a statistical upper bound value specified for an imaginary 
reference link consisting of at least M equal length sections (typically 
M = 20) of concatenated, randomly selected, fiber cables with a prob-
ability of less than Q (typically Q = 0.01% for 99.99 percentile) that the 
actual link PMD coefficient will exceed the PMDQ value.15  Methods to 
calculate PMDQ appear in EIA/TIA Standard TR-1029.

FIGURE 5.5 Example of fi ber cable section PMD distribution and PMDQ benefi t.
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PMDQ values can be used in the calculation of total fiber span 
PMD together with other components that contribute to span PMD, 
see Eqs. (5.21) to (5.23). PMDQ is a useful parameter for concatenated 
links of 20 or more cable sections but can be inaccurate for shorter 
links.

5.6 Total Link PMD
Fiber link components can contribute to fiber link total PMD. PMD 
for most components such as WDM, DWDM, CWDM, DCM (except 
DCM using DCF), and many optical amplifiers are deterministic 
(DGD does not vary in time but may vary with wavelength). These 
component specifications should be reviewed and PMD values 
included in PMD link budget calculations. Since PMD adds quadrati-
cally along a fiber span, the total PMD of a fiber link is the square root 
sum of the squares of the fiber PMD. However, if deterministic com-
ponents are included, the formula changes slightly as shown below.

For a cable link of the same fiber type and no other PMD compo-
nents in the link, total cable link PMD can be calculated using cable 
PMDQ or PMDmax specifications with Eq. (5.17) or Eq. (5.18). If the 
link is made up of numerous cables with different fiber types, then 
Eq. (5.19) can be used.

 PMD PMDf Q L= ×  (5.17)

 PMD PMDf c L= ×max  (5.18)

 PMD PMDQif i
i

L=
⎛

⎝⎜
⎞

⎠⎟
∑ 2

1 2/

 (5.19)

where  PMD f
 = fiber link PMD, ps

 PMDQ  = fiber cable PMDQ, ps/√km
 PMDQi  = fiber PMDQ of i’th cable section, ps/√km
 PMDmax c  = fiber cable maximum PMD coefficient, ps/√km
 L = fiber cable link length, km
 Li = length of the i’th cable section, km

To calculate the total PMD of numerous concatenated cable sec-
tions using measured PMD values for each section and no other PMD 
components in the link, use Eq. (5.20).

 PMD PMDtot mi=
⎛
⎝⎜

⎞
⎠⎟∑ 2

1 2

i

/

 (5.20)

where PMDtot  = link total PMD, ps
 PMDmi  = measured fiber PMD for i’th cable section, ps
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For fiber cable with nondeterministic components in the link, 
such as dispersion compensation modules using dispersion compen-
sating fiber, total cable link PMD can be calculated as follows:

 PMD PMD PMDtot Ri= × +
⎛
⎝⎜

⎞
⎠⎟∑L Q

i

2 2

1 2/

 (5.21)

For fiber cable link with deterministic components added such as 
optical amplifiers and DWDM, total cable link PMD can be calculated 
using Eq. (5.22) or Eq. (5.23).12 Equation (5.15) is used if all determin-
istic components are at the end of a fiber link and Eq. (5.16) is used if 
most deterministic components are embedded in the fiber link (deter-
ministic components are followed by fiber cable).

 PMD PMD PMD PMDtot Ri= × +
⎛
⎝⎜

⎞
⎠⎟

+∑ ∑L Q
i

D
j

2 2

1 2/

 (5.22)

   PMD PMD PMD PMD Ptot Ri D= × + +
⎛

⎝
⎜

⎞

⎠
⎟ +∑ ∑L Q

i
j

j

2 2 2

1 2/

MMD lastD  (5.23)

where  PMDtot  = link total PMD, ps
 PMDQ  = fiber cable PMDQ , ps/√km
 PMDRi  =  PMD of nondeterministic (randomly varying in 

time) components, ps
 PMDDj  = PMD of deterministic components, ps
 PMD lastD  =  PMD of the last non-embedded deterministic 

component, ps
 L = fiber link length, km

5.7 Second-Order PMD
Second-order PMD (PMD2) is the DGD dependency on wavelength 
that causes the PSP pulses to broaden or shrink as shown in Fig. 5.1. 
Like PMD, second-order PMD is stochastic due to the random mode 
coupling that occurs in optical fiber. PMD2 is measured in units ps/nm 
and PMD2 coefficient in units ps/(nm ⋅ km), just like CD. Components 
of PMD2 are polarization-dependent chromatic dispersion that is the 
DGD magnitude change with wavelength and depolarization rate 
that is the rotation of the PSP with wavelength. PMD2 increases lin-
early with fiber length and is a concern only for systems with bit rates 
of 10 Gbps and higher.

PMD2 can be estimated 16,17,18 and related to the PMD for long fiber 
lengths (>2 km) with strong mode coupling with Eq. (5.24).

 PMD2 PMDc c

c= ×2

32
2π

λ
 (5.24)
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where PMD2c =  second-order polarization mode dispersion coeffi-
cient, ps/(nm ⋅ km)

PMDc =  first-order polarization mode dispersion coefficient, 
ps/√km

λ  = signal wavelength, nm
 c = speed of light in a vacuum, km/s

For accurate values, it is always best to measure the fiber cable 
second-order PMD instead of estimating it. Second-order PMD value 
(PMD2) is added directly to the fiber’s chromatic dispersion to deter-
mine the fiber’s total dispersion, see Eq. (5.25).

CD CD PMD2tot = +f  (5.25)

where  CDtot = total link chromatic dispersion, ps/nm
CD f  = fiber link chromatic dispersion, ps/nm

PMD2 = second-order PMD, ps/nm

5.8 Polarization-Dependent Loss 
Polarization-dependent loss is the optical signal power loss in a com-
ponent or fiber due to the change in the signal’s polarization. Since 
laser light is polarized to some degree and changes randomly along 
the fiber length this effect can cause fluctuations in received signal 
power. The maximum optical power fluctuation is represented by the 
symbol PDL and is defined as the ratio of the output maximum to the 
output minimum transmittances for all possible input polarization 
states assuming constant input power, see Eq. (5.26). 

PDL =
⎛
⎝⎜

⎞
⎠⎟

10 log max

min

T
T

r

r

 (5.26)

Transmittance is defined as the output optical power divided by 
input optical power, see Eq. (5.27).

T
P
Pr = out

in

 (5.27)

PDL can also be defined in terms of measured optical output power 
assuming constant input power for all polarization states, see Eq. (5.28) 
and Fig. 5.6. Therefore, PDL is the measure of maximum peak to mini-
mum peak difference in output power of a fiber or component when 
the input power changes through all possible polarizations. 

PDL =
⎛
⎝⎜

⎞
⎠⎟

10 log max

min

P
P

 (5.28)

Polarization-dependent loss effect is also wavelength dependent. 
However, unlike PMD it is not transmission rate dependent. Therefore, 
it is considered for all transmission rates in optical power budgets.
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Unpolarized light is an equal mixture of the two orthogonal 
polarized states and its power can be determined by Eq. (5.29).

P
P P

dep =
+max min

2
 (5.29)

where PDL =  system or component polarization-dependent loss at a 
specific wavelength, dB

Tr max =  maximum transmittance of optical power over all 
polarization states

Tr min =  minimum transmittance of optical power over all 
polarization states

Tr =  optical power transmittance of a system or component
Pout =  optical output power at a specific wavelength, mw
Pin =  optical input power at a specific wavelength, mw

Pmax =  maximum optical output power over all polarization 
states at a specific wavelength, mw

Pmin =  minimum optical output power over all polarization 
states at a specific wavelength, mw

Pdep =  unpolarized optical power at a specific wavelength, mw

PDL can be thought of as an uncertainty in the received optical 
signal power. For example, a component PDL of 0.5 dB can result in 
signal power output uncertainty19 of ± 0.5 dB. Therefore, PDL is 
treated as a power penalty and included in optical power budgets.

Signal polarization is variable and random along a fiber length 
or in a component; PDL is a statistical impairment. When two or 
more components or fiber lengths are concatenated the total link 
PDL is not simply the sum of all individual component PDLs. This is 
because total link PDL depends on the relative orientation of the 
PDL axes at each component connection. Since each component has 
a random PDL axis orientation and polarization axis orientation 
changes along a fiber, a statistical description is needed to predict 
the mean link PDL. It has been shown20 for small values of compo-
nent PDL (<3 dB), mean link PDL can be approximated by a Max-
wellian distribution. This distribution mean can be calculated with 
some difficulty. A simpler worst-case total link PDL maximum can 
be approximated21 by the sum of the individual PDL components, 
see Eq. (5.30).

FIGURE 5.6 PDL of a component.
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 PDL PDL PDL PDL PDLT xmax = + + + +1 2 3 �  (5.30)

where PDLT max = maximum total link PDL, dB
 PDLx = component or fiber PDL or PDG, dB

For EDFA amplifiers PDL is referred to as polarization-dependent 
gain and is represented by the symbol PDG. It occurs because EDFA 
gain varies slightly with signal polarizations. For calculations using 
Eq. (5.30), PDG is treated as PDL.

Typical PDL values of components and fiber range from 0.05 to 
0.5 dB. Some of the worst offenders are EDFAs, isolators, and APC 
connectors, see Table 5.4.

For example, if a 10 km SSMF fiber link has one APC connection 
and two EDFAs, the total PDL maximum is calculated using Eq. (5.30) 
to be 1.15 dB assuming the component and fiber PDL specifications 
are as shown in Table 5.4.

 PDLT max . . .= + + ×0 05 0 1 2 0 5 

 PDL dBT max .= 1 15  .

PDL is a liability in fiber links. It builds up along the fiber link 
inducing signal power fluctuations and increasing link power loss. 
In the presence of PMD, the combined effect of PMD and PDL 
increases pulse distortions and link bit error rate22 above expected 
levels. Total link PDL should be kept to a minimum and included in 
optical power budgets for any transmission rate.

5.9 Polarization Maintaining Fiber
Polarization maintaining fiber (PMF) is an optical fiber that main-
tains polarization state constant along the length of the fiber. There is 
very little cross coupling of power between PSP axes. PMF is used in 

Component Typical PDL (dB)

10 km G.652 fiber <0.05

1 meter G.652 fiber <0.02

PC fiber connector <0.05

Angled fiber connector <0.1

Isolator <0.3

EDFA (PDG) <0.5

TABLE 5.4 Typical PDL Values for Common 
Components
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specialty applications where the polarization of an optical signal has 
to have a known orientation. Optical modulators (fiber between laser 
and modulator), EDFAs, interferometers, sensors, and fiber optic 
gyroscopes (FOG) are some applications for PMF. Because of the 
higher expense, increased fiber coupling difficulty, splicing difficulty, 
and larger attenuation of PMF fiber than SSMF, PMF is not used in 
fiber optic transmission cables.

5.10 PMD Measurement Methods
Three standardized methods have been established to measure PMD 
and DGD in the field or lab environments. The methods are the inter-
ferometric, fixed analyzer, and Jones matrix eigenanalysis.

5.10.1 Interferometric Method (TIA FOTP-124)23

This is a time domain measurement method based on measuring 
pulse delay. It uses a Michelson or Mach-Zehnder interferometer and 
measures the electric field autocorrelation of wide spectrum light 
source split into two polarized parts. The two parts are delayed (rela-
tive to each other) by DGD as they travel in the fiber under test. The 
delayed parts are recombined for an interference pattern interfero-
gram at the detector. The mean DGD (PMD) is determined by fitting 
a Gaussian curve to the results and determining the standard devia-
tion of this curve. 

The following table outlines advantages and disadvantages of the 
interferometric method.

Interferometric Method

Advantages Disadvantages 

Lower instrument cost Indirect measurement

Measurements can be 
completed quickly

Lower accuracy

Well-suited for field 
measurements

Sensitive to input polarization

Sensitive to degree of mode coupling in fiber 
and therefore should be used only for long fibers

Equipment required at both ends of fiber under 
test

No second-order PMD

No DGD versus wavelength

No DWDM measurements

Only PMD available
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5.10.2 Fixed Analyzer Method (TIA FOTP-113)24

The fixed analyzer method (also known as the wavelength scanning 
method) is a frequency domain measurement method that measures 
PMD by calculating the Fourier transform of the receive spectrum of 
a tunable laser source (or broadband laser source but results in lower 
accuracy) that is launched into a fiber at different source wavelengths 
and polarizations. The PMD can be determined from the Fourier 
transformation results. 

The following table outlines advantages and disadvantages of the 
fixed analyzer method.

Fixed Analyzer Method

Advantages Disadvantages 

Lower instrument cost Indirect measurement

Measurements can be 
completed quickly

Lower accuracy

Easy to perform Sensitive to degree of mode coupling in fiber and 
therefore should be used only for long fibers

Equipment required at both ends of fiber under 
test

Sensitive to input polarization

No second-order PMD

No DGD versus wavelength

No DWDM measurements

Only PMD available

5.10.3  Jones Matrix Eigenanalysis Method (TIA FOTP-122)25

This frequency domain measurement method uses a tunable narrow 
band laser with three states of linear polarizations (typically 0, 45, 
and 90 degrees) to determine the Jones matrix and complex algo-
rithms to calculate DGD values at a particular wavelength. PMD is 
calculated by averaging the DGD values over a wavelength range.

The table below outlines the advantages and disadvantages of the 
Jones matrix eigenanalysis method.

Jones Matrix Eigenanalysis Method

Advantages Disadvantages

Direct measurement of DGD Higher cost of equipment

Measurement of second-order PMD More complex operation may 
require training
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Advantages Disadvantages

High accuracy Equipment required at both ends 
of fiber under test

Measures DGD versus wavelength

Not sensitive to input polarization

Not sensitive to degree of mode 
coupling in fiber and can be used for 
short or long fibers

5.10.4 Measurement Accuracy
PMD is determined by averaging DGD measurements over time or 
wavelength. Time averaging is normally impractical because the 
instantaneous DGD values may take many days (or longer) to change. 
Therefore, obtaining a large enough sample would be impractical. 
Consequently, most PMD measurements are based on averaging over 
wavelength. For an adequate sample of DGD measurements over 
wavelength and to ensure the best possible measurement accuracy, 
the measurements must be made in a wide enough wavelength range. 
It has been found that the measurement wavelength range is depen-
dent on the PMD value itself, see Table 5.5. The measurement uncer-
tainty can be approximated by Eq. (5.31).26

 
Δ

Δ
PMD

PMD PMD
≈ ±

× ×
0 9

2

.

π f
 (5.31)

where ΔPMD  = PMD uncertainty, ps
 PMD = polarization mode dispersion, ps
 Δf  = measurement range expressed as frequency, THz

This uncertainty limitation is intrinsic to all measurement meth-
ods that average DGD over a wavelength range and needs to be con-
sidered with equipment accuracy values.

PMD
Df = 1.25 THz 
Dk = 10 nm 

Df = 6.24 THz 
Dλ = 50 nm 

Df = 12.5 THz 
Dk = 100 nm 

Df = 25 THz 
Dk = 200 nm 

Df = 50.8 THz 
Dk = 400 nm 

0.1 ps ±102% ±45% ±32% ±23% ±16%

1.0 ps ±32% ±14% ±10% ±7.2% ±5.1%

10 ps ±10% ±4.5% ±3.2% ±2.3% ±1.6%

TABLE 5.5 PMD Measurement Uncertainty for DGD Wavelength Averaging 
Centered at 1550 nm
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5.11 Coping with PMD
PMD cannot be easily reduced due to its random nature. The follow-
ing measures can be considered to help reduce link PMD to accept-
able levels:

 1. Replace sections of cable that have been tested to have high 
PMD values with cable that has lower PMD. Older cables 
tend to have higher PMD values.

 2. Measure PMD for all fibers in a cable and select the fibers with 
low PMD values to be considered for high bit rate (≥10 Gbps) 
systems. Different fibers in the same cable span can have 
greatly different PMD values.

 3. Shorten fiber cable spans by deploying midspan optical 3R 
regenerators.

 4. PMD compensation devices27 are available and are typically 
located at the receiver. Compensation devices introduce sig-
nal loss, have a narrow optical bandwidth, and are expensive. 
For DWDM systems, a separate compensation may be required 
for each channel and is located just after the DWDM demulti-
plexer and before the receiver.

 5. Use different laser modulation methods because PMD depends 
on pulse width and spacing. RZ modulation may be more tol-
erant than NRZ modulation.

 6. Select optical components with low PMD and PDL values.

 7. For new fiber cable installs, check the fiber manufacturer’s 
specifications to ensure PMD values will exceed your link 
requirements for present and future lightwave equipment 
deployments.

 8. Buried fiber should be isolated from main sources of vibra-
tion such as roads and railroads. Buried fiber can be insu-
lated from temperature change if exposed or if attached to a 
bridge.28

 9. Fiber cable bends should be kept large and smooth with 
bending radius greater than 0.25 m or as recommended by 
cable manufacturers for low PMD.

5.12 PMD Planning Summary
PMD need only be considered for lightwave systems with fiber trans-
mission rates of at least 10 Gbps and greater. Rates lower than this 
will not likely cause any significant signal distortion and/or bit 
errors. The following steps can be followed to help plan your next 
system.
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 1. Determine fiber cable PMD from direct span measurements 
as described in Sec. 5.10 (preferable) or from calculations 
using cable specifications as shown in Sec. 5.5.

 2. Determine total link PMDtot, including all components that 
may contribute to PMD, by direct measurement and/or cal-
culations as shown in Sec. 5.6.

 3. From equipment specifications determine equipment maxi-
mum tolerable DGDmax and PMD power penalty.

 4. Using equipment maximum tolerable DGDmax and total link 
PMDtot calculate link safety factor SF using Eq. (5.6).

 5. Refer to Table 5.1 and determine probability of a DGD event 
affecting communications and circuit availability using cal-
culated SF. If the probability of a DGD event occurring is 
unacceptable, refer to Sec. 5.11 for methods on how to reduce 
link PMD.

 6. Determine the spectral bandwidth of a DGD event from 
Sec. 5.4.

 7. Measure or calculate link second-order PMD as shown in 
Sec. 5.7 and determine amount to be added to link total chro-
matic dispersion.

 8. Refer to Sec. 5.8 to determine total PDL loss and include this 
amount in link optical power budget calculations.

 9. Refer to Sec. 5.11 for ways to reduce PMD.

5.13 PMD Examples

Example 5.1 Find the total link PMD of three sections of fiber cable spliced 
together. For each section of fiber cable, the PMD was determined from field 
measurements before the cable sections were spliced together. Field measured 
PMD values of each section of cable are as follows:

Cable section 1: 2.0 ps
Cable section 2: 4.0 ps
Cable section 3: 0.7 ps

Equation (5.20) is used to calculate PMD total.

PMD PMD

PMD

PM

tot mi

tot

=
⎛

⎝⎜
⎞

⎠⎟

= + +

∑ 2

1 2

2 2 22 4 0 7

i

/

.

DD = 4.5 pstot

Total link PMD is 4.5 ps.
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Example 5.2 Find the fiber link total PMD using maximum PMD and PMDQ  
of 80 new 5.0 km sections of the same cable spliced together. The cable fiber 
specifications are as follows: 

Maximum PMD coefficient: ≤0.2 ps/√km

PMD :Q
 ≤0.06 ps/√km

From Eq. (5.18) we can determine total maximum link PMDtot as follows [use 
Eq. (5.16) for dissimilar cables or cable lengths]:

PMD PMD

PMD

PMD

tot

tot

tot ps

= ×

= × ×

=

max

.

L

0 2 80 5

4

From Eq. (5.17) we can determine the more realistic link statistical upper bound 
PMD (99.99th percentile) using PMDQ as follows [use Eq. (5.19) for dissimilar 
cables or cable lengths]:

PMD PMD

PMD

PMD

tot

tot

tot ps

= ×

= × ×

=

Q L

0 06 80 5

1 2

.

.

Example 5.3 Determine the total link PMD of a 200 km span of fiber cable with 
four embedded EDFAs, one embedded DCM (DCF), and 16 channel 100 GHz 
DWDM multiplexers at each end of the link. Cable and component PMD speci-
fications are as follows:

Fiber PMDQ:   ≤0.06 ps/√km
EDFA PMD:  ≤0.5 ps
DCM (DCF) PMD:  ≤0.1 ps
16 ch. DWDM PMD:  ≤ 0.15 ps

To determine the link PMD we use Eq. (5.23) as follows: 

PMD PMD PMD PMD Ptot = × + +
⎛

⎝
⎜

⎞
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⎟ +∑ ∑L Q Ri
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2 2 2

1 2/
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tot

D

= × + + × +( . . . .200 0 06 0 1 4 0 5 0 152 2 2 2 )) .

.

/1 2 0 15

1 5

+

=PMDtot ps

Total link PMD is not expected to exceed 1.5 ps with 99.99% confidence.

Example 5.4 Determine the minimum required measurement bandwidth to mea-
sure a fiber cable that has PMD of 4 ps at 1550 nm and to ensure a maximum 
intrinsic uncertainty of ±10%. 
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Use Eq. (5.31) as follows:

Δ
Δ

Δ

PMD
PMD PMD

≈ ±
× ×

≈ ±
× ×

0 9

2

0 1
0 9

4 2

.

.
.

π

π

f

f

Solving for Δf :

 Δ f ≈ 3 2. THz
 

 Δλ ≈ 26 nm  

Minimum measurement bandwidth is approximately 26 nm.

Example 5.5 Determine the probability that a DGD event will affect communica-
tions for a 16-channel, 100 GHz DWDM, 200 km buried fiber cable link. Total 
link PMDtot of 2.3 ps has been determined from field measurements. A 40 Gbps 
transceiver that has a maximum tolerable DGDmax of 7.0 ps will be used for 
communications.
 From Eq. (5.6):

SF
DGD
PMD

SF

SF

tot

ps

ps

ps

=

=

=

max

.

.

.

7 0

2 3

3 0

Referring to Table 5.1, for an SF of 3.0 the probability that a DGD event will occur 
in a fiber is 4.198 × 10−5, circuit availability is 99.992, and circuit unavailability 
is 44.2 min/year.
 Also, DGD events were measured over a 15-day period and the Laplacian 
parameter αL was determined to be 0.3 hr/ps for each fiber. Determine the mean 
outage rate, MTBO, and MOD for a fiber.
 From Eqs. (5.8), (5.11), and (5.12), the single fiber outage rate, MTBO, and MOD 
can be estimated as follows:
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 At least one single fiber outage can be expected per year with the mean time 
between outages being 8.3 months and mean outage duration being 15.3 minutes.
 If a DGD event should occur we can estimate the bandwidth that would be 
affected using Eq. (5.14). 

BW

BW

BW

ps

GHz

=
< >

=

=

900

900
2 3

391

Δτ

.

We can conclude that if a DGD event were to occur the disruption would likely 
affect four 100 GHz DWDM channels.
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CHAPTER 6
WDMs and Couplers

6.1 Description
Wavelength division multiplexing (WDM) is a technology used to 
combine or retrieve two or more optical signals of different optical 
center wavelengths in a fiber. It allows fiber capacity to be expanded 
in the frequency domain from one channel to more than 100 channels. 
This is accomplished by first converting standard, non-WDM opti-
cal signals to signals with unique WDM wavelengths that corre-
spond to the available channel center wavelengths in the WDM 
multiplexer and demultiplexer. Typically, this is done by replacing 
non-WDM transceivers with the proper WDM channel transceivers. 
WDM channels are defined and labeled by their center wavelength 
or frequency and channel spacing. The WDM channel wavelength 
assignment is an industry standard defined in International Tele-
communications Union (ITU-T) documentation, see App. C. Then the 
different WDM signal wavelengths are combined into one fiber by 
the WDM multiplexer, see Fig. 6.1. In the fiber, the individual signals 
propagate with little interaction assuming low signal power. For 
high powers, interchannel interaction can occur, refer to Chap. 7. 
Once the signals reach the fiber link end, the WDM demultiplexer 
separates the signals by their wavelengths, back to individual fibers 
that are connected to their respective equipment receivers. Optical 
receivers have a broad reception spectrum, which includes all of C 
band. Many receivers can also receive signals with wavelengths down 
to O band.

The process of combining and separating the different wave-
lengths in the fiber is the basis of WDM technology. As a rough anal-
ogy, a WDM demultiplexer can be thought of as a prism separating 
different colors of light from the incident white light ray. Each color of 
light can represent a unique WDM signal. The white light is the aggre-
gate of all colors of light and represents all the WDM signals propa-
gating in the fiber.

It should be noted that WDM wavelength and WDM channel 
have different meanings. WDM wavelength refers to the center 
wavelength of an optical signal or a WDM channel. WDM channel 
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refers to an optical signal communications path that is defined by a 
center wavelength and a spectral passband. It can be full duplex, 
half duplex, or simplex. Most telecommunication systems require 
full duplex communication channels. All full duplex fiber commu-
nication channels require two optical signals, one in each direction, 
to work properly. For a two fiber full duplex WDM system, the two 
laser signals (one at both ends of the fiber link on different fibers) 
are assigned the same wavelength, which is referred to as the chan-
nel assignment. However, in cases where only one fiber is used for 
full duplex communications, both lasers will have different wave-
length assignments and therefore communication channel uses two 
WDM channels. Typically, most WDM systems will use two fibers 
for a WDM link. Therefore, the WDM wavelength assignment is the 
same for both lasers for that channel and is referred to as the channel 
assignment.

The heart of any WDM system is the basic WDM (also referred to 
as passive WDM). The basic WDM only consist of glass optical filters 
without any electronics. Therefore, it is completely passive and highly 

FIGURE 6.1 WDM functional block diagram.
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FIGURE 6.2 Half of a simple WDM link.
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reliable. The filters are designed to pass a selected light spectral range, 
referred to as a channel, with low loss and reject or reflect all other
spectrum. A combination of these filters results in a multichannel 
WDM multiplexer or demultiplexer. At the transmit end, the multi-
plexer combines the unique wavelengths from each channel port into 
one common fiber and at the receive end the demultiplexer coupler 
separates the combined signals from the common fiber to their respec-
tive channel ports, see Fig. 6.1. For some systems, the multiplexer and 
demultiplexer units are the same and are interchangeable (universal 
units).

Basic WDMs are transparent to all optical protocols such as 
SONET, SDH, GigE, 10GigE, and so on. They are also transparent to 
transmission rates up to the WDM’s specification limits. Rates above 
the limits may not pass or may pass with reduced performance. Basic 
WDMs are available for field deployment as stand-alone units. They 
are also integrated with other equipment and electronics to increase 
WDM system overall management, functionality, and expansion 
capability.

The two functional sides to a WDM are the common port (also 
known as aggregate port, network port, or trunk port) side and the 
channel port side. Two WDMs are required in any single fiber link, 
one at each end. Their common ports are connected together by the 
outside plant (OSP) fiber cable and their channel ports are connected 
to individual equipment optical transmit and receive fibers. In order 
for optical equipment to work in a WDM link, it is important to ensure 
that the equipment laser is the same wavelength as the WDM channel 
port to which it connects, see Fig. 6.2.
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6.2 WDM Internal Technologies
Four competing technologies are available for WDMs: fiber Bragg 
grating (FBG), array waveguide grating (AWG), thin-film filter (TFF), 
and diffraction grating filter (DF). Fiber Bragg gratings have good 
filter shape but need to be used with circulators, which increases the 
WDM cost and size. Thin-film filters have excellent filter response 
and low cost. They are typically used for WDMs with less than 40 
channels. Array waveguide gratings are suitable for larger channel 
counts and have good filter response.

William Lawrence Bragg was a physicist who in 1913 discovered 
that a change of a material’s refractive index resulted in a small 
amount of X-ray wavelengths to be reflected. Then in 1978 at the 
Canadian Research Council (CRC), K.O. Hill, demonstrated the first 
in fiber Bragg grating. A short length of fiber with a periodic change 
in its refractive index (known as a grating) works as a highly reflec-
tive mirror to a narrow band of wavelengths and passes all other 
wavelengths. The distance between two adjacent maximum values of 
the refractive index is referred to as the grating period. The fiber grat-
ing reflects a narrow spectrum of wavelengths centered at λB and 
passes all the others,1 see Bragg’s law Eq. (6.1) and Fig. 6.3. The spec-
tral width of the reflection depends on the grating layers, amplitude 
of the refractive index modulation,2 and length of the grating.

λB n= 2Λ eff  (6.1)

where  λB = reflected wavelength, μm
 Λ = grating period, μm

neff = effective group refractive index of the fiber's core

The fiber Bragg grating is analogous to an electrical notch filter. 
FBGs are combined with circulators to make a simple WDM. Figure 6.4a
shows signal flow in a simple optical add/drop WDM constructed 
with one fiber Bragg grating and two circulators. The input signals of 

FIGURE 6.3 Fiber Bragg grating fi lter.
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multiple channels λ1 to λn and channel λB1 pass through the circulator 
and into the fiber Bragg grating. The grating reflects the λB1 channel 
and passes all the others. The λB1 channel re-enters the circulator and 
exits at the drop port. Similarly, an added channel λB2 is coupled to 
the add port and enters the circulator where it is directed into the 
fiber Bragg grating. The grating reflects it back into the circulator and 
to the output port. A similar kind of signal flow occurs for WDM 
demux and mux fiber Bragg grating units, see Fig. 6.4b and c showing 
a three-channel unit.

Fiber Bragg grating WDM maximum insertion loss is often speci-
fied for the combined mux and demux units. This enables the fiber 
Bragg grating filters to be sequenced, resulting in a flatter and lower 

FIGURE 6.4 Fiber Bragg grating simple OADM and WDM.
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link insertion loss. The insertion loss of both combined mux and 
demux units is lower than double the maximum single-unit loss. It 
can be explained as follows, refer to example Fig. 6.4b. The insertion 
loss for the mux unit channel λ1 signal is the highest because the signal 
propagates through three circulators and three fiber Bragg gratings to 
get to the output port. Assuming 0.6 dB loss for a circulator and 0.1 dB 
for a fiber Bragg grating, the total insertion loss for the channel λ1
signal in the mux is 2.1 dB. Channel λ2 signal loss is less because it 
propagates through two circulators and two fiber Bragg gratings for a 
total loss of 1.4 dB. Channel λ3 experiences the least amount of inser-
tion loss in the mux, a total of 0.7 dB. The demux unit as shown in 
Fig. 6.4c is sequenced in the opposite order in order to achieve the 
lowest possible link loss when the mux and demux units are installed 
in a link. The demux channel λ1 signal loss is the least at 0.7 dB. Channel 
λ2 signal loss is 1.4 dB, and channel λ3 signal loss is 2.1 dB. Therefore, 
for any channel, the total link loss due to the mux and demux pair will 
be 2.8 dB. If, however, the fiber Bragg gratings were not sequenced, 
then the maximum link loss due to the mux/demux pair can be as 
great as 4.2 dB (2 × 2.1) and as low as 1.4 dB (2 × 0.7).

Fiber Bragg gratings can be manufactured with good wavelength 
accuracy (better than ± 0.05 nm), low loss (0.1 dB), high channel cross 
talk (>30 dB), low channel ripple, and high reliability. They are com-
monly used in WDM, CWDM, and DWDM multiplexers. Notable 
characteristics of FBG technology are as follows:

 1. FBGs have low temperature sensitivity,3 ~0.5 pm/°C.

 2. FBGs are sensitive to strain. They are often used as strain 
gauges.

 3. Apodised FBGs are directional in operation.

 4. FBGs can be connected as a WDM or OADM.

 5. FBGs filters are completely passive and when combined with 
fiber circulators they produce a passive WDM.

 6. FBGs have low insertion loss, typically less than 1 dB per 
filter.

 7. FBG filters in WDMs are connected in series, which increases 
insertion loss as channel count increases.

 8. FBG WDMs are available with channel spacing greater than 
50 GHz.

 9. FBGs have higher dispersion than other filter types, which 
can be a concern for long links and/or transmission rates of 
10 Gbps and above.3

 10. FBGs are suitable for WDMs with less than 40 channels and 
greater than 50 GHz channel spacing. This is primarily due to 
accumulated loss caused by serial filters.
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Array waveguide grating (AWG) WDM consists of an input and 
output coupler and an array of varying lengths of optical waveguides, 
see Fig. 6.5. The input coupler splits the optical signal arriving from 
the common fiber equally among the arrayed waveguides. Since the 
waveguides are of different lengths, each waveguide optical signal 
experiences a different phase shift. This creates an interference pat-
tern at the output coupler with intensity maximums. The direction of 
the maximums is dependent on the optical wavelength that allows 
the individual wavelengths to be directed to separate channel fibers. 
Array waveguide gratings can be manufactured on a single substrate 
forming a photonic integrated circuit (PIC). This technology is cost 
effective for high channel counts. Notable characteristics of AWG 
technology are as follows:

 1. AWG waveguides are birefringent and therefore add PMD to 
the link.

 2. AWGs have a constant insertion loss of 4 to 5 dB relatively 
independent of the number of channels.4

 3. AWG are very temperature sensitive,4 ~10 pm/°C, and may 
require active thermal regulation.

 4. Although AWG technology is passive, the need for thermal 
regulation results in an active WDM.

 5. AWG can operate bidirectionally.

 6. AWG can be connected as a WDM or OADM.

 7. AWG WDMs are available with channel spacing of 12.5 to 
200 GHz.

 8. AWGs are suitable for WDMs with large channel counts 
(>40 channels).

A thin-film filter (TFF) is a glass filter that passes a narrow band 
of optical spectrum and reflects the rest, similar to a FBG, see Fig. 6.6a.

FIGURE 6.5 Array waveguide grating simple WDM.
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It contains multiple layers of very thin high- and low-refractive index 
materials on a glass base. The thickness of the layers determines 
which wavelengths will be reflected and which will be transmitted 
through the filter. As in FBG filters, thin-film filters are arranged in 
sequence as shown in Fig. 6.6b and c in a WDM to achieve the lowest 
possible link loss. TFFs have good overall characteristics for WDMs. 
Notable characteristics of TFF technology are as follows:

 1. TFFs have low temperature sensitivity,5 ~0.3 pm/°C.

 2. TFFs can operate bidirectionally.

FIGURE 6.6 Thin-fi lm fi lter simple WDM.
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 3. TFFs have low insertion loss, typically less than 1 dB per filter.

 4. Simple TFF WDMs are completely passive.

 5. TFFs in WDMs are connected in series, which increases inser-
tion loss as channel count increases.

 6. TFFs can be connected as a WDM or OADM.

 7. TFF WDMs are available with channel spacing greater than 
50 GHz.

 8. TFFs can be made tunable by changing the incident light 
angle of incidence.5

 9. TFFs are suitable for WDMs with less than 40 channels and 
greater than or equal to 50 GHz channel spacing.

A diffraction grating filter (DF) has a periodic variation of a prop-
erty that causes the incident light to be reflected or transmitted. For a 
reflective grating, periodic reflective ridges are formed on the surface 
filter’s. The grating reflects incident light into its component wave-
lengths at different angles in accordance6 with Eq. (6.2), see Fig. 6.7a.
For a transmission grating, incident light passes through the grating 
and is diffracted in accordance with Eq. (6.3), see Fig. 6.7b. The chan-
nel fibers are properly positioned in the unit to receive the spatially 
separated wavelengths.

m fj s jλ θ φ= +sin sin  (6.2)

m fj s jλ = sin Φ  (6.3)

FIGURE 6.7 Diffraction grating simple WDM.
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where λj = wavelength of the diffracted wave, μm
 fs =  spatial frequency of the grating, where fs = 1/(grating

period), lines/μm
 m = order of diffraction, typically 1 for telecom filters, integer
 θ = angle of incidence, measured CW from surface normal, rad
 φj =  angle of reflection, measured CCW from surface normal, rad
 Φj =  angle of transmission, measured CCW from surface nor-

mal, rad

Notable characteristics of DF technology are as follows:

• DFs have low temperature sensitivity.

• DFs can operate bidirectionally.

• DFs have low insertion loss at high channel counts (~4 dB for 
56 channels at 100 GHz) and loss is relatively independent of 
the number of channels.

• Simple DF WDMs are completely passive.

• DF WDMs are available with channel spacing greater than or 
equal to 50 GHz.

• DFs can be connected as a WDM or OADM.

• DFs are suitable for WDMs with large channel counts.

6.3 WDM System Configuration and Transceivers
A simple WDM system consists of WDM multiplexers located at each 
end of a fiber link. The channel side of the WDM, also known as the 
drop side, connects to the transmission equipment such as SONET 
gear, routers, and switches that are fitted with the proper WDM trans-
ceivers, see Fig. 6.8. The WDM transceiver must have both the same 
channel assignment as the multiplexer port that it will connect to, 
and the same channel spacing as the multiplexer, such as 200, 100, 
50 GHz, or CWDM. The common side of the multiplexer connects to 
the common fiber, also know as aggregate fiber.

Network equipment can be fitted for WDM transmission a num-
ber of different ways. The best way is to ensure the equipment comes 
with the proper WDM transceivers at the time of purchase. Equip-
ment, such as routers, switches, and SONET gear commonly use 
pluggable transceivers such as SFPs, XFPs, GBICs, and Xenpaks. 
Exchanging the standard 1310 or 1550 nm pluggable transceiver with 
a proper WDM type is often easy and quick. If this is not possible, 
wavelength converters, referred to as transponders, can be deployed. 
They are designed to convert non-WDM optical signals to proper 
WDM signals. The transponders are inserted between the network 
equipment transceivers and WDM multiplexer. Many high-end 



W D M s  a n d  C o u p l e r s  177

active DWDM systems come with integrated transponders. This 
eliminates the need for the network equipment to be fitted with 
proper WDM transceivers.

WDMs can be installed onto new fiber links or onto existing fiber 
links that need their capacity increased. They can eliminate or post-
pone the requirement for costly new outside plant (OSP) fiber cable 
builds in links where existing fiber capacities are full. In many cases, 
the addition of a properly designed WDM system to increase fiber 
capacity is much less costly than constructing new fiber cable links.

6.4 Simple WDM Systems
WDM systems are available as simple stand-alone or active systems. 
The active systems are a combination of simple WDM’s and elabo-
rate electronics that provide a rich set of features. They are deployed 
in both short- and long-haul applications. Simple stand-alone sys-
tems consist of the bare WDM that consists of a set of passive filters 
such as fiber Bragg gratings. Typically, a simple system contains no 
electronics, and therefore has no power or cooling requirements. 
They are generally limited by the WDM transceiver’s optical budget 
to spans of less than 100 km (assuming equipment optical budget of 
28 dB, fiber loss of 0.22 dB/km, and multiplexer pair insertion loss 
of 6 dB).

The advantages and disadvantages of this type of system are 
summarized in the following table.

FIGURE 6.8 Typical basic 4-channel WDM link.
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Simple WDM Systems

Advantages Disadvantages

Price for a set of basic WDMs is typically 
much less than active WDM systems. A 
typical set of 8-channel 200 GHz DWDMs can 
be purchased for under $15,0007 plus the 
cost of appropriate WDM transceivers.

Their use is limited by 
transceiver optical budget 
and total link loss. Typically, 
simple WDM systems are 
deployed in spans of less 
than 100 km.

Because simple WDM multiplexers are totally 
passive, they are highly reliable with very 
high MTBF.

Depending on the multiplexer, 
many have fixed channel 
counts and may be difficult to 
expand. For example, upgrading 
an 8-channel WDM multiplexer 
system to a 16-channel system 
may require the replacement 
of the 8-channel unit with a 
new 16-channel unit. Initial 
proper sizing of the WDM unit 
is important.

Simple WDM systems are environmentally 
friendly that do not require electrical power to 
operate and do not require cooling.

Due to their simple nature, 
remote monitoring and 
configuration is not possible.

Simple WDM systems are easy to install 
and provision. Typically they require no 
configuration, adjustment, or maintenance.

Simple WDM multiplexers are fully 
transparent to all protocols such as SONET, 
SDH, Ethernet, fiber channel, and data rates 
up to specification limit. For example, one 
WDM multiplexer channel can be connected 
to a SONET system while the other channel is 
connected to a GigE system.

Simple WDM multiplexer channels can be 
leased to others for additional revenue. 
As long as no amplifiers or other active 
equipment exists in the link between the two 
multiplexers (the link is completely passive), 
WDM transceivers are of the proper type, and 
each transceiver’s launch power level is below 
+5 dBm (assuming standard single-mode 
fiber), then adding or removing individual 
wavelengths will not disrupt any of the other 
existing signal wavelengths in the fiber.

Simple WDM multiplexers are available for 
full duplex operation over one- fiber or two-
fiber spans.
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6.5 Basic WDM Types
The four basic WDM types are unidirectional, bidirectional, univer-
sal, and optical add/drop multiplexer (OADM). The unidirectional 
WDM allows transmission in the WDM in only one direction, chan-
nel ports to common port or common port to channel ports. The 
channel port(s) in a unidirectional multiplexer (mux) unit are desig-
nated as In port(s) and connect to the equipment laser(s). The chan-
nel port(s) in a unidirectional demultiplexer (demux) unit are desig-
nated as Out port(s) and connect to the equipment receiver(s), see 
Fig. 6.9a. A laser cannot be connected to the demultiplexer unit and a 
receiver fiber cannot be connected to the multiplexer unit. Unidirec-
tional WDMs are always installed as a mux and demux pair with 
common ports connecting them by a single OSP fiber. Unidirectional 
WDM positions are not interchangeable; therefore, spares are required 
for both units. Figure 6.9a shows a 4-channel unidirectional WDM 
pair, which is half of the requirement for a full duplex communica-
tion system. Unidirectional WDMs are always used in two-fiber links 
for full duplex communications. Therefore, the WDM configuration 
shown in Fig. 6.9a needs to be duplicated but in the opposite direc-
tion in order to produce a full duplex, 4-channel WDM system. This 
is a common WDM type deployed with EDFAs because they are also 
unidirectional.

A common configuration of unidirectional WDMs is the dual 
unidirectional mux/demux unit. Here both multiplexer and demul-
tiplexer are combined into one unit at each end of the fiber. This 
system uses two common OSP fibers for the link connection, see 
Fig. 6.9b. Each fiber can carry transmission in only one direction. 
Channel ports are marked In and Out on each unit. The units are 
referred to as Mux/Demux East and Mux/Demux West and are not 
interchangeable. Spares are required for both units. This WDM type 
is commonly available as a CWDM. The In and Out fiber port con-
nections are typically mounted close together and labeled as a channel. 
Using a dual fiber jumper, a channel connection is easily made 
between the equipment pluggable transceiver such as an SFP and 
the WDM.

The bidirectional WDM allows transmission in both directions 
but equipment laser and receiver fiber must connect to the appropri-
ate In and Out channel ports. The common port is bidirectional, see 
Fig. 6.9c. The units are referred to as Mux/Demux East and Mux/
Demux West. Bidirectional WDM positions are not interchangeable 
and therefore spares are required for both units.

The universal WDM allows transmission in both directions on 
any channel ports and on the common port. The units can operate as 
both mux or demux and can be used at either end of the fiber link, see 
Fig. 6.9d. This is a convenient feature that reduces complexity during 
design, ordering, and installation. Only one spare is required since it 
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can be used at either end of the link. Although these units can be used 
in one-fiber links, they are typically used in two-fiber links.

Optical amplifiers cannot be used for single-fiber bidirectional 
DWDM transmission systems because most amplifiers are unidirectional. 
Therefore, for long-haul single-fiber applications, unidirectional DWDMs 
need to be used with red and blue band splitters, see Sec. 6.11.1.

FIGURE 6.9 Basic WDM types.
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The total number of bidirectional transmission channels depends 
on the number of channels the WDM can multiplex and the number 
of fibers that will be used in the transmission link. If one fiber is used, 
then the total number of transmission channels is half of the total 
number of the WDM’s channels (assuming full duplex communica-
tion). If two fibers are used, the number of channels equals the num-
ber of WDM channels. This is because for full duplex (bidirectional) 
communication, two simultaneous transmission paths are required, 
one in each direction. If two fibers are used in a link, then each fiber is 
designated a transmission direction and the two fibers are referred to 
as the transmit fiber and receive fiber, see Fig. 6.10a. To accomplish 
full duplex communication in one fiber, the WDM wavelengths are 
divided in half to determine the number of transmission channels. 
Each half represents a transmission direction in the fiber. This is 
because two unique wavelengths are required in one fiber, one in 
each direction, for one full duplex channel of communication, see 
Fig. 6.10b. For example, an 8-channel universal DWDM can support 
only four full duplex transmission channels on a one-fiber link. Two 
of these DWDM 8-channel units are required, one at each end of the 
one-fiber link. However, if the same 8-channel universal DWDM is 
used in a two-fiber link, then it will support eight full duplex trans-
mission channels and four DWDM units are required for the link, see 
Fig. 6.10.

The OADM is a multiplexer that is designed to drop (and/or 
add) specific WDM channels in the middle of a fiber link. All other 
WDM channels pass through the unit. The OADM has two common 
fiber ports, In and Out, for single-fiber OADM and four common 
fiber ports, In East, Out East, In West, and Out West for a two-fiber 
OADM, as well as drop ports, see Fig. 6.11b. OADM function can 
also be accomplished with back to back WDMs; however, the 
through channels loss will be much higher. For example, assuming 
a 4-channel DWDM has an insertion loss of 3 dB, then the total 
through channels link loss using two back to back DWDMs in a link 
to add/drop channels in Fig. 6.11a would be 12 dB and channel drop 
loss 6 dB, not including fiber losses. However, if a single-channel 
OADM with a 2 dB through and drop loss is used instead of the 
back to back DWDMs, as in Fig. 6.11b, then the total through chan-
nels link loss is 8 dB and drop loss is 5 dB, not including fiber losses. 
There is a significant saving in optical through and drop channels 
budgets when an OADM is deployed. An OADM is also typically 
less pricey than back to back WDMs, thereby reducing equipment 
costs.

Various OADM configurations are available to drop any num-
ber of channels for DWDM or CWDM systems. One to four channel 
OADMs in a two-fiber system are common. OADMs must match 
the WDM specifications of channel spacing and assignments in the 
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link where they will be used. CWDM OADMs are deployed in 
CWDM links, and DWDM OADMs are deployed in DWDM links. 
DWDM OADMs must also match DWDM link channel spacing (50, 
100, 200 GHz).

OADMs are also available as basic passive stand-alone units or 
active units that have additional functionality and wavelength 
management features. Figure 6.11b shows typical one-channel 
OADM link configurations for a CWDM or DWDM system. Manu-
facturer details should be consulted to determine the exact OADM 
configuration.

FIGURE 6.10 One- and two-fi ber WDM channel count example.
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6.6 DWDM, CWDM, and Cross-Band WDMs
WDM technology can be broken down to three specific groups: 
DWDM, CWDM, and cross-band. Each will be discussed in detail in 
this chapter. The difference between these groups of WDMs is in their 
channel spacing. This loosely translates to system cost. The tighter 
the WDM channel spacing, the higher the WDM system price. This is 
primarily due to being more costly to manufacture WDMs with 
tightly spaced channels and to manufacture narrow spectra DWDM 
lasers that are temperature stabilized and will not drift outside of the 
narrower DWDM channel passband.

FIGURE 6.11 Typical OADM confi gurations.
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DWDM is an ITU-T standard with channel spacing that is less 
than or equal to 1000 GHz (8 nm). Typically, DWDMs are available 
with channel spacing of 200 GHz and less, with the 200 GHz and 
100 GHz being most common. With 200 GHz channel spacing a max-
imum of 22 channels are available in C band (two-fiber link) and with 
100 GHz channel spacing a maximum of 44 channels are available 
in C band (two-fiber link), see App. C. CWDM is an ITU-T standard8

with channel spacing of 20 nm (approximately 2500 GHz). Cross-
band WDMs have only two channels, one in the 1310 nm band (O band)
and the other in the 1550 nm band (C band). Each group of WDMs 
has its own specific application.

6.7 DWDM
Dense wavelength division multiplexing (DWDM) is a WDM tech-
nology, where the channel spacing is less than or equal to 1000 GHz9

(8 nm), typically 200 GHz (1.6 nm) or less. ITU-T10,11 has assigned a 
standard DWDM grid with channel center frequencies for 200, 100, 
50, 25, and 12.5 GHz spaced DWDM systems. Channel spacing of 
25 GHz and less is referred to as Ultra-DWDM. The grid is centered 
around 193.10 THz reference frequency. To determine a DWDM 
channel, multiply the channel spacing (200, 100, 50, 25, 12.5 GHz) by 
a positive or negative integer n and add it to the reference frequency 
of 193.10 THz, see Eqs. (6.4) to (6.8). Then use Eq. (6.9) to convert the 
frequency to a wavelength. Note, the calculated wavelength is for 
free space propagation but is used as an industry standard to specify 
fiber lasers. Refer to App. C to see common ITU-T frequency and 
wavelength values.

f nc = + ×193 10 0 20. .  (6.4)

f nc = + ×193 10 0 10. .  (6.5)

f nc = + ×193 10 0 05. .  (6.6)

f nc = + ×193 10 0 025. .  (6.7)

f nc = + ×193 10 0 0125. .  (6.8)

λc
c

c
f

=  (6.9)

where fc = ITU-T grid channel center frequency, THz
 λc = channel center wavelength in free space, nm
 n = positive or negative integer including zero
 c = speed of light in a vacuum, m/s
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DWDM systems using 200 and 100 GHz channel spacing are very 
common. With 200 GHz channel spacing a maximum of 22 channels 
are possible in C band and using 100 GHz channel spacing 44 channels 
are possible, see App. C. More elaborate systems with higher channel 
counts are available with channel spacing of 50, 25, and 12.5 GHz 
using C, S, and L bands. Maximum channel counts that are known to 
the author currently exceed 200. DWDM technology is ideal for net-
works that require high fiber channel counts and future expansion 
capacity for short- or long-haul links.

6.7.1 DWDM Channel Capacity
The maximum data rate (maximum channel capacity) that can be 
transmitted error-free over a communications channel with a speci-
fied bandwidth and noise can be determined by the Shannon theo-
rem,12 see Eq. (6.10). This is a theoretical maximum data transmission 
rate for all possible multilevel and multiphase encoding techniques. 
As can be seen in Eq. (6.10), the maximum rate depends only on chan-
nel bandwidth and the ratio between signal power to noise power. 
There is no dependence on modulation method.

R Bomax log ( )= +2 1OSNR  (6.10)

where  Rmax =  maximum data rate for the channel (also known as 
channel capacity), Gbps

 Bo = optical channel passband, GHz
OSNR = channel optical signal to noise ratio

For example, for a 62 GHz channel passband (for standard 200 GHz 
DWDM channel spacing) and an OSNR of 126 (21 dB) the maximum 
possible channel capacity is 433 Gbps. As channel bandwidth 
decreases so does maximum transmission rate. For a 30 GHz channel 
passband (100 GHz DWDM channel spacing) and OSNR of 126 (21 dB) 
the maximum possible channel capacity is 216 Gbps. These theoreti-
cal maximum transmission rates are much higher than are currently 
available. There are numerous reasons for this including encoding/
modulation technology and laser wavelength instability. To accom-
modate laser wavelength drift, a larger DWDM passband is required 
than is occupied by the signal itself. For an NRZ modulated DFB 
laser, a minimum bandwidth of 0.75 × transmission rate13 is required 
to recover the signal information with a low BER. Therefore, a 10 Gbps 
signal requires approximately 7.5 GHz of bandwidth. However, due 
to laser drift and signal side band power, the DWDM channel pass-
band (Bo) is much wider, typically 62 GHz for 200 GHz spaced lasers 
and 30 GHz for 100 GHz spaced lasers.

The amount of spectrum a signal occupies in a channel, for a given 
transmission rate, is referred to as information spectral density (also 
spectral efficiency) and is given by Eq. (6.11). It is a measure of how 
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much of the DWDM channel is used for the signal transmission and 
how much is wasted. Using current NRZ and RZ modulation tech-
niques information spectra density of 0.4 bps/Hz14 (spectral efficiency 
of 40%) and 0.8 bps/Hz using carrier suppressed return-to-zero CS-
RZ modulation15 is achievable. Other modulation techniques are 
required to achieve spectral density over 1 bps/Hz.16,17

Spectral densities for various DWDM and CWDM channel spac-
ing and transmission rates are shown in Table 6.1. Spectral densities 
up to 0.4 bps/Hz for NRZ modulation are commercially available.

S
R
Bs

=  (6.11)

where  S = information spectral density (spectral efficiency), bps/Hz
 R = signal transmission rate, Gbps
 Bs = DWDM ITU channel spacing, GHz

NOTE:NOTE: A 2.5 Gbps EM-DFB signal at −20 dB spectral width is 13 GHz,18

10 Gbps EM-DFB signal at −20 dB spectral width is 38 GHz, and 40 Gbps
EM-DFB signal at −30 dB spectral width is 60 GHz.19

6.7.2 Expanding Fiber Capacity Using Basic DWDMs
Deployment of basic (passive) DWDMs can be a very cost-effective 
solution to expanding fiber capacity. Typical 8-channel basic 10G 
DWDM units can be acquired for under $15,000 USD,20 which would 
increase fiber link capacity to 80 Gbps. Sixteen-channel 10G DWDM 
units can be acquired for under $20,000, which would increase fiber 
link capacity to 160 Gbps. Thirty-two-channel 10G DWDM units can 
be acquired for under $40,000, which would increase fiber link 
capacity to 320 Gbps. In addition to the basic DWDM units, proper 
DWDM transceivers (SFP, XFP, Xenpak, GBIC, etc.) need to be acquired 
for each channel connecting to the DWDM units. The transceiver 

WDM Spacing 2.5 Gbps 10 Gbps 40 Gbps 100 Gbps

2500 GHz (CWDM) 0.001 0.004 0.16 0.04

200 GHz 0.013 0.05 0.2 0.5

100 GHz 0.025 0.1 0.4 1

50 GHz 0.05 0.2 0.8 2

25 GHz 0.1 0.4 1.6 4

12.5 GHz 0.2 0.8 3.2 8

TABLE 6.1 Information Spectral Density for Given DWDM Channel and 
Transmission Rate
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must use a laser that matches a wavelength assigned to one of the 
DWDM’s channels and has the same DWDM ITU-T grid spacing (200, 
100, 50, 25 GHz) specification. For example, when deploying an 
8-channel 200 GHz basic DWDM with channel wavelengths of 1547.72, 
1549.32, 1550.92, 1552.52, 1554.13, 1555.75, 1557.36, 1558.98 nm, then 
each equipment laser transceiver must be the DWDM 200 GHz type 
with one of these listed channel wavelengths.

Additional costs include labor to install and test the units. Typical 
basic DWDM units require no (or very little) configuration or setup. 
Installation is usually just bolting the units to a rack and connecting 
the fiber jumpers.

Basic DWDMs can be deployed on fiber cable links that meet the 
below criteria:

 1. The total link loss, including the DWDM insertion loss, is less 
than the transmission equipment optical budget. If interme-
diate OADMs are used then their insertion loss needs to be 
included in the link budget.

 2. Standard single-mode fiber (G.652) is used and there are no 
dispersion issues.

 3. There is no intermediate fiber switching device in the link 
that may increase fiber length and loss.

 4. Optical launch power into the fiber (after DWDM loss) is 
less than +2 dBm per wavelength, to avoid any nonlinear 
distortions.

Table 6.2 estimates show maximum fiber cable lengths using 
G.652 fiber with attenuation of 0.25 dB/km @ 1550 nm for various 
transceivers and basic (passive) DWDMs. DWDM insertion loss (IL) 
is shown for one unit and is multiplied by two for total span IL. 
Cable lengths greater than these can be achieved by deploying 
optical amplifiers and dispersion compensation modules (where 
required). 

DWDM
Transceiver

4-Channel
IL = 2.0 dB

8-Channel
IL = 3.5 dB

16-Channel
IL = 4.0 dB

32-Channel
IL = 5.0 dB

10 Gbps
Budget is 23 dB

76 km 64 km 60 km 52 km

2.5 Gbps
Budget is 26 dB

88 km 76 km 72 km 64 km

1 Gbps
Budget is 26 dB

88 km 76 km 72 km 64 km

TABLE 6.2 Basic DWDM System Maximum Fiber Cable Length Estimate Using 
G.652 Fiber at 0.25 dB/km Attenuation



188 C h a p t e r  S i x

Figure 6.10a shows a basic 8-channel DWDM system using four 
unidirectional or universal 8-channel DWDMs, two DWDMs at each 
end of the two-fiber link. Each DWDM channel consists of Tx and Rx 
fiber that connects to the appropriate client transceiver, see Fig. 6.12. 
WDM West Tx and WDM West Rx units can often be enclosed in one 
package called Mux/Demux, see Fig. 6.13. Then connectors for both 
Tx and Rx channel fibers can be located next to each other. This makes 
WDM channel identification and connection easier and allows for 
dual type jumpers, such as dual SC or dual LC, to be used. Each dual 
jumper represents a channel.

Example 6.1 Two dark fibers in a fiber cable are being leased by a company 
between its two offices. The fiber cable length L = 50 km. The dark fibers are 
currently connected to the company's 10 GigE switch, which is equipped with 
1550 XFP transceivers, and provides high-speed intranet office communications. 
The company wants to expand its fiber link capacity without leasing additional 
fibers to meet current demands and future expansion requirements to at least 
eight 10 Gbps channels that can support various protocols including the cur-
rent 10 GigE system, other GigE systems, SONET/SDH, and ATM systems. 
The solution needs to be highly reliable and be able to be installed quickly in 
one night with minimal disruption to the existing communications system. The 
measured dark fiber link loss on each fiber is 12.0 and 12.5 dB. Unfortunately, 
the company entered into the fiber lease not knowing any other specifications 
of the two dark fibers, such as chromatic dispersion or PMD that may affect 

FIGURE 6.12 Eight-channel DWDM typical confi guration.
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performance at rates of 1 Gbps and higher. What is the solution and what will 
it cost the company?

A good solution for this company is to deploy a basic (passive) DWDM 
system, see Fig. 6.13. It is protocol independent, rate independent, highly reli-
able and simple to install with typical down time of less than 30 minutes. It is 
always a good idea to determine the specifications of any dark fiber link before 
acquiring it or by fiber characterization testing. However, this link has been in 
operation for a number of years at 10 Gbps without any noticeable link errors 
using standard 1550 transceivers. Therefore, it can be safely concluded that using 
DWDM 10 Gbps transceivers will result in the same performance as long as 
optical budgets are met.

To determine the maximum number of channels this link can support, basic 
DWDM manufacturer’s insertion loss specifications are obtained for 8-, 16-, and 
32-channel DWDMs and are as follows:

 8-channel IL: 3.5 dB

 16-channel IL: 4.5 dB

 32-channel IL: 7.0 dB

To determine the total link loss, Eq. (6.12) can be used. The DWDM insertion 
loss is multiplied by two because it is inserted at both ends of the fiber link.

Γ ΓT = × +2 ILDWDM fiber
 (6.12)

where  ΓT = total link loss, dB
 Γfiber = fiber loss, dB

ILDWDM = DWDM insertion loss, dB

FIGURE 6.13 Eight-channel DWDM mux/demux typical confi guration.
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Adding these DWDM units to the fiber link (worst-case fiber) would result 
in total link loss as follows:

 8-channel IL plus fiber maximum link loss:

2 3 5 12 5 19 5× + =. . . dB

 16-channel IL plus fiber maximum link loss:

2 4 5 12 5 21 5× + =. . . dB

 32-channel IL plus fiber maximum link loss:

2 7 0 12 5 26 5× + =. . . dB

In addition to the DWDMs, proper DWDM transceivers for all equipment 
that will connect to the DWDM link must be found and optical specifications 
reviewed. Worst-case optical budget for transceivers is determined to be for the 
10 GigE switch, which requires DWDM XFPs and has an optical budget of 
23 dB that includes a 2 dB dispersion penalty. Therefore, it is clear that either the 
8-channel or 16-channel DWDM system can be used since they are both below 
23 dB. Also, if the company wanted to use the 32-channel system, all that is 
required, in this case, is to deploy optical amplifier booster EDFAs with a gain 
of 5 dB or more. They are placed after the DWDMs on the DWDM common out 
fiber at both ends of the link to compensate for the high DWDM insertion loss, 
see Fig. 6.14. A 5 dB gain would decrease the total link loss from 26.5 to 21.5 dB, 
which is then within optical budget of the XFP.

The cost of such a system would include the purchase and installation of the 
DWDM units, the purchase and installation of the proper DWDM transceivers for all 
equipment, and a short amount of down time to insert this system into the link.

6.8 CWDM
Coarse wavelength division multiplexing (CWDM) is a WDM technol-
ogy where the wavelength spacing is 20 nm (approximately 2500 GHz) 
as defined by ITU-T G.694.2. Eighteen channels are defined in the 
ITU standard, see Table C4 in App. C. The first two channels with 
center nominal wavelengths of 1271 and 1291 nm (hereafter referred 
to as channel numbers) may exhibit high loss and may be unusable in 
some fiber types. Channels 1351 to 1451 nm occur near the 1383 nm 
fiber water peak where fiber attenuation is high, typically >2 db/km, 
and may also be unusable. However, this high loss region is flattened 

FIGURE 6.14 Basic 10 Gbps DWDM 50 km link with EDFAs.
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in newer “full spectrum” type fiber conforming to standard ITU-T 
G.652.c/d21 such as Corning SMF-28e∗, and OFS Allwave† fiber, see 
Fig. 6.15.

Because of lower fiber attenuation at higher wavelengths and 
water peak attenuation, 8-channel CWDM multiplexers typically use 
channels 1471 to 1611 nm and 4-channel units use channels 1611 to 
1551 nm, see Table C4 in App. C.

CWDM transceivers are significantly less expensive than DWDM 
transceivers. This can be attributed to the factors listed below:

 1. CWDM transceivers use simpler laser designs without elabo-
rate temperature stabilization circuitry to keep the laser from 
drifting out of the DWDM narrow channel passband (60 GHz). 
The CWDM wider channel passband (1600 GHz) allows for 
laser drift without costly laser cooling and control circuitry.

 2. Because of the large CWDM channel passband, transceivers 
have less stringent laser center wavelength and spectral width 
tolerances.

 3. CWDM lasers use lower cost directly modulated DFB and 
VCSEL technology.

The CWDM lower cost technology is ideal for increasing fiber 
capacity up to 18 channels in metro fiber applications (<80 km).

∗Corning Incorporated trademark
†Furukawa Electric North America Inc. trademark

FIGURE 6.15 CWDM fi ber spectrum.
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It should be noted that non-CWDM transceivers that are labeled 
1310 or 1550 nm will likely not work in CWDM channels 1311 or 
1551 nm because of their large laser drift and wide manufacturing 
tolerances. The 1310 and 1550 designation on these transceivers indi-
cates only that their laser will operate in the 1310 or 1550 bands (O and 
C bands) and not necessarily at that specific wavelength or CWDM 
channel. CWDM passband is ± 6.5 nm and these transceiver lasers 
may not fall into this spectrum or may drift out of this spectrum. It is 
best to acquire transceivers that are designated CWDM when using 
this WDM technology.

6.8.1 CWDM Channel Capacity
Due to the much wider channel spacing and broader passband of 
approximately 13 nm (1600 GHz), high transmission rates may be 
possible22 (10, 40, and 100 Gbps) as can be calculated by Eq. (6.10) and 
seen in Table 6.1. Currently (at time of printing) up to 10 Gbps CWDM 
transceivers are commercially available.

6.8.2 Expanding Fiber Capacity Using Basic CWDMs
Deployment of basic (passive) CWDMs can be a more cost-effective 
solution than deploying DWDMs. Because of their wide channel 
spacing (20 nm), CWDM laser drift does not need to be controlled as 
vigorously as in DWDM systems. This significantly reduces the price 
of these units. Typical CWDM GigE pluggable transceivers can be 
acquired for under $200023 and 8-channel basic CWDM units for 
under $3500. Using these prices, an 8-channel CWDM single-span 
system costs $7000 for two CWDM end units plus two times each 
pluggable transceiver price to equip each channel. This 8-channel 
system price is much less than comparable 8-channel DWDM systems. 
The advantages and disadvantages of deploying a CWDM system 
are summarized in the following table.

Deploying a CWDM System

Advantages Disadvantages

Both CWDM multiplexers and 
pluggable transceivers are less 
expensive than DWDM products.

Due to the wider spectral width of 
CWDM lasers, chromatic dispersion 
distance limitation is typically less 
than 80 km for most pluggable 
transceivers.

CWDM links are Ideal for shorter 
fiber spans.

Because CWDM band spans across 
the entire fiber spectrum, total fiber 
link loss and dispersion may change 
considerably between channels.
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CWDM lasers consume less power 
than DWDM lasers (approximately 
20% less24) because they use 
uncooled laser without any 
temperature stabilization circuitry.

For fiber that is not “full spectrum, 
G.652.c/d” (water peak at 1383 nm), 
channels 1351 to 1451 will suffer 
from high optical attenuation and it is 
likely unusable in 16-channel systems 
except possibly for very short links. 
Eight-channel CWDM systems are still 
possible (channels 1471 to 1611).

CWDM technology can be deployed 
in dispersion shifted fiber (DSF) 
type spans that currently could not 
support DWDM technology due to 
four-wave mixing (FWM) interference, 
see Section on FWM interference. 
FWM interference power levels 
depend on channel spacing. With 
CWDM wide channel spacing, FWM 
interference levels are much lower 
and inconsequential compared to 
DWDM systems. This technology 
can be used to increase capacity of 
existing DSF cable builds that could 
not be increased previously with 
DWDM technology.

Channels 1531, 1551, and 1571 use 
all of the C band spectrum that could 
be used to deploy a high channel 
count DWDM system.

CWDM pluggable transceivers may 
have a worst maximum BER (typical 
10−10) compared to most DWDM 
transceivers’ maximum BER (typical 
10−12). This higher BER may not be 
acceptable for some applications.

To compensate for fiber loss, EDFA 
amplifiers cannot be used with this 
technology because of the EDFA 
restricted passband. However, Raman 
amplifier technology may be effective 
in some applications.

As in DWDM technology, CWDM lasers or CWDM pluggable 
transceivers (SFP, XFP, Xenpak, GBIC) need to be acquired for each 
channel connecting to the CWDM multiplexer unit. A proper CWDM 
laser or pluggable transceiver has a laser that matches a wavelength 
assigned to one of the CWDM channels. Since there are no channel 
spacing options for CWDMs, this is the only criterion needed to be 
matched to the CWDM multiplexer for compatibility.

Additional system costs can include labor to install and test the 
units. Many basic CWDM units require no or very little configuration 
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or setup. Installation is usually just bolting the units to a rack and 
connecting the fiber jumpers.

Basic CWDMs can be deployed on fiber cable links that meet all 
of the below criteria:

 1. The total link loss, including the CWDM insertion loss, is 
less than the transmission equipment optical budget. 
Because of the very wide fiber spectrum that may be used in 
CWDM deployment, see Fig. 6.15, fiber optical loss can vary 
greatly between channels. Loss measurements should be 
taken at every channel when designing the link to ensure 
optical budgets are met. If intermediate OADMs are used 
then their insertion loss needs to be included in the link 
budget.

 2. Standard single-mode fiber (G.652) is used for 8-channel sys-
tems and “full spectrum” fiber (G.652.c/d) is used for 16-or 
18-channel systems. It may be possible to use standard single-
mode fiber (G.652) for short 16- or 18-channel deployments. 
However, loss measurements on channels affected by the 
fiber 1383 nm water peak high attenuation, such as 1351, 
1371, 1391, 1411, 1431 nm, should be conducted to ensure link 
loss is within budget.

 3. There are no intermediate fiber switching devices in the link 
that may increase fiber length and loss.

 4. If the fiber type is unknown or if the fiber type is DSF, CWDM 
technology may still be feasible. Fiber link chromatic disper-
sion measurements should be obtained at each CWDM chan-
nel to ensure CD is within equipment budget.

Table 6.3 shows typical estimated maximum fiber cable lengths 
of G.652 fiber with attenuation of 0.37 dB/km @ 1311 nm, 2.5 dB/km 
@ 1391 nm, 0.25 dB/km @ 1551 nm, for various equipment optical 
budgets and channel counts using basic (passive) CWDMs and shown 
insertion losses (IL). Cable lengths greater than these may be achieved 
by deploying Raman optical amplifiers and dispersion compensation 
modules (where required). CWDM IL is shown for one unit and is 
multiplied by two for total span IL.

Example 6.2 Two dark fibers in a fiber cable are being leased by a company between 
its two offices. The fiber cable length L = 40 km and the cable installation occurred 
15 years ago. The dark fibers are currently connected to the company's GigE switch, 
which is equipped with 1550 SFP transceiver, and provides high-speed intranet office 
communications. The company wants to expand its fiber link capacity without leas-
ing additional fibers to meet current demands and future expansion requirements to 
at least eight WDM 2.5 Gbps channels that can support various protocols including 
the current GigE system, other GigE systems, SONET/SDH, and ATM systems. The 
solution needs to be highly reliable and be able to be installed quickly in one night 
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CWDM
4-Channel
IL = 2.5 dB

8-Channel
IL = 3.5 dB

16-Channel
IL = 5.0 dB

Fiber

attenuation

1311

nm
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dB/km
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nm
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dB/km
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nm
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dB/km
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dB/km
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1311
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0.37

dB/km

1391
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2.5
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1551
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0.25

dB/km

100 Mbps 

to 2.7 Gbps 

transceiver

with budget 

of 25 dB

54 km 8 km 80 km 48 km 7 km 72 km 40 km 6 km 60 km

TABLE 6.3 Basic Passive CWDM System Maximum Cable Length Estimate Using 
G.652 Fiber

with minimal disruption to the existing communications system. The measured 
dark fiber link loss at 1551 nm on each fiber is 10.0 and 9.5 dB. Unfortunately, the 
company entered into the fiber lease not knowing any other specifications of the 
two dark fibers. What is the solution and what will it cost the company?

Since this is an older fiber cable installation, it is safe to assume that the 
fiber cable does not use “full spectrum” fiber. Also since the fiber may be DSF, 
which is not suitable for DWDM, CWDM technology is selected. Because of 
the long length, 40 km, the water peak channels will be useless if a 16-channel 
CWDM system is deployed. For an 8-channel system, loss measurements should 
be conducted at each end of the 8-channel spectrum and the center channel. 
Measurement at 1551 nm resulted in worst-case fiber loss of 10.0 dB. Additional 
measurements at 1471 and 1611 nm result in worst-case fiber link loss reading 
of 11.5 dB. Therefore we will design to this maximum fiber loss.

To determine the maximum number of channels this link can support, manu-
facturer's insertion loss specifications are obtained for 8- and 16-channel CWDMs 
and are as follows:

 8-channel IL: 3.5 dB

 16-channel IL: 5.0 dB

To determine the total link loss, Eq. (6.13) can be used. The CWDM insertion 
loss is multiplied by two because it is added to both ends of the fiber link.

Γ ΓT = × +2 ILCWDM fiber
 (6.13)

where  ΓT = total link loss, dB
Γfiber = fiber loss, dB

ILCWDM = CWDM insertion loss, dB

Adding these CWDM units to the fiber link (worst-case fiber) would result 
in total link loss as follows:

 8-channel CWDM IL plus fiber maximum link loss:

2 3 5 11 5 18 5× + =. . . dB

 16-channel CWDM IL plus fiber maximum link loss:

2 5 0 11 5 21 5× + =. . . dB
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CWDM pluggable transceivers that work with transmission rates of 100 
Mbps to 2.7 Gbps are available with optical budgets of 25 dB. Maximum link 
loss for both 8-channel and 16-channel CWDM designs are within optical budget 
for wavelengths 1471 to 1611 nm, 8-channel systems.

The 16-channel CWDM can be considered for use to obtain two or four more 
channels not in the water peak, 1331, 1311, 1291, and 1271 nm. Measuring losses 
at these wavelengths results in a maximum loss of 14.0 dB. Using Eq. (6.13) we 
obtain maximum link loss at these wavelengths as follows:

2 5 0 14 0 24 0× + =. . . dB

This is within the pluggable transceiver’s optical budget of 25 dB. Therefore, 
as long as the high attenuation channels are avoided, a 16-channel CWDM can 
be used to achieve twelve usable channels.

Since cable fiber type is unknown, chromatic dispersion measurements were 
conducted across the usable CWDM band, which resulted in minimum CD of 0 
ps/nm and maximum CD of ±300 ps/nm. Equipment specifications CD limit is 
±500 ps/nm. Therefore, CD is not a concern for this deployment.

6.8.3 CWDM Capacity Expansion Using DWDMs
It is possible to cascade a DWDM multiplexer with a CWDM multi-
plexer system to increase link capacity, see Fig. 6.16. CWDM channel 
passband of ±6.5 nm can pass up to sixteen 100 GHz channels and 
eight 200 GHz channels, see Table C5 in App. C. CWDM channel 1531 nm 
has a passband of 1524.62 to 1537.38 nm, CWDM channel 1551 nm has 
a passband of 1544.62 to 1557.38 nm, CWDM channel 1571 nm has a 
passband of 1564.62 to 1577.38 nm (assuming laser drift of ±0.12 nm). 
These passbands fall within the DWDM S, C, and L bands, see Fig. 
6.10, where DWDM lasers (SFP, Xenpaks, etc.) are available. However, 
two concerns need to be addressed for such a configuration to be 
practical.

FIGURE 6.16 DWDM multiplexers cascaded with CWDM multiplexers.
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 1. DWDM multiplexer insertion loss adds to the CWDM link loss 
decreasing the link optical budget and transmission distance.

 2. Total DWDM aggregate output power can interfere with 
other CWDM channels.

The first concern can be addressed by including DWDM insertion 
loss in total link loss calculations to ensure the equipment optical 
budget is not exceeded. The second concern can cause interference on 
adjacent CWDM channels if the aggregate DWDM channel power is 
too high. Typical DWDM laser output power is approximately 0 dBm. 
With eight DWDM channels feeding into one CWDM channel, the 
total aggregate DWDM power into that one CWDM channel is 9 dBm 
minus the DWDM insertion loss. This power is significantly higher 
than the other CWDM channel typical launch powers of approxi-
mately 0 dBm. DWDM signal spillover to the other CWDM channels 
can decrease CWDM channel OSNR, thereby affecting BER perfor-
mance. Calculations can be made to determine the amount of spill-
over to adjacent channels as shown in the following example.

Example 6.3 An 8-channel DWDM multiplexer will be cascaded with an exist-
ing 16-channel CWDM multiplexer system. The existing 16-channel CWDM 
adjacent channel isolation specification is 28 dB. Insertion loss of the DWDMs 
and CWDMs are 3 dB each. Equipment CWDM laser launched power is 0 dBm 
and receiver sensitivity is −23 dBm @ 10−10 BER and OSNR 21 dB. Equipment 
DWDM laser launched power is 0 dBm and receiver sensitivity is −25 dBm @ 
10−12 BER. Fiber total loss is 10 dB.

CWDM channel total link loss is the total fiber loss plus two times the CWDM 
insertion loss, which calculates to 16 dB. DWDM channel total link loss is the 
total fiber loss, plus two times the CWDM insertion loss and plus two times the 
DWDM insertion loss, which calculates to 22 dB.

Γ ΓT –CWDM CWDM fiberIL= × +2  (6.14)

ΓT − =CWDM dB16

Γ ΓT − = × + × +DWDM DWDM CWDM fiberIL IL2 2  (6.15)

ΓT dB− =DWDM 22

P PRx Tx T− − −= −CWDM CWDM CWDMΓ  (6.16)

PRx− = −CWDM dBm16

P PRx Tx T− − −= −DWDM DWDM DWDMΓ  (6.17)

PRx dBm− = −DWDM 22

where  ΓT −DWDM
= total DWDM channel link loss, dB

ΓT −CWDM
= total CWDM channel link loss, dB

ILDWDM = DWDM insertion loss, dB
ILCWDM = CWDM insertion loss, dB
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 Γfiber = fiber link loss, dB
PRx−DWDM =  equipment receive power for a DWDM channel, dBm
PRx−CWDM =  equipment receive power for a CWDM channel, dBm

 PTx-DWDM = equipment DWDM laser transmit power
 PTx-CWDM = equipment CWDM laser transmit power

With CWDM laser launch power of 0 dBm, the signal is received at −16 dBm. 
CWDM signal maximum noise level is at −37 dBm (received signal level minus 
OSNR) for BER of 10−10. Assuming interference for a CWDM channel will be 
received from both adjacent channels, the signal noise level is decreased by 3 dB 
to −40 dBm.

Totaling the eight DWDM signals, each at 0 dBm (1 mW), total aggregate 
power is +9.0 dBm (8 mW). Power out of the DWDM is +6.0 dBm (DWDM IL
subtracted) and into the CWDM channel. At the other end of the CWDM fiber 
link the CWDM channel signal power is now −10.0 dBm (DWDM out minus 
CWDM link loss). With a specified 28 dB CWDM channel isolation the adjacent 
channel noise maximum due to this aggregate DWDM signal is −38.0 dBm. This 
is hotter (greater) than the CWDM signal noise floor at −40 dBm and a degrade 
in adjacent CWDM OSNR can be expected.

If three DWDM channels are removed, the total aggregate power for five 
signals is 6.99 dBm (5 mW). Power out of the DWDM is 3.99 dBm. At the other 
end of the CWDM fiber link the CWDM channel signal power is now −12.0 dBm 
(DWDM output minus CWDM link loss). With a specified 28 dB CWDM isola-
tion, the adjacent channel noise maximum is now −40 dBm. This is now at the 
specification noise limit for equipment OSNR −21 dB @ BER 10−10. The DWDM 
channel receive power is −22 dBm, which is determined from equipment DWDM 
laser signal launch minus DWDM channel link loss. This is within the equipment 
sensitivity limit of −25 dBm @ BER 10−12.

Instead of decreasing the DWDM channel count, another option would be to 
decrease each DWDM channel launch power equally. If we keep the 8-channel 
DWDM signals but decrease each DWDM signal launch power by 2 dB, from 
0 to −2 dBm, the same result can be achieved. The total aggregate power for eight 
signals launching at −2 dBm is +7.0 dBm. Power out of the DWDM is 4.0 dBm. 
At the other end of the CWDM fiber link the CWDM channel signal power 
is now −12.0 dBm (DWDM output minus CWDM link loss). With a specified 28 dB 
CWDM isolation, the adjacent channel noise maximum is now −40 dBm. 
This is now at the specification noise limit for equipment OSNR −21 dB @ BER 
10−10. The DWDM channel receive power is −24 dBm, which is determined from 
equipment DWDM laser signal launch minus DWDM channel link loss. This is 
still within the equipment sensitivity limit of −25 dBm @ BER 10−12.

6.9 Cross-Band WDM
Cross-band WDMs combine two channels from different bands into 
one fiber. One channel has an O-band passband (1260 to 1360 nm) 
and the other channel has a C-band passband (1530 to 1565 nm), see 
Fig. 6.15. Lasers with any wavelength in these two bands can be used 
with these WDMs. The lasers do not need to meet any specific stan-
dard (such as ITU) or spectral width because the WDM channel 
passband is very wide, the entire band. Therefore, any laser with 
wavelength in O or C bands can be used to double the fiber’s capacity. 
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Figure 6.17a shows a 2.5G SONET system with 1310 nm lasers and a 
GigE switch with 1550 nm lasers that normally would require four 
fibers for communication. By adding four cross-band WDMs as 
shown in Fig. 6.17b and c, the fiber count is reduced to two fibers 
using the same equipment lasers. The fiber capacity is double with 

FIGURE 6.17 Cross-band WDM application.
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these cross-band WDM units for a total price of approximately $3000 
for the cross-band WDMs. If both systems happened to have lasers 
with wavelengths in the same band, then one system’s transceiver 
would need to be changed for lasers with wavelengths in the other 
band.

Two configurations are possible using cross-band WDMs. Figure 
6.17b shows the most common where unidirectional cross-band 
WDMs are deployed and each system uses wavelengths in each band. 
In Fig. 6.17c, universal cross-band WDMs are deployed and each sys-
tem uses one dedicated fiber for communications. Lasers at both ends 
of the same system must use different band lasers. Before implement-
ing this configuration, optical receiver specification should be 
reviewed to ensure the receiver can accept signals with wavelengths 
from both bands (many can).

Cross-band WDMs can also be combined with DWDMs to allow 
O-band transmission in a DWDM system. Figure 6.18 shows a 
DWDM system combined with a 1310 nm SONET system using 
cross-band WDMs. Since the cross-band WDM passband is the 
entire C band, the DWDM can have channels only in C band. Note 
that the total link loss includes the sum of the DWDM and WDM 
insertion losses.

6.10 WDM Specification

6.10.1 Basic WDMs
The following WDM specifications are commonly used to define 
operating parameters. Additional definition and standard values can 
be obtained from ITU-T G.67125 and Telcordia GR-1209.26

FIGURE 6.18 Cross-band WDM and DWDM application.
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Insertion Loss (IL)
This is the optical power loss measured between a WDM channel 
input and output ports, see Figs. 6.19a and 6.20. The measurement 
unit is dB. Maximum insertion loss for any WDM channel is provided 
in specifications. The maximum insertion loss may differ for DWDM 
multiplexer and demultiplexer units.

Maximum insertion loss for FBG and TFF WDMs can also be 
specified for a mux/demux matched pair. This is the total loss for 
both multiplexer and demultiplexer units in the fiber link. Internally 
the optical WDM signals propagate from one channel filter to the 
other in a sort of series fashion, see Figs. 6.4 and 6.6. The signal that 
matches the channel’s wavelength is dropped or else it continues to 
the next channel filter. Hence, filters closer to the aggregate (common) 
fiber end have a lower insertion loss than filters further from it. Filter 
channels in matched multiplexer and demultiplexer pairs are sequenced
in opposite directions from aggregate fiber such that the combined 
loss for each channel is more uniform and less than the combined loss 
of the two highest loss channels. This method provides a lower maxi-
mum insertion loss for the pair.

For OADMs, the insertion loss is divided into through loss and 
channel add/drop loss. The OADM through loss is measured between 
the two common ports. The OADM channel add/drop loss is mea-
sured from the common port and a drop port, see Fig. 6.19b.

FIGURE 6.19 WDM insertion loss diagram.
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Channel (Passband) Ripple or Flatness
This is the peak-to-peak difference in insertion loss in a channel’s 
passband, see Fig. 6.20. Unit of measure is dB. Typically, value is less 
than 0.5 dB.

Channel Loss Uniformity
This is the maximum insertion loss difference between all channels, 
see Fig. 6.20. Unit of measure is dB.

Channel Wavelength
This is the center wavelength of each channel, see Fig. 6.20. Unit of 
measure is nm.

Channel Spacing
This is the ITU-T WDM channel spacing measured between center 
wavelengths of adjacent channels. DWDM values are 200, 100, 50, and 25 
GHz, see Fig. 6.20. CWDM channel spacing is 20 nm.

Channel Passband
This is the WDM channel filter passband measured 0.5 or 3 dB down 
from filter center, see Fig. 6.20. Unit of measure is nm or GHz. Pass-
band value varies among manufacturers and with channel spacing. 
Typically values for a 0.5 dB down passband are 0.5 nm for 200 GHz 
spaced channels, 0.22 nm for 100 GHz spaced channels, and 0.1 nm 
for 50 GHz spaced channels.

FIGURE 6.20 WDM fi lter plot.
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Adjacent Channel Isolation (Demultiplexer)
This is the maximum optical power leakage to adjacent channels ref-
erenced to launch channel power, see Fig. 6.21a. Unit of measure is 
dB. A value greater than 25 dB is common.

Nonadjacent Channel Isolation (Demultiplexer)
This is the maximum optical power leakage to nonadjacent WDM 
channels referenced to the launch channel power, see Fig. 6.21b. Unit 
of measure is dB. A value greater than 45 dB is common.
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Directivity (Multiplexer)
This is the maximum channel power reflected back into other WDM 
channels referenced to the launched channel power, see Fig. 6.21c.
Unit of measure is dB. A value greater than 50 dB is common.

Return Loss
This is the maximum optical power reflected back onto itself in the 
same channel referenced to the launched power, see Fig. 6.21d. Unit 
of measure is dB. A value greater than 45 dB is common.

Chromatic Dispersion
This is the amount of chromatic dispersion added to the WDM channel. 
Unit of measure is ps/nm. See Chap. 4 for details. Specified as a maxi-
mum value.

Polarization Mode Dispersion
This is the amount of PMD added to the WDM channel. Unit of mea-
sure is ps. See Chap. 5 for details. Specified as a maximum value. 
Value less than 0.1 ps is common.

Polarization Dependent Loss
This is the amount of PDL added to the WDM channel. Unit of mea-
sure is dB. See Chap. 5 for details. Specified as a maximum value. 
Value less than 0.1 dB is common.

Power Handling
This is the maximum optical launch power into any channel. Unit of 
measure is dBm. Value of 300 mW (+25 dBm) is common.

Operating and Storage Temperatures
This is the temperature range that the unit can operate within specifi-
cation and be safely stored. Typical operating temperature for basic 
(passive) WDM is 0°C to +60°C, and for storage −40°C to +80°C.

6.11 Couplers and Splitters
A fiber optic coupler is a general term referring to a device that splits 
or combines optical power between three or more fibers. The device 
is commonly passive and is made by fusing fiber ends together in a 
specific manner to achieve the required results. Typically it splits or 
combines the entire optical band or bands. Couplers are available for 
single C/L or O band operation or all-band operation. The number of 
fiber inputs and outputs is expressed as M × N. The letter M repre-
sents the number of input fibers and the letter N represents the num-
ber of output fibers. Common types are 1 × N, 2 × 2, 4 × 4, 8 × 8, but 
can be any number of input and output fibers. The combined optical 
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input powers are split between the output fibers and each output 
fiber's total power is reduced.

WDMs are a type of 1 × N coupler that also contains channel 
filters.

6.11.1 Bidirectional Coupler (Circulator)
A bidirectional coupler is an optical passive device that couples light 
transmission, of any wavelength, in both directions (transmit and 
receive optical signals) into one fiber, see Fig. 6.22. The basic unit is 
comprised of a single passive optical circulator that is able to separate 
signal transmission by direction. Refer to Fig. 6.22a, when a signal 
enters one port of the circulator it is directed to the adjacent port, in 
cyclic order, and the other ports remain isolated. Signal entering port 

FIGURE 6.22 Bidirectional coupler.
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1 is directed to port 2, signal entering port 2 is directed to port 3, and 
signal entering port 3 is directed back to port 1. For a bidirectional 
coupler, port 1 is the common fiber port, port 2 is the signal out fiber 
port, and port 3 is the signal in fiber port. Typical insertion loss of a 
bidirectional coupler is less than 1 dB.

A two fiber link, see Fig. 6.22b, can possibly be reduced to a one-
fiber link, see Fig. 6.22c, without the need for any special laser changes. 
Transmission in both directions in one fiber at the same wavelength is 
possible with basic bidirectional couplers. But their use is limited by 
reflected optical power degrading receiver OSNR. Since the same fiber 
is used for both signal transmission and reception, signal back reflec-
tions due to Rayleigh scattering and Fresnel reflections (connector 
reflections) increase receiver noise and decrease signal OSNR. Typical 
fiber reflections back into the receiver (return loss) at the same end as 
the laser are approximately 30 dB (at 1550 nm) below laser launch power 
for a long terminated fiber, assuming clean ultra polish connectors 
(UPC). This reflected power is seen as noise to the receiver reducing 
signal OSNR and limiting transmission distance. Table 6.4 shows 
maximum bidirectional coupler transmission distances that may be 
achieved using G.652 fiber, attenuation of 0.25 dB/km @ 1550 nm, 
attenuation of 0.35 dB @ 1310 nm, maximum fiber link return loss of 
30 dB @ 1550 nm, and clean UPC with 50 dB or better return loss.

When using this technology, it is important to ensure all fiber con-
nectors are low reflectance UPC type and are clean. An unterminated 
fiber can cause strong signal reflections back to the same end receiver. 
This may cause certain receivers to lock onto this reflected signal 
tricking the receiver in showing it as a valid signal, when in fact the 
receiver is seeing its own signal looped back on to itself.

6.11.2 Red and Blue Band Coupler
A bidirectional coupler can be combined with red and blue band 
filters to provide red and blue band separation for bidirectional 
DWDM transmission in one fiber. See Table C2 in App. C. for red 
and blue band DWDM channel assignments. Each band is used for 
signal transmission in one direction. Reflected signal noise is filtered 

Transmission 
Rate

Equipment 
OSNR (dB)

1550 nm 1310 nm

Fiber Loss
(dB)

Distance
@ 0.25 
dB/km

Fiber Loss
(dB)

Distance
@ 0.35 
dB/km

10 Gbps 21 6 24 km 3 8 km

2.5 Gbps 
or less

15 12 48 km 9 25 km

TABLE 6.4 Bidirectional Coupler Maximum Transmission Distance
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out by the band filters, which eliminates limitation issues shown in 
Table 6.4. This configuration allows for optical amplification of each 
band to increase transmission distance over single-fiber facilities, 
see Fig. 6.23.

6.11.3 Splitters
Fiber splitters divide optical power from one common port to two or 
more split ports and combine all optical power from the split ports to 
one common port (1 × N coupler). They operate across the entire band 
or bands such as C, L, or O bands. The three port 1 × 2 tap is a splitter 
commonly used to access a small amount of signal power in a live 
fiber span for measurement or OSA analysis. Splitters are referred to 
by their splitting ratio, which is the power output of an individual 
split port divided by the total power output of all split ports, see 
Eq. (6.18). Popular splitting ratios are shown in Table 6.5; however, 
others are available. Equation (6.19) can be used to estimate the split-
ter insertion loss for a typical split port. Excess splitter loss adds to 
the port's power division loss and is lost signal power due to the 
splitter properties. It typically varies between 0.1 to 2 dB, refer to 
manufacturer’s specifications for accurate values.

It should be noted that splitter function is symmetrical. For exam-
ple, if a 0 dBm signal is launched into the common port of a 25% ⎜75%
splitter, then the two split ports, output power will be −6.2 and 
−1.5 dBm. However, if a 0 dBm signal is launched into the 25% split 
port, then the common port output power will be −6.2 dBm.

SR = ×
P
P

i

T

100  (6.18)

IL SR/= − × +10 100log( ) Γe  (6.19)

where IL = splitter insertion loss for the split port, dB
 Pi = optical output power for single split port, mW
 PT = total optical power output for all split ports, mW

 FIGURE 6.23 Red and blue band splitter confi guration.
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SR = splitting ratio for the split port, %
 Γe = splitter excess loss (typical range 0.1 to 2 dB), dB

Common splitter applications include

• Permanent installation in a fiber link as a tap with 2% ⎜98% 
splitting ratio. This provides for access to live fiber signal 
power and OSA spectrum measurement without affect-
ing fiber traffic. Commonly installed in DWDM amplifier 
systems.

• Video and CATV networks to distribute signals.

• Passive optical networks (PON).

• Fiber protection systems.

Type
Split Ratio for Each Split 
Port (%)

Typical Insertion Loss (dB) 
(assumes 0.2 dB loss)

1 × 2 50⎪50 3.2⎪3.2

1 × 2 45⎪55 3.7⎪2.8

1 × 2 40⎪60 4.2⎪2.4

1 × 2 35⎪65 4.8⎪2.1

1 × 2 30⎪70 5.4⎪1.8

1 × 2 25⎪75 6.2⎪1.5

1 × 2 15⎪85 8.4⎪0.91

1 × 2 10⎪90 10⎪0.66

1 × 2 5⎪95 13⎪0.42

1 × 2 2⎪98 17⎪0.29

1 × 2 1⎪99 20⎪0.24

1 × 3 10⎪45⎪45 10⎪3.7⎪3.7

1 × 3 20⎪40⎪40 7.2⎪4.2⎪4.2

1 × 3 30⎪35⎪35 5.4⎪4.8⎪4.8

1 × 3 40⎪30⎪30 4.2⎪5.4⎪5.4

1 × 3 50⎪25⎪25 3.2⎪6.2⎪6.2

1 × 3 60⎪20⎪20 2.4⎪7.2⎪7.2

1 × 3 70⎪15⎪15 1.8⎪8.4⎪8.4

1 × 3 80⎪10⎪10 1.2⎪10⎪10

1 × 4 25⎪25⎪25⎪25 6.2⎪6.2⎪6.2⎪6.2

Note: Insertion loss does not include loss due to connectors.

TABLE 6.5 Typical Splitting Ratios and Losses
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6.12 Active WDM Systems
Active WDM systems can be described as basic passive WDM 
technology integrated with any combination of other components 
such as optical amplifiers, dispersion compensation modules, 
transponders, management and monitoring circuitry in order to 
provided a flexible high-capacity transmission system that can be 
deployed over short- or long-haul fiber links. Active systems can 
be deployed over any cable length but are most economical in 
long-haul applications.

Figure 6.24 shows the basic components of a typical active sys-
tem. It contains three major components, the WDM/OADM unit, the 
transponder, and the optical amplifiers. The WDM/OADM units can 
be the basic passive type but more elaborate units are available. An 
advanced unit is called the reconfigurable optical add drop multiplexer
(ROADM). ROADM functions include the ability to remotely add/
drop single or multiple channels at a site; equalize individual channel 
powers; and allow for remote access, monitoring, and control of 
DWDM channel assignments.

The transponder’s function is to convert optical or electrical input 
signals to the proper ITU DWDM/CWDM wavelength. One tran-
sponder is used per channel and is typically a plug-in card or mod-
ule. Client side and WDM side pluggable transceivers (SFP, XFP, 
GBIC, etc.) plug into the transponder card. Two pluggable transceiv-
ers are required for each channel, one for the client channel interface, 
which is usually a short range 1310 type, and the other for the WDM 
side which is the proper ITU DWDM/CWDM laser type.

Optical amplifiers are added to compensate for fiber link, WDM, 
dispersion compensation losses. Boosters are typically used but sys-
tems can also include pre-amplifiers and in-line amplifiers for higher 
loss or longer spans.

FIGURE 6.24 Typical active DWDM system block diagram.
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Dispersion compensation modules are used for longer spans where 
dispersion exceeds equipment limits. They are typically integrated 
with the optical amplifier, but also can be placed before or after the 
amplifier depending on equipment specifications and link design.

All these components are tied together by the management unit. 
This unit provides for remote computer monitoring and control of 
each individual component. Typical remote computer interface to a 
management unit is by 10/100BaseT Ethernet protocol. Management 
units at different sites and/or nodes are connected together by a ded-
icated optical service channel (OSC). The OSC can be established as 
an in-band or out-of-band (EDFA band) communications channel. 
The out-of-band channel is a separate optical channel, outside of the 
EDFA band, assigned specifically for OSC communications. The 
1510 nm channel is typically used for OSC communications. Alter-
nately 1480 or 1310 nm channels are also suggested for OSC commu-
nications. The OSC at 1510 nm is just outside of EDFA band but may 
benefit from some lower level amplification. For in-band OSC com-
munications, one of the DWDM channels are used. The benefit of 
method is that the channel is amplified along the entire link; how-
ever, it consumes one of the DWDM channels that could be used for 
traffic. Another method used to establish management communica-
tions, if an OSC is not available or possible, is to provide a dedicated 
Ethernet circuit to each node and site. Management communications 
typically have low bandwidth requirements and a 1 Mbps or less cir-
cuit may be adequate.

Although not shown in Fig. 6.24, channel power equalization is 
required for any DWDM system equipped with optical amplifiers. This 
is due to the EDFA wavelength-dependent gain and saturation charac-
teristics. Wavelength-dependent gain can result in accumulated chan-
nel power and optical signal to noise ratio (OSNR) imbalances as the 
optical signal passes through multiple amplifiers. This limits the num-
ber of EDFA amplifiers that can be cascaded and limits the transmission 
distance. Equalization of the channel signal power or OSNR can increase 
the number of cascaded amplifiers and transmission distance.27

6.13 WDM Technology Selection
Table 6.6 can be used as a general guide for selecting WDM multi-
plexers and transceivers. The “yes 1” selections of laser and WDM/
coupler types is the standard choice for these technologies. The “yes 2” 
selections can function together but may not be the most economical 
choice or bandwidth efficient choice. For example, 100 GHz lasers can 
be used with 200 GHz DWDM multiplexers. However, a 200 GHz 
laser is a better choice since it is likely less expensive. With rapidly 
advancing technologies many manufacturers are phasing out 200 GHz 
lasers and producing only 100 GHz lasers. Therefore, the 100 GHz 
laser with the 200 GHz DWDM may be the only choice available.
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Transceiver 
Cross- 
band Bi directional

CWDM
8-channel

CWDM
16-18-
channel

DWDM
200
GHz

DWDM
100
GHz

DWDM
50
GHz

Non-WDM
1310 laser

yes 1 yes 1 no no no no no

Non-WDM
1550 laser

yes 1 yes 1 no no no no no

CWDM
laser

no yes 2 yes 1 yes 1 
G.652.
c/d

no no no

DWDM 200 
GHz laser

yes 2 yes 2 yes 2 yes 2 
G.652.
c/d

yes 1 no no

DWDM 100 
GHz laser

yes 2 yes 2 yes 2 yes 2 
G.652.
c/d

yes 2 yes 1 no

DWDM 50 
GHz laser

yes 2 yes 2 yes 2 yes 2 
G.652.
c/d

yes 2 yes 2 yes 1

TABLE 6.6 Transceiver and WDM Selection Guide

Operating
Band and 
Cable Length

Cross-
band

Single fiber
Bidirectional

CWDM
8-channel

CWDM
16-channel

DWDM Ä
32-channel
Basic
(passive)

DWDM
Active
System

O band 
≤2 km

no yes 1 no no no no

All bands 
≤2 km

yes 1 yes 1 yes 1 yes 1 
G.652.c/d

yes 1 yes 2

All bands 
≤40 km

yes 1 yes 1 yes 1 yes 1 
G.652.c/d

yes 1 yes 1/2

All bands 
>40 km 
≤80 km

yes 1 no yes 1 yes 1 
G.652.c/d

yes 1 yes 1/2

C band 
≥80 km

no no no no no yes 1

TABLE 6.7 Cable Length and WDM Selection Guide

Proper system design should always be completed to confirm 
selection.

Table 6.7 can be used as a general guide to help determine which 
WDM technology is best for a specific fiber cable length. The “yes 1” 
is a good choice for most systems. The “yes 2” selections can also 
work but may not be economical.
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CHAPTER 7
Fiber Nonlinear 

Impairments

7.1 Fiber Nonlinear Impairments
In basic fiber transmission link design the assumption is made that an 
optical fiber acts as a linear medium. This means the fiber’s proper-
ties do not change with optical signal power, the optical signal wave-
length remains the same as it propagates in the fiber, and the signal 
does not interact with any other signals in the fiber. This assumption 
is true for low signal power levels (approximately less than +3 dBm). 
However, for high optical powers the fiber exhibits nonlinear proper-
ties (power-dependent properties). High optical signal power alters 
the properties of the fiber, which then affects the signal itself. This 
interaction causes the propagating optical signal to change and lose 
its signal power linearly, see Fig. 7.1. The optical power loss due to 
the nonlinear effect is referred to as the nonlinear power penalty.

Nonlinear effects are weak and of no consequence at low signal 
power levels but increase considerably at higher signal powers and 
higher power densities in the fiber core. High fiber power densities 
are achieved by increasing signal power and/or by reducing the 
fiber’s effective area, see Eq. (7.1).

 Π =
P

A
sig

eff

 (7.1)

where  Π = fiber’s power density, dBm/μm2

 Psig = signal power, dBm
 Aeff = fiber’s effective area, μm2

Nonlinear effects also depend on the fiber span length. The lon-
ger the fiber span, the more the signal can interact with the fiber, 
causing greater nonlinear effects. However, the longer the span the 
more the propagating signal is attenuated by the fiber, thereby dimin-
ishing the nonlinear effect because it is dependent on signal strength. 
Therefore, most of the nonlinear effects occur early in the fiber span, 
which is referred to as the effective length Leff. The fiber’s effective 
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length is the fiber length, where nonlinear effects no longer increase 
in severity, see Eqs. (7.2)1 to (7.5).

 L

P z dz

P

L

eff
in

=
∫ ( )
0  (7.2)

 P z P e z( ) = −
in

α  (7.3)

If there are no amplifiers in the link the effective length is shown 
as Eq. (7.4).

 L
L

eff =
− −1 exp( )α

α  (7.4)

With optical amplifiers in link, the equation is

 L
L L

L
T

eff =
− −1 exp( )α

α  

For long fiber spans where L >> α_1 then

 Leff = 1
α  (7.5)

where Leff = fiber effective length, km
 L = fiber span length, km
 LT = total link length, LT =N × L
 P(z) = power at a distance z along the fiber length, mW
 Pin = signal launch optical power into the fiber, mW
 α = fiber’s attenuation coefficient (note αdB = 4.343α), 1/km

Typically α is 0.048/km (αdB = 0.21 dB/km) at 1550 nm, then Leff is 
approximately 21 km for very long (where L >> 21 km) nonamplified 
fiber links. Therefore, most nonlinear distortion effects for very long 
fiber spans occur in the first 21 km of the span. Increasing span lengths 
past the fiber’s effective length does not significantly increase nonlinear 
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FIGURE 7.1 Linear and nonlinear fi ber input and output interaction.
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effect severity. Figure 7.2 shows that four-wave component power peaks 
at 21 km for long DSF fiber lengths and three +10 dBm DWDM signals.

Nonlinear effects in a fiber can be divided into two categories. 
The first category is the Kerr effect, which is the fact that a medium’s 
refractive index is dependent on the propagating signal power. As 
shown in Eq. (7.6)2 a fiber’s refractive index n(ω,E) is the sum of two 
components, the effective refractive index at low signal power which 
is a function of frequency and the nonlinear-index coefficient times 
signal power density P/Aeff. At low signal power densities the second 
component is minimal. However, it becomes a significant concern at 
high signal powers. To reduce the Kerr effect, optical power needs to 
be kept low and/or the fiber’s effective area should be increased. 

 n E n n E n n
P

A
( , ) ( ) ( )ω ω ω= + = +eff eff

eff
2

2
2  (7.6)

where n(ω,E) =  fiber’s effective refractive index at high power levels, 
m2/W

 E = electric field strength, V/m
 neff(ω) =  fiber’s effective refractive index at low power levels, 

m2/W
 n2 =  nonlinear-index coefficient (or the Kerr coefficient), 

varies 2.0 × 10−20 to 3.5 × 10−20 m2/W for silica, m2/W 
(typical is 3.0 × 10−20 m2/W)

 P = optical signal power, W
 Aeff =  effective area of the fiber core (available from fiber 

specifications), m2
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Changes in the fiber’s refractive index due to Kerr effect will also 
change the propagation parameter β introduced in Chap. 1, by a fac-
tor called the nonlinear coefficient γ, see Eq. (7.7). This will cause a 
nonlinear phase shift in the signal as it propagates in the fiber due to 
the Kerr effect. This is detrimental to the signal and causes various 
unwanted effects as discussed later in this chapter. It is important to 
maintain the nonlinear coefficient as small as possible. Typically non-
linear coefficient γ varies between 1 (Wkm)−1 and 3 (Wkm)−1.

 β β γP P= +0  (7.7)

where βP = nonlinear propagation parameter, rad/m
 β0 = linear propagation parameter, rad/m
 γ = nonlinear coefficient, (Wm)−1

The nonlinear coefficient is defined by Eq. (7.8).

 γ
π

λ
=

2 2n
Aeff

 (7.8)

where λ is the laser’s center wavelength, m.

The main nonlinear effects in this category are four-wave mixing 
(FWM), self-phase modulation (SPM), and cross-phase modulation 
(XPM).

The second category is the nonlinear stimulated scattering of 
photons in a fiber to a lower energy level that results in the appear-
ance of phonons. The effects are stimulated Raman scattering (SRS) 
and stimulated Brillouin scattering (SBS).

7.2 Four-Wave Mixing 
When two or more optical signals of different center frequencies (different 
DWDM channels) are propagating in a fiber, mixing of the signals can 
occur, which can result in the generation of new interfering optical sig-
nal components. Note that optical frequency can be converted to wave-
length by λ = c/f. This effect is transmission rate independent and 
occurs in DWDM links where high signal powers are present. It is due 
to the dependence of the fiber’s refractive index on the signal power 
causing a nonlinear medium of propagation, known as the Kerr effect, 
and creates conditions for signal mixing. The center frequencies of the 
newly generated signal components can be calculated by summing the 
positive or negative integer multiples Ni of all the contributing signal 
center frequencies, see Eq. (7.9). This mixing phenomena is similar to 
radio frequency mixing called intermodulation products.

 f N f N f N fIM = + +1 1 2 2 3 3�  (7.9)

 IMorder = ∑ Ni

M

1

 (7.10)
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where  fIM = generated signal component center frequency, THz
 fi = DWDM signal center frequency where i = 1 to M, THz
 Ni =  any integer with + or − coefficients including zero, 

where i = 1 to M
 M = total number of DWDM signals in the fiber

IMorder = intermodulation order

In the case where N is 0, ±1, or ±2, the effect is referred to as four-
wave mixing (FWM) because a combination of any three (or two) 
DWDM signals propagating in a fiber can generate a fourth signal 
component. It is also referred to as third-order intermodulation as 
defined by Eq. (7.10), where the sum of |Ni| is equal to 3. When only 
three DWDM signals are propagating in the fiber, up to nine signal 
components can be generated, see Eqs. (7.11) to (7.19). In FWM the 
generated signal components can interfere with the original signal 
channel as well as other adjacent or nearby DWDM channels. 

 f123 = f1 + f2 − f3 (same as f213 = f2 + f1 − f3) (7.11)

 f321 = f3 + f2 − f1 (same as f231 = f2 + f3 − f1) (7.12)

 f312 = f3 + f1 − f2 (same as f132 = f1 + f3 − f2) (7.13)

 f112 = f1 + f1 − f2 (same as f112 = 2f1 − f2) (7.14)

 f113 = f1 + f1 − f3 (same as f113 = 2f1 − f3) (7.15)

 f221 = f2 + f2 − f1 (same as f221 = 2f2 − f1) (7.16)

 f223 = f2 + f2 − f3 (same as f223 = 2f2 − f3) (7.17)

 f331 = f3 + f3 − f1 (same as f331 = 2f3 − f1) (7.18)

λ332 = f3 + f3 − f2 (same as f332 = 2f3 − f3) (7.19)

where  f1, f2, f3 =  three DWDM signal center frequencies in a fi ber, 
THz

 fijk = a generated interfering signal center frequency, THz

If the DWDM signal frequencies are equally spaced, then the signal 
components will fall onto and interfere with the signal channels as 
shown in Fig. 7.3. For example, if three equally spaced signals in a 
100 GHz DWDM system are λ1 = 1550.12 channel 34, λ2= 1550.92 channel 
33, λ3 = 1551.72 channel 32, then the following interfering FWM wave-
lengths may be generated (note use λm = c/fm for conversion):

 λ113 = 1548.52 channel 36 

 λ123 = 1549.32 channel 35 

 λ112 = 1549.32 channel 35 

 ∗λ223 = 1550.12 channel 34 

 ∗λ312 = 1550.92 channel 33 
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 ∗λ221 = 1551.72 channel 32 

 λ332 = 1552.52 channel 31 

 λ321 = 1552.52 channel 31 

 λ331 = 1553.32 channel 30 

where  λijk = generated interfering wavelength, nm
 ∗λ312, λ221, λ223 =  wavelengths that directly interfere with the 

original signals, nm

The generated components with center wavelengths λ223 = 1550.12, 
λ312 = 1550.92, λ221 = 1551.72 fall directly into the original DWDM 
signal channels causing interference. The other generated compo-
nents fall into adjacent and nearby DWDM channels interfering with 
those channels, see Fig. 7.3.

The total number of possible FWM components increases expo-
nentially with the number of signals that are propagating in the fiber. 
The total number of FWM components (third-order components) 
can be estimated by Eq. (7.20) given the number of signals in the fiber. 
Table 7.1 lists maximum possible FWM components for common 
DWDM channel counts.

 N
M M

IM = −2 1
2

( )
 (7.20)

where NIM =  maximum possible number of generated FWM 
components

 M = number of signals propagating in the fiber

FIGURE 7.3 FWM effects of three equally spaced signals.
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Table 7.1 also shows the total possible number of FWM compo-
nents that can appear in the same DWDM channels as the signals 
(inband FWM components).

As shown in Table 7.1, as the number of signals propagating in 
the fiber increases the possible number of FWM generated compo-
nents increases exponentially. However, not all of these components 
will be strong enough to cause interference. This is because for FWM 
to occur certain conditions need to exist in the fiber as follows:

 1. The phase of the DWDM signals propagating constants needs 
to match, this occurs for zero or low values of chromatic 
dispersion.

 2. Narrow WDM channel spacing (DWDM).

 3. High channel signal power density levels.

FWM results in two detrimental effects on the transmission 
performance:

 1. Generation of FWM components that interfere with the origi-
nal signal and other DWDM signals causing interchannel cross-
talk interference, which reduces OSNR and increases BER.

 2. To a lesser extent optical power transferred from the original 
DWDM signal to the generated interfering components. 

It should be noted that higher order mixing, such as fifth- or 
seventh-order, may occur3 and cause interference. However, higher 
order component power is lower than FWM (third-order) component 
power. In some cases where very high signal powers and/or close 
channel spacing are encountered these components may be a concern. 
This can occur with unevenly spaced channels where FWM 
components do not appear in a certain channel but a higher order 

Number of 
Signals (M)

Total Possible Number 
of Generated FWM 
Components (NIM)

Total Possible Number 
of Generated Inband 
FWM Components

 2  2  0

 3  9  3

 8  224  124

 16  1920  1093

 32  15872  9803

 40  31200  19571

 80  252800  167755

TABLE 7.1 Maximum Number of FWM Components for Various Sized 
DWDM Systems
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component may appear. A few examples of fifth- and seventh-order 
equations are shown in Eqs. (7.21) to (7.23). Other higher order wave-
lengths can be determined by using intermodulation software such 
as F-Intermod.4 

 f1234 = f1 + f2 + f3 − 2f4 fi fth order (7.21)

 f12345 = f1 + f2 + f3 − f4 − f5 fi fth order (7.22)

 f1234 = 2 f1 + f2 − f3 − 3f4 seventh order (7.23)

7.2.1 Methods to Reduce the Effects of FWM
One method to reduce FWM effects is to use transmission fiber that 
has high chromatic dispersion coefficient at the signal wavelength 
such as standard single-mode fiber SSMF (ITU-T G.652). The typical 
chromatic dispersion coefficient of SSMF is 18 ps/nm ⋅ km @ 1550 nm 
which helps to significantly reduce FWM from occurring. Even a 
lower chromatic dispersion coefficient significantly helps in reducing 
FWM such as NZ-DSF fiber (ITU-T G.655). This fiber is specially 
designed with low chromatic dispersion coefficient (~4 ps/nm ⋅ km @ 
1550 nm) for extended transmission distance but high enough to sig-
nificantly reduce FWM effects. Using these fiber types will help 
reduce the FWM effects but may not totally eliminate them. Table 7.2 
shows how fiber chromatic dispersion can affect FWM. One fiber 
type that exhibits high FWM effects even for moderately powered 
signals is called dispersion shifted fiber DSF (ITU-T G.653). Its zero 
dispersion wavelength is at 1550 nm and therefore exhibits high 
FWM effects for signals at or near this wavelength. DSF was deployed 
in the past for some links before it was known that FWM was a con-
cern at zero dispersion. It is no longer deployed but still may be 
encountered in the field.

Another method to reduce these effects is to lower signal power 
in the fiber or use fiber with a larger cross sectional area to reduce the 
signal power density. Table 7.2 shows estimated maximum input sig-
nal powers for a 3-channel equally spaced DWDM system given fiber 

Fiber
Type

NDSF G.652 
CDc = 18 ps/(nm ¥ km) 
Aeff = 80 lm2

NZ-DSF G.655 
CDc = 4 ps/(nm ¥ km) 
Aeff = 72 lm2

DSF G.653 
CDc = 0 ps/(nm ¥ km) 
Aeff = 50 lm2

DWDM
channel
spacing

100
GHz

50
GHz

25 GHz 100 
GHz

50
GHz

25 GHz 200 
GHz

100
GHz

50 GHz

Signal
power
(dBm)

17 11 5 13 8 2 3 −3 −4

TABLE 7.2 Maximum Signal Launch Power for a 3-Channel System to Achieve an 
FWM Interference Cross Talk of 25 dB
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types, and channel spacing to avoid FWM cross-talk interference. 
It assumes a 100 km link with 0.21 dB/km attenuation, n2 = 3 × 
10−20 m2/W, all signals have the same polarization (worst case), there 
are no optical amplifiers and minimum tolerable FWM cross talk is 
25 dB. The table was constructed using Eq. (7.24).

A third method to help reduce FWM effects is to space signal 
channels unevenly. The worst channel interference occurs when 
evenly spaced DWDM signals cause coherent interference in the same 
signal channels, see Fig. 7.3, and wavelengths λ223, λ312, λ221. When sig-
nals are spaced unevenly this interference can be avoided to some 
extent, see Fig. 7.4. For example, if three unequally spaced (100 GHz 
spacing) DWDM signal channels are at λ1 = 1549.32 channel 35, λ2 = 
1550.92 channel 33, λ3 = 1551.72 channel 32, then the following nine 
interfering FWM wavelengths can be generated and none would fall 
on the signaling channels.

 λ113 = 1546.92  channel 38 

 λ112 = 1547.72  channel 37 

 λ123 = 1548.52  channel 36 

 λ312 = 1550.12  channel 34 

 λ223 = 1550.12  channel 34 

 λ332 = 1552.52  channel 31 

 λ221 = 1552.52  channel 31 

 λ321 = 1553.32  channel 30 

 λ331 = 1554.12  channel 29 

where λijk is the generated interfering wavelength, nm.
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FIGURE 7.4 FWM effects of three unequally spaced signals.
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However, in modern densely packed DWDM systems, this method 
is inefficient because channel space is wasted. Also, this method only 
moves the interference over to adjacent channels.

A fourth method to reduce FWM effects is to use DWDM sys-
tems with wide channel spacing. The magnitude of FWM effect is 
dependent on channel spacing. Wider spaced DWDM channels gen-
erate weaker FWM components, see Table 7.2. Systems with CWDM 
channel spacing of 20 nm (~2500 GHz) are unlikely to encounter this 
effect. 

Another method that may help reduce FWM effects is to use fiber 
with high PMD values. Pachnicke5 has shown that a reduction in 
FWM power can be achieved by increasing link PMD for low chro-
matic dispersion fibers such as NZ-DSF and DSF. However, note that 
too much link PMD can also reduce channel availability and increase 
BER, refer to Chap. 5. 

Hansryd6 has shown that using polarization-multiplexed DWDM 
channels can reduce FWM component power7 and cross talk. This 
involves polarizing the DWDM channels such that each channel’s 
polarization state is orthogonal to the adjacent channel’s polarization. 
It may be possible to suppress FWM components by a factor of 4 with 
this technique.8

7.2.2 Estimating Generated FWM Component Power
FWM component powers can be accurately determined by solving 
Schrödinger wave equations for all DWDM signal wavelengths in the 
fiber, see Eq. (1.40). A solution for three DWDM signal has been deter-
mined by Song9 and is shown in Eqs. (7.24) to (7.27). The assumptions 
are that all signals have the same polarization (worst case), FWM 
component power is much less than the signal power Pijk<< Pi, Pj , Pk, 
and no optical amplifiers are used in the link. 

 P d PP P L Lijk i j k= −η γ α
9

2 2 2
eff exp( )  (7.24)

where Pi, Pj , Pk =  channel peak signal power input into the fiber 
(assuming perfect extinction ratio, the average NRZ 
power is Pave = Ppeak/2), W

 Pijk =  generated FWM component peak power at 
frequency fijk and at fiber length L (note: 
fijk = fi + fj − fk ), W

 η = FWM efficiency factor
 d = degeneracy factor equals 3 for degenerate and 6 for 

nondegenerate FWM
 γ = nonlinear coefficient, (Wm)−1

 α = fiber attenuation coefficient, m−1

 L = fiber length, m
 Leff = effective fiber length, m
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Two types of mixing are defined for this equation, degenerate and 
nondegenerate FWM. Degenerate involves two DWDM signals (of 
different frequencies) which generate FWM components that do not 
lie in the original signal channels. A factor of 3 is used for degenerate 
class (fi = fj, fi ≠ fk), see Fig. 7.5. Nondegenerate involves three DWDM 
signals (of different frequencies), generating FWM components that 
can lie in the same channel as the original signals. A factor of 6 is used 
for the nondegenerate class (fi ≠ fj ≠ fk), see Figs. 7.3 and 7.4.

The nonlinear coefficient γ can be calculated by Eq. (7.25).

 γ
π

λ
=

2 2n
Aeff

 (7.25)

where γ = nonlinear coefficient, (Wm)−1

 n2 =  fiber nonlinear refractive index, which varies for 
different fibers between 2.0 × 10−20 to 3.5 × 10−20 m2/W, 
(typical is 3.0 × 10−20 m2/W)

 λ = FWM component wavelength, m
 Aeff = fiber core’s effective area, m2

The FWM efficiency factor η can be calculated8 by Eq. (7.26).

 η α
α β

α β
α

=
+

+
−
− −

2

2 2

2

1
4 2

1Δ
Δexp( )sin ( )

( exp( )
L L

L
/

))2

⎡

⎣
⎢

⎤

⎦
⎥  (7.26)

where η = FWM efficiency factor 
 Δβ = phase matching factor, m−1
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FIGURE 7.5 Degenerate FWM.



226 C h a p t e r  S e v e n

The FWM efficiency is shown in Fig. 7.6 as a function of channel 
spacing and fiber dispersion coefficient for a 100 km fiber span with 
attenuation at 0.21 dB/km at 1550 nm. As the fiber’s dispersion coef-
ficient increases or channel spacing increases, the FWM efficiency 
decreases, thereby reducing FWM component power.

The phase matching factor Δβ depends on channel spacing, fiber 
dispersion, and signal power; it can be calculated8 by Eq. (7.27).

 

Δ Δ Δ Δ Δβ
πλ λ

= + +
⎡
⎣⎢

2
2

2 2
k

ik jk c
k

ik jkc
f f

c
f f SCD fc( )

⎤⎤
⎦⎥

− + −
− −⎡

⎣
⎢

⎤

⎦
⎥γ

α
α

( )
exp( )

P P P
L

Li j k

1 eff

eff
 (7.27)

where Δβ = phase matching factor, 1/m
 Δfik , Δfjk = channel spacing Δf f fik i k= − and Δf f fjk j k= − , Hz
 λk = wavelength of channel k, m
 c = speed of light in a vacuum, m/s

CDc =  fiber’s chromatic dispersion coefficient at FWM 
wavelength λk, s/m2 (to convert (ps/(nm ⋅ km)) × 10−6 

 Sfc =   chromatic dispersion slope coefficient at FWM 
wavelength λk, s/m3 (to convert (ps/(nm2 ⋅ km)) × 103 

If optical amplifiers are deployed in a fiber link as seen in Fig. 7.7, 
Inoue10 indicates that FWM component power can be estimated by 
including the number of spans term N and span length term l in 
Eqs. (7.24) to (7.27) as shown in Eqs. (7.28) to (7.30). The following 
assumptions are made for these equations: all signals have the same 
polarization, FWM component power is much less than the signal 
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FIGURE 7.6 FWM effi ciency for different channel spacing.
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power, the fiber link is made up of a number of N spans, each span 
ends with an optical amplifier with gain that exactly compensates for 
the previous span’s loss except for the last span, the number of ampli-
fiers in the link is N − 1, all spans are the same length lo, and the same 
fiber characteristics apply to each span’s fiber.

 P N d PP P l lmijk i j k= −2 2 2 2

9
η

γ αm
eff oexp( )  (7.28)

 l
l

eff
o=

− −1 exp( )α
α  (7.29)

where Pmijk =  generated FWM component power at center wavelength 
λijk and at end of fiber link when optical amplifiers are 
deployed, W

 N = number of spans in the fiber link
 lo = fiber span length (amplifier spacing), m
 leff = effective span length, m

The FWM efficiency and phase matching factors for a link with 
multiple amplifiers become Eqs. (7.30) and (7.31). Note that the linear 
version of the phase matching factor is used here instead of Eq. (7.27) 
as defined by Inoue.
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where ηm = FWM efficiency factor when optical amplifiers are deployed
 Δβm = phase matching factor, linear version, 1/m
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FIGURE 7.7 Fiber link EDFA placement to estimate FWM.
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Figure 7.8 compares calculated FWM efficiencies η using Eq. (7.26) 
for the nonamplified link and using Eq. (7.30) for the amplified link 
for various channel spacing. For the nonamplified link, the link 
length is 50 km. The amplified link consists of ten 50 km spans 
(N = 10). In both cases the fiber attenuation is 0.2 dB/km, chromatic 
dispersion is 4 ps/(nm ⋅ km), core effective area 50 μm2 and signal 
wavelength 1550 nm.

The total FWM interference power generated in a channel is equal 
to the sum of all the generated FWM component powers in that 
channel,11 see Eq. (7.32). For example, assume three DWDM signals 
exist in a fiber and nine FWM components are generated as shown 
in Fig. 7.3 and Eqs. (7.11) to (7.19). Then one FWM component is 
generated in channels C36, C34, C33, C32, and C30, and two FWM 
components are generated in channels C35 and C31. The total FWM 
component power for channel C35 is the sum of the two component 
powers in this channel. 

 P P f f f
f f

ijk i j k
fK I J

FT.m = ∑ ∑ ∑ ( , , )  (7.32)

where PFT.m =  total of all FWM component average powers in 
channel m, W

 Pijk =  individual FWM average component power for a 
channel given by Eq. (7.24) or Eq. (7.28), generated 
by signal wavelength combinations i,j,k given by 
Eqs. (7.11) to (7.19), W
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Total FWM component power as shown in Fig. 7.3 at channels 
C35 and C31 is given by Eqs. (7.33) and (7.34).

 P P PFT C. 35 112 123= +  (7.33)

 P P PFT C. 31 332 231= +  (7.34)

However, DWDM systems do not stop at three channels. Common 
DWDM channel counts are 8, 16, 32, 40, and 80. As can be seen from 
Table 7.1 the total possible combinations of inband FWM components 
generated for 8 channels is 124, for 16 channels is 1093. Each channel 
can have many components that may need to be considered in deter-
mining total channel FWM component power and cross talk. 

Neokosmidis12 has simulated FWM effects using the Monte Carlo 
method for DWDM channel counts of 8, 16, and 32 channels in an 
80 km fiber link. Maximum signal launch power results to achieve a 
link BER of 10−13 (considering only noise due to FWM components) 
are listed in Table 7.3. Assumptions made are that all signals have the 
same polarization (worst case), FWM component power is much less 
than the signal power Pijk<< Pi, Pj , Pk, center channel wavelength is 
1550 nm, nonlinear coefficient is γ = 2.4 (Wkm)−1, fiber attenuation 
is 0.2 dB/km, and the fiber link length, is 80 km. Since most FWM 

DWDM Channels Fiber Chromatic Dispersion Coefficient

Number of 
Channels

Channel
Spacing
(GHz)

2 ps/(nm ¥ km) 5 ps/(nm ¥ km) 10 ps/(nm ¥ km)

Max Signal 
Power (dBm)

Max Signal 
Power (dBm)

Max Signal 
Power (dBm)

8

10 −11 −6 −4

25 −3 1 4

50 3 7 10

100 9 13 15

16

10 −13 −10 −6

25 −5 −1 1

50 0 4 8

100 6 10 14

32

10 −14 −10 −6

25 −6 −1 1

50 0 4 8

100 6 10 13

TABLE 7.3 Average Signal Launch Power Limits to Achieve BER 10−13 due to FWM 
Interference
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components are generated over the fiber’s effective length, which is 
much less than 80 km, maximum launch power limits will not change 
significantly for fiber lengths greater than 80 km. This chart can be 
used to help estimate channel maximum fiber launch power level 
assuming the following conditions:

 1. Fiber link lengths 80 km or longer.

 2. Fiber link chromatic dispersion of 2, 5, or 10 ps/(nm ⋅ km).

 3. Fiber attenuation of 0.2 to 0.21 dB.

 4. Fiber nonlinear coefficient γ of 2.4 (Wkm)−1 or less.

 5. DWDM channel spacing of 10, 25, 50, or 100 GHz.

 6. DWDM systems with 8, 16, and 32 channels. 

 7. NRZ signal modulation.

 8. Noise generated by optical amplifiers is not considered in 
this table. Amplifier noise effect is discussed in Chap. 3.

As can be seen in Table 7.3, signal launch power limits for 16- and 
32-channel systems are very similar. This is because after 16 channels, 
the component powers from channels further than 16 channels away 
contribute very little interference. Therefore, this chart can provide 
estimated launch power limits for higher count DWDM systems.

7.3  Self-Phase Modulation and Cross-Phase 
Modulation

Both self-phase modulation (SPM) and cross-phase modulation 
(XPM) occur because a nonlinear medium is created when high opti-
cal powers propagate in a fiber (Kerr effect). The fiber’s refractive 
index varies with the power intensity as shown in Eq. (7.6). This effect 
limits the maximum transmission rate possible in the fiber.

In self-phase modulation, the nonlinear refractive index causes a 
phase shift in the propagating pulse’s optical wavelength, which is 
proportional to its own optical intensity,13 see Eq. (7.35). 

 ΔΦSPM eff= γP L0  (7.35)

From Eq. (7.8):

 γ
π

λ
=

2 2n
Aeff

 

where ΔΦSPM =  phase shift of the optical signal after propagating a 
distance L

 γ = nonlinear coefficient, (Wm)−1

 P0 = input signal power, W
 Leff = fiber’s effective length, m
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The phase shift is a function of time ΦSPM (t) and knowing that 
frequency is the derivative of phase shift with respect to time, Eq. (7.35) 
can be expressed as Eq. (7.36).

 Δ
ΔΦ

ω γ= − = −
d

dt
dP
dt

LSPM
eff  (7.36)

where Δω is the change in frequency caused by the change in phase 
shift at location L, s−1.

Equation (7.36) shows the relationship between the change in 
signal power and frequency shift around the carrier frequency, see 
Fig. 7.9. 

The reason for this is explained as follows. As an optical pulse 
propagates in a fiber, the leading edge of the pulse’s amplitude causes 
the refractive index of the fiber to increase, resulting in a shift to a 
lower frequency for the beginning of the pulse. The falling edge of the 
pulse’s amplitude causes the refractive index to decrease, resulting in 
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FIGURE 7.9 Pulse frequency change due to SPM. 
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a shift to a higher frequency for the end of the pulse. Over the pulse 
width, in the time domain, its frequency changes as shown in Fig. 
1.9a and b. This is referred to as positive frequency chirp. Since differ-
ent optical frequencies travel at different speeds in a fiber, the pulse 
width expands or compresses. Pulse width expansion leads to inter-
symbol interference and worst BER. Refer to Chap. 1 for more details 
on chirped pulse propagation. The pulse’s frequency change is a 
modulation caused by a phase shift induced by itself and therefore 
the effect is called self-phase modulation. This effect caused by high 
optical power limits the maximum transmission rate possible in the 
fiber. It should be noted that this wavelength chirping is not linear in 
time as the pulse propagates in the fiber, which is different from laser 
frequency chirping.

Solving the nonlinear Schrödinger equation [Eq. (1.40)] using only 
the Kerr nonlinear term and with the Gaussian pulse Eq. (1.45) where 
chirp C0 = 0, Cvijetic14 shows that the pulse width broadening factor 
due to SPM and chromatic dispersion can be estimated with Eq. (7.37).
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Here the nonlinear length LNL term is introduced and is defined as 
the fiber length required to produce one radian of nonlinear phase 
rotation at power Po, see Eq. (7.38).

 L
A
n PNL

eff

o

=
λ
π2 2

 (7.38)

The group-velocity dispersion (GVD) parameter β2 is defined in 
Eq. (4.17) and is shown below.

 β λ
π2

2

2
= −

c cCD  

where σSPM =  signal RMS pulse width (Gaussian pulse shape) at 
location L, s

 σo =  signal RMS pulse width (Gaussian pulse shape) at 
the beginning of fiber, s

 σSPM/ σo = pulse width broadening factor due to SPM
 L = fiber link length, m
 LNL = fiber nonlinear length, m
 Leff = fiber effective length, m
 Po = pulse peak power at launch, W
 β2 = group-velocity parameter, s2/m
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 λ = center wavelength of the optical signal, m
CDc = chromatic dispersion coefficient, s/(m ⋅ m)

 n2 =  nonlinear-index coefficient which varies for differ-
ent fibers between 2.0 × 10−20 to 3.5 × 10−20 m2/W, 
(typical is 3.0 × 10−20 m2/W)

 Aeff = fiber core’s effective area, m2

Equation (7.37) shows that SPM effect is dependent on

 1. Signal wavelength (the higher the wavelength the lesser the 
SPM)

 2. Transmission rate, ≥10 Gbps (the higher the rate the greater 
the SPM effect)

 3. Fiber core effective area (the larger the area the lesser the 
SPM)

 4. Fiber dispersion (the lower the dispersion the lesser the 
SPM)

 5. Fiber nonlinear index coefficient

For transmission rates of 2.5 Gbps and less, SPM is not a limiting 
factor for NRZ and other OOK modulation formats. The below dis-
cussion concentrates on NRZ modulated 10 Gbps and higher rates. 

For 10 Gbps and higher transmission rates, we assume that opti-
cal signal pulses have a Gaussian shape as they propagate in a fiber. 
A commonly used fit criteria for Gaussian pulses is that the pulse’s 
RMS width needs to be less than 1/4 of the bit time slot T for at least 
95% of the optical pulse power to fit within the time slot, see Eq. (4.29) 
and Eq. (7.39). 

 σo = 1
4R  (7.39)

where R = transmission rate, bps
 σo = Gaussian pulse initial launch RMS width, s

As a Gaussian pulse propagates in a fiber, it undergoes compres-
sion and expansion in the presence of SPM. For example, assume a 
10 Gbps signal with Gaussian-shaped pulses is launched into a stan-
dard single-mode fiber (G.652). Pulse width changes due to SPM 
occur as the signal propagates in the fiber as shown in Fig. 7.10. When 
SPM is present, positive chirp occurs and the pulse initially undergoes 
compression, then expansion as it propagates further in the fiber. This 
compression is helpful in extending the propagation limit for a distance 
up to ~100 km as shown in the example. Comparing this effect to a 
pulse launched in a fiber with no SPM [Eq. (1.60), C0 = 0], the pulse 
only expands as it propagates in the fiber. Eventually, the SPM pulse 
width surpasses the non-SPM pulse width at ~100 km. Therefore, in 
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this example, SPM is beneficial to pulse propagation for short distances 
under 100 km, but it is limiting in longer transmission distances.

A pulse width σSPM at location L that is different from the launched 
pulse width σo results in some amount of associated optical power 
penalty due to the pulse energy spreading out of its time slot. A simple 
calculation can be made to estimate this power penalty due to SPM 
broadening factor σSPM/σo, as shown in Eq. (7.40). This power penalty 
is shown on the right axis in Fig. 7.10.

 δ
σ

σSPM
SPM

o

≈
⎧
⎨
⎩

⎫
⎬
⎭

10 log  (7.40)

where δSPM is the power penalty due to SPM, dB.

Cvijetic also suggests that to roughly estimate maximum possible 
launch powers, the pulse phase shift given by Eq. (7.35) needs to be 
less than 1 radian. Equation (7.35) can then be written as a limiting 
condition, see Eq. (7.41).

 P
LMax

eff

< 1
γ

 (7.41)

 P
A

n LMax
eff<

− −
αλ

π α2 12[ exp( )]  (7.42)

where PMax is the maximum launch peak power, W.

Table 7.4 lists estimated SPM launch average NRZ power limits 
calculated using Eq. (7.42) assuming n2 = 3.0 × 10−20 m2/W, signal 
wavelength of 1550 nm, and single fiber span with no dispersion 
compensation.

σ(
L)

/σ
o

Fiber length (km) 

0.5

1.0

1.5

2.0

2.5

10 30 40 50 60 70 8020 90 100

CD = 17
ps/(nm·km)
β2 < 0
σo = 25 ps

Po = 15 dBm

α = 0.21 dB/km

No SPM

With SPM,
positive chirp

Pulse compression area
0.5

1.8

0.0

3.0

4.0

P
en

al
ty

 (
dB

)

FIGURE 7.10 SPM pulse broadening example.
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For links where each span’s dispersion is fully compensated 
except for the last span, which is undercompensated, SPM limits 
for 10 and 40 Gbps NRZ links over G.652 fiber attenuation of 0.2 
dB/km, maximum launch powers are available from a publication15 
as shown in Table 7.5. For optimum suppression of SPM effects, 800 
ps/nm of net link residual dispersion is suggested for standard G.652 
fiber and 300 ps/nm of net link residual dispersion is suggested for 
NZ-DSF G.655 fiber.16 

Cross-phase modulation (XPM) is the same basic effect of the 
refractive index dependence on the signal intensity except that the 
optical power causing the effect is produced not only by the original 
signal but also from all other optical signals propagating in the fiber. 
This occurs for multichannel WDM, DWDM, and CWDM systems. 
The nonlinear Schrödinger equations written for interaction between 
two channels17 can be shown as Eqs. (7.43) and (7.44). Solving the 

Maximum Launch 
Power (dBm)

Fiber Core Effective 
Area Aeff (lm

2)
Fiber Attenuation 
(dB)

12 80 0.20

13 80 0.25

10 55 0.20

11 55 0.25

TABLE 7.4 Estimated Single-Channel Average Signal Launch Power 
SPM Limits for Uncompensated Span

Maximum Launch 
Power (dBm)

Transmission 
Rate (Gbps) Distance (km)

15 10  350

12 10  700

10 10  1,100

7.5 10  2,000

7 40  170

5 40  270

2 40  540

0 40  855

−2 40  1,350

TABLE 7.5 Estimated Single-Channel Average Signal Launch 
Power SPM Limits in Compensated Spans
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nonlinear Schrödinger equations for multiple channels will provide 
accurate XPM effect results. 
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The amount of signal phase shift due to XPM from multiple chan-
nels is estimated by Cvijetic14 by adding a channel quantity term to 
Eq. (7.35), see Eq. (7.45). Launch power maximum limit for multi-
channel systems can be roughly estimated by Eq. (7.46) assuming the 
maximum pulse phase shift ΔΦXPM.J is 1 radian. This equation assumes 
all channel powers are equal, the fiber has zero dispersion, and optical 
pulses from all the different channels propagate at the same velocity. 
It also assumes that all the different channel signals’ one-bit level pat-
terns line up, which results in the worst-case XPM effect (no channel 
walk-off). These conditions are unrealistic, but provide the reader 
with a general idea of the possible severity of this effect.

 ΔΦXPM. effj P L M= −γ 0 2 1( )  (7.45)

 P
L MjMax. <

− − −
α

γ α[ exp( )]( )1 2 1  (7.46)

where ΔΦXPM.J =  nonlinear phase shift of the j’th channel after propa-
gating a distance L

 PMax.j =  maximum peak launch power for channel j assuming 
all channel powers are equal and the fiber has zero 
dispersion, W

 M = number of channels

Table 7.6 lists estimated maximum launch powers for typical 
multichannel systems derived from Eq. (7.46) using the following 

Channel Maximum 
Launch Power (dBm)

Number of 
Channels (M)

  0   8

−3 16

−6 32

−7 40

TABLE 7.6 XPM Limited DWDM Average Signal 
Launch Power Assuming Worst-Case Conditions
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fiber para meters, L = 80 km, Aeff = 80 pm2, CD = 0 ps/nm and fiber 
attenuation = 0.22 dB/km.

In reality, signal bit patterns from different channels do not line 
up as they propagate in the fiber because their group velocities differ 
for each channel signal, see Eq. (1.30). They drift in relation to each 
other, which is referred to as channel walk-off. The faster the walk-
off, the lower the XPM induced fluctuations. Walk-off increases as 
channel spacing increases and as dispersion increases which in turn 
decreases XPM. Fibers with low dispersion coefficient such as NZ-
DSF cause a higher XPM effect due to the lower channel walk-off. 
However, as dispersion accumulates the phase to intensity modula-
tion conversion effect strengthens which increases XPM.

XPM effect is dependent on

 1. Input channel power (the higher the power the greater XPM)

 2. Channel spacing (the greater the channel spacing the lesser 
the XPM due to walk-off effect)

 3. Fiber dispersion (locally greater to reduce walk-off but lower 
overall to reduce phase conversion)

 4. Fiber core effective area (the larger the area the lesser the XPM)

XPM acts as noise like variations in amplitude and jitter in co-
propagating signals. It has been shown that using effective dispersion 
compensation, XPM can be significantly reduced and launch power 
levels increased considerably as shown in Table 7.7. Two compensa-
tion methods that are common in fiber links are full optimized com-
pensation scheme (FOCS) and distributed under compensation scheme 
(DUCS). The most effective compensation is DUCS where every span 
is equally under compensate18 by placing compensation modules at 
all midspan optical amplifier positions and at the receiver as shown 
in Fig. 4.9a. Each span’s compensation is less than the total span’s 
accumulated dispersion such that a small optimum amount of span 

Channel
Spacing
(GHz)

Fiber
Type

Optimum Link 
Net Residual 
Dispersion
(ps/nm)

PMC

(mW)

1-Span
Link Pin

(dBm)

2-Span
Link Pin

(dBm)

3-Span
Link Pin

(dBm)

100 NDSF 800 112 20 17 15

100 NZ-DSF 100–300 40 16 13 11

50 NDSF 200–1000 32 15 12 10

50 NZ-DSF 100–300 16 12 9 7

TABLE 7.7 Estimated XPM Average Signal Launch Power Limits for 8-Channel 
10 Gbps NRZ System with DUCS Compensation
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residual dispersion remains. This optimum span residual dispersion 
helps in reducing the local XPM due to channel walk-off and remains 
low enough to keep phase to intensity conversion effect tolerable.

To determine optimum dispersion compensation for suppression 
of XPM effects, a simple scaling equation can be used that states the 
total transmission distance represented as the number of equal length 
spans N, times the maximum channel input power Pin, equals a con-
stant, see Eq. (7.47). This equation is dependent on fiber type, channel 
spacing, number of channels, and transmission rate.

 P P NMC in= ×  (7.47)

where PMC = maximum power constant, mW ⋅ span
 Pin = maximum channel, average signal, launch power, mW
 N = number of optical amplifier spans in the link

PMC is estimated by Fürst19 for 8-channel DWDM NRZ signaling 
systems with 100 GHz and 50 GHz channel spacing and the follow-
ing parameters: for G.655 (NZ-DSF) fiber γ = 1.3 km−1, CDc = 2.8 ps/ 
(nm ⋅ km) and for G.652 fiber (NDSF) fiber γ = 1.5 km−1, CDc = 17 ps/ 
(nm ⋅ km). PMC is defined for a 10 Gbps system with an OSNR penalty 
(or Q) of less than 1 dB for an OSNR of 16 dB. For a 100 GHz channel 
spaced system over NZ-DSF fiber and using dispersion under com-
pensation scheme (DUCS) with net residual dispersion between 100 
and 300 ps/nm, PMC is estimated to be 40 mW (16 dBm). The net 
residual dispersion is equally distributed in each span’s residual dis-
persion, see Eq. (7.48). Therefore, for a 2-span link, the maximum 
(average signal) launch power is 20 mW (13 dBm) per channel. 

 CD CDspan net= /N  (7.48)

where CDspan = span residual dispersion, ps/nm
CDnet = net residual dispersion, ps/nm

 N = number of optical amplifier spans in the link

For a 50 GHz spaced system over NZ-DSF fiber with dispersion 
under compensation and net residual dispersion between 100 and 
300 ps/nm, PMC is 16 mW (12 dBm). For a 3-span link maximum 
launch power is 7 dBm per channel. For a 100 GHz system over NDSF, 
the XPM walk-off effect is not limiting due to the high fiber disper-
sion. Therefore, it requires 800 ps/nm net residual dispersion com-
pensation for optimum SPM suppression. For a 50 GHz spaced sys-
tem over NDSF with dispersion under compensation and net residual 
dispersion between 200 and 1000 ps/nm, the PMC is estimated to be 
32 mW (15 dBm). For a 3-span link maximum launch power is 10 dBm 
per channel. Table 7.7 tabulates these average signal power limits for 
a 1 dB XPM penalty. Although these maximum launch powers are 
estimated for 8-channel DUCS systems, Fürst20 indicates that for 
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channel counts over eight for NZ-DSF or NDSF the change in PMC is 
less than 1/2 dB. This is due to the decrease in walk-off effect from 
the outer channels as channel count increases. Therefore Table 7.7 is 
also a good estimate for higher channel count systems.

7.4  Stimulated Raman Scattering and 
Stimulated Brillouin Scattering 

Stimulated scattering effect is the nonlinear scattering of light photons 
of an incident wave to another lower energy wave at a lower fre-
quency (longer wavelength) in the fiber. This results in energy being 
released causing the appearance of phonons (molecular vibrations). 
The incident optical wave is the optical signal, also referred to as the 
pump wave and the scattered lower frequency waves are referred to 
as Stoke’s waves. This effect reduces the signal’s power as it propa-
gates in the fiber. Note that linear scattering of light in a fiber is referred 
to as Rayleigh scattering and causes signal power loss in a fiber but 
the frequency of the scattered light remains unchanged. The main dif-
ference between Stimulated Raman Scattering (SRS) and Stimulated 
Brillouin Scattering (SBS) is that for SRS the phonons created in the 
fiber by the effect are optical and for SBS they are acoustical. 

For SRS the high signal power interacts with atomic oscilla-
tions, which results in resonance at a lower frequency, peaking about 
13.2 THz (100 nm) below the signal frequency. This peak occurs 
at approximately 180.21 THz (1660 nm) for an optical signal at 
193.41 THz (1550 nm). For signals in the 1550 and 1660 nm bands 
SRS can cause energy to transfer from the 1550 nm signals to the 
1660 nm signals resulting in cross-band interference. SRS spectral 
width (FWHM) is approximately 6 THz (48 nm). This effect is also 
the basis for Raman signal amplification.

For SBS, the phonons created by this effect generate an acoustical 
pressure wave due to electrostriction traveling at the speed of sound in 
the fiber in the same direction as the signal. This periodic change in 
fiber density changes the fiber’s refractive index, since it is dependent 
on material density, and creates a sort of moving refractive index Bragg 
grating effect. This effect diffracts some of the signal power in the back-
ward direction which reduces the signal power traveling in the for-
ward direction, see Fig. 7.11. The backward signal changes to a lower 
frequency by 11 GHz (+0.1 nm) due to the Doppler shift caused by the 
signal diffracting from the moving grating. The backward propagating 
wave can interfere with laser operation causing instability, which 
can lead to bit errors, or if it is strong enough can damage the laser. 
SBS scattering effect is primarily in the backward direction; for SRS it 
is in the forward direction (direction of the signal or pump wave). 
Special fiber designs are available that reduce SBS to some degree by 
optimizing the core/cladding index profile and core dopants.
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In single-channel systems, the SRS threshold power, which is the 
signal power level that causes a loss of 3 dB over the fiber length due 
to SRS effect, can be estimated21 by Eq. (7.49).

 P
A

g Lth
SRS eff

R eff

≈
16

 (7.49)

where Pth
SRS = SRS threshold power, W

 gR =  Raman peak gain coefficient approximately22 4.7 × 
10−14 m/W (this value varies for different fiber types23 
from 3 × 10−14 to 8 × 10−14 m/W)

 Leff = fiber effective length, m
 Aeff = fiber’s effective area, m2

Therefore, if the fiber’s effective area is 55 μm2 and the fiber length 
is longer than 50 km, then the maximum signal launch power is limited 
to 29 dBm. For most single-channel systems the signal launch powers 
are considerably lower than this and therefore likely not a concern.
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FIGURE 7.11 Brillouin scattering effect.
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In WDM systems, because of multiple signals existing in a fiber, 
the SRS optical power is transferred between the multiple signals 
causing SRS cross talk and degrading system performance. Making 
this effect worse is the fact that SRS can transfer power to signals 
spaced as much as 125 nm apart. This encompasses much of C- and 
L-band channels. Power coupling between the channels occurs from 
the signals with shorter wavelengths to the signals with the longer 
wavelengths, see Fig. 7.12. This results in an increase in noise for the 
higher wavelength channels and reduction in signal power in the 
lower channels. This occurs only if the signal’s 1-bit levels overlap as 
they propagate in the fiber. When chromatic dispersion is present, the 
signals propagate at different speeds, which results in less probability 
the 1 bits will overlap due to the walk-off effect. Therefore, chromatic 
dispersion reduces SRS effect.

The fraction of power loss in a given WDM signal due to SRS can 
be estimated24 by Eq. (7.50). This equation assumes the worst-case 
scenario where chromatic dispersion is zero and all the channel’s 
1 bits overlap. Additional assumptions are that all the channels are 
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FIGURE 7.12 SRS effect.
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launched with the same power, all the channels have the same spacing, 
all polarizations are scrambled, and all the channels fall within the 
Raman gain ΔλR.

 δ
λ

λSRS
ch R ch eff

R eff

=
−Δ

Δ
g P L N N

A
( )1

4
 (7.50)

where δSRS = fraction of power loss due to SRS
 Δλch =  WDM channel spacing, assuming constant channel 

spacing, m
 ΔλR = Raman interaction bandwidth, approximately 125 nm
 Pch =  channel peak signal launch power, assuming all chan-

nels are the same, W
 Leff = fiber effective length, m
 N = number of channels

The power penalty in dB for a channel can be estimated by Eq. (7.51).

 δ δSRS
dB

SRS= − −10 1log( )  (7.51)

Maximum channel launch power can be estimated with Eqs. (7.50) 
and (7.51). For less than 0.5 dB signal power loss due to SRS, δSRS 
needs to be 0.1 or less from Eq. (7.51). Using 0.1 for δSRS results in Eq. 
(7.52), which estimates maximum channel launch power for this 
power penalty.

 P
A

g L N Nch
R eff

ch R eff

≤
−

0 4
1

.
( )

Δ
Δ

λ
λ

 (7.52)

Inserting the Raman gain and bandwidth values into Eq. (7.52) it 
can be simplified to Eq. (7.53). Equation (7.52) assumes the fiber has 
zero chromatic dispersion. To account for chromatic dispersion of 
3 ps/nm ⋅ km or greater, which increases the walk-off effect, a factor 
of 2 is included in Eq. (7.53).

 P
A

L N Nch
eff

ch eff

≤
×

−
2 11 10

1

6.
( )Δλ

 (7.53)

Table 7.8 shows maximum channel launch powers for various 
WDM channel counts and spacing into a NZ-DSF (G.655) where Aeff = 
55 μm2, attenuation is 0.21 dB/km, and length is 100 km. It should be 
noted the Raman gain coefficient (4.7 × 10−14 m/W ) can vary signifi-
cantly for different fiber types and manufacturers, which would affect 
this table’s values.

The wide, 20 nm, channel spacing in CWDM systems also limits 
launch powers. Typical SRS bandwidth is approximately 125 nm, 
which includes six CWDM channels. Using Eq. (7.53) average CWDM 
signal launch power limit is 6.7 dBm per channel for G.655 fiber.
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Figure 7.13 plots SRS power penalties calculated using Eq. (7.53) 
for various channel counts, channel spacing, and signal launch powers. 
It shows that as channel spacing decreases or channel count decreases 
the SRS power penalty decreases for the same channel launch power. 
Figure 7.14 shows that as channel spacing decreases the channel max-
imum launch power increases for a given channel count and 0.5 dB 
SRS penalty.

Therefore, to launch a signal at the highest possible SRS threshold 
power, the DWDM channels are spaced together as closely as possible.

In stimulated Brillouin scattering (SBS) power can also be trans-
ferred across multiple channels creating cross-talk interference. For this 
to occur, the channel spacing must be less than 20 MHz (0.02 GHz).25 
For current and any foreseeable future DWDM systems SBS cross-
talk is not a concern. However, due to the scattering effect, SBS effect 
does deplete the laser launch power significantly. Figure 7.15 shows 

Maximum Launch Power (dBm)

Channel Count 200 GHz 100 GHz 50 GHz CWDM

8 15 18 21 6.7

16 8.6 11.6 14.7 6.7

32 2.5 5.5 8.5 N/A

40 0.5 3.6 6.6 N/A

80 −5.5 −2.5 0.5 N/A

TABLE 7.8 Estimated Average Signal Launch Power Limit for 0.5 dB 
Penalty due to SRS in G.655 fiber
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laser launch power versus reflected power plot. Here it can be seen 
as laser launch power increases, reflected power increases linearly 
to a certain point referred to as the SBS threshold. After the SBS 
threshold, reflected power no longer increases linearly with launch 
power.

Equation (7.54) estimates26 the maximum signal SBS threshold 
power for limiting SBS effect to 10% of launch power (−10 dB).

 P
A

g L
f f

fB

B s

B
th
SBS CW eff

eff

− =
⊗⎛

⎝⎜
⎞
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21 Δ Δ
Δ  (7.54)

The convolution term can be approximated giving Eq. (7.55).
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Δ
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where Pth
SBS CW−  =  SBS threshold power for an unmodulated CW 

(continuous wave) laser, W
 gB = SBS gain approximately27 2.2 × 10−11, m/W
 Leff = fiber effective length, m
 Δfs =  unmodulated CW laser spectral width, typically 

DFB 10 MHz to 200 MHz
 ΔfB =  SBS interaction bandwidth approximately 20 MHz 

at 1550 nm
 Aeff = fiber’s effective area, m2

Equation (7.55) can be written28 as Eq. (7.56) for an SBS threshold 
power of 0.01% of launch power (−20 dB).
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1
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As can be seen in Eq. (7.55) the wider the laser width the higher 
the threshold. This is because of the very narrow interaction band-
width of 20 MHz for this effect. Amplitude shift keying (ASK) such as 
used in RZ and NRZ modulation broadens laser width and increases 
the SBS threshold. The ASK modulated laser threshold power can be 
estimated22 using Eq. (7.57).

 P
P

R
f

f R
B

B

th
SBS th

SBS CW

=
− − −

−

1
2

1
Δ

Δ[ exp( / )]
 (7.57)

where Pth
SBS CW−  =  SBS peak signal threshold power for a modulated 

laser, W
 R = transmission rate, bps
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If 100 km of fiber is used for signal transmission with an effective 
core area of 55 μm2, and the CW laser spectral width is 100 MHz mod-
ulated at 10 Gbps, the NRZ signal threshold peak signal power is 
calculated to be 14 dBm (11 dBm average signal power). If a laser is 
used with a CW spectral width of 10 MHz, then the threshold peak 
signal power drops to 8 dBm (5 dBm average signal power). Lasers 
are available with phase modulation circuitry that broadens the 
laser’s line width and therefore decreases SBS. SBS limits are listed in 
many transceiver specifications.

SBS can be very detrimental to high-power transmission systems. 
Not only is the signal attenuated by the effect, the backward scatter-
ing of power can contribute to noise if it enters the transmitting lasers. 
Also, interferometric noise can be created at the receiver if the signal 
reflects at the laser back to the receiver end. In order to achieve a high 
SBS threshold, signal spectral width is kept as wide as possible, and 
fibers with larger effective area and/or special core designs are 
deployed.

7.5 Intrachannel Nonlinear Effects
For transmission rates of 40 Gbps and higher, intrachannel nonlinear 
effects (INLE) can be a concern in high-power transmission systems. 
These effects occur because of the nonlinear interaction between 
overlapping ultra-short pulses (widths 25 ps and less) within the same 
channel. INLE leads to an increase of timing jitter, amplitude jitter, 
and noise in the channel.29 The two main effects are intrachannel 
cross-phase modulation (IXPM) and intrachannel four-wave mixing 
(IFWM) distortion. IXPM occurs when adjacent pulses overlap and 
the time derivative of the pulse edge causes a shift in frequency of the 
adjacent pulse, see Fig. 7.16. 

IFWM occurs when frequency components of adjacent pulses 
overlap and mix. This generates new components within the same 
channel, see Fig. 7.17. The result is power transfer from the signal to 
the components and an increase in channel interference.

Both of these effects can be reduced considerably by chromatic 
dispersion precompensation optimization. Killey30 has shown that 
Eq. (4.67) can be used to calculate the optimum span precompensa-
tion to minimize these effects. Precompensation results in symmetrical 
dispersion maps similar to Fig. 4.10, which helps in canceling the 
effects along the span. 
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7.6 Summary
Four-wave mixing occurs in closely spaced multichannel WDM 
systems, such as DWDM, and results in the generation of interfering 
optical components. These components lower channel OSNR and 
increase link BER. To help reduce FWM effects, the following points 
can be considered:

 1. DWDM channel spacing can be kept as wide as possible, 
preferably 100 GHz or more.

 2. Uneven channel spacing helps reduce the effect.

 3. Maintain signal launch power below recommended threshold, 
estimated values shown in Table 7.3.

 4. Use fibers with higher chromatic dispersion and larger effec-
tive core area.

 5. Do not use fiber with a zero dispersion wavelength at the 
operating wavelength such as DSF fiber.

Self-phase modulation occurs when changes in signal power 
(between 1 and 0 bits) cause a change in its own optical frequency. 
This is referred to as frequency chirp and hastens pulse broadening, 
which decreases transmission distance. It is a concern only for trans-
mission rates of 10 Gbps and higher. To help reduce SPM effects, the 
following points can be considered:

 1. Maintain channel launch power below recommended thresh-
old, estimated values shown in Tables 7.4 and 7.5.

 2. Use fibers with lower chromatic dispersion and larger effec-
tive core area.

 3. Decrease transmission rate below 10 Gbps.

Cross-phase modulation is the same basic effect as SPM but 
occurs in WDM systems and affects other channels in the fiber. To 
help reduce XPM effects, the following points can be considered:

 1. Maintain channel launch power below recommended thresh-
old estimated values shown in Table 7.7.

 2. Increase channel spacing.

 3. Increase fiber dispersion to increase walk-off effect.

 4. Increase fiber core effective area.

Stimulated Raman and Brillouin scattering is the nonlinear scat-
tering of light photons of an incident wave to another lower energy 
wave at a lower frequency (longer wavelength). The effect reduces 
signal power and can cause interference. To help reduce SRS effects 
the following points can be considered:
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 1. Maintain channel launch power below recommended thresh-
old, estimated values given by Table 7.8 and Eq. (7.53).

 2. Decrease channel spacing or channel count.

 3. Increase fiber dispersion to increase walk-off effect.

 4. Increase fiber core effective area.

To help reduce SBS effects the following points can be considered:

 1. Maintain channel launch power below recommended thresh-
old, estimated values given by Eq. (7.57).

 2. Increase DFB laser spectral width.

 3. Increase fiber core effective area.

The common action in the above points to decrease nonlinear dis-
tortions is to decrease signal power in the fiber. This is because nonlinear 
distortion is a function of fiber power density as described at the 
beginning of this chapter and Eq. (7.1). Therefore, using a fiber with a 
larger effective core area Aeff will help to reduce all nonlinear distor-
tion effects. Typical effective core areas range between 50 to 85 μm2. A 
few selected fibers are available with core areas greater than 100 μm2.

A method to help reduce launch powers but still achieve long 
transmission spans is to deploy Raman amplifiers in a counter pump 
configuration. The Raman amplifiers placed at the end of a span 
pump light backward into the span using the fiber itself as a gain 
medium. The technique allows for the signal launch power to be 
reduced, which is compensated by the gain of the Raman amplifier. 

Another technique to minimize nonlinear effects is to provide 
effective dispersion compensation in each span as described in this 
chapter. Maintaining an optimized low, but not zero, residual disper-
sion level along the entire link helps to reduce all nonlinear effects. 
To do this effectively dispersion under compensation with DCF fiber 
or dispersion compensating gratings, as shown in Fig. 4.9, are 
deployed for each span and/or NZ-DSF fiber is used instead of stan-
dard NDSF fiber.

A technique that can be partially helpful in reducing FWM and 
XPM effects in DWDM systems is to orthogonally polarize adjacent 
DWDM channels.31 This technique is only partially effective because 
of the polarization mode scrabbling that occurs along the fiber length. 
It can also be helpful in reducing intrachannel FWM and XPM effects 
for 40 Gbps and higher transmission rates.

Table 7.9 summarizes nonlinear effect maximum launch powers. 
SBS is a serious limitation if laser line width is 10 MHz. Increasing 
laser line width to 200 MHz can significantly improve launch power 
but may decrease the transceiver’s chromatic dispersion limit. Also, 
SRS can be significant for large channel counts.



NL
Effect

Maximum Launch Power 
NDSF Aeff = 80 lm

Maximum Launch Power 
NZ-DSF Aeff = 55 lm

Transmission 
Rate Channels Channel Spacing Notes

FWM 15 dBm  13 dBm N/A   8 100

FWM 13 dBm  10 dBm N/A 32 100

SPM 12 dBm  10 dBm 10 Gbps   1 N/A CD uncompensated

XPM 15 dBm  11 dBm 10 Gbps   8 100 GHz 3-span link, CD 
compensated

SBS  7 dBm  5 dBm 10 Gbps N/A N/A 10 MHz line width

SBS 15 dBm  13 dBm 10 Gbps N/A N/A 200 MHz line width

SRS 19 dBm  18 dBm 10 Gbps   8 100 GHz

SRS  5 dBm  3.5 dBm 10 Gbps 40 100 GHz

TABLE 7.9 Nonlinear Impairment Estimated Average Signal Launch Power Summary

251
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CHAPTER 8
Fiber 

Characterization 

8.1 Description
Fiber characterization can be defined as the field measurement and 
recording of fiber span parameters that affect signal transmission 
over all or selected operating wavelengths. These measured parame-
ters provide a true picture of the fiber span’s transmission limitations. 
They are used in network planning to ensure transmission links are 
designed within transceiver operating budgets and limits. Full fiber 
characterization is often necessary in modern high-speed link designs, 
where optical budgets are stretched to their maximum with little or 
no margin for error. Fiber quality can also be assessed with these 
parameters. Fiber characterization is performed after new fiber cable 
link construction, dark fiber purchase, or lease. This helps to ensure 
the fiber quality meets or exceeds required specifications and expec-
tations. It also documents fiber parameters at the time of construction 
or acquisition for comparison with future measurements to deter-
mine fiber degradation due to aging, damage, and repair.

The field measurable fiber span parameters are span loss 
(includes connector loss, splice loss, other span losses), chromatic 
dispersion (CD), polarization mode dispersion (PMD), return loss 
(RTL), span length, and nonlinear effects. These parameters are avail-
able from fiber cable specification sheets (except nonlinear effects). 
However, they are specified as maximum values for when the fiber 
cable is still on the cable reel. After cable installation they can change 
significantly. Cable spans can be made up of numerous and different 
concatenated fiber types. This makes it difficult to accurately calcu-
late the total span parameter from individual cable section specifica-
tions. Also, fiber cable installation records and specifications are 
often misplaced and the only way to determine the span parameters 
is by measurement.
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In addition to measuring fiber parameters, determining signal 
latency through one or more active fiber links can help characterize 
the communication channel. Latency is the signal delay through a 
channel. This may be required for some service level agreements.

Fiber characterization consists of the measurement and record-
ing of a single span parameter or multiple parameters. It depends on 
the transmission system, design margins, and reason for the mea-
surements. At a minimum, for most system designs, fiber loss mea-
surements over all operating wavelengths are necessary. Table 8.1 
can help in determining which parameters need to be considered 
when deploying various transmission systems. It assumes standard 
single-mode fiber (G.652) is used for the span fiber and transceiver 
specifications are available. A “yes” cell suggests the measurement is 
likely required for most designs. A cell with a condition in it suggests 
that the measurement may be required for that condition. A “no” cell 
suggests that the measurement is not likely required for most typical 
designs.

Table 8.2 indicates the measurement units and practical precision 
for field measurements.

8.2 Span Loss
The most important parameter in planning any fiber system is fiber 
span loss. It includes loss due to the fiber, all connectors, all splices, 
and any fiber anomalies. Total span loss can be estimated by multi-
plying the fiber’s specified attenuation by the span length and add-
ing all other estimated fiber span losses to it such as connector and 
splice loss. However, this result is only an estimate and may miss 
lossy fiber events or anomalies that can occur due to poor installation 
practice or other environmental stresses. To be certain of the span 
loss, field measures are required. An optical power meter with test 
laser source set to the signal operating wavelength, 1310 nm and 1550 nm 
for non-WDM systems, and a tunable laser for WDM systems will 
provide the best results. If a test laser source at the proper wave-
length is not available, the channel transceiver laser can also be used 
as a source. Refer to Chap. 2 for more details about optical loss and 
measurement.

Measurement results are total span loss (dB) at all operating 
wavelengths and fiber span attenuation (dB/km) at all operating wave-
lengths (if an OTDR is used). Fiber attenuation varies across the 
fiber’s transmission spectrum as shown in the typical fiber attenua-
tion plot, see Fig. 6.15. C band has the lowest attenuation, typically 
about 0.23 dB/km, and the water peak (1383 nm) area can exhibit the 
highest attenuation at over 2 dB/km. But these values depend on the 
fiber type and other span losses. As seen in Fig. 6.15 it is clear that 
for a CWDM system, fiber loss can vary greatly over all 18 CWDM 



Transmission 
Systems Span Loss CD PMD RTL Span Length NL Effects OTDR OSNR BER

Under 1 Gbps yes no no laser no no no no yes

1 to 5 Gbps yes no no yes yes no no no yes

1 to 5 Gbps 
amplified

yes yes no yes yes SBS no yes yes

≥10 Gbps yes yes yes yes yes yes no no yes

≥10 Gbps 
amplified

yes yes yes yes yes no no yes yes

WDM passive yes ≥10 Gbps ≥10 Gbps yes ≥1 Gbps no no no yes

WDM amplified yes yes ≥10 Gbps yes yes yes no yes yes

Overall fiber 
span quality

yes yes yes yes yes yes yes yes yes

TABLE 8.1 Fiber Characterization Measurement Suggestions
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channels ranges. Span loss can be quite high around the fiber’s 
water peak wavelength; however, for short fiber lengths it still may 
be within the acceptable transceiver optical budget. Measurements 
at each CWDM channel is important to accurately assess channel 
loss. DWDM channel fiber loss in C and L bands is flatter than other 
bands, but here too, loss varies with signal wavelength. For accu-
rate loss values, measurement at each DWDM channel is suggested. 
Test equipment measurement accuracy should be reviewed to 
ensure equipment will provide results within acceptable limits. 
Practical precision for field loss measurements is one or two deci-
mal places.

Although an OTDR can be used to measure fiber span loss and 
attenuation, the best accuracy is obtained by using a calibrated opti-
cal power meter and laser source (tunable laser for DWDM/CWDM 
channels). An OTDR is best used to locate and determine the loss of 
single anomalies in a fiber link, such as bad bends, high connector 
loss, or broken fibers.

8.3 Chromatic Dispersion
Chromatic dispersion (CD) distorts signal waveforms making it more 
difficult for the receiver to distinguish between transmission protocol 
symbols (1s and 0s). It accumulates along the fiber increasing with fiber 
length. Since chromatic dispersion varies with fiber length, increasing 
fiber length also increases total chromatic dispersion, which results in 
increased signal distortion. This produces more errors and increases 
the transmission BER. A point is reached where the transmission errors 
reach a maximum acceptable BER level, typically at a BER of 10−12. This 
is referred to as the chromatic dispersion limit for the transceiver and is 
specified in units ps/nm, refer to Chap. 4 for more details. In order to 
ensure acceptable transmission BER, total fiber link chromatic disper-
sion must be within the transceiver's dispersion limit. 

Fiber chromatic dispersion can be estimated from fiber specifica-
tions if total fiber length and fiber type are known, as shown in 
Chap. 4. However, often the fiber type is not known, or the fiber link 

Span
Loss CD PMD RTL

Span
Length

Non-
linear OTDR OSNR BER

Measurement 
unit

dB ps/
nm

ps dB km dBm dB dB ratio, 
no unit

Practical
precision

0.1 1 0.01 0.1 0.001 0.1 0.1 0.1 10−10

10−12

TABLE 8.2 Fiber Characterization Field Measurement Units and Precision
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is constructed of numerous different fiber types concatenated, mak-
ing calculation difficult. Therefore, for the best accuracy field mea-
surement is required. 

Span chromatic dispersion is measured in units ps/nm (where 
nm refers to the spectral width of the laser) at the signal operating 
wavelength. Chromatic dispersion varies with wavelength, refer to 
Fig. 4.5; therefore, measurements are taken at all operating wave-
length(s). For single-wavelength non-WDM systems, measurements 
are taken at 1310 and 1550 nm. For WDM systems, measurements are 
required for the entire WDM band. Many chromatic dispersion field 
test sets will measure the chromatic dispersion at three or four specific 
wavelengths across the fiber band and then interpolate to determine 
the chromatic dispersion at all other wavelengths, see Chap. 4. This 
method can produce acceptable results as long as high accuracy is not 
required. These test sets are often combined with an OTDR, which 
adds dual functionality to the units for a reasonable price. Measure-
ment with this type of test set requires access to only one end of the 
fiber span. However, the far end must have a highly reflective end. 
More accurate units require access to both fiber ends and use a tun-
able laser as the source. Test equipment measurement accuracy should 
be reviewed to ensure equipment will provide results within accept-
able limits. Practical precision for most field measurements is 1 ps/nm.

8.4 Polarization Mode Dispersion
High fiber link polarization mode dispersion (PMD) values can 
increase transmission bit errors and reduce link availability. Total 
fiber link PMD should be ascertained for all transmission systems 
with rates of 10 Gbps or higher. Field measurements provide the most 
realistic results because manufacturer specified PMD values can and 
do change after cable installation. PMD can vary between fibers in 
the same cable and therefore measurement of each fiber is common. 
PMD test sets calculate span PMD by averaging measured instanta-
neous differential group delay values over a wavelength range, over 
time or both. They typically require connection to both fiber ends. 
PMD measurement results are in ps units. Test equipment measure-
ment accuracy should be reviewed to ensure equipment will provide 
results within acceptable limits. Practical precision for most field 
measurements is 0.01 ps. Refer to Chap. 5 for further information 
regarding maximum PMD thresholds and testing.

8.5 Optical Return Loss
Optical return loss (ORL) is the logarithmic ratio of the launch (inci-
dent) power divided by the total reflected power seen at the launch 
point. It is measured in decibel units. A return loss value lower than 
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transceiver specification can cause laser instability, wavelength drift, 
and an increase in laser noise, which can worsen the bit-error rate. If 
the reflective power is high enough, the laser can also be permanently 
damaged.

To measure ORL an optical continuous wave reflectometer 
(OCWR) test set or an OTDR is used. A simple OCWR can be assem-
bled using a laser source, power meter, and three-port circulator. 
Refer to Chap. 2 for ORL test method details. The OCWR will typi-
cally provide better accuracy than an OTDR. Measurements should 
be made at both fiber ends. If the fiber length is less than 50 km and 
the far end is not connected to any equipment, it should be termi-
nated with a non-reflective end so that its reflected power does not 
add to the ORL measurement. A simple non-reflective end may be 
achieved by wrapping a fiber jumper around a pencil.

For WDM systems, OCWR measurements are performed using a 
tunable laser source tuned to the measurement channel center wave-
length. Practical precision for these measurements is 0.1 dB.

8.6 Fiber Span Length
Fiber span length is commonly measured by an OTDR in km units. 
Since other parameters such as loss, CD, and PMD depend on fiber 
span length, it is important to measure and record the length for cur-
rent design work. Note, for most loose tube fiber cables, fiber length 
is slightly longer than cable jacket length due to the cable design. 
Refer to cable specifications for multiplication factors used to deter-
mine fiber length if cable jacket length is known. OTDR measures 
fiber length in the cable and not cable jacket length. 

Test equipment accuracy should be reviewed to ensure equipment 
will provide results within acceptable limits. OTDR accuracy depends 
on entering an accurate effective group index of refraction (Neff) value 
at the measurement wavelength for the fiber to be measured. It is avail-
able from cable manufacturer’s fiber specification documents. Preci-
sion of the index of refraction should be at least four decimal places 
±0.0001 (example 1.4682). This will result in an index of refraction 
error of ±0.007% or ±3.5 meters for a 50 km measurement. If the preci-
sion of the index of refraction is only three decimal places ±0.001 then 
the error would be ±0.07% or ±35 meters for a 50 km measurement.

8.7 Nonlinear Impairments
Nonlinear (NL) effects impair transmission when high optical pow-
ers are launched into a fiber. Refer to Chap. 7 for details about these 
effects. Two of the NL effects that can be field measured are stimu-
lated Brillouin scattering (SBS) and four-wave mixing (FWM). These 
measurements can help in determining launch power limits.
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8.7.1 Stimulated Brillouin Measurement
Stimulated Brillouin Scattering (SBS) manifests itself as optical 
power that is reflected back to the laser source. It adds to other 
reflected power produced by Rayleigh scattering and Fresnel reflec-
tions, which in total decreases the fiber’s ORL. If the reflected power 
is high enough, laser stability can be affected, which can lead to bit 
errors or laser failure. As shown in Table 7.9, a launch power over 
the SBS threshold of 5 dBm can produce significant SBS reflected 
power for certain transmission conditions. A simple test using the 
ORL measurement technique can be performed to determine the SBS 
threshold.

The setup for this measurement is shown in Fig. 8.1. The laser 
used for this measurement should be the actual transmission laser 
that is normally used for communications. This provides for a more 
realistic measurement since laser spectral width affects SBS. The 
booster EDFA can be the network EDFA or test EDFA used for the 
measurement. It is used to boost the laser launch power high enough 
to measure significant SBS levels. The variable optical attenuator 
(VOA) is connected after the EDFA in order to be able to adjust launch 
power levels from −5 to +15 dBm. A three-port circulator is connected 
to the VOA output, fiber under test, and a power meter. It directs 
reflected power in the fiber under test to the power meter for mea-
surement. At the end of the fiber under test is a non-reflective end 
that prevents fiber end reflections from corrupting the recorded data. 
This can be easily made by tightly winding an old fiber jumper 
around a pencil.

The measurement begins with adjusting the VOA to an output, into
the circulator, of −5 dBm. This level can be measured by attaching the 
power meter to the VOA output. The power meter is reconnected to 
the circulator and the reflected power is recorded. This process is 
repeated in 1 dBm increments up to +15 dBm. The recorded launch 
and reflected powers are used to plot a graph similar to Fig. 7.15. 
From this graph the SBS threshold can be easily spotted. It is the 

Transceiver
laser

Power meter

Fiber under test

Circulator

PdBm

Non-reflective
end < –70 dBVOAEDFA

FIGURE 8.1 SBS power measurement setup.
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launch power value where an increase in launch power no longer 
results in a linear increase in reflected power.

The ORL at any point in the plot can be calculated from the mea-
sured data using Eq. (2.12).

ORL =
⎛
⎝⎜

⎞
⎠⎟

10 log
P
P

i

R

where ORL = optical return loss, dB
 PR = total reflected power, mW
 Pi = launch power, mW

In order to meet or exceed transceiver specification, signal launch 
power is limited to the measured fiber ORL that is greater than the 
transceiver laser’s specified ORL limit. Typical laser ORL limit speci-
fication is 24 dB. Refer to the manufacturer’s specification for the cor-
rect value.

8.7.2  Four-Wave Mixing and Nonlinear 
Coefficient Measurement

Four-wave mixing (FWM) is a nonlinear distortion that can occur 
in DWDM fiber spans where high power levels are encountered. It 
manifests itself as new interfering wavelengths created from the 
energy of the original DWDM signals, refer to Chap. 7 for details. 
For DWDM systems where channel wavelengths are near the 
fiber’s zero dispersion wavelength or where high signal powers 
are used, significant FWM effects can be encountered.

FWM component power can be measured1 and the nonlinear 
coefficient estimated using a simple test setup. Test equipment 
required includes two DFB lasers with adjacent channel wavelengths 
(or tunable lasers), two polarization controllers (PC), two variable 
optical attenuators (VOAs), a DWDM multiplexer (or 50/50 coupler), 
two EDFAs, and an optical spectrum analyzer (OSA). The two lasers 
are unmodulated continuous wave (CW) lasers, not transceiver lasers, 
in order to increase accuracy. Setup is shown in Fig. 8.2. If a DWDM 
is not available then two narrow band optical filters and a 50/50 cou-
pler are used. The DWDM or narrow band filters help reduce noise 

Fiber span

DWDM

Laser 1

Laser 2

VOA

PC

OSA
OSA

EDFA

FIGURE 8.2 Nonlinear coeffi cient measurement using FWM and two CW lasers.
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generated by the EDFAs. If the noise level is too high it may be diffi-
cult to see the FWM components with the OSA.

The OSA is connected to the output of the DWDM and the VOAs 
are adjusted until both laser powers are equal. The launch powers 
into the fiber are recorded as P0. Then the OSA is connected to the 
opposite end of the fiber span. If the FWM components are not visible 
at wavelengths given by Eqs. (8.1) and (8.2) then both EDFA gains are 
equally increased until they are visible next to the fundamental laser 
powers. The variable polarization controllers are adjusted until the 
FMW components peak at maximum power. This point corresponds 
with parallel launch polarizations. The OSA is reconnected at the 
DWDM output end and both lasers’ launch powers are checked to be 
equal. If they are not equal, the VOAs are readjusted. The laser launch 
power is recorded as P0. Then the OSA is reconnected to the opposite 
end of the fiber span and the two FWM component powers are mea-
sured with the OSA and recorded as Pijk.

λ λ λ λ112 1 1 2= + −  (8.1)

λ λ λ λ221 2 2 1= + −  (8.2)

where λ λ1 2, = DWDM laser center wavelengths, nm
λijk = newly created interfering signal wavelengths, nm

Next the nonlinear Schrödinger wave equations are solved for two 
fiber signals. Equation (7.24) can be used as an estimate, see Eq. (8.3).

P d PP P L Lijk i j k= −η γ α
9

2 2 2
eff exp( )  (8.3)

where  Pijk = peak power of an FWM component
 P0 = peak laser launch power into the fiber of the laser
 Pi , Pj , Pk = peak laser launch power into the fiber of the laser
 Leff = fiber effective length, m

η = FWM efficiency factor, see Chap. 7
 d = degeneracy factor equals 3 for two lasers

γ = nonlinear coefficient, (Wm)−1

α = fiber attenuation coefficient, m−1

 L = fiber length, m

Equation (8.3) is solved to give the nonlinear coefficient, see 
Eq. (8.4). For a two-laser test the degeneracy factor is set to 3 and all 
launch powers are equal P0 = Pi = Pj = Pk. The measured laser launch 
power P0, measured FWM component power Pijk , and other required 
fiber parameters for Eq. (8.4) are used to solve for the fiber’s nonlinear
coefficient, refer to Chap. 7 for details. The other fiber parameters 
required are attenuation, length, chromatic dispersion, chromatic 
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dispersion slope, and center frequencies of the two lasers. These are 
measured using appropriate test sets.

γ
η α

=
−

P

P L L
ijk

0
3 2

eff exp( )
 (8.4)

Once the nonlinear coefficient is known for the fiber, it can be 
used to calculate the fiber’s nonlinear effects FWM, SPM, and XFM. 
Accuracy of this nonlinear coefficient measurement method is 
reported1 to be 15% assuming accurate measurement of optical powers,
laser frequencies, fiber length, fiber attenuation, and fiber chromatic 
dispersion.

A similar but more accurate and simpler method to measure non-
linear coefficient uses an external modulator (EM) and only one CW 
DFB laser. The laser is modulated with a high-frequency RF carrier 
that is pulse modulated with a square wave, see Fig. 8.3. The EM 
output is an optical carrier with two sidebands. The spectral separa-
tion of the side bands is twice the RF carrier frequency.2 The output is 
then amplified with one EDFA and fed into the span fiber. The modu-
lation frequency needs to be high enough so that the OSA can sepa-
rate the sidebands for accurate power measurement. The launched 
side bands into the fiber have the same optical power (P0), the same 
polarization, and the same phase, which results in better calculation 
accuracy. The nonlinear coefficient is then calculated using Eq. (8.4).

8.8 Signal Latency
Signal latency is the end to end information delay or pulse delay in a 
communication channel. It is an important parameter to measure and 
record because many protocols, such as Ethernet, require low latency 
for proper operation. Network providers often sign service level 
agreements (SLAs) that specify a maximum channel latency. However,
this parameter is easily neglected in link planning. Latency depends 
on signal propagation delay in the transmission equipment and in 

Fiber span
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laser OSA
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FIGURE 8.3 EM FWM nonlinear coeffi cient measurement.
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the transmission medium. Equipment propagation delay various 
greatly for various equipment. Exact delay times are often available 
from the equipment manufacturer or can be measured. Medium 
delay depends on the medium type and the propagation distance. 
For example, optical fiber transmission systems experience higher 
latency than wireless systems over the same distance because light 
travels significantly slower in glass than in air. Both media will expe-
rience higher latency if the transmission distance is increased.

The speed of an optical signal in a fiber, such as a data pulse, is 
known as group velocity and can be calculated3 knowing the fiber’s 
effective group refractive index using Eq. (8.5). This effective group 
refractive index is listed in manufacturer’s fiber data sheets. 

v
c

ng
g

=  (8.5)

where  vg = group velocity of a signal, m/s
 c = speed of light in a vacuum, m/s

ng = fiber’s effective group refractive index at operating signal 
wavelength λ

Knowing the length of the fiber link and group velocity, the time 
delay can be calculated using Eq. (8.6).

t
L
vf

g

=  (8.6)

Equation (8.5) and (8.6) can be combined into one as Eq. (8.7).

t
Ln

cf
g=  (8.7)

where tf = fiber latency, the time required for information (pulse) to 
travel the length of the fiber, s

 L = length of the fiber, m

For example, if a 100 km fiber link has an effective group refrac-
tive index of ng = 1.4682 what is the signal latency in the fiber?

t f = × ×
×

100 10 1 4682
2 9979 10

3

8

.
.

t f = × −4 8974 10 3. s

The fiber’s latency or time required for the signal to propagate 
100 km in this fiber link is 4.8974 ms. 

A fiber link component that will increase signal latency if it exists 
in the link is the dispersion compensating module (DCM) that uses 
dispersion compensating fiber (DCF). For each DCF DCM deployed 
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in the link, the latency due to its dispersion compensating fiber is 
calculated using Eq. (8.7) and is added to the fiber link latency. To 
avoid this additional latency, the DCF DCM can be replaced with a 
DCM that uses only a fiber Bragg grating (FBG). FBG does not add 
any significant latency to a link. 

To obtain total end to end channel latency, the latency due to all 
link contributors is summed as shown in Eq. (8.8).

t t t tT f e= + +∑ ∑DCM  (8.8)

where tT = total link latency, s
 tf = latency due to the link fiber, s
 tDCM = latency due to a DCF DCM, s
 te = latency due to electronic equipment in the signal path, s

Continuing with the above example, two DCF DCMs each with 
20 km of DCF fiber and with a group refractive index of 1.4732 are 
added to the link. The delay due to the two end terminals is 7 ms 
each. What is the total channel latency?

The delay due to one DCF DCM is as follows:

t f = × ×
×

20 10 1 4732
2 9979 10

3

8

.
.

tDCM s= × −98 282 10 6.

Total delay is calculated as follows:

tT = × + × × + × ×− − −4 8974 10 2 98 282 10 2 7 103 6 3. .

tT = × −19 291 10 3.

The calculated channel latency is 19.291 ms. The accuracy of this 
latency depends on the accuracy of the measured fiber distance, DCM 
lengths, delay in electronic equipment, and group refractive index at 
the operating wavelength.

Signal latency can also be easily measured with some BER testers. 
For IP systems, the internet control protocol (ICMP) ping test can be 
used to estimate round-trip latency.
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CHAPTER 9
Testing Ethernet 

and Synchronous 
Optical Networks

9.1 Bit Error Ratio Test
A bit error ratio (BER) test is a common method of assessing the per-
formance of a new or existing digital circuit. It is the standard test used 
in assessing the quality of SONET/SDH circuits. The test is an out-of-
service test that can be easy to perform by one technician who has 
access to both ends of the circuit. Typically one BER test set is used, 
which is connected at one end of the circuit. At the other end, a hard-
ware or software loopback is installed. A fiber hardware loopback con-
sists of a short fiber jumper with an attenuator that connects the laser 
output port to the receiver input port, see Fig. 9.1. The attenuator is 
sized to ensure the receiver is not overloaded by the local laser. For an 
electrical hardware loopback the data output to input wires are prop-
erly connected together and other control/handshaking wires may 
also need to be properly connected. For a software loopback, access is 
required to the far end interface software configuration and loopback 
option selected if available. Once the far end interface is in loopback, a 
BER test pattern sent to the far end of the link will be returned (looped 
back) to the BER tester. Upon receiving the signal, the BER tester com-
pares the received bit pattern against the transmitted bit pattern to 
detect any bit errors. A bit error is defined as a transmitted one bit that 
is received as a zero bit or transmitted zero bit that is received as a one 
bit. A detected error is recorded as a bit error. The bit error ratio is cal-
culated as the number of bits received in error divided by the total 
number of bits sent, see Eqs. (3.43), (3.44) and (9.1).

BER

BER

=

=

E
n
E

TR

 (9.1)
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where BER = bit error ratio
 E = number of erroneous bits received
 n = number of bits transmitted

T = time to transmit n bits, seconds
R = transmission rate, bits/second

The most realistic BER test that represents the actual BER of a circuit 
is one that runs indefinitely. Since this is not practical, the BER test must 
run long enough to achieve a high level of confidence that the recorded 
BER is the actual circuit BER. This length of time can be calculated and 
is described in detail in Chap. 3. For example, to test a 10 Gbps circuit to 
a BER of 10−12, confidence level of 99%, and two-digit accuracy, the test 
needs to run for at least 3 hours and 30 minutes and 100 or less errors 
need to be recorded. For the same BER of 10−12 and confidence level 
of 99%, a 2.5 Gbps circuit needs to be tested for at least 13 hours and 
36 minutes, and 100 or less errors need to be recorded, see Table 3.2.

9.2 RFC-2544 Test
The Internet Engineering Task Force (IETF) body established the RFC-
2544 test standard1 to provide a method of performance criteria for Eth-
ernet networks. Since Ethernet is a layer 2 (data link) packet switched 
protocol, testing using a BER test may not provide useful results. A 
single bit error will result in the entire frame being discarded and the 
bit error will not be received by the tester. Instead it will receive a frame 
loss error and the actual number of bit errors will not be known. There-
fore, the RFC-2544 test standard was created to better assess the Ether-
net link throughput, frame loss, back to back frame loss, and latency. 
The test is conducted on an Ethernet channel that is out of service.

The link throughput test is the maximum frame rate in frames 
per second that the Ethernet link can support with zero frame loss. 
The Ethernet IEEE 802.3∗ standard2 defines four transmission rates, 
10 Mbps, 100 Mbps (IEEE 802.3u), 1 Gbps (IEEE 802.3ab/z), or 10 Gbps 
(IEEE 802.3.ae). However, these rates are not maximum frame rates or 
actual data throughput rates. This is because the standard defines the 
transmission rate for a continuous stream of bits, or one over the bit 

FIGURE 9.1 Hardware loopback.
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∗IEEE and 802.3 are registered trademarks belonging to the Institute of Electrical 
Engineering, Inc.
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period where RF = 1/T. Ethernet protocol is a packet technology where 
frames of data are sent and not a continuous stream as in synchronous 
protocols (SONET/SDH). The maximum frame rate is determined by 
calculating the frame packet size, which is divided into the standard 
transmission rate, see Eq. (9.2). Each frame consists of MAC address, 
data, and cyclic redundancy check (CRC) fields. Also added to the 
frame is a preamble and interframe gap (IFG), see Fig. 9.2. The inter-
frame gap is the gap between sequential frames that has a minimum 
size of 12 bytes. The data field has a minimum size of 46 bytes and 
maximum of 1500 bytes, or minimum of 42 bytes if virtual LAN 
(VLAN) is supported in the frame. Minimum frame packet size is then 
84 bytes and maximum is 1538 bytes for non-VLAN frames.

RFC-2544 defines eight frame sizes for testing, 64, 128, 256, 512, 
1024, 1280, 1518, and 1522 bytes. The maximum frame rate is tested 
for each frame size. The test begins with a low frame rate, which is 
increased until an error occurs. If the maximum frame rate is reached 
without error then the link can support the maximum rate. Otherwise 
the link supports the last error-free frame rate.

The actual data throughput rate is much less than the standard 
transmission rate because of the frame’s nondata overhead bytes. Data 
throughput varies with frame size and can be calculated using Eq. (9.3). 
Data transmission efficiency can be calculated with Eq. (9.4).

R
R
NF

S

F

=  (9.2)

R R NFdata data= ×  (9.3)

T
R
RS

eff
data= × 100  (9.4)

FIGURE 9.2 MAC layer Ethernet frame.
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where RF = frame rate, fps
 RS = 802.3 standard transmission rate, bps
 Rdata = actual data throughput rate, Mbps
 NF = total length of the frame plus preamble and interframe 

gap, bits
 Ndata = length of the data in the frame, bits
 Teff = data transmission efficiency, %

Example 9.1 For example, if a 100 Mbps Ethernet link is sending the smallest 
frames with 46 data bytes, the maximum frame rate is calculated using a frame 
length of 64 bytes plus preamble of 8 bytes and IFG of 12 bytes.

R

R

F

F

=
×

+ + ×

=

100 10
64 8 12 8

148809

6

( )

fps

The maximum frame rate is 148,809 fps. The actual maximum data through-
put rate is 54.76 Mbps and is calculated using Eq. (9.3) and 46 data bytes.

R

R

data

data Mbps

= × ×

=

148809 46 8

54 76.

The data transmission efficiency is 54.76% and is calculated using Eq. (9.4).
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Table 9.1 lists the practical maximum frame rates and data throughput rates 
for various frame sizes.

As can be seen in Table 9.1 the highest transmission efficiency is achieved 
with the largest frame rate.

Frame loss tests measure the percentage of frames that were successfully 
transmitted by the source but never received tested over all frame rates. Frames 
can be lost due to a number of reasons including errors, excessive delay, and 
lack of resources. 

Back to back frame loss tests (also known as burst or full rate) involve the 
transmission of back to back frames with minimum IFG (12 bytes) over a short 
period of time through the link. It measures the maximum number of frames 
that can be transmitted at maximum frame rate without any frame loss. The 
test assesses the buffering capability of end and intermediate equipment. It can 
validate the link’s excess information rate (EIR) above the committed informa-
tion rate (CIR) often specified in a service level agreement (SLA). 

A signal latency test measures the total time for a frame to propagate through 
the link. The time is dependent on the medium (fiber) delay and electronic equip-
ment delay. Refer to Chap. 8 for more details on latency. Latency can vary over 
time and should be completed at different times. Long latency times can degrade 
Ethernet service quality as well as real time applications such as VoIP.

It should be noted that the actual optical transmission rate in a fiber (also 
known as line rate) is slightly different from the standard rate. This is because 



Frame Size 
(byte)

Data Size 
(byte)

Efficiency 
(%)

100 Mbps 1 GigE 10 GigE

Frame
Rate (fps)

Throughput 
(Mbps)

Frame Rate 
(fps)

Throughput 
(Gbps)

Frame
Rate (fps)

Throughput 
(Gbps)

 64  46 54.8  148,809 54.8  1,488,095 0.548  14,880,952 5.48

 128  110 74.3  84,459 74.3  844,594 0.743  8,445,946 7.43

 256  238 86.2  45,289 86.2  452,898 0.862  4,528,986 8.62

 512  494 92.8  23,496 92.8  234,962 0.929  2,349,624 9.29

1024  1006 96.4  11,973 96.4  119,731 0.964  1,197,318 9.64

1280  1262 97.1  9,615 97.1  96,153 0.971  961,538 9.71

1518  1500 97.5  8,127 97.5  81,274 0.975  812,744 9.75

1522  1504 97.5  8,106 97.5  81,063 0.975  810,636 9.75

TABLE 9.1 Maximum Ethernet Frame and Data Throughput
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encoding is added to the transmission, which ensures DC balance using NRZ 
optical modulation. For 10 GigE standard, the actual fiber transmission rate is 
10.3125 Gbps for 10GBase-R, which is used in LAN networks and 9.95328 Gbps 
for 10GBase-W, which is used in SONET/SDH transmission. For 1 GigE the 
actual optical rate is 1.25 Gbps.

RFC-2544 test sets are available from many manufacturers. Many have a 
simple default configuration that allows for all the above measurements to 
be run and results tabulated with one push of a button. The test set typically 
requires a matching remote unit for link end to end testing. The remote unit 
is configured with its own IP address and is connected to the far end of the 
Ethernet circuit. 
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CHAPTER 10
Network Elements

10.1 Description
Most fiber communication links are deployed in point-to-point phys-
ical topologies. Other topologies such as ring, mesh, and star are 
various configurations of numerous point-to-point links. The basic 
elements of a point-to-point topology are the end terminals, fiber 
cable, WDM equipment, signal regeneration and/or amplification 
equipment, and other signal conditioning equipment.

The end terminal’s basic function is to provide the electrical-to-
optical and optical-to-electrical signal conversion, which is performed 
by the terminal’s transceiver. The transceiver is either embedded in 
the terminal equipment or a pluggable that can be easily removed 
from the terminal for replacement or upgrade. Pluggable transceivers 
are very common; types include XFP, SFP, Xenpak, and GBIC. Many 
terminals also perform additional functions such as aggregating mul-
tiple signals into one such as SONET terminals or Ethernet switches 
and/or providing protection path switching.

Many different types of fiber optic cable and cable fiber are 
available on the market. The cable type is selected to best fit the 
installation environment and the fiber type is selected for the trans-
mission system. Common cable types are direct burial, aerial, indoor, 
and optical ground wire. The most common fiber type is standard 
single-mode fiber (SSMF), which conforms to ITU-T G.652 standard. 
Other fiber types are non-zero dispersion shifted fiber (NZ-DSF 
ITU-T G.655) and dispersion shifted fiber (DSF ITU-T G.653). DSF is 
no longer deployed because its 1550 nm zero dispersion wavelength 
significantly increases four-wave mixing interference.

WDM equipment is deployed in local, metropolitan, or long-haul 
links, where all existing fiber strands are in use and additional link 
capacity is required. WDM deployment is typically much less costly 
than new fiber cable plant construction for most situations. DWDM 
solutions are available from 2 to over 80 channels on two fibers.

Regeneration equipment is deployed in a fiber link where the 
optical signal needs to be re-amplified, retimed, and reshaped (3R 
regeneration). Equipment that only re-amplifies and reshapes the 
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optical signal is called a 2R type regenerator. Regeneration equip-
ment can regenerate only one optical signal. Therefore, in DWDM 
links, they are only used where signal retiming and reshaping are 
required. If the signal power only needs to be increased, then an opti-
cal amplifier is deployed instead. Optical amplifiers are commonly 
deployed in DWDM links to re-amplify multiple optical signals in 
the fiber.

Other conditioning equipment often found in a fiber link include 
attenuators and dispersion compensation modules.

10.2 Optical Transceivers
An optical transceiver is an electronic device that converts an elec-
trical signal to an optical signal and an optical signal to an electrical 
signal. The transceiver consists of two main parts: the light source 
(transmitter) and receiver. The light source consists of a solid state 
laser and associated circuitry that generates coherent light that can 
be modulated by the electrical signal and launched into a single-
mode fiber. For multimode fiber systems, the light source is typi-
cally a light emitting diode (LED). The receiver consists of a photo 
diode or avalanche photo diode and associated circuitry that con-
verts the modulated fiber light to an electrical signal. Both trans-
mitter and receiver are commonly integrated into one small pack-
age called a pluggable transceiver (XFP, SFP, etc.). 

10.2.1 Lasers
The laser’s generation of coherent light is similar to an electronic 
oscillator. In order for lasing to occur, a clear cavity is created in a 
semiconductor crystal. Both ends of the cavity are plane and parallel 
to each other forming a semi-reflective surface at the air interface, 
see Fig. 10.1b. This cavity structure is referred to as a Fabry-Perot 
resonator. As current passes through the semiconductor material, 
electrons in an atom are excited and move from the low-energy 
(valence) band to a temporary high-energy (conduction) band. After 
a time period (a.k.a. carrier recombination lifetime, 1 ms < τ < 1 ns) 
the high-energy electrons drop back down to the low-energy band 
giving off energy in the form of photons (light) in all directions, see 
Fig. 10.1a. This is referred to as spontaneous emissions, see Fig. 10.2. 
This is the basis for light generation in an LED. The modulation 
bandwidth1 of an LED is limited by the carrier lifetime and is the 
reciprocal of the carrier lifetime, see Eq. (10.1)

BW = 1
τ

 (10.1)

where BW = –3 dB bandwidth, Hz
τ = carrier (electron) recombination lifetime, s
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As the photons travel in the cavity they reflect off the end surfaces 
and travel back through the cavity. These photons stimulate other 
electrons that are in the high-energy band, to also drop back down to 
the lower energy band, which releases more photon energy. The 
newly generated photons acquire the same phase, frequency, polar-
ization, and direction as the incoming photons (known as coherent 
radiation). This is referred to as stimulated emissions and is the basis 
for laser light generation, see Fig. 10.2. The stimulated emissions 
occur in the Fabry-Perot (FP) cavity. As the photons travel back and 
forth reflecting off the two mirror ends, resonance occurs at certain 

a. Semiconductor with
incoherent spontaneous
emissions (LED)

b. Semiconductor with
coherent stimulated

emissions (laser)

N-type material

P-type material

Reflecting
plane end 

Semi-reflecting
plane end

FP
resonator
(LFP)

FP
cavity

Current
flow

Current
flow

c. FP cavity and no resonance

MirrorMirror

FP cavity

λ/2

Mirror

d. FP cavity and resonance

Mirror

FP cavity

λ/2

++

– –

FIGURE 10.1 LED and laser emissions.
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optical frequencies (also known as standing wave) due to the cavity 
length, see Fig. 10.1d. Other photon nonresonant frequencies are not 
supported in the FP cavity and do not occur, see Fig. 10.1c. Optical 
power is concentrated at the resonance frequencies2 and is referred to 
as longitudinal modes, see Fig. 10.3. The longitudinal modes occur at 
frequencies that are integer multiples of twice the cavity length, see 
Eq. (10.2). 

This type of laser generates numerous longitudinal modes and is 
referred to as a multiple-longitudinal mode (MLM) laser. The name 
should not be confused with multimode fiber, which refers to a dif-
ferent type of fiber mode. Spacing between each mode is given by 
Eq. (10.3) or Eq. (10.4). 

f
mc
nLm =

2 FP

 (10.2)
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FIGURE 10.2 Laser electron energy diagram.

Frequency (THz)

P
ow

er

Multiple
modes

fm fm+1 fm+2 fm+3fm–3 fm–2 fm–1

Δλ

Gain
curve

Line
width

–3 dB
width

FWHM

FIGURE 10.3 Unmodulated Fabry-Perot laser diode spectrum.



N e t w o r k  E l e m e n t s   277

Δf f f
c

nLm m= − =−1 2 FP

 (10.3)

Δλ λ≈
2

2nLFP

 (10.4)

where Δf = spacing between modes, Hz
fm = resonance frequency, Hz

Δλ = spacing between modes, m
λ = mode wavelength, m

 LFP = laser FP cavity length, m
 n = refractive index of the cavity material
 m = a positive integer, typically in the range of 1280
 c = speed of light in a vacuum, m/s

The amplitudes of the longitudinal modes are determined by the 
gain curve characteristic of the FP cavity which is dependent on the 
type of material and doping used for the laser. The mode that is gen-
erated at the gain peak becomes the dominant mode. The number of 
generated modes depends on the width of the gain curve. The end of 
the cavity that is semi-reflective is where the laser light is emitted. The 
total laser output power is the summation of powers of each mode.

For example, if an FP laser has a cavity length of 300 μm and a 
cavity refractive index of 3.3, then the mode spacing is calculated to be 
151.4 GHz. If the gain curve peak is at 193.77 GHz then the dominant 
mode frequency is calculated at 193.81 GHz (1546.12 nm). The number 
of modes that will appear will depend on the spectral width of the 
gain curve.

The FP laser has a relatively large spectral width of approximately 
1 to 10 nm (120 to 1200 GHz). This significantly reduces its use in 
long-haul and high data rate transmissions because of fiber chromatic 
dispersion. The wide bandwidth also prevents it from being used in 
DWDM systems. However, it can be an economical choice for short 
reach non-DWDM links.

FP lasers and other MLM lasers cause mode partition noise 
(MPN). The noise occurs because of random variations of individ-
ual laser modes even though the total laser output power remains 
constant. The noise is generated in fibers where the signal disper-
sion wavelength is not zero. The fluctuating modes travel at differ-
ent group velocities due to chromatic dispersion, which results in 
mode desynchronization and added receiver noise. The power 
penalty3 due to this effect can be calculated as shown in Eqs. (10.5) 
and (10.6).

δ σmpn mpn= − −5 1 2 2log( )Q  (10.5)
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σ π σλmpn CD= − −k
RL

2
1 2[ exp( ( ) )] (10.6)

where δmpn  = MPN noise penalty, dB
 Q = Q-factor [refer to Eq. (3.63) for relationship to BER] 

σmpn  = RMS received noise power due to MPN, W
 k = MPN factor between 0 and 1
 R = signal transmission rate, Tbps

σλ =  laser’s RMS spectral width [ .σ λλ = 0 425 FWHM, see 
Eq. (E.4)], nm

CD = chromatic dispersion coefficient, ps/(nm · km)
 L = fiber length, km

The k factor is difficult to determine but can be estimated at 0.8 as 
a conservative value for MLM lasers. MPN can also occur for SLM 
lasers that have significantly large side nodes and where the side 
mode suppression ratio (SMSR) is less than 20 dB.

Another common laser type is called the distributed feedback 
(DFB) laser. Its basic function is the same as the FP laser. However, the 
DFB resonance cavity is a Bragg grating tuned to the dominant longi-
tudinal mode frequency, see Eq. (6.1). The effect is that all nondomi-
nant mode frequencies are suppressed, resulting in a single-mode 
laser, see Fig. 10.4. 

The DFB laser is referred to as a single longitudinal mode (SLM) 
laser. The laser’s spectral width now becomes the same as the laser’s 
line width and is very narrow. A variation of this laser type is when 
the Bragg grating is placed at the ends of the resonance cavity replac-
ing the mirrors. The resulting effect of one single longitudinal mode 
output is the same. This type of laser is referred to as a distributed 
Bragg reflector (DBR) laser. Typical DFB and DBR lasers’ unmodu-
lated spectra widths are from 5 to 50 MHz. This laser type has a much 

FIGURE 10.4 Unmodulated DFB laser diode spectrum.
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longer dispersion limit than the FP laser and is better suited for long-
haul and DWDM applications. This laser type is more complex than 
an FP laser and therefore higher priced. Another manufacturing con-
cern is that the SLM laser’s operating wavelength tends to drift with 
temperature. This is corrected by incorporating complex temperature 
compensation circuitry, which is necessary for DWDM applications 
but further increases the unit’s price.

A third laser type is the vertical-cavity surface-emitting laser 
(VCSEL). It also operates as an SLM laser. It was introduced as a lower 
cost alternative to the DFB lasers. VCSEL lasers emit light perpendic-
ular to the semiconductor wafer plane surface as opposed to the edge 
emitting lasers (FP, DFB, DBR) discussed previously. The resonance 
cavity is much shorter than that of DFB lasers, approximately 1 μm. 
This results in wide mode spacing of approximately 45 THz. At the 
ends of the resonance cavity are Bragg gratings similar to the DBR 
laser. The resulting spectral width of the gain curve is much less than 
45 THz, at approximately 400 GHz. Therefore, only one mode can 
exist and the laser operates as an SLM laser. Wide spectral widths of 
the gain curve can result in MLM laser operation. The advantage of 
this laser type is its small size and low power consumption. It is avail-
able for both long-haul transmissions and DWDM systems.

Laser diodes have a much larger modulation bandwidth than 
LEDs. This is because the LED bandwidth is determined by the spon-
taneous emission carrier recombination lifetime of the semiconductor 
material, see Eq. (10.1). This is the average time the electrons exist in 
the conduction band before spontaneously moving back to the 
valence band. In a laser the stimulated emission carrier recombina-
tion lifetime is the average time the electrons exist in the conduction 
band before being forced back to the valence band by photon stimula-
tion. For laser stimulation emission to occur, the stimulation lifetime 
needs to be less than the spontaneous emission lifetime. Otherwise, 
the electrons will recombine during spontaneous emissions and no 
electrons will be left in the conduction band to be stimulated. This 
results in a much larger laser modulation bandwidth.

10.2.2 Laser Parameters
The following lists typical laser parameters and parameter explanations. 

 1. Minimum output power: This is the minimum laser output 
power that the laser can be expected to launch into a fiber 
over its life span. This is an average power for a modulated 
laser that can be measured with a power meter. Unit is dBm.

 2. Maximum output power: This is the maximum laser output 
power that the laser can be expected to launch into a fiber 
over its life span. This is an average power for a modulated 
laser that can be measured with a power meter. Unit is dBm.
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 3. Spectral width: This is the modulated or unmodulated spec-
tral width of the laser measured at –3 dB down from peak 
optical power (FWHM), –20 dB down from peak optical 
power, or the RMS spectral width. Units are nm, GHz, or MHz. 
For DFB lasers it is very narrow, typically 30 MHz or less 
(unmodulated).

 4. Line width: This is the width of a single longitudinal mode of 
a laser. For a DFB laser it is the same as the spectral width. 
Units are GHz or MHz.

 5. Wavelength: This is the center wavelength of the laser’s output 
power spectrum curve. Unit is nm.

 6. Wavelength or channel spacing: For WDM lasers this is the 
spacing between center wavelengths of adjacent channels. 
Unit is GHz.

 7. Side-mode suppression ratio (SMSR): This is the power differ-
ence between the main longitudinal mode and the largest 
side mode, see Fig. 10.4. Unit is dB.

 8. Extinction ratio: It is the average optical power of a one bit 
divided by the average optical power of a zero bit, see Eq. (3.68) 
and Fig. 3.17. Units are linear or dB.

 9. Dispersion penalty: This is the chromatic dispersion penalty 
that is included in optical budgets to account for signal power 
depletion. It is always stated with a dispersion limit transmis-
sion distance with unit km, or dispersion limit value with 
unit ps/nm. Also it is stated for a specific BER.

 10. Tolerable back reflection or ORL: This is the maximum amount 
of reflected power back into the laser that the laser can accom-
modate and still operate within specification. Power above 
this amount can increase laser noise and laser instability. 
Excessively high reflected power can damage the laser. Unit 
is dB.

 11. Wavelength drift: The wavelength of a laser will drift with a 
change in its case temperature. The relationship between 
wavelength and temperature change is linear approximately 
0.08 nm/C. DWDM type lasers contain special cooling circuitry 
to reduce this drift to acceptable levels.

 12. Relative intensity noise (RIN and RIN OMA): This is a measure 
of the intensity noise generated in an unmodulated laser. It 
is mostly due to random photons emitted with spontaneous 
emissions. RIN is defined4 as the ratio of time averaged 
optical noise power normalized to a 1 Hz resolution band-
width and laser power see at the photodiode in the electri-
cal domain. Here we show the equation in the optical 
domain because typically it is measured with an OSA, see 
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Eq. (10.7). Unit is 1/Hz. It can also be specified in dB units, 
see Eq. (10.8).

RIN =
×
P

P B
n

L m

2

2  (10.7)

   RIN RINdB = 10 log( )  (10.8)

where Pn = average optical noise power measured at the photo-
diode with no laser modulation, W

 PL = optical laser power measured at the photodiode with 
no modulation, W

 Bm = measurement noise equivalent bandwidth, Hz
RIN = relative intensity noise, 1/Hz

RINdB = relative intensity noise, dB/Hz

A slightly different definition is specified for RIN OMA. RIN OMA 
is defined by IEEE 802.3ae and can be stated as the ratio of time aver-
aged optical noise power normalized to a 1 Hz resolution bandwidth 
and average laser power modulated by a square wave measured at 
the photodiode in the electrical domain. Here again we show the 
equation in the optical domain because typically it is measured with 
an OSA, see Eq. (10.9). Therefore, RIN OMA is defined for a modulated 
laser. Note that noise power at the high pulse can be different from at 
the no pulse time. Therefore, an average noise power is calculated for 
noise power at both locations Pn1 and Pn0 , see Eq. (10.10). The decibel 
value for RIN can be calculated with Eq. (10.11).

RINOMA nm=
×

P
P Bs m

2

2  (10.9)

P
P Pn n

nm =
+( )1 0

2
  (10.10)

RINOMA RINOMAdB = 10 log( )  (10.11)

where Pnm = average optical noise power with laser modula-
tion, W

Pn1 = average optical noise power measured during a 
pulse, W

Pn0 = average optical noise power measured during 
no pulse, W

Ps = average electrical modulated laser power mea-
sured at the photodiode, W

 Bm = measurement noise equivalent bandwidth, Hz
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RINOMA = relative intensity noise with a modulated laser, 
1/Hz

RINOMAdB = RIN OMA relative intensity noise, dB/Hz

RIN OMA can be thought of the inverse of the OSNR and can be 
related to the OSNR with Eq. (10.12). An assumption for Eq. (10.12) is 
that spontaneous emission is the dominant noise contributor.

OSNR
RINOMA

ss=
×

α
Br

 (10.12)

where OSNR = optical signal to noise ratio of the laser
αss = a factor that depends on the amount of polarization 

correlation there is between photon stimulated emis-
sions and spontaneous emissions. A factor of 1 is for 
no polarization correlation and 4 is when both are 
100% polarized with the same orientation. This factor 
can be difficult to determine but can be estimated for 
worst case as 1.

 Br = measurement resolution bandwidth, Hz

The dB form of Eq. (10.12) is Eq. (10.13).

OSNR RINOMAdB ss dB= − −10 10log( ) log( )α Br  (10.13)

For example, if a laser has an RIN OMA of 160 dB/Hz, its OSNR 
is estimated using Eq. (10.13) as 49 dB for a 1 nm (124.8 GHz) mea-
surement resolution bandwidth.

10.2.3 Laser Modulation
Modulation can be defined as the process of encoding signal informa-
tion onto a carrier by changing the carrier’s amplitude (light intensity),
frequency, or phase. In fiber optic communication the carrier is light 
produced by the laser or LED source. The most common modulation 
scheme is light intensity (IM) modulation where the transceiver light 
source intensity is modulated in a digital or analog format. The most 
common digital modulation format is called on-off keying (OOK). 
This is where information is represented by the carrier as a sequence 
of high and low light intensities. A high light intensity (pulse) repre-
sents a logic one and a low or extinguished light intensity (no pulse) 
represents a logic zero (or vice versa depending on the line coding), 
see Fig. 1.4. This sequence of high and low light intensities represents 
data information transmitted by the light source. Analog modulation 
format is used often in the video and cable TV industry. In this modu-
lation scheme the varying amplitude of the electrical analog signal 
modulates the light source resulting in a similar varying light inten-
sity signal.
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Two methods are used in modulating a light source, direct modu-
lation laser (DML) and external modulation laser (EML), see Fig. 10.5. 

Direct modulation is more common, simpler and less expensive. 
This method involves varying the laser’s or LED’s drive current the 
same as the signal. For OOK digital modulation the effect results in a 
sequence of many on and off light pulses. The major disadvantages of 
this modulation technique is that it causes significant frequency chirp 
and limits modulation speed in lasers. Chirp is the effect where the 
carrier frequency of a pulse varies with time. This broadens the laser’s 
spectral width and decreases the transmission dispersion limit. Chirp 
can be reduced by increasing the power to the laser during the zero bit. 
This however reduces the signal’s extinction ratio, which also degrades 
system performance. For an electrical step input current, the laser 
responds with a dampened-oscillation optical output with frequency 
ωr, see Fig. 10.6. This results in a time delay between the step input and 
the time the laser’s light output reaches maximum. This is referred to 
as the laser’s relaxation frequency and limits the laser’s maximum 
modulation transmission rate. It can be approximated5 by Eq. (10.14).

BW ≈
ω

π
r 3
2

 (10.14)

where BW = laser’s –3 dB bandwidth, Hz
 ωr = laser’s relaxation frequency, rad/s

Due to this limitation, most directly modulated lasers operate at 
data rates of 10 Gbps and below.

FIGURE 10.5 Direct and external laser modulation.
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External modulation involves placing a device at the light output 
of a continuously on laser to modulation the laser’s light, see Fig. 10.5b.
The device is an external modulator and is available separate from the 
laser or integrated within the laser package. The advantage of this 
modulation technique is that it significantly reduces laser chirp and 
thereby extends dispersion limits much further than DML lasers. It 
also eliminates the step-input time delay due to laser relaxation oscil-
lation and therefore higher modulation rates are possible. Two types of 
external modulators are currently on the market, Mach-Zehnder (MZ) 
lithium niobate (LiNbO3) interferometer and electro-absorption mod-
ulator (EAM). The MZ modulator is the better of the two. It offers a 
high extinction ratio, high modulation speed, and chirp control. It 
operates on the principle that as a voltage is applied to certain materials 
the material’s refractive index changes. This causes a 180-degree 
phase shift between two laser light paths in the material resulting in 
constructive (logical one) or destructive (logical zero) interference 
when the two light paths are recombined. The EAM modulate laser 
light by absorbing optical energy when a negative voltage is applied to 
the device. It is a lower cost solution and can be integrated within the 
laser package. When an EAM is integrated with a DFB laser, it is 
referred to as an electroabsorptive modulated laser (EML). Chirp in an 
EA modulator is not completely eliminated but is much better than a 
DML laser.

Table 10.1 lists typical optical source parameters. LED parame-
ters are also listed here but are not commonly used in single-mode 
applications because of their wide optical spectrum and poor power 
coupling efficiency with single-mode fiber.

FIGURE 10.6 Laser relaxation oscillation.
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Parameter LED DML FP Laser
DML DFB 
Laser DML VSCEL EML MZ DFB

Output power <–16 dBm <10 dBm <16 dBm <7 dBm <9 dBm <10 dBm

Spectral width∗ 6 THz 370 GHz 20 MHz 25 GHz 20 MHz 20 MHz

Transmission rate max 622 Mbps 3 Gbps 30 Gbps 15 Gbps >10 Gbps >10 Gbps

Common wavelengths 850 and 
1310 nm

1310 and 
1550 nm

1310 and 
1550 nm

850 and 
1310 nm

1310 and 
1550 nm

1310 and 
1550 nm

Reach† @ 2.5 Gbps N/A 20 km 200 km 40 km 600 km 600 km

DWDM compatible no no yes yes yes yes

Cost least low medium low high highest

Notes: ∗Unmodulated spectral width.
†Dispersion limit assuming G.652 fiber.

TABLE 10.1 Typical Optical Source Parameters
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10.2.4 Receivers
A fiber optic receiver converts the light signal to an electrical signal 
using a semiconductor called a photodiode. This operation is similar 
to the reverse of light generation by an LED. Note that electrons in 
the atom’s valence band are bonded to the atom and cannot move to 
another atom. Electrons in the conduction band can move if a volt-
age is applied to the material resulting in current. Photons striking 
the semiconductor are absorbed by electrons in the atom’s low 
energy valence band. This results in excited electrons with a higher 
energy level that jump to the atom’s conduction band. This leaves 
behind electron holes in the valence band. When a voltage is applied 
to the semiconductor, current flows due to the electron holes and 
conduction band electrons. This photocurrent is proportional to the 
amount of photons striking the photodiode,6 see Eq. (10.15). Conse-
quently, the varying intensity optical signal is reproduced as a vary-
ing photocurrent.

I R Pp P=  (10.15)

where Ip = photocurrent, A
 P = incident optical power, W
 RP = photodiode responsivity, A/W

The two types of photodiodes are PIN and avalanche photodi-
odes (APD). The PIN photodiode operates in the manner described 
above but has a lightly doped intrinsic material between the P and N 
semiconductors. This increases the efficiency and responsivity of the 
material. In a PIN photodiode, each photon excites only one electron 
to move to the conduction band. In an APD the semiconductor elec-
trons are subjected to a high electric field. When a photon excites an 
electron its movement is accelerated by the electric field. This causes 
the excited electron to hit other electrons in the valence band causing 
them to also jump to the conduction band. This process starting with 
one photon generates many more electron-hole pairs. This multipli-
cative gain effect where one photon generates multiple electron-hole 
pairs is referred to as avalanche multiplication. The multiplier value 
is typically between 10 and 100. Because of this avalanche gain effect 
these diode types are much more sensitive to weak optical signals 
than PIN diodes.

The optical bandwidth of a photodiode depends on the semicon-
ductor material. Most photodiodes use Indium-Gallium-Arsenide 
(InGaAS), which results in a wide optical bandwidth between 1000  and 
1700 nm. The photodiode’s maximum transmission rate depends on 
the photodiode type and load resistor RL, see Fig. 10.7 and Eq. (10.16).7

BWE
T LC R

= 1
2π

 (10.16)
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where BWE = photodiode’s maximum 3 dB bandwidth, Hz
 CT = total photodiode’s capacitance, F
 RL = load resistance, Ω

There is a trade-off when selecting an appropriate load resistance. 
Increasing the load resistance increases the input voltage to the ampli-
fier and therefore the output. It also reduces thermal noise and 
improves sensitivity. However, a larger load resistance decreases the 
signal bandwidth and dynamic range, see Eq. (10.16). PIN Photodi-
odes are available with very high bandwidths that are well over 10 
Gbps, however APD photodiodes are currently only available up to 
10 Gbps.

Other major components in a receiver are the photo current 
amplifier, noise filter, and decision circuit, see Fig. 10.7.

The receiver converts the optical signal to a conditioned electrical 
digital signal in the following sequence. First the photodiode con-
verts the fiber optical signal to an electrical current signal. Then the 
pre-amp amplifies the signal voltage across the load resister RL. It also 
incorporates automatic gain control circuitry (AGC) that helps to 
keep the output signal voltage stable and increases the receiver’s 
dynamic range. Next the low pass noise filter removes unwanted 
high frequency noise components and improves the signal to noise 
ratio (SNR). This is because noise is directly dependent on electrical 
bandwidth. The wider the bandwidth, the more noise power is 
allowed into the circuit and therefore the lower the SNR. The band-
width needs to be just wide enough to pass all the signal. The rule of 
thumb is that the receiver’s electrical bandwidth should be approxi-
mately 0.7 times the bit rate, see Eq. (10.17). For example, for a 10 Gbps 
signal the bandwidth should be 7 GHz.

BWE R= ×0 7.  (10.17)

where BWE = electrical bandwidth, Hz
 R = transmission rate, bps

FIGURE 10.7 Optical receiver major components.
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Finally the decision circuitry determines the logical meaning of 
the voltage value in a time slot and reproduces the original signal. If 
the voltage value is above the decision threshold a logical one is 
assigned to the time slot and if it is below the decision threshold a 
logical zero is assigned to the threshold, see Fig. 3.15. 

Noise is generated in the front end of the receiver (photodiode to 
the decision circuitry) that degrades signal performance and 
decreases the SNR. The two main sources of receiver noise are shot 
noise and thermal noise. Shot noise occurs in the photodiode and is 
due to the random distribution of electrons generated by the photo 
detection process. Thermal noise occurs in any component and is due 
to random electron motion due to temperature. Thermal noise decreases 
when the component’s temperature is lowered and is nonexistent at 
absolute zero. The photodiode, load resistor, and pre-amp all con-
tribute to receiver thermal noise. Total noise generated by the 
receiver is equal to the sum of all receiver noise variances. The noise 
generated for the two-signal logical level one and zero, is different. 
Total generated noise for each logic level is shown in Eqs. (10.18) 
and (10.19).

σ σ σ0
2

0
2

0
2= +s t  (10.18)

σ σ σ1
2

1
2

1
2= +s t  (10.19)

where σ0 = total standard deviation (RMS) of photodiode noise cur-
rent for zero logic level, A

 σ1 = total standard deviation (RMS) of photodiode noise cur-
rent for one logic level, A

 σs0 = standard deviation (RMS) of photodiode shot noise cur-
rent zero logic level, A

 σt0 = standard deviation (RMS) of thermal noise current zero 
logic level, A

 σs1 = standard deviation (RMS) of photodiode shot noise cur-
rent one logic level, A

 σt1 = standard deviation (RMS) of thermal noise current one 
logic level, A

This decreases the receiver Q-factor see Eq. (3.50) and BER see 
Eq. (3.63).

Q
I I

=
−
+

1 0

1 0σ σ

BER ≈ −
⎛
⎝⎜

⎞
⎠⎟

1

2 2

2

Q

Q

π
exp
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This detection technique is limited by the shot and thermal noise 
generated at the receiver. Receiver specifications indicate this limita-
tion as the receiver sensitivity parameter for a specific BER.

The above optical signal detection scheme is referred to as inten-
sity modulation direct detection (IM/DD). It is very common and is 
used in many types of transceiver equipment such as SONET/SDH 
and Ethernet. Receiver sensitivity can be improved significantly by 
employing a technique called coherent detection (CD). This technique 
involves mixing another local optical carrier ωL (unmodulated laser) 
with the received optical signal ωS before it reaches the photodiode. It 
is similar to the radio receiver signal detection process using an inter-
mediate frequency (IF) oscillator. The local carrier’s optical frequency 
is selected such that the difference of the two optical frequencies 
results in an intermediate frequency of approximately 5 GHz (depends 
on the signal transmission rate), ωIF = ωS – ωL. Mixing the optical car-
rier with the optical signal results in the generation of a new interme-
diate frequency that contains the same information as the original 
signal. Since the local optical carrier’s power is much stronger than 
the weaker optical signal, the mixing process has the effect of ampli-
fying the weaker signal and thereby improving the SNR. The new 
intermediate frequency signal is then processed by the receiver circuitry. 
The disadvantage to this detection method is that the required elec-
tronic circuitry is much more complex and costly than the direct 
detection method. Signal gains are comparable to using EDFA ampli-
fiers in a fiber link. A possible advantage of the coherent detection 
technique is for DWDM systems. Instead of using a DWDM demulti-
plexer at the receiver to separate the individual channels, the coher-
ent receiver can separate the channels electronically by selecting dif-
ferent IF frequencies. This provides for a tunable channel selection 
capability. Also, the IF filters can have much steeper roll off, which 
can result in tighter channel spacing.

10.2.5 Receiver Parameters
The following lists typical receiver parameters and parameter 
explanations. 

 1. Receiver sensitivity at BER: This is the minimum optical power 
necessary to be received by the receiver in order to achieve 
the specified BER. This specification can also provide the 
minimum OSNR necessary for the signal at this level. This 
level does not consider any other signal impairments, only 
signal power loss. A simple method to test receiver sensitivity 
is to loopback a receiver using a fiber jumper and an optical 
attenuator. The attenuator is selected such that the looped 
back receiver power is at the specified receiver sensitivity 
level. Then a BER test is run for sufficient length of time (see 
Sec. 3.2) to confirm the specification. Unit is dBm.
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 2. Maximum receiver power: This is the maximum signal power 
the receiver can process and still maintains the specified BER. 
Unit is dBm.

 3. Receiver damage threshold: At this power level, permanent 
damage to the receiver may occur. Unit is dBm.

 4. Reflectance: The amount of power the receiver reflects back 
into the fiber. Unit is dB.

 5. OSNR: This is the minimum OSNR required by the receiver 
to achieve a BER at or below the specified limit. Unit is dB.

10.3 Optical Amplifiers
An optical amplifier is an electronic device that amplifies an optical sig-
nal. Most optical amplifiers are not able to condition the signal in any 
other way other than increasing signal power. The difference between an 
optical amplifier and an optical repeater is that the repeater first converts 
the optical signal to an electrical signal. It then amplifies the electrical 
signal and likely conditions it to some degree before converting it back to 
an optical signal. Two common optical amplifier types are the erbium-
doped optical amplifier (EDFA) and the Raman optical amplifier. EDFA 
type is the most common and cost-effective for most applications. Raman 
amplifiers are used in situations where additional signal amplification is 
required without adding significant noise to the link. Semiconductor 
optical amplifiers (SOA) are also gaining popularity for booster applica-
tions because of their small 14-PIN butterfly package. However they 
suffer from a high noise figure and narrow bandwidth.

10.3.1 EDFA Amplifier
The EDFA amplifier is used in applications where the amplification of 
one or more optical signals (channels) is required in a fiber. The ampli-
fier is unidirectional and therefore for a two-fiber link two amplifiers are 
required at each amplifier location. EDFA amplifiers are available with 
excellent signal gain of over 20 dB and sensitivity of less than –27 dBm. 
Gain of an amplifier is the ratio of output to input optical power, see 
Eq. (10.20). Equation (10.21) shows gain as decibel.

g
P
P

= out

in

 (10.20)

g
P
PdB
out

in

=
⎛
⎝⎜

⎞
⎠⎟

10 log  (10.21)

where g = amplifier gain
 gdB = amplifier gain, dB
 Pout = amplifier output power, mW
 Pin = amplifier input power, mW
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The main disadvantage of this amplifier type is that it adds noise 
to the fiber link. In long fiber links with numerous EDFA amplifiers 
the noise accumulates and must be managed in order not to degrade 
the receiver’s OSNR below its limit (refer to Chap. 3).

The EDFA amplifier comprises a length of erbium-doped fiber, 
one or two pump lasers, couplers, and associated electronic circuitry, 
see Fig. 10.8. The short length of fiber doped with erbium (Er) ions, 
typically under 50 m, is used as the amplifying medium. One or two 
pump lasers, co-propagating pump (forward pump) at 980 nm and 
counter-propagating pump (reverse pump) at 1480 nm, provide the 
optical energy in the erbium-doped fiber to stimulated the electrons 
to a higher band. The couplers couple the pump laser power into the 
erbium-doped fiber. They are typically circulators. The output isola-
tor is used to prevent fiber reflections from entering the erbium-
doped fiber and causing detrimental effects. It is also commonly com-
bined with an ASE filter to reduce output noise. The input isolator 
prevents any reverse direction amplified spontaneous emission (ASE) 
noise from entering the fiber.

The EDFA amplification works on the principle of stimulated 
emissions similar to the laser diode except the stimulating energy 
comes from a pump laser and not electric current. Photons from the 
pump laser(s) excite the erbium-doped fiber electrons to higher 
energy bands. Signal photons propagating through erbium-doped 
fiber collide with these higher energy electrons causing them to drop 
back down to the lower band and give off energy as photons. These 
newly generated photons acquire the same phase, frequency, polar-
ization, and direction as the signal photons (known as coherent radi-
ation), see Fig. 10.9. The result is signal photon multiplication and 
signal power amplification.

EDFA bandwidth is typically all of C band (1530 to 1565 nm). A 
few manufacturers also produce EDFAs for L band (1565 to 1625 nm).

EDFA noise is due to spontaneous emissions that are amplified in 
the EDFA. Thus it is referred to as amplified spontaneous emission 

FIGURE 10.8 EDFA amplifi er.
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(ASE). ASE noise power measured over a given spectral bandwidth 
Bo can be written8 as Eq. (10.22).

P n hfB goASE sp= −2 1( )  (10.22)

where PASE = average amplifier ASE noise power, W
 nsp = spontaneous emission (or population inversion) factor
 h = Planck’s constant 6.626069 × 10−34, Js
 f =  optical signal center frequency, assuming 193.400 THz 

(1550.12 nm), Hz
 Bo = optical channel bandwidth, Hz
 g = amplifier gain

Noise factor is a common parameter listed in specifications that is 
a measure of the ASE noise characteristic of the amplifier. It can be 
defined as the ratio of amplifier input signal to noise ratio to output 
signal to noise ratio, see Eq. (10.23). It can also be related to the spon-
taneous emission factor with Eq. (10.24). Assuming amplifier gain is 
high and spontaneous emission factor is approximately 1 then it can 
be seen from Eq. (10.24) that the quantum noise factor limit is approx-
imately 2 (3 dB).

F =
OSNR
OSNR

in

out

 (10.23)

F
n g

g
=

−2 1sp( )
 (10.24)

where  F = amplifier noise factor
OSNRin = amplifier’s input optical signal to noise ratio

OSNRout = amplifier’s output optical signal to noise ratio

FIGURE 10.9 EDFA electron energy diagram.
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Inserting Eq. (10.24) into Eq. (10.22) EDFA noise can be written as 
Eq. (10.25).

P FhfB goASE =  (10.25)

For example, if an EDFA amplifier has a gain of 20 dB, a noise 
figure of 6 dB, and is used to amplify a signal that has an OSNR of 
50 dB, what is the output OSNR and amount of noise power generated 
assuming the bandwidth is 0.1 nm (12.48 GHz)? Converting the 
noise figure to linear units results in 3.98. Converting the signal 
OSNR to linear units results in 100,000. Noise power is calculated 
using Eq. (10.25).

P hASE = × × × × × ×3 98 193 1 10 12 48 10 10012 9. . .

P WASE = 0 64. μ

PASE dBm= −32

Output signal to noise ratio is calculated using Eq. (10.23).

OSNR
OSNR

out
in=

F

OSNRout = 100 000
3 98

,
.

OSNRout = 25 126,

OSNR dBout = 44

Keeping OSNR and noise figure in dB, we can use Eq. (10.26) to 
also calculate OSNR out.

OSNR OSNR NFout
dB

in
dB

dB= −  (10.26)

where NFdB is the noise figure, dB.

10.3.2 Raman Amplifier
The Raman amplifier is typically much more costly and has less gain 
than an EDFA amplifier. It, therefore, is used only for specialty appli-
cations. The main advantage this amplifier has over the EDFA is that it 
generates very little noise and hence does not degrade span OSNR as 
much as the EDFA. Its typical application is in EDFA spans where 
additional gain is required but the OSNR limit has been reached. Add-
ing a Raman amplifier may not significantly affect OSNR, but can pro-
vide up to a 20 dB signal gain. Another key attribute is the potential to 
amplify any fiber band, not just C band as is the case for the EDFA. 
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This allows for Raman amplifiers to boost signals in O, E, and S bands 
(for CWDM amplification application).

The amplifier works on the principle of stimulated Raman scat-
tering9 (SRS), which is a nonlinear effect. It consists of a high-power 
pump laser and fiber coupler (optical circulator). The amplification 
medium is the span fiber in a distributed type Raman amplifier 
(DRA). This is a common type of Raman amplifier and is explained 
here. The lumped or discrete type Raman amplifier internally con-
tains a sufficiently long spool of fiber where the signal amplification 
occurs. The DRA pump laser is connected to the fiber span in either a 
counter pump (reverse pump) or a co-pump (forward pump) or config-
uration, see Fig. 10.10a and b. The counter pump configuration is 

FIGURE 10.10 Raman amplifi er confi guration.
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typically preferred since it does not result in excessively high signal 
powers at the beginning of the fiber span, which can result in nonlin-
ear distortions, see Fig. 10.10c. The advantage of the co-pump con-
figurations is that it produces less noise.

As the pump laser photons propagate in the fiber, they collide and 
are absorbed by fiber molecules or atoms. This excites the molecules 
or atoms to higher energy levels. The higher energy levels are not 
stable states so they quickly decay to lower intermediate energy 
levels releasing energy as photons in any direction at lower frequencies. 
This is known as spontaneous Raman scattering or Stokes scattering 
and contributes to noise in the fiber. Since the molecules decay to an 
intermediate energy vibration level, the change in energy is less than 
the initial received energy during molecule excitation. This change in 
energy from excited level to intermediate level determines the photon 
frequency since Δf = ΔE/h. This is referred to as the Stokes frequency 
shift and determines the Raman gain versus frequency curve shape 
and location. The remaining energy from the intermediate level to 
ground level is dissipated as molecular vibrations (phonons) in the 
fiber. Since there exists a wide range of higher energy levels, the gain 
curve has a broad spectral width of approximately 30 THz. During 
stimulated Raman scattering, signal photons co-propagate (in either 
fiber direction) with a frequency that is within the Raman frequency 
gain curve spectrum, and acquire energy from the Stokes wave, result-
ing in signal amplification, see Fig. 10.11.

The Raman gain curve’s FWHM width is about 6 THz (48 nm) 
with a peak at about 13.2 THz below the pump frequency. This is the 
useful signal amplification spectrum, see Fig. 10.12. Therefore, to 
amplify a signal in the 1550 nm range the pump laser frequency is 
required to be 13.2 THz below the signal frequency at about 1452 nm, 
see Eq. (10.27). Multiple pump lasers with side by side gain curves 
are used to widen the total Raman gain curve.

f f fp s v= + Δ  (10.27)

where fp = pump frequency, THz
fs = signal frequency, THz

Δfv = Raman Stokes frequency shift, THz

Raman gain (GR ) is the net signal gain distributed over the fiber’s 
effective length. It is a function10 of pump laser power, fiber effective 
length, and fiber area, see Eq. (10.28). For fibers with a small effective 
area, such as in dispersion compensation fiber, Raman gain is higher. 
Gain is also dependent on the signal separation from the laser pump 
wavelength, see Fig. 10.12. This is through the fiber’s Raman gain 
coefficient gR in Eq. (10.28). Raman signal gain is also specified and 
field measured as on/off gain. This is defined as the ratio of the 
output signal power with the pump laser on and off, see Eq. (10.30). 
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In most cases the Raman ASE noise has little effect on the measured 
signal value with the pump laser on. However, if there is consider-
able noise, which can be experienced when the measurement spectral 
width is large, then the noise power measured with the signal off11 is 
subtracted from the pump on signal power to obtain an accurate on/
off gain value, see Eq. (10.29). The Raman on/off gain is often referred 
to as the Raman gain, see Eq. (10.30).

G
g P L

AR
R po eff

eff

=
⎛

⎝
⎜

⎞

⎠
⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

10 log exp  (10.28)
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⎞
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(10.29)

FIGURE 10.11 Raman molecular energy diagram.
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G GR R.on/off=  (10.31)

The signal power at the end of a fiber length L can be estimated 
given Raman gain coefficient with Eq. (10.32). The net gain at the end 
of the fiber link, which includes fiber loss, is given by Eq. (10.33).

P P L
g P L

As s s= −
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 (10.32)
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 (10.33)

where GR = Raman signal gain distributed over fiber length Leff, dB
 GR.on/off = Raman signal gain at the end of the fiber length L, dB
 Gnet = Raman net gain at the end of the fiber, dB
 Ps = output signal power, W
 Ps0 = launch signal power at fiber length L = 0, W

FIGURE 10.12 Raman gain curve.
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 Pnoise = noise power, W
 gR = fiber’s Raman gain coefficient, m/W
 Ppo = Raman pump laser launch power, W
 Aeff = fiber effective area, m2

 Leff = pump’s fiber effective length, m
 L = fiber span length, m

αs =  fiber attenuation coefficient at the signal’s wave-
length, m−1

For example, if a DRA-configured 500 mW, 1452 nm pump laser 
is connected to a fiber with a gain coefficient gR = 3 × 10−14 m/W, 
effective area of 80 μm2, attenuation of 0.21 dB/km and fiber span 
length of 75 km, the estimated net signal gain at 1550 nm is 16.4 dB. 
If a 0 dBm signal is launched into the fiber, the amplified signal 
power output at the end of the 75 km fiber span is 0.6 dBm. If the 
amplifier is not used, then the signal power is –15.8 dBm only due to 
fiber attenuation.

Noise created in a DRA span consists of amplified spontaneous 
emissions (ASE), double Rayleigh scattering (DRS), and pump laser 
noise. ASE noise is due to photon generation by spontaneous Raman 
scattering. DRS noise occurs when twice reflected signal power due 
to Rayleigh scattering is amplified and interferes with the original 
signal as crosstalk noise, see Fig. 10.13. The strongest reflections occur 
from connectors and bad splices. Typically DRS noise is less than ASE 
noise, but for multiple Raman spans it can add up. To reduce this 
interference, ultra polish connectors (UPC) or angle polish (APC) 
connectors can be used. Optical isolators can be installed after the 
laser diodes to reduce reflections into the laser. Also span OTDR 
traces can help locate high-reflective events for repair. Sheng12 has 
shown that counter pump DRA configuration results in better OSNR 
performance for signal gains of 15 dB and greater.

Pump laser noise is less of a concern because it usually is quite 
low with RIN of better than 160 dB/Hz. Nonlinear Kerr effects can 
also contribute to noise due to the high laser pump power. For fibers 

FIGURE 10.13 Raman double Rayleigh scattering.
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with low DRS noise, the Raman noise figure due to ASE is much 
better than the EDFA noise figure. Typically the Raman noise figure is 
–2 to 0 dB, which is about 6 dB better than the EDFA noise figure.

Raman amplifier noise factor is defined as the OSNR at the input of 
the amplifier to the OSNR at the output of the amplifier, see Eq. (10.34). 
Noise figure is the dB version of noise factor, see Eq. (10.35).

FR
in

out

OSNR
OSNR

=  (10.34)

NFR R= 10 log( )F  (10.35)

The DRA noise and signal gain is distributed over the span fiber’s 
effective length. A convenient configuration used to express Raman 
distributed noise and gain parameters is as a hypothetical equivalent 
discrete amplifier that is located at the end of the fiber span. This 
hypothetical amplifier has the equivalent gain (Geq) and noise figure 
(NFeq) as the actual DRA, see Fig. 3.10. Equivalent Raman noise and 
gain can be shown as Eqs. (10.36) to (10.38). Equivalent parameters 
are typically listed in manufacturer’s specifications see Eq. (10.38).

F
F

Leq
R=

α
  (10.36)

NF NFeq R dB= − ( )α L  (10.37)

NF NFeq R span= − Γ  (10.38)

G Geq R=  (10.39)

where Feq = equivalent noise factor
 FR = distributed Raman amplifier noise factor

NFeq = equivalent noise figure, dB
NFR = distributed Raman amplifier noise figure, dB

α = attenuation coefficient, km−1

αdB = attenuation, dB/km
 L = transmission fiber length, km
 Geq = equivalent gain, dB
 GR = distributed Raman amplifier gain, dB
 Γspan = span loss, dB

OSNRin = amplifier’s input optical signal to noise ratio
 OSNRout = amplifier’s output optical signal to noise ratio

Counter pump distributed Raman amplifiers are often combined 
with EDFA pre-amps to extend span distances, see Fig. 10.14. This 
hybrid configuration can provide 6 dB improvement in the OSNR, 
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FIGURE 10.14 Hybrid Raman/EDFA confi guration.

which can significantly extend span lengths or increase span loss 
budget. Counter pump DRA can also help reduce nonlinear effects by 
allowing for channel launch power reduction. 
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CHAPTER 11
Dark Fiber

11.1 Leasing or Purchasing Dark Fiber
Leasing dark or dim fiber has become common practice in the tele-
communications industry. The term “dark fiber” refers to optical 
fibers that are not connected to any lightwave equipment and hence 
they are dark. The term “dim fiber” refers to fiber links that do not 
originate or terminate optical signals but do offer optical signal regen-
eration at intermediate sites. A company (carrier) that owns a fiber 
cable facility (lessor) can lease individual dark or dim fibers to others 
(lessees) on a monthly or yearly basis. It is up to the lessee to add and 
maintain all proper lightwave equipment to the entire dark fiber link. 
For a dim fiber link the lessee generally only needs to add and main-
tain proper lightwave equipment at the fiber link ends. Generally, 
and depending on the contract, when a dark fiber is leased the entire 
fiber spectrum is available to the lessee. This enables the lessee to add 
WDM equipment to increase the dark fiber capacity. In addition, any 
data rate and transmission protocol can be placed onto the dark fiber 
link, limited only by the fiber characteristics. Dim fiber leases can be 
more restrictive. Intermediate equipment provided by the lessor may 
not be capable of regenerating WDM channels. Therefore, increasing 
fiber capacity with WDMs may not be increased possible unless the 
lessor is willing to install proper WDM intermediate equipment. Also 
dim fiber intermediate equipment may be further restricted to regen-
erating only one specific transmission rate and protocol. For both 
dark and dim fiber leases the lessor is responsible for the mainte-
nance and repair of the fiber cable.

Another revenue-generating method available to carriers is to 
lease individual WDM channels between locations over a pair of 
fibers instead of leasing the entire fiber capacity. This is commonly 
referred to as wavelength leasing or lit fiber leasing. Typically but not 
always, reference to a fiber wavelength means one wavelength on 
two fibers, which is a bidirectional channel. In wavelength leasing the 
lessor provides all necessary lightwave DWDM equipment for signal 
transmission between the two, or more, end locations. The lessee only 
needs to interface to the lessor’s end location equipment using the 
most economical method. Often this is done using lower cost 1310 nm 
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transceivers. The lessor’s lightwave equipment properly conditions 
the lessee’s signal for fiber link transmission. The conditioning equip-
ment typically consists of transponders, DWDMs, EDFAs, and possi-
bly DCMs. The advantage to the lessor is the ability to lease the entire 
fiber spectrum capacity to multiple customers and the ability to con-
trol transmission rates and protocols. For example, using a simple 
40-channel DWDM and transponders, 40 individual channels can be 
leased to many customers which may result in better revenues than 
leasing dark fiber. The advantage to the lessees is that they can use 
lower cost transceivers to interface with lessor’s equipment and not 
need to be concerned with engineering, supplying, and maintaining 
link lightwave equipment. Leased wavelengths can act as switched 
circuits where ROADMs are deployed and can be extended through 
multiple carriers. 

A variation of leasing wavelengths is leasing fiber windows. A 
fiber window can be defined as a range of wavelengths available for 
transmission in a fiber. Fiber band and window are often used inter-
changeably; however, window can refer to a segment of a fiber band. 
Window leasing is more common in metropolitan networks where 
signal regeneration is not necessary. WDMs are deployed at the fiber 
ends to break out specific fiber windows by the lessor. The WDMs 
can be simple 1310/1550 nm cross bands, CWDMs, or even DWDMs. 
However, only a passive interface is provided to the lessee and in 
essence it is a dark window. The lessee is required to provide proper 
transceivers for signal transmission in the fiber window. For example, 
if a CWDM window is leased, then the lessee provides proper CWDM 
transceivers that can reach the entire transmission length. Fiber link 
loss and chromatic dispersion typically need to be considered for 
dark window transmission. 

Dark or dim fiber assets can also be transferred under an indefea-
sible rights of use (IRU) agreement. Under this agreement the buyer 
holds an exclusive and irrevocable right to use the fiber and other 
agreed to equipment or facilities over the period of the IRU, typically 
10 or more years. The seller still maintains ownership and mainte-
nance of the fiber cable over the time period. This can be a preferable 
method to acquire fibers, since under the IRU the buyer may be able 
to treat the investment as a capital cost instead of an expense.1

It should be noted that all of the above points are dependent on con-
tract text and interpretation. Table 11.1 summarizes this information.

11.2 Dark Fiber Considerations
When negotiating any kind of fiber lease or purchase, the following 
points should be considered.

Fiber Access Location It is important to clearly identify the exact 
locations where the lessee can access the fiber cable ends, including 



D a r k  F i b e r  303

building address, rack position, fiber distribution panel position, and 
fiber assignment. Fiber access, space, and power agreements may 
need to be negotiated with the lessor or property owner. 

Fiber Termination Common outside plant (OSP) fiber cable termina-
tions are with SC or FC connectors but others may also be used. 
Unterminated cable can also be present, which will then require a 
splicing crew to install the required terminations and distribution 
panel before lightwave equipment can be connected.

Fiber Count The number of fibers and their assignments should be 
clearly identified throughout the cable(s) route.

Fiber Cable Route A map of the fiber cable route is very useful to the 
lessee, although this information may be difficult to obtain from the 
lessor. The route plan can identify aerial and buried cable sections, as 
well as cable type in each section. If the leased fiber cable route is 
known, diverse cable routes can be planned for protection routes and 
potentially problematic sections identified.

Fiber Specifications Fiber specifications for all fibers used through-
out the route should be obtained and stored for current and future 
link planning. 

Fiber Link Characterization Fiber parameters such as loss, length, chro-
matic dispersion, PMD, and so on can be measured and recorded to 
establish a benchmark at the time of the fiber lease or purchase. This 
record can be compared to future measurements to ensure agreement 

Dark
Fiber Dim Fiber

Leased
Wavelengths

Leased
Window

Lessee WDM yes possibly no possibly

Transmission 
rate limiting

no possibly possibly no

Any protocol yes possibly no yes

Lightwave
transmission
equipment

lessee lessee at 
fiber ends

lessor lessee

Lightwave
equipment
maintenance

lessee lessee at 
fiber ends

lessor lessee

Cable
maintenance

lessor lessor lessor lessor

TABLE 11.1 Fiber Leasing General Information
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limits are not exceeded at the time of purchase and during the life of 
the operation. Fiber parameters can change over time due to cable 
repairs, cable reroutes, or other environmental conditions. These mea-
surements can also be used during network planning and upgrades.

Restoration Time The lessor can specify the maximum time for fiber 
restoration in the event of a fiber cable cut or other fiber outage. Res-
toration time can vary greatly and depends on many factors such as 
lessor’s commitment, availability of repair personnel and equipment, 
environment, and travel time.

Contact and Escalation List Contact numbers, keys, and/or entry 
codes can be identified for all lessee interfaces and equipment.

Maintenance Notice and Schedule The lessor can provide detailed 
schedules for routine maintenance work and minimum notice time 
for emergency maintenance work that may or will cause link outages 
during the agreement term. Lessee may ask for guaranteed minimum 
fiber link availability to ensure link disruptions do not affect lessee 
operation.

Reference
1. Interconnection arrangements between and among the domestic and interna-

tional record carriers, 89 F.C.C. 2d 194, 211 n. 27, 1982.



CHAPTER 12
Fiber Network 

Planning

12.1 Guidelines
Listed below are a few general guidelines to help plan Ethernet, 
SONET/SDH, and other fiber optic networks. They are organized in 
a rough sequence of events for typical systems. 

 1. First, establish a fiber link between end locations. This fiber 
link can be leased from the carrier as explained in Chap. 11, 
or a new fiber cable build. Numerous options are explained 
in Chap. 11 for leasing existing fibers. Pay careful attention to 
not only the fiber cable type but also fiber type. The most 
common fiber type used in cable builds is standard ITU G.652 
fiber also known as non-dispersion shifted fiber (NDSF). 
Non-zero dispersion shifted fiber (NZ-DSF) ITU G.655 type 
is also popular in long-haul applications because it has a 
lower dispersion coefficient than standard fiber. Do not use 
dispersion shift fiber ITU G.653 unless there is a very good 
reason to use it. This fiber type has a zero dispersion value at 
1550 nm, which can cause nonlinear distortion effects, refer 
to Chap. 7. For long cable runs where link loss or dispersion 
values exceed receiver budgets, identify intermediate sites 
that can accommodate signal regeneration or amplification 
equipment.

 2. Consider an alternate, physically diverse, fiber cable protec-
tion route between end locations to help increase link reliabil-
ity in the event the primary cable is damaged.

 3. Complete fiber characterization of all newly acquired fibers. 
Measured fiber parameters help in proper link budget plan-
ning and establish a beginning of life record for future net-
work expansion or reference in the event of link degradation.
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 4. Identify the total number of current and future circuit require-
ments and transmission rates.

 5. For SONET/SDH systems, identify the proper SONET/SDH 
equipment type and configuration. For Ethernet circuits, 
identify proper switches and routers. Pay attention to multi-
plexing methods. Can circuits be time division multiplexed 
into a large aggregate circuit or should circuits be kept sepa-
rate and multiplexed optically using WDMs? 

 6. Complete the detailed fiber link design. This includes calcu-
lating optical power, dispersion and OSNR budgets, as well 
as nonlinear effects. If you use WDMs or plan to use WDMs, 
consider their link budget effects. For typical links only cer-
tain parameter budgets need to be considered, as described 
below:

 • Optical power budgets are considered for all links.
 • Chromatic dispersion is considered for links with trans-

mission rates of 1 Gbps or greater.
 • Polarization mode dispersion is considered for links with 

transmission rates of 10 Gbps or greater.
 • OSNR is considered for links with optical amplifiers.
 • Nonlinear distortion is considered for links with optical 

amplifiers or DWDMs with 40 or more channels.

  For simple links (no amplifiers, no DWDM) that are within 
the transceiver’s power budget and distance limit, only the 
optical power budget needs to be considered.

 7. Select the transmission equipment manufacturer. The manu-
facturer or manufacturer representative can typically provide 
a detailed quote for the cost of the required equipment and 
installation. Tender packages can be issued to receive bids 
from a number of suppliers.

 8. Review the equipment and select the best response. The 
equipment should meet current transmission requirements 
and be expandable to accommodate future growth. Often 
companies go overboard on transmission equipment pur-
chases believing that the most expensive and high-end equip-
ment will automatically be the best choice for their network. 
Many smaller manufacturers provide high-quality equipment 
at a fraction of the cost of the high-end models. Careful selec-
tion is important. For example, a single-span multicircuit link 
that is equipped with simple basic DWDMs or CWDM as 
described in Chap. 6 may be able to fulfill current and future 
expansion requirements. Such units are economical, reliable, 
and simple to install and maintain. 

 9. Schedule and install equipment as per engineering design 
and documentation.
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 10. Perform final acceptance testing on all circuits. Typically a BER 
and/or RFC 2544 test is completed, as described in Chap. 9.

 11. Address any outstanding issues before traffic is placed onto 
the transmission system.

 12. Often overlooked in many telecom projects is accurate net-
work documentation. Maintaining detailed equipment and 
fiber documentation is important. This documentation can 
include all equipment specifications, fiber and cable speci-
fication, fiber characterization measurements, test results, 
system connection drawings, floor plans and rack layouts.

12.2 Metropolitan Ethernet Network
Company owned metropolitan Ethernet network can be an attractive 
alternative to leasing circuits from a carrier. Typically the dark fiber con-
necting company sites will be the most costly part of the link. Since 
the distances in metropolitan environments are relatively short, long 
reach fiber transceivers are generally all that is required to establish a 
simple high-speed fiber link. These transceivers are currently avail-
able as pluggables that can be inserted into many Ethernet switch 
and router models. They are available for 10/100 Mbps, GigE, and 
10 GigE fiber transmission. WDM transceivers are also available that 
can be used with simple CWDM or DWDM multiplexers (see Chap. 6). 
Simple DWDMs are available with 4 to 44 channels using 100 GHz 
spaced channels and up to 87 channels using 50 GHz spaced channels 
(in C band). If 10 GigE transceivers are deployed, the fiber capacity 
over two fibers can reach 870 Gbps. 

Ethernet physical layer fiber link configuration is a point-to-point. 
For each fiber link, a second diversely routed fiber link can be added 
to be used as a protection path and/or for load sharing. Traffic switch-
ing can be accomplished by the Ethernet switch or by an external 
optical fiber switch. For long fiber spans where optical budgets are 
exceeded, optical amplifiers can be added to compensate for power 
loss. In this case, proper dispersion, PMD and OSNR management is 
required.

12.3 SONET/SDH Network
Synchronous optical network (SONET) is an American National Stan-
dards Institute1 (ANSI) standard for communications over optical 
fiber. It is defined by standards ANSI T1.105 and Telcordia2 GR-253-
CORE. Since its introduction in 1984, it has been deployed by every 
major carrier in North America. An equivalent transmission standard 
approved by International Telecommunication Union3 (ITU, formerly 
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CCITT) is called synchronous digital hierarchy (SDH). It has been 
accepted and used worldwide outside of North America. 

The SONET terminal is a type of add/drop time division multi-
plexer (ADM) that can multiplex many digital electrical signals into 
a single optical channel. This is accomplished by a byte-interleaved 
multiplexing scheme. Typical signal inputs are DS3, T1, and Ether-
net. These signals are converted (mapped) in the SONET equipment 
to synchronous transport module signals (STS). One DS3 is mapped 
to one STS-1 signal. One T1 is mapped to one virtual tributary signal 
(VT1.5). Twenty-eight VT1.5 signals can be combined into one STS-1 
signal. Higher-level STS signals are formed by multiplexing together 
integer multiples of STS-1s. Once the highest-level aggregate is 
formed, the aggregate is converted to an optic signal (optical car-
rier—OC-x) of the same level and transmitted into the span fiber. 
Therefore, if a STS-3 is built for output then the output signal is an 
OC-3. SONET and SDH levels and transmission rates are shown in 
App. G.

One primary benefit in deploying SONET/SDH equipment is the 
ability of the system to recognize and reroute traffic in the event of a 
fiber cut, equipment failure, or significant signal degradation. This 
survivability is available for SONET/SDH linear or ring configura-
tions is referred to as automatic protection switching APS. Both con-
figurations have their applications, advantages, and disadvantages.

The linear configuration is made up of two end terminals and a 
number of regenerators in between if required. Traffic flows from one 
terminal to another, without any means of adding or dropping traffic 
at intermediate sites, see Fig. 12.1. APS operation in a linear systems 
is available as 1+1, 1:1 or 1:n configuration. In 1+1 APS two redun-
dant fiber links carry the same traffic. The receiver determines and 
switches to the best link. 1:1 APS is similar to 1+1 APS where two 
redundant links are required. However, the link that is not being used 
is idle or can carry other lower priority traffic. In the event of a protec-
tion switch, the lower priority traffic is lost. 1:n APS provides one 
back up link for up to 14 primary links. All primary links must have 
the same beginning and end points. The back up link can carry low 

FIGURE 12.1 SONET/SDH linear system.
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priority traffic that will be lost in the event of a protection switch. This 
method is more efficient since only one back up link provides protec-
tion for up to 14 primary links.

The linear configuration requires four fibers to connect two end 
terminals. Two fibers are designated work or primary fibers. Work 
fibers are the fibers that carry the traffic under normal operating con-
ditions. The other two fibers are designated as protect, secondary or 
backup fibers. In the event of a fiber cut of any one of the work fibers, 
the SONET/SDH terminals recognize the APS event and switches all 
the traffic onto the protect fibers. Switching occurs in 50 ms or less, so 
disruption to traffic is minimal. Once the work fibers are restored, the 
traffic is then switched back onto the work fibers. This configuration 
also guards against laser transmitter or receiver failures. If a transmit-
ter fails on one of the work fibers, the system switches the traffic to 
the protect fibers just like a fiber failure. Once the card is replaced, the 
system can restore the traffic onto the work fibers.

If a fiber or an optical card fails on the protect fibers, then of 
course the system does not switch traffic but instead sends an alarm 
to the network manager identifying the problem so that it can be 
quickly repaired. The system always carries traffic on the designated 
work fibers unless there is a degradation, fiber cut, or card failure of 
the work fibers.

For a linear system, all four fibers can be connected in to one 
fiber optic cable. However, if the cable is cut, then there would be a 
complete loss in traffic. Alternatively, the system can be deployed in 
a physically diverse route, see Fig. 12.2. Two separate and physically 

Single-fiber cable

Single-fiber cable

Protect path

Work path

Work
fibers

Protect
fibers

Traffic Traffic

FIGURE 12.2 SONET/SDH linear system with cable diversity.
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diverse fiber cables can be used for the work and protect fibers. Since 
the two cables are physically diverse, a cable cut would not affect 
the alternate cable path and therefore not result in loss of traffic. 
Only a 50 ms traffic switch would occur from the bad cable to the 
good cable.

This physically diverse fiber routing configuration for a linear 
SONET/SDH system provides the best protection of traffic between 
two linear terminals. The main disadvantage of this configuration is 
that traffic cannot drop off at intermediate sites. All traffic must flow 
between the two end terminals.

A SONET/SDH ring configuration is made up of two or more 
SONET/SDH add/drop multiplexers (ADMs) that are connected in a 
two- or four-fiber ring. Regenerators can be used at sites where traffic 
is to only pass through and not drop off. Note that regenerators do 
not have traffic switching capability. Unlike a linear system, the 
SONET/SDH ring system can have up to 16 ADMs (has been 
increased by manufacturers) in the ring with a capability of adding or 
dropping traffic at any of the ADM locations, see Fig. 12.3.

The SONET/SDH ring can be configured into different APS types, 
bidirectional line switched ring (BLSR) or unidirectional path switch 
ring (UPSR). The SDH equivalents are called multiplexed section 
shared protection ring (MS-SPRING) or subnetwork connection pro-
tection (SNCP). BLSR can be further configured using two- or four-
ring fibers.

FIGURE 12.3 SONET/SDH ring.
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Two-Fiber BLSR Ring The two-fiber BLSR ring configuration uses two 
fibers for communication around the ring. Each ADM has a total of 
four fiber connections, two fibers (transmit and receive) in one direc-
tion and two fibers in the other direction, see Fig. 12.4.

The capacity in any one direction out of an ADM is only half of its 
OC-n capacity. This is because half of the ring capacity is used for 
traffic, while the other half is reserved for protection in case of a fiber 
failure. If traffic needs to flow between NE1 and NE2, a connection is 
established using span 1 fibers. If other traffic needs to be routed 
between NE1 and NE3, a connection can be established using spans 3 
and 4, and NE4. If there is a failure in a span, then all traffic through 
that span is switched and rerouted around the ring using the protec-
tion half of the OC-n capacity. For example, in an OC-48 two-fiber 
BLSR ring, a maximum of 24 STS-1s can be routed in each direction 
out of an ADM, around the ring, see Fig. 12.5. The total capacity is 
48 STS-1s out of any ADM. The other 24 STS-1 channels around the 
ring are reserved for protection traffic only.

In the event of a fiber cable cut or terminal transceiver failure in 
one of the spans, traffic will be rerouted around the other ring direc-
tion on the protection channels. For example, if a failure occurs in 
span 1, NEs 1 and 2 will switch the traffic that was on span 1 onto 

FIGURE 12.4 SONET two-fi ber BLSR.
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FIGURE 12.5 Two-fi ber BLSR capacity.
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FIGURE 12.7 SONET four-fi ber BLSR.
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protection channels of spans 2, 3, and 4, see Fig. 12.6. After the failed 
span is restored, the traffic will be switched back onto span 1 fibers. 
During this failure, traffic between NEs 1 and 3 using spans 3 and 4 is 
unaffected.

Four-Fiber BLSR Ring In a four-fiber BLSR ring configuration, each 
ADM communicates through four fibers, in each direction, around 
the ring. This is a total of eight fiber connections for each ADM, see 
Fig. 12.7. Two fibers carry all traffic, while the other two fibers act as 
protection fibers and remain ready in case of a failure.

For example, an OC-48 four-fiber BLSR ring can carry 48 working 
STS-1s around the ring. At an ADM, 48 STS-1s can enter from both 
fiber directions for a possible maximum of 96 STS-1s at the one ADM 
(dependent on equipment), see Fig. 12.8.

The four-fiber BLSR ring protects against failure in two ways—
span switching and line switching. A span switch would occur in a 
span if there were a failure with the work fibers or work transmit/
receive cards. The traffic in the span work fibers would be switched 
to the same span protect fibers. Traffic would remain in the span, but 
just on different fibers. Other parts of the ring would not be affected, 
see Fig. 12.9. The ring can even survive multiple span failures with-
out losing traffic, see Fig. 12.10.

Often, the four fibers in a span are in the same cable. Therefore, if 
the cable gets cut, the ring will perform a line switch. All traffic 

FIGURE 12.9 Four-fi ber BLSR with span failure.
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through the failed span is rerouted around the ring, onto the protect 
fibers, see Fig. 12.11.

Both two- and four-fiber BLSR rings are commonly deployed. 
Advantages and disadvantages for these two configurations are 
below.

Two-Fiber BLSR

Advantages Disadvantage

Less expensive due to fewer 
required optical cards than four-
fiber BLSR

Can only carry half the OC-n capacity 
for traffic in either direction out of 
an ADM because the other half is 
reserved for protection

Only two fibers are required

Can reuse STS channels if 
unoccupied in other sections 
of the ring

FIGURE 12.10 Four-fi ber BLSR traffi c with multiple span failures.
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Four-Fiber BLSR

Advantages Disadvantages

Can carry the full OC-n traffic 
around the ring

Initially more expensive

Provides line and span switching Twice as many fibers are 
required

Can handle multiple span failures More complex

Can reuse STS bandwidth anywhere 
in the ring

UPSR Ring The SONET UPSR configuration is a two-fiber ring. All 
STS traffic flows in one direction (counterclockwise) around the ring 
using only the one work ring fiber. For example as shown in Fig. 
12.12a, STS #3 traffic is transmitted out of NE1 on the work ring fiber 
counter-clockwise around the ring. It is received by NE3 which 
transmits traffic onto the same work ring fiber counterclockwise 

FIGURE 12.11 Four-fi ber BLSR traffi c with cable failure.
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a. UPSR normal signal flow
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FIGURE 12.12 UPSR traffi c fl ow.
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through NE4 back to NE1. The other ring fiber is reserved as the 
protect fiber. Also at the transmit end, STS #3 traffic is bridged onto 
the protect fiber and propagates in the clockwise direction around 
the ring. However, the receiver is not connected to this fiber’s traffic 
in normal operating conditions. In the event of a cable fault, the 
receiver switches from receiving the work fiber traffic to the protect 
fiber traffic. For example, if a cable fault, should occur between NE2 
and NE3, then the receivers at NE1 and NE3 switched from receiv-
ing work fiber traffic to protect fiber traffic, see Fig. 12.12b. This STS 
traffic switching is completed only at the receive end since the trans-
mit end traffic is already bridged onto the protect fiber. Therefore, 
during normal operation all STS channels travel around the entire 
ring. Whereas in BLSR configuration STS traffic travels only between 
the NE ADMs.

The advantages and disadvantages of the UPSR configuration are 
shown below.

UPSR

Advantage Disadvantages

Easy to administer All STS channels propagate 
around the entire ring

Receiving node makes all switching 
decisions. A communication channel 
to transmitting node is not required.

Cannot reuse STS channels 
anywhere in the ring
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APPENDIX A
Symbols, 

Abbreviations, and 
Glossary of Terms

A.1  Symbols and Abbreviations Used 
Frequently in This Text

Greek Symbols

� =  average value of the group of values inside the brackets,

x x
n

xi
i

n

= =
=
∑1

1

 α = optical fi ber attenuation coeffi cient, km−1 or m−1

 Note: α
α

= dB

10 log e
 αdB = optical fi ber attenuation coeffi cient, dB/km
 αc = laser chirp alpha parameter, αc ≈ −C0

 β = phase propagation parameter, rad/m
 β0 =  wavelength-independent phase shift during signal 

propagation, rad/m
 β1 =  inverse of speed of signal propagating in fiber, 

β1 = 1/vg, ps/km
 β2 =  defi nes signal pulse broadening, also known as the 

GVD parameter, related to dispersion chromatic dis-
persion CD = −2πc β2/λ2, ps2/km

 β3 = slope GVD, or second-order GVD, when β2 ≈ 0

 Γ = optical power loss, dB, where Γ = −
⎛
⎝⎜

⎞
⎠⎟

10 log
P
P
out

in
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 Π = fi ber’s power density, dBm/μm2

 Δf = optical spectral width, GHz
Δfrms = RMS spectral width of a signal, GHz

Δf−20dB =  spectral width measured down 20 dB from signal peak 
of the transmission signal during modulation, GHz

 Δλ = optical signal spectral width, nm
ΔτDG = DGD, ps
ΔτCD =  change in chromatic dispersion group delay at wave-

length λ, ps
 Δω =  change in angular frequency or spectral width (Δω =

(−2πc/λ2)Δλ), rad/s
 ±δλ =  half optical signal spectral width, where Δλ = Δλ/2, nm
 ±δ f =  half optical signal spectral width, where Δf = Δf/2, GHz
 ±δ f = half optical spectral width, where Δf = Δf /2, GHz

ε =  epsilon value = 0.3 for 1 dB power penalty and 0.48 for 
2 dB power penalty at BER 10−12

ε0 =  permitivity of vacuum constant, 8.854 × 10−12 farads/m
< >ΔτDG =  average DGD in a fi ber or optical component, ps

λ =  Greek letter lambda that represents an optical wave-
length, nm

λ0 = zero dispersion wavelength, nm
λc =  center wavelength. It is often used to identify the center 

wavelength of an optical source or WDM channel, nm
 μ0 = permeability of vacuum, 4π × 10−7 H/m
 σ =  standard deviation or RMS value of a waveform in the 

time domain or frequency domain
 σ2 = variance

τ λCD =  chromatic dispersion relative group delay at a wave-
length λ, ps

 ω =  angular frequency, also known as circular frequency 
(ω = 2πc/λ or ω = 2πf ), rad/s

Roman Symbols

 Aeff = fiber effective area
 A = ampere
 Bm = noise equivalent bandwidth NEB, nm
 Br = resolution bandwidth RBW, nm
 Bo = optical fi lter channel passband, Hz or nm
 Bs = ITU channel spacing, GHz or nm

BER = bit error ratio



S y m b o l s ,  A b b r e v i a t i o n s ,  a n d  G l o s s a r y  o f  T e r m s  321

BW = Optical spectral width, nm or GHz
BWch =  DWDM or CWDM channel optical spectral width, 

GHz
 c = speed of light in a vacuum, defi ned as 299,792,458 m/s

C = coulombs
 C0 = laser chirp parameter

CD = chromatic dispersion, ps/nm
CDc = chromatic dispersion coeffi cient, ps/(nm km)

CDDCM =  chromatic dispersion due to the dispersion compen-
sation module (DCM), ps/nm

CDf = chromatic dispersion due only to the fi ber, ps/nm
CDtot = total link chromatic dispersion, ps/nm

Dmaterial = fi ber material dispersion at wavelength λ, ps/nm
Dwaveguide = fi ber waveguide dispersion at wavelength λ, ps/nm

DGDmax = maximum DGD in a fi ber or optical component for a 
       specifi c wavelength range, ps

DSCR = dispersion slope compensation, %
 F = noise factor, F = 10NF/10

 f = frequency, GHz
 fc = center frequency, GHz
 fmod = modulation frequency, Hz

fps = frames per second
g = gain, linear

gR = Raman gain coeffi cient
 G = gain, dB

GVD = group-velocity dispersion parameter, same as β2

 h = Planck’s constant 6.626069 × 10−34, Js
H = Henry
IL = insertion loss, dB

 L = length of a fi ber, m
 Leff = fi ber effective length, m

L
aL

eff = − −1 exp( )
α

 LCD =  fi ber link length limit due to chromatic dispersion, km
Loss = fi ber link optical power loss, dB

LossT = total fi ber link optical power loss, dB
 M = positive or negative integer including zero
 m = meter
 ms = pulse shape parameter
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m2 = square meter
 N = positive or negative integer including zero

NF = noise fi gure, NF = 10 log(F), dB
 n = refractive index of a material
 neff = fi ber’s effective refractive index
 ng = fi ber’s effective group refractive index

n2 =  nonlinear-index coeffi cient (or the Kerr coeffi cient), 
varies 2.2 × 10−20 to 3.4 × 10−20(typical is 3.0 × 10−20 m2/W), 
m2/W

 nsp = electron population emission (or inversion) factor
OSNR =  optical signal to noise ratio, the ratio of optical signal 

power to noise power over a spectral resolution band-
width (RBW), dB

 P = optical power, dBm or mW or W
 PASE = EDFA ASE noise power, W
 Pe = power penalty, dB

Pout = optical output power, mw or dBm
Pin = optical input power, mw or dBm

 Psig = optical signal power, dBm or mW
 Pnoise = noise power, dBm or mW
 pr = probability
 PT = total optical power, dBm
 PDL = polarization-dependent loss, dB
 PDLtot = total link PDL, dB

PMD2 =  second-order polarization mode dispersion is the 
DGD dependency on wavelength that causes the PSP 
pulses to broaden or shrink, ps/nm

PMD2c =  proportionality coeffi cient when multiplied by the 
fi ber length equals the fi ber second-order PMD, 
ps/(nm ⋅ km)

PMDc = polarization mode dispersion coeffi cient, ps/√km
PMDf = PMD due to fi ber, ps

PMDmax c = maximum PMD coeffi cient for a fi ber link, ps/√km
PMDmi = measured PMD, ps
PMDtot =  total link PMD including PMD contributions of all link 

fi ber and optical components, ps
PMDtotc =  total link PMD coeffi cient including PMD contri-

butions of all link fi ber and optical components, 
ps/√km

PMDQ =  statistical upper bound value specifi ed for an imagi-
nary reference link consisting of at least M equal 
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length sections (typically M = 20) of concatenated, 
randomly selected, fi ber cables with a probability of 
less than Q (typically Q = 0.01% for 99.99 percentile) 
that the actual link PMD coeffi cient will exceed the 
PMDQ value. It is also known as link design value 
(LDV). It is measured in units ps/√km.

 R = transmission bit rate, bps
 Rout = single-fi ber mean outage rate, outages per year

RDSf = fi ber relative dispersion slope at 1550 nm, nm−1

 RP = photodiode responsivity, A/W
 S = information spectral density, bps/Hz
 SNRZ = power spectral density, W/Hz
 Sf = fi ber chromatic dispersion slope at 1550 nm, ps/nm2

 Sfc =  fiber chromatic dispersion slope at 1550 nm, 
ps/(nm2km)

 SDCF =  DCF chromatic dispersion slope at 1550 nm, ps/nm2

SF =  safety factor, the ration of DGDmax to average DGD or 
PMDtot over a wavelength range

 tλ =  elapsed time of refl ected pulse for both directions at 
wavelength, s

 T = bit time slot period, s
 THWEM = half width at 1/e amplitude point pulse width, s
 TFWHM =  full width at half maximum amplitude point pulse 

width (−3 dB), s
 Tr = transmittance
 U = circuit unavailability measure, s or min
 n = phase velocity of light
 ng = group velocity of light
 V = voltage, volt
 W = optical power, Watt
 Year = 365.242199 days

A.2 Abbreviations

 1000Base-LX =  IEEE 802.3z standard that operates on 
single-mode fiber up to distance of 10 km

 1000Base-SX =  IEEE 802.3z standard that operates on 
multimode fi ber up to distance of 550 m

 1000Base-ZX =  IEEE 802.3z standard that operates on 
single-mode fi ber up to distance of 70 km

 ADM = add/drop multiplexer
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 ADSS = all dialectic self-supporting cable
 ANSI = American National Standards Institute
 APD = avalanche photodiode
 APS = automatic protection switching
 ASE =  amplifi ed spontaneous emissions, genera-

tion of random photons due to electron or 
molecule decay to a lower energy state. 
These photons are considered as noise in 
an optical amplifi er.

 ATM = asynchronous transfer mode
 AWG = array-waveguide grating
 BER = see bit error ratio
 BERT = bit error rate test
 BLSR = bilateral line switched ring
 CAD = computer-aided design
 CAM = computer-aided manufacturing
 CATV = common antenna (cable) television
CCITT (now ITU-T) =  Consultative Committee on International 

Telephone & Telegraph. An international 
committee that develops and recom-
mends standards for telecommunications.

 CCTV = closed-circuit television
 CCW = counterclockwise
 CDDI =  copper distributed data interface. A protocol

standard similar to FDDI but using an 
unshielded twisted pair or shielded twisted 
pair to provide 100-Mbps data.

 CIR = see committed information rate
 CO = central offi ce
 CRC = see cyclic redundancy check
 CSA = Canadian Standards Association
 CSMA =  carrier sense multiple access with collision 

detection
 CSU = channel service unit
 CW = clockwise or continuous wave
 CWDM = see course wavelength division multiplexing 

or course wavelength division multiplexer
 dB = see decibel
 dBm =  decibel power measurement relative to 1 mW 

P
P

dBm
mW

=
⎛
⎝⎜

⎞
⎠⎟

10
1

log
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 DCE = data communication equipment
 DCF = chromatic dispersion compensating fi ber
 DCM =  dispersion compensation module can consist 

of dispersion compensating fi ber (DCF) or 
other technology to compensate chromatic 
dispersion across a wavelength range

 DCU =  dispersion compensation unit, also known 
as DCM

 DF = diffraction grating
 DFB = see distributed feedback laser
 DGD = see differential group delay
 DM-DFB =  directly modulated distributed feedback 

laser
 DMD = differential mode delay effect
 DML = directly modulated laser
 DNA = digital network architecture
 DRA = distributed Raman amplifi er
 DRS = double Rayleigh scattering
 DS0 =  digital signal level 0, that is 64 kbps. 24 DS0s 

make a DS1
 DS1 =  digital signal level 1, that is 1.544 Mbps, 

T1 rate
 DS2 =  digital signal level 2, that is 6.312 Mbps, 

T2 rate
 DS3 =  digital signal level 3, that is 44.736 Mbps, 

consists of 28 DS1s
 DSCR = dispersion slope compensation ratio
 DSF = dispersion shifted fi ber
 DSU = digital service unit
 DTE = data terminal equipment
 DTMF = dual tone multiple frequency
 DUT = device under test
 DWDM = see dense wavelength division multiplexing 

or dense wavelength division multiplexer
 EAM = electro-absorption modulator
 EDC = electronic dispersion compensation
 EDFA =  erbium doped fi ber amplifi er, an optical 

amplifi er that uses erbium doped fi ber 
technology to amplify optical signals in C 
and L bands

 EFEC = enhanced forward error correction
 EIA = Electronic Industries Association
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 EIR = see excess information rate
 EMI = electromagnetic interference
 EM-DFB =  externally modulated distributed feedback 

laser
 FBG = fi ber Bragg grating
 FDDI = fi ber distributed data interface
 FEC = forward error correction
 FOT = fi ber optic terminal
 FT1 =  fractional T1, a fraction of the full 24 channels 

in a T1
 FTTC = fi ber to the curb
 FTTH = fi ber to the home
 FWHM = see full width at half maximum amplitude 

(−3 dB) point
 FWM = four-wave mixing, interchannel
 GBIC = see gigabit interface converter
 Gbps or Gb/s =  giga (109) bits per second, transmission 

rate
 GBps or GB/s =  giga (109) bytes per second, transmission rate 

(1 byte = 8 bits)
 GFEC = generic forward error correction
 GUI = graphical user interface
 GVD =  group-velocity dispersion, also known as 

chromatic dispersion
 HDTV = high-defi nition television
 HWEM = half width at 1/e maximum amplitude point
 ICEA = Insulated Cable Engineers Association, Inc.
 IEEE  = Institute of Electrical and Electronics 

Engineers
 IFWM = intrachannel four-wave mixing
 IRU = indefeasible rights of use
 ISI = intersymbol interference
 ISO = International Organization for Standards
 ITU-T =  International Telecommunications Union 

Telecommunication Standardization Sector, 
www.itu.int

 IXPM = intrachannel cross-phase modulation
 LAN = local area network
 LED = light emitting diode
 LTE = light terminating equipment
 M13 = multiplexer DS1 to DS3

www.itu.int
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 MAC = see media access and control layer
 MAN = metropolitan area network
 Mbps or Mb/s =  mega (106) bits per second, transmission 

rate
 MC = main cross connect
 MFD = see mode fi eld diameter
 MLM = see multi-longitudinal mode laser
 MOD = mean outage duration of a circuit
 MPI = see multipath interference
 MPN = see mode partition noise
 MSDS = material safety data sheet
 MTBO = mean time between circuit outages
 mW = milliwatt, one thousandth of a watt (10−3)
 MZI = Mach-Zehnder modulator
 NDSF =  non-dispersion shifted fi ber, also known as 

SSMF
 NEB = see noise equivalent bandwidth
 NEBW = see noise equivalent bandwidth
 NEC = national electrical code
 NLSE = nonlinear Schrödinger equation
 NRZ =  non-return-to-zero transmission pulse format, 

used for SONET/SDH transmission
 NZ-DSF = non-zero dispersion shifted fi ber
 OADM = optical add/drop module
 OAM&P =  operations, administration, maintenance, 

and provisioning
 OCWR = optical continuous wave refl ectometer
 OMA = optical modulation amplitude
 OOK = on-off keying digital modulation
 OPGW = optical ground wire
 OSA = optical spectrum analyzer
 OSC = optical supervisory channel
 OSI = open system interconnetion
 OSNR = optical signal to noise ratio
 OSP = outside plant
 OTDR = optical time domain refl ectometer
 OTN = optical transport network
 PBX = private branch exchange
 PCM = see pulse-code modulation
 PDG = see polarization-dependent gain
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 PDL = see polarization-dependent loss
 PIC = photonic integrated circuit
 PIN = positive intrinsic negative photodiode
 PLC = see planar lightwave circuit
 PMD  = see polarization mode dispersion
 PMF = see polarization maintaining fi ber
 PM fi ber = see polarization maintaining fi ber
 POTS = plain old telephone system
 PSD = power spectral density
 PSP =  principal states of polarization, two orthog-

onal polarization axes in a fi ber or optical 
component

 RBW = see resolution bandwidth
 RDS =  ratio of the chromatic dispersion slope to 

the chromatic dispersion at the 1550 nm 
wavelength

 RFI = radio frequency interference
 RGD = see relative group delay
 RIN = see relative intensity noise
 RMS =  root mean square
 ROPA = remote optically pumped amplifi er
 Rx =  receive. For fi ber systems refers to equip-

ment optical receiver fi ber input connec-
tion. Also designated as “In” port.

 RxDTV = receiver decision threshold voltage
 RZ = return-to-zero transmission pulse format
 SBS = stimulated Brillouin scattering
 SDH = synchronous digital hierachy
 SFP = see small form-factor pluggable, transmis-

sion rate under 3 Gbps
 SFP+ = see small form-factor pluggable, transmis-

sion rate 10 Gbps
 SLA = see service level agreement
 SLM = see single longitudinal mode laser
 SMSR = side mode suppression ratio
 SNA =  systems network architecture. IBM’s seven-

layer data communication layer
 SNR = signal to noise ratio (electrical)
 SONET = synchronous optical network
 SPM = self-phase modulation
 SRS = stimulated Raman scattering
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 SSE = see source spontaneous emissions
 SSMF =  standard single-mode fi ber, also known as 

NDSF
 STP = shielded twisted pair
 STS-1 = synchronous transport signal level
 TFF = thin-fi lm fi lter
 Tx =  transmit. For fi ber systems refers to equip-

ment laser or LED signal output connec-
tion. Also designated as “Out” port.

 UI = see unit interval
 UTP = unshielded twisted pair
 VCSEL = vertical cavity surface emitting laser
 VECP = see vertical eye closure penalty
 VLAN = virtual LAN
 VOA = variable optical attenuator
 VoIP = voice over IP
 WAN = wide area network
 WDM = see wavelength division multiplexing or 

wavelength division multiplexer
 XENPAK = see Xenpak
 XFP = see 10 Gbps small form factor pluggable
 XPM = cross-phase modulation
 ZWPF = zero water peak fi ber

A.3 Glossary of Terms
1+1 APS An automatic protection switching configuration where two 
redundant fiber links carry the same traffic. The receiver determines and 
switches to the best link.

1:1 APS An automatic protection switching configuration similar to 1+1
APS where two redundant links are required. However, the link that is 
not being used is idle or can carry other lower priority traffic. In the event 
of a protection switch, the lower priority traffic is lost.

1:n APS An automatic protection switching configuration similar to 1:1 
that provides one back up link for up to 14 primary links. All primary 
links must have the same beginning and end points. The back up link can 
carry low priority traffic that will be lost in the event of a protection 
switch. This method is more efficient since only one back up link provides 
protection for up to 14 primary links.

10 Gbps small form factor pluggable (XFP) A compact optical transceiver 
that adheres to XFP multi-source agreement (MSA) specification standard. 
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XFPs are available in four categories: 1310 nm optics, 1550 nm optics, 
DWDM, or CWDM optics. XFP data rate is 10 Gbps.

802.3 A local area network protocol that uses CSMA/CD for medium 
access control and a bus topology defined in layers 1 and 2 of the OSI 
protocol stack.

802.4 A local area network protocol known as token bus uses a token-
passing access method and a bus topology. Originated by General Motors 
and targeted for the manufacturing environment. It is defined in layers 1 
and 2 of the OSI protocol stack.

802.5 A local area network protocol known as token ring uses a token-
passing with priority and reservation access method and a star wired 
ring topology. Originated by IBM. It is defined in layers 1 and 2 of the OSI 
protocol stack.

3R regeneration The retiming, re-amplifying, and reshaping of a digital 
signal.

Absorption The loss of optical power in fiber, resulting from the 
conversion of light to heat. Caused by impurities, OH migration, defects, 
or absorption bands.

Acceptance angle The angle at which all incident light is totally and 
internally reflected by the optical fiber core. Acceptance angle = sin NA. 
Also known as maximum coupling angle.

Adapter A mechanical device used to align and join two fiber optic 
connectors. It is often referred to as a coupling, bulkhead, or inter-
connecting sleeve.

Amplified spontaneous emissions (ASE) The generation of random photons 
due to electron or molecule decay to a lower energy state. These photons 
are considered as noise in an optical amplifier.

Analog A waveform format that is continuous and smooth and is used 
to indicate infinite levels of signal amplitude. Also see digital.

Angstrom Unit of length equal to 10−10 meter or 0.1 nanometer.

Aramid yarn A light material, usually yellow or orange, that provides 
strength and support to fiber bundles in a cable. Kevlar is a particular 
type of aramid yarn that has very high strength.

Armor Additional protection between cable jacket layers usually made 
of corrugated steel.

Asynchronous A signal that is not synchronized to a network clock.

Attenuation The loss of optical power per 1 km unit length of fiber as a 
signal propagates in a fiber span. It is measured in dB/km units.

Backbone cabling The portion of telecommunication cabling that 
connects telecommunication closets, equipment rooms, buildings, or 
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cities. It is a transmission medium (usually fiber optics) that provides a 
high-speed connection to numerous distributed facilities.

Bare fiber adapter An optical fiber connector designed to temporarily 
connect an unterminated optical fiber to a connector. This allows for 
quick testing of unterminated fibers.

Baseband signal A signal that is not shifted up to a higher frequency by 
modulating a carrier frequency. The signal bandwidth starts at 0 Hz and 
extends to some upper frequency. Example is Ethernet signal and T1 signal.

Baud rate or symbol rate or transmission rate For a physical layer protocol 
it is the maximum possible number of times a signal can change states 
from a logical 1 to logical 0 or logical 0 to logical 1 per second. The state 
is usually voltage, optical intensity, frequency, or phase. It can also be 
described as the number of symbols that can be transmitted in 1 second. 
The relationship between baud rate and bit rate is as follows.

 Bit rate = baud rate × number of bits per baud 

 The number of bits per baud is determined by the modulation scheme. 
In this text, we assume that the number of bits per baud is one and 
therefore the baud rate is the same as the bit rate.

Bidirectional coupler An optical coupler that allows optical transmissions 
in a fiber in both directions.

Binary n-zero suppression A line coding system for digitally transmitted 
signals. The n represents the number of zeros that are replaced with a 
special code to maintain pulse density required for synchronization. 
Typically n is 3, 6, or 8.

Birefringence The splitting of light into two components due to 
anisotropic composition of a fiber or optical component.

Bit One binary digit.

Bit error ratio (bit error rate) A measure of the quality of a data circuit. It 
is the ratio of the number of data bits received incorrectly divided by the 
total number of data bits received. Most telecommunication systems 
require a maximum channel BER of 10−12 or 10−10.

Bit rate The number of bits that are transmitted in one second. Unit 
is bps.

Bridge Connects two or more similar LANs in layer 2 of the OSI protocol 
stack.

Broadband signal A signal that consists of a carrier wave modulated with 
a baseband signal. Its bandwidth begins at some non-zero frequency and 
extends to a higher non-zero frequency. Example is a radio signal and a 
TV signal.

Brouter A vendor device that acts both as a bridge and router.
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Buffer A protective cover of plastic or other material, usually color 
coded, covering the optical fiber. A buffer can either be tight, as in a tight-
buffered cable and adhered directly to the optical fiber coating, or it can 
be loose, as in a loose-tube cable, where one or more fibers lie loosely in 
the buffer tube. The buffer must be stripped off for cleaving and splicing.

Byte Eight adjacent binary digits (bits).

Channel A signal communications path, typically full duplex, but can be 
half duplex or simplex, that extends within one system. It is defined by a 
center wavelength or frequency and a passband. See Appendix for ITU-T 
standard WDM channels. A full duplex fiber communication channel 
requires two fibers. Signal transmission in each fiber is in opposite 
directions, which allows for the full duplex communication. In certain 
WDM technology, one fiber can be used for full duplex communications; 
however, both (transmit and receive) transmission signals must be at 
different wavelengths. Also, using bidirectional coupler technology at both 
ends of the fiber link, full duplex communications can be accomplished, 
with some restrictions, in one fiber at the same wavelength.

Chirp (aka frequency chirp) The incidental spectral frequency modulation 
of a pulse, or part of a pulse as it is launched into the fiber. Common in 
directly modulated DFB lasers.

Chromatic dispersion A property of optical fiber or optical component 
that causes different wavelengths of light to travel at different velocities.

Circuit A signal communications path, typically full duplex (Tx and Rx) 
but can be half duplex or simplex, that can extend further than one system 
and can extend throughout a network.

Circulator A passive nonreciprocal device with three or more (fiber) 
connection ports. When a signal enters one port, it is directed to the 
adjacent port, and the other ports remain isolated. Signal entering port 1 
is directed to port 2, signal entering port 2 is directed to port 3, etc., in 
cyclic order. Typical use for a circulator is in a bidirectional coupler or 
band splitter.

Cladding A low index of refraction layer of glass or other material that 
surrounds the fiber core, causing the light to stay captive in the core.

Cleaver An instrument used to cut optical fibers in such a way that the 
ends can be connected with low loss.

CO Central office. A local telephone company office that contains a 
switch terminating subscribers.

Coating A thin layer of plastic, or other material, usually 250 or 500 μm
in diameter and color coded, covering the cladding of a fiber. Most fibers 
have a coating. It must be stripped for cleaving and splicing.

Codec A device that converts analog signals to digital signals. It also 
converts digital signals to analog signals.
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Committed information rate (CIR) The average data rate that is supported 
in packet network such as Ethernet.

Concentrator An electronic device used in LANs that allows a number of 
stations to be connected to a single data trunk.

Conductor A material allowing the flow of an electric current.

Connector (fiber optic) A device that joins two optical fibers together in a 
repeatable, low-optical-loss manner.

Cord A short length of flexible cable used for connecting equipment.

Core The inner portion of the fiber that carries light. Light stays in the 
core due to the difference in refractive index between the core and 
cladding.

Coupler (fiber optic) A device that joins three or more optical fiber ends 
together so that an optical signal can be split, or transmitted, from one 
fiber to two or more fibers.

Critical angle The smallest angle at which a meridianal light ray can be 
totally reflected in a fiber core.

Cut off wavelength, fiber The wavelength that a single mode fiber will no 
longer support and propagate one mode of light. Specified by fiber cable 
manufacturers as a maximum value, typically ~1260 nm.

Cyclic redundancy check (CRC) This is an error checking algorithm used in 
protocols such as Ethernet to help detect errors in blocks or frames of 
data. The transmitter adds an extra byte(s) to a frame called frame check 
sequence (FCS) that contains redundant information about the data frame. 
The receiver compares the received data against the FCS to help identify 
transmission errors. However, this method does not catch all errors.

Dark current The current that flows in a photo detector when there is no 
light on the detector.

Dark fiber Optical fiber(s) that are not connected to any lightwave 
equipment and hence they are dark.

Data bandwidth The maximum data rate that can be accommodated by a 
channel.

Data rate The amount of bits of information that can be transmitted per 
second. Expressed as Gbps, Mbps, kbps, or bps.

Decibel (dB) A base 10 logarithmic unit of measurement defining a ratio 
of power where P is the actual value being measured and Pref is the value 
it is being compared to, as P P PdB / ref= 10 log( ).  In fiber optics P is 
typically output power in mW and Pref is input optical power in mW.

Dense wavelength division multiplexing (DWDM) A WDM technology where 
wavelength spacing is 1000 GHz or less (typically 200 GHz and less) as 
per ITU-T standard.2
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Dielectric A material that will not conduct electricity under normal 
operating conditions (insulator).

Differential group delay (DGD) The amount of pulse spreading in time 
between the two orthogonal polarization modes (pulses) in a fiber or 
optical component. It is measured in units of ps.

Digital A data waveform format that has only two physical levels 
corresponding to 0s and 1s. Also see analog.

Dim fiber Optical fiber(s) that do not originate optical signals but do 
offer optical signal regeneration at intermediate sites.

Dispersion Distortion of light signals in a fiber caused by fiber propa-
gation characteristics.

Distributed feedback laser A laser diode that has a Bragg reflection 
grating in order to suppress multiple longitudinal nodes.

Double window fiber A fiber designed to operate at two different 
wavelengths.

Erbium-doped fiber amplifier (EDFA) An optical amplifier that can amplify 
an optical signal without converting it into an electrical signal.

Ethernet An 802.3 LAN technology that uses the CSMA/CD access 
method and a bus topology.

Excess information rate (EIR) The data rate available in excess of the 
committed information rate (CIR). Typically allowed for short bursts.

Fabry-Perot filter A filter formed by a cavity that has two plane and 
parallel reflective ends.

Ferrule The rigid center portion of a fiber optic connector, usually steel 
or ceramic.

Fiber bandwidth The transmission frequency or wavelength range where 
signal magnitude decreases to half of its optical power (−3 dB).

Fiber count The number of optical fibers between any two locations. It 
can also refer to the number of optical fibers in a single cable.

Fiber effective area The average cross sectional area of the fiber that 
transmits optical power. It is similar to but not calculated the same as 
MFD.3 It is measured in units of μm2.

Fiber jumper (single or dual) A flexible short length of a single fiber cable 
with connectors at both ends used to connect equipment to other 
equipment or to fiber distribution panels. The fiber jumper has a 3 or 2 mm 
diameter jacket that is yellow for single-mode fiber and orange for 
multimode fiber. Lengths vary greatly, are usually custom made at the 
factory, and are typically between 1 and 30 m in length. A dual fiber jumper 
is a jumper with two fibers within one common jacket.
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Fiber optics The transmission of light through optical fibers for 
communication and signaling.

Flame test rating (Ft 1, 4, 6) A Canadian flame test rating for cables as per 
CSA C22.2 No. 0.3-M1985.

Frequency The number of times a periodic action occurs in 1 second. 
Unit is cycles or hertz per second (Hz).

Fresnel reflection Reflections at end of fibers (at connectors, mechanical 
splices) caused by the difference of the index of refractive between glass 
and air.

Full duplex A communication channel that can receive and transmit 
information at the same time. Most fiber communications is full duplex. 
Full duplex fiber communication uses two fibers, but can use one fiber if 
bidirectional couplers or WDMs are deployed.

Full width at half maximum The spectral width of a signal or filter at 3 dB 
down from peak (half power). It is measured in units of nm.

Gain The increase of optical power from input to output in a fiber or 
optical component. It is measured in dB units. G P P= −10 log( )out in/ ,
where Pout ≥ Pin.

Gainer (splice) An OTDR trace event that occurs at a fiber splice. It is 
shown by the OTDR as a rise in the trace instead of a drop at the splice. 
This occurs because of the increase in Rayleigh backscatter of the second 
fiber, caused by splicing two different fibers. An accurate splice reading 
can be made at this event by OTDR testing the event from both ends of 
the fiber, and then averaging the result.

Giga A prefix meaning one billion (109).

Gigabit interface converter (GBIC) A compact optical transceiver that 
adheres to standard defined in SFF Committee document SFF-8053. It is 
used for gigabit Ethernet and fiber channel transmission. GBICs are 
available in four categories: 1310 nm optics, 1550 nm optics, DWDM, or 
CWDM optics. GBIC data rate is 1 Gbps.

Graded index fiber An optical fiber in which the index of refraction of the 
core gradually decreases toward the cladding.

Ground A common electrical current return point to the earth usually 
through a ground rod.

Ground loop currents Undesirable ground currents that cause interference. 
Usually created when grounds are connected at more than one point.

Group delay The propagation delay of a pulse traveling in a fiber or 
optical component. It is measured in units of ps.

Group velocity, light The velocity of a modulated envelope of light 
propagating in a medium such as a fiber. It can be thought of as the 
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velocity of an optical pulse propagating in a fiber. It is measured in units 
of m/s.

Half duplex A communication channel that can receive and transmit 
information but not at the same time.

Hertz (Hz) One cycle per second.

Hub A communication device that uses a star wiring pattern topology 
common in LANs.

Hybrid fiber/coax (HFC) A cable that contains both optical fiber and coax 
cable.

Impedance The total opposition an electric circuit offers to an alternating 
current flow that includes both resistance and reactance.

In-band noise Noise within the signal’s spectral bandwidth or noise 
within the signal’s channel.

Index matching fluid A liquid or gel with a refractive index that matches 
the core of the fiber.

Index of refraction The ratio of the speed of light in a vacuum to the 
speed of light in a material. Air n = 1.003; glass n = 1.4 to 1.6. The n also 
varies slightly for different wavelengths.

Information spectral density The amount of spectrum 1 bit per second of 
information occupies. It is defined as the signal bit rate divided by the 
signal channel width in hertz, unit bits/s/Hz.

Information spectral efficiency See information spectral density.

Insertion loss (IL) The optical loss through a device in a fiber link, units 
dB. The loss may vary with wavelength.

Insulator A material that does not conduct electricity.

Intensity, optical The optical power per unit area, unit W/m2.

Inter-building cabling Cabling between buildings.

Interferometric noise Signal amplitude variations due to interference 
caused by multiple reflections in the fiber of the same signal.

Intra-building cabling Cabling within a building.

Intranet A company’s private electronic communications network that 
uses internet protocols, devices, and applications to share information 
amongst its employees but is securely separated from the internet. It is 
often referred to as a private internet.

Jacket The outer coating of a wire or cable.

Kilo A prefix meaning one thousand (1000).
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LiNbO3 modulator Lithium niobate external modulator used for modulating 
DFB lasers at high rates.

Laser An acronym standing for “light amplification by stimulated 
emission of radiation.” A device that produces light, by the stimulated 
emission method, with a narrow range of wavelengths and emitted in a 
directional coherent beam. Fiber optic lasers are solid-state devices.

Laser spectral bandwidth The optical bandwidth occupied by a laser.

Light, fiber optic The spectrum of light at 850, 1300, and 1500 nm 
wavelengths. These wavelengths are not visible to the human eye.

Lightwave equipment Any electronic communication equipment that is 
used for optical fiber transmission. It is also known as optical terminating 
equipment or optical modem.

Linear effects Effects that are not dependent on the optical signal power. 
See also nonlinear effects.

Link, fiber A continuous optical communications path between two 
transceivers. It includes optical amplifiers as part of the path. It typically 
consists of two fibers or two different wavelengths in one fiber for full 
duplex communications. See Fig. A.1.

Loss The diminishment of optical power from input to output in a fiber 
or optical component. It is measured in dB units. Γ = −10 log( ),P Pout in/
where Pout ≤ Pin.

Maximum coupling angle The angle by which all incident light is totally 
and internally reflected by the optical fiber core. Maximum coupling 
angle = sin NA.

Media access and control layer The data link layer of the OSI model that 
moves data packets to and from network interface cards (NIC).

Mega A prefix meaning one million (106).

Micro A prefix meaning one millionth (10−6).

Transceiver Transceiver

EDFA EDFA

Span length

Link length

Span length Span length

FIGURE A.1 Fiber cable span and link lengths.
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Microbending loss Loss in a fiber, caused by sharp curves of the core with 
displacements of a few micrometers. Such bends may be caused by the 
buffer, jacket, packaging, installation, and so on. Losses can be significant 
over a distance.

Milli A prefix meaning one thousandth (10−3).

Minimum bend radius The minimum radius of a curve that a fiber optic 
cable or optical fiber can be bent without any adverse effects to the cable 
or optical fiber characteristics.

Mode A single electromagnetic light wave that satisfies Maxwell’s 
equations and the boundary conditions given by the fiber. It can simply 
be considered as a light ray path in a fiber.

Mode field diameter The optical power distribution diameter (spot size) 
across the fiber core and cladding.1 MFD varies with wavelength. It is 
measured in units of μm.

Mode partition noise (MPN) This noise occurs because of random 
variations of individual laser modes even though the total laser output 
power remains constant. The noise is generated in fibers where the signal 
dispersion wavelength is not zero. The fluctuating modes travel at 
different group velocities due to chromatic dispersion, which results in 
mode desynchronization and added receiver noise. MPN occurs in MLM 
lasers but can also occur in SLM lasers that have large side nodes.

Mode scrambler A device that causes modes to mix in a fiber.

Modem An electronic device that converts one form of signal to another 
form using a modulation technique. An optical modem converts the 
electrical signal to an optical signal and vice versa.

Modulation The process of encoding signal information onto a carrier by 
changing the carrier’s amplitude A, frequency ωo, or φ.

Modulation rate The rate a carrier is modulated. Also known as the 
transmission rate.

Multi-longitudinal mode laser A laser diode that radiates more than one 
longitudinal mode.

Multimode fiber A fiber that propagates more than one mode of light.

Multipath interference The ratio between the secondary path and main 
path of an interfering optical signal. It can cause problems in fiber links 
where Raman amplifiers are deployed. It is measured in units of dB.

Multiplexer An electronic unit that combines two or more communication 
channels onto one aggregate channel.

Nano A prefix meaning one billionth (10−9).

Narrow-band WDM A WDM (wavelength division multiplexer—see under W) 
that couples different wavelengths in the 1550 nm band onto a fiber.
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Noise Undesirable signal interference. It can be random or deterministic.

Noise equivalent bandwidth The width of a filter with a rectangle passband, 
that would pass the same noise power as the actual OSA RBW filter, with 
area equal to the area of the actual RBW filter and with the same height 
as the actual RBW filter at the center wavelength. It is measured in nm.

Nonlinear effects Effects that are dependent on the optical signal power. 
See also linear effects.

Non-return to zero (NRZ) A digital code where the signal level is too high 
for a 1 bit, too low for a 0 bit, and does not return too low for successive 
1 bits.

Numerical aperture The sine of the angle measured between an incident 
light ray and the boundary axis, in which an optical fiber can accept and 
propagate light rays. It is a measure of the light-accepting property of the 
optical fiber.

Octet A series of 8 bits. Same as byte.

Ohm The electrical unit of resistance.

Optical add/drop module (OADM) A unit used to add or drop selected 
wavelengths in a fiber.

Optical dynamic range The receiver optical dynamic range is the light-
level window in dBm at which a receiver can accept optical power.

Optical fiber A single optical transmission element that comprises a core, 
cladding, and coating. Commonly made of silica glass but can also be 
made from plastic.

Optical loss The reduction of fiber optic power caused by a substance.

Optical margin The value in dB of the difference between the total optical 
link loss and the manufacturer’s equipment optical sensitivity.

Optical return loss (ORL) The total optical power reflected back to the 
input end of a fiber and represented in dB.

Optical signal-to-noise ratio (OSNR) The ratio of optical signal power to 
noise power, represented in dB.

Optical time domain reflectometer (OTDR) A test instrument that sends 
short light pulses down an optical fiber to determine the fiber’s 
characteristics, attenuation, and length.

Optical transport network (OTN) An ITU-T standard protocol defined in 
G.709, G.805, G.872 and G.874.1 that combines and is transparent to 
optical protocols such as SONET, SDH, and Ethernet. It also adds 
OAM&P and FEC capability.

Packet A grouping of data with an address header and control 
information.
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Pad (optical) A fixed optical attenuator.

Patch cord (jumper), optical A short length of buffered optical fiber, 3 mm 
in diameter, with connectors at both ends. It can be used to connect 
equipment to patch panels or jumper patch panels.

Patch panel A fiber cable termination panel.

Phase velocity, light The velocity of the phase of any one frequency of 
light propagating in a medium such as in a fiber or optical component. It 
is measured in units of m/s.

Phonon A quantum of acoustic or vibration energy.

Photodetector A device that converts light energy into electrical energy. 
A silicon photo diode is commonly used in fiber optics.

Photon A quantum of light radiation.

Pico A prefix meaning 10−12.

Pigtail A short length of buffered optical fiber with a connector at one 
end. It is used to terminate fibers.

Planar lightwave circuit (PLC) This technology monolithically integrates 
multiple optical devices such as DWDMs, optical switches, lasers, and 
amplifiers into a single planar (flat) chip. PLC circuits are fabricated on a 
silica or silicon substrate. It offers an integrated solution similar to the 
semiconductor industry.

Polarization-dependent gain (PDG) EDFA gain varies slightly with signal 
polarizations.

Polarization-dependent loss (PDL) The ratio of the maximum to the 
minimum optical power for all possible input polarization states of an 
optical system or component. It is measured in units of dB.

Polarization maintaining fiber An optical fiber that maintains polarization 
state constant along the length of the fiber. There is very little cross 
coupling of power between axes.

Polarization mode dispersion (PMD) The time or wavelength region linear 
average of instantaneous differential group delay (DGD) values in a fiber 
or optical component. It is measured in units of ps.

Polarization mode dispersion coefficient A proportionality coefficient 
when multiplied by the square root of the fiber length equals the fiber 
PMD. It is measured in units ps/√km.

Polyethylene A thermoplastic material often used for cable jackets.

Polyvinyl chloride A thermoplastic material often used for cable jackets.

Pop Point of presence. A physical location where a carrier provides 
services to a customer.
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Power penalty The necessary increase in signal power, to compensate for 
signal loss due to an impairment, in order to maintain the same BER, dB.

Power spectral density Signal integrated power per unit (typically 1 nm 
or Hz) slice of the spectrum, units dBm/nm or dBm/Hz.

Protocol A set of rules that govern the transmission and reception of 
information.

Pulse-code modulation (PCM) A method of converting an analog signal 
into a digital signal. Small, uniform, and equal time interval samples of 
the analog signal’s amplitude are represented by data words.

Rayleigh scattering The scattering of light in all directions in a fiber due 
to small inhomogeneities.

Receiver, optical An electronic unit that converts light signals to electrical 
signals.

Reflectance The reflected optical power from a single event in a fiber, 
measured in dB.

Relative group delay The time difference between optical pulses of 
different wavelengths and the λ0 wavelength pulse.

Relative intensity noise The ratio of electrical noise power, normalized to 
a 1 Hz bandwidth, to the average power of photo current in the photo 
receiver. Typically used when discussing noise emitted by a laser.

Repeater, optical 3R Fiber optic equipment that reconditions and 
retransmits an optical signal by re-amplifying, retiming, and reshaping 
the signal (3R).

Resolution bandwidth The OSA’s filter spectral bandwidth. It regulates 
the amount of light spectrum that passes to the photo detector. The photo 
detector measures the average optical power in the resolution bandwidth. 
Therefore, the ability of an OSA to display two signals closely spaced as 
two distinct signals is determined by the resolution bandwidth setting. 
Typical OSA resolution bandwidth range is less than 10 nm with common 
settings of 1.0, 0.5, 0.1, and 0.05 nm. Resolution bandwidth is measured 
3 dB down (FWHM) from filter peak.

Return to zero (RZ) A digital code where the signal level is high for a 1 bit 
for the first half of the bit interval and then goes to low for the second half 
of the bit interval. The level stays low for a 0 bit complete interval.

Root mean square (RMS) Statistical standard deviation of discrete values 
from their mean is
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deviation only measures the AC value of a signal. If there is no DC 
component to an AC signal then the standard deviation is the same as the 
RMS value.
 For a continuous temporal function the RMS value1  is as follows:
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Router A LAN device that operates at the OSI protocol stack network 
layer and is used to connect dissimilar LANs or networks.

Section, fiber cable An original length of fiber cable that has not been 
spliced in the field.

Self-steepening, fiber pulse The nonlinear effect where the peak of a pulse 
propagates slower in the fiber than the edges of the pulse. It occurs 
because of the intensity dependence of GVD. The effect typically 
considered in soliton transmission.

Sensitivity The minimum amount of optical power needed to be received 
by the lightwave equipment to achieve a specific BER.

Service level agreement (SLA) An agreement between parties where the 
service is formally defined.

Signal-spontaneous beat noise Mixed emissions of signal power and 
spontaneous emission because of the nonlinear characteristic of a photo 
detector. These emissions are limited by the electrical bandwidth of the 
photo detector.

Simplex A communication channel that transmits information in only 
one direction. Example, FM radio station.

Single longitudinal mode laser A laser diode that radiates a single 
dominant longitudinal mode. Side modes are typically suppressed by 
>25 dB. Example, DFB laser.
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Single-mode fiber A fiber that carries only one mode of light. Only one 
light path is propagated.

Small form-factor pluggable (SFP) A compact optical or copper transceiver 
that adheres to multisource agreement (MSA) specification standard. 
Available in six categories: copper, 850 nm optics, 1310 nm optics, 1550 nm 
optics, DWDM, or CWDM optics. SFP transmission rates are less than 
3 Gbps. SFP+ transmission rate is 10 Gbps.

Source spontaneous emissions (SSE) Random emission of photons in an 
optical source such as a laser. It contributes to signal noise degradation.

Span, fiber The OSP fiber cable length between electronic equipment, 
typically transceivers or optical amplifiers. A fiber span can be made up 
of one or more concatenated fiber cables that are spliced together or 
joined together by connectors. Span length is less than or equal to the link 
length. See Fig. A.1

Spectral bandwidth A group of optical wavelengths (or frequencies) 
occupied by or reserved for optical sources. Not to be confused with data 
bandwidth.

Speed of light 2.998 × 108 m/s in a complete vacuum. It is less in any 
other material.

Splice, fiber The joining of two optical fibers to provide for a low loss 
optical path (< 0.5 dB) by method of fusion splicing or mechanical splicing 
methods.

Spontaneous emission Random emission of photons that occurs when 
electrons that are in excited energy states decay to lower energy states.

Spontaneous-spontaneous beat noise Noise generated in the photo 
detector because the spontaneous emission mixes with itself because of 
the nonlinear characteristic of a photo detector. These emissions are 
limited by the electrical bandwidth of the photo detector.

Standard deviation of mean Statistical standard deviation of discrete x
values from their mean is defined as 
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Step index fiber An optical fiber in which the core has a constant index of 
refraction.

Stimulated emission The emission of a photon that occurs when an 
electron in an excited energy state is stimulated to a lower energy state by 
another incoming photon. The newly generated photon takes on the 
same phase, frequency, polarization, and direction as the incoming 
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photon, which is known as coherent radiation. The resulting effect is the 
power of the incoming light is amplified.

Stratum A primary reference clock used for network synchronization.

Synchronous signal A signal that is synchronized to a network clock.

Synchronous transmission Data communication protocol where the data 
is sent continuously.

System, telecommunication A group of interrelated equipment elements 
(typically from one manufacturer) that interact to form a signal communi-
cation path or paths.

Telecommunications network A group of telecommunications systems 
that are connected together in such a way as to allow passage of signals 
between them.

Transceiver, optical A device that can both transmit and receive optical 
signals and convert these signals to the proper electrical format. A 
transceiver consists of a laser or LED diode for the transmitter and a 
photodiode or APD for the receiver. Optical transceivers for many types 
of equipment are available as small-form factor pluggables (SFPs).

Transmission rate See baud rate.

Transmitter, optical An electronic unit that converts electrical signals to 
light signals.

Transponder, optical A device that converts an optical transmission of 
any wavelength and spectral width to a standard wavelength and spectral 
width such as to a standard ITU DWDM wavelength. Commonly used in 
DWDM systems.

Transmittance, optical (Tr ) The ratio of optical output power to input 
power for a fiber or component at a specific wavelength. It is the same as 

the optical power loss ratio, T
P
Pr
out
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= = −10 10Γ/ .

Ultra-dense wavelength division multiplexing (ultra-DWDM) A DWDM 
technology where wavelength spacing is 25 GHz and less.

Unit interval (UI) One symbol length of the transmission rate. Also 
known as the period. UI /= 1 R

Vertical eye closure penalty The vertical dimension of the eye pattern 
opening (A0) as a ratio with OMA.
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Wavelength, laser Laser light with specific center frequency and spectral 
width. Center frequencies are ITU-T standard and can be seen in App. C.

Wavelength division multiplexer (WDM) A unit that can couple and decouple 
more than one optical wavelength (λ) onto one optical fiber.
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Wavelength division multiplexing (WDM) A technology where two or more 
optical signals with different wavelengths are combined into one fiber 
and where two or more optical signals with different wavelengths are 
separated from one fiber into individual fibers.

Wide-band WDM A WDM that couples 1310 and 1550 nm wavelengths 
onto a fiber.

Window, fiber A range of wavelengths available for transmission in a 
fiber. Same as fiber band (O, E, S, C, or L band) or segment of a band.

Xenpak A compact optical transceiver that is a product of a multivendor 
consortium, which has defined the Xenpak multisource agreement 
(MSA) standard. They are available in five categories: 850 nm optics, 
1310 nm optics, 1550 nm optics, DWDM, or CWDM optics. Xenpak data 
rate is 10 Gbps.
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APPENDIX B
Spreadsheet 

Format for OSNR 
Calculation

B.1 EDFA OSNR Calculation
The below three tables (Tables B.1, B.2, and B.3) use Eqs. (3.24) and 
(3.29) to determine final OSNR for one, two, or three EDFA links (if 
EDFAs and laser are the only noise sources in the link). If fiber links 
contain more than three EDFAs, follow the established format in 
Table B.3 and add the next EDFA stage (Table B.1) to the bottom of 
this table using the output OSNR of the previous EDFA calculation as 
input to the next EDFA OSNR.

Copy this table into a computer spreadsheet application. Then 
insert the formula from the equation column into the calculation col-
umn. Replace the variable names in the formula with the proper cell 
reference. To confirm the table works properly, use the input data 
shown, for example, in Sec. 3.1.

For the Input OSNR dB row, enter the laser source OSNR in the 
Input Data column if this is the first EDFA in the fiber link. Laser 
source OSNR due to SSE is available from the transceiver manufac-
turer. For a DFB laser, typical values range from 35 to 57 dB. If this 
EDFA follows a previous EDFA, then this cell should contain the out-
put of the previous calculated EDFA’s output OSNR.

For the Input signal power dB row, enter the signal power seen 
at the EDFA input in dBm units.

For the Noise figure, enter the EDFA’s noise figure in dB units.
For Channel bandwidth, enter the RBW specified by the equip-

ment manufacturer in the receiver specifications in Hz units. If it is 
0.1 nm, then enter input data 1.25 × 1010 Hz or if it is 0.5 nm then enter 
input data 6.239 × 1010 Hz.

For the frequency of light, enter the frequency of the laser source 
in Hz units. Use 1.25 × 1010 Hz for a 1550.12 nm laser.
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The output OSNR calculation provides the OSNR at the output of 
the EDFA for the link. If the EDFA is the last EDFA (and last noise 
source) in the link, this is the final OSNR seen by the receiver.

Table B.1 can be used to calculate final OSNR if a single EDFA is 
in the optical link. 

Table B.2 can be used to calculate final OSNR if two EDFAs are in 
the optical link. 

Table B.3 can be used to calculate final OSNR if three EDFAs are 
in the optical link.

Description Name Equation Input Data Calculation Unit

First EDFA

Input OSNR OSNRindB  57.00

dBInput OSNR OSNRin = 10^(OSNRindB
/10)

5.01187E+5

Input signal 
power

PindB  –12.00  dBm

Input signal 
power

Pin = 10^(PindB/10)
/1000

 6.30957E–5 watt

Noise figure NF  5.00  dB

Noise factor F = 10^(NFdB/10) 3.16228E+00

Channel
bandwidth

Br 1.25000E+10 Hz

Frequency of 
light

f 1.93400E+14 Hz

Planck’s
constant

h 6.62607E–34 Js

Pase/G FhfBr = F × h × f × Br  5.06550E–9 watt

Output OSNR OSNRout = 1/(1/OSNRin +
FhfBr/Pin)

 1.21539E+4  

Output OSNR OSNRoutdB = 10log
(OSNRout)

40.85 dB

TABLE B.1 Single EDFA OSNR Calculation Table



Description Name Equation Input Data Calculation Unit

First EDFA

Input OSNR OSNRindB  57.00 dB

Input OSNR OSNRin = 10^(OSNRindB/10) 5.01187E+5

Input signal power PindB  –21.00  dBm

Input signal power Pin = 10^(PindB/10)/1000  7.94328E–6 watt

Noise figure NFdB  5.00  dB

Noise factor F = 10^(NFdB/10) 3.16228E+00

Channel bandwidth Br 6.23900E+10 Hz

Frequency of light f 1.93400E+14 Hz

Planck’s constant h 6.62607E–34 Js

Pase/G FhfBr = F × h × f × Br  2.52829E–8 watt

Output OSNR OSNRout = 1/(1/OSNRin+FhfBr/Pin)  3.13979+2  

Output OSNR OSNRoutdB = 10  log(OSNRout)  24.97 dB

TABLE B.2 Two EDFA OSNR Calculation Table (Continued)
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Description Name Equation Input Data Calculation Unit

Second EDFA 

Input OSNR OSNRindB  24.97 dB

Input OSNR OSNRin = 10^(OSNRindB/10) 3.13979E+2

Input signal power PindB  –21.00  dBm

Input signal power Pin = 10^(PindB/10)/1000  7.94328E–6 watt

Noise figure NFdB  5.00  dB

Noise factor F = 10^(NFdB/10) 3.16228E+00

Channel bandwidth Br 6.23900E+10 Hz

Frequency of light f 1.93400E+14 Hz

Planck’s constant h 6.62607E–34 Js

Pase/G FhfBr = F × h × f × Br  2.52829E–8 watt

Output OSNR OSNRout = 1/(1/OSNRin+FhfBr/Pin)  1.57039E+2  

Output OSNR OSNRoutdB = 10  log(OSNRout)  21.96 dB

TABLE B.2 Two EDFA OSNR Calculation Table (Continued)
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Description Name Equation Input Data Calculation Unit

First EDFA 

Input OSNR OSNRindB  57.00 dB

Input OSNR OSNRin = 10^(OSNRindB/10) 5.01187E+5

Input signal power PindB  –22.00  dBm

Input signal power Pin = 10^(PindB/10)/1000  6.30957E–6 watt

Noise figure NFdB  5.00  dB

Noise factor F = 10^(NFdB/10) 3.16228E+00

Channel bandwidth Br 1.25000E+10 Hz

Frequency of light f 1.93400E+14 Hz

Planck’s constant h 6.62607E–34 Js

Pase/G FhfBr = F × h × f × Br  5.06550E–9 watt

Output OSNR OSNRout = 1/(1/OSNRin+FhfBr/Pin)  1.24251E+3  

Output OSNR OSNRoutdB = 10  log(OSNRout)  30.94 dB

TABLE B.3 Three EDFA OSNR Calculation Table (Continued)
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Description Name Equation Input Data Calculation Unit

Second EDFA

Input OSNR OSNRindB  30.94 dB

Input OSNR OSNRin = 10^(OSNRindB/10) 1.24251E+3

Input signal power PindB  –25.00  dBm

Input signal power Pin = 10^(PindB/10)/1000  3.16228E–6 watt

Noise figure NFdB  5.00  dB

Noise factor F = 10^(NFdB/10) 3.16228E+00

Channel bandwidth Br 1.25000E+10 Hz

Frequency of light f 1.93400E+14 Hz

Planck’s constant h 6.62607E–34 Js

Pase/G FhfBr = F × h × f × Br  5.06550E–9 watt

Output OSNR OSNRout = 1/(1/OSNRin+FhfBr/Pin)  4.15511E+2  

Output OSNR OSNRoutdB = 10  log(OSNRout)  26.19 dB



Third EDFA 

Input OSNR OSNRindB  26.19 dB

Input OSNR OSNRin = 10^(OSNRindB/10) 4.15511E+2

Input signal power PindB  –25.00  dBm

Input signal power Pin = 10^(PindB/10)/1000  3.16228E–6 Watt

Noise figure NFdB  5.00  dB

Noise factor F = 10^(NFdB/10) 3.16228E+00

Channel bandwidth Br 1.25000E+10 Hz

Frequency of light f 1.93400E+14 Hz

Planck’s constant h 6.62607E–34 Js

Pase/G FhfBr = F × h × f × Br  5.06550E–9 Watt

Output OSNR OSNRout = 1/(1/OSNRin+FhfBr/Pin)  2.49468E+2  

Output OSNR OSNRoutdB = 10  log(OSNRout)  23.97 dB

TABLE B.3 Three EDFA OSNR Calculation Table (Continued)

353



This page intentionally left blank 



APPENDIX C
WDM Channel 
Assignments

C.1 Fiber Bands
Fiber spectrum is divided into six bands as shown in Table C.1.

Band Description Wavelength Range (nm)

850 Multimode window   800 to 910

O Original 1260 to 1360

E Extended 1360 to 1460

S Short wavelengths 1460 to 1530

C Conventional (EDFA window) 1530 to 1565

L
Long wavelengths (extended 
EDFA window)

1565 to 1625

U Ultra long wavelengths 1625 to 1675

TABLE C.1 ITU-T Fiber Bands1 (Windows)

C.1.1 Band Descriptions

850 band “Multimode 
window”

This band is used only for multimode 
fiber transmission.

O band “Original” This is the fi rst band used for single-
mode fi ber communications. It is cur-
rently popular because of the lower 
cost of optics for this band. It has higher 
attenuation than C-Band and therefore 
is only used for short span.
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E band “Extended” This band is affected by higher attenu-
ation due to water (OH) molecule 
absorption peak at 1383 nm. This prob-
lem is overcome by newer “full spec-
trum” fi ber that meets standard ITU-T 
G.652.c/d. It is used when 16-channel 
CWDM systems are deployed. If non 
“full spectrum” fi ber use, fi ber link loss 
should be measured at each CWDM 
channel to ensure total link loss does not 
exceed equipment optical budget.

S band “Short 
wavelength”

This band extends C-band DWDM chan-
nel assignments for large channel count 
systems. Also, it is used by many sys-
tems for the optical supervisory channel 
(OSC).

C band 
“Conventional”

This band is used for most DWDM 
communications and all standard 
1550 transceivers. EDFAs are designed 
to amplify all channels in this band. 
Selected EDFA can extend amplifi cation 
into S and L bands.

L band “Long 
wavelength”

This band extends C-band DWDM chan-
nel assignments for large channel count 
systems.

U band “Ultra long 
wavelength”

This band extends L band; however, it 
may not be usable for traffi c in some 
fi bers.

C.2 WDM Channel Assignments
The below table was constructed from ITU-T WDM channel assign-
ments.2,3 Note, channels are defined in frequency units. Channel 
center wavelengths are calculated for free space propagation using 
λ = c/f, where the speed of light c = 299,792,458 m/s. Frequencies and 
wavelengths shown in these charts are nominal channel center fre-
quencies and wavelengths.
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TABLE C.2 ITU-T 100 and 200 GHz DWDM Grid

ITU-T 100 and 200 GHz DWDM Grid
Industry Typical 
Assignments‡

Band
Chan.
No.†

Center
Freq. 
(THz)

Center
Wave. 
(nm)

100
GHz

200
GHz

8-
chan.

16-
chan.

32-
chan.

44-
chan.

S 73 197.30 1519.48 x x    

72 197.20 1520.25 x     

71 197.10 1521.02 x x    

70 197.00 1521.79 x     

69 196.90 1522.56 x x    

68 196.80 1523.34 x     

67 196.70 1524.11 x x    

66 196.60 1524.89 x     

65 196.50 1525.66 x x    

64 196.40 1526.44 x     

63 196.30 1527.22 x x    

62 196.20 1527.99 x     

61 196.10 1528.77 x x    

60 196.00 1529.55 x      

ED
FA

 R
an

ge

B
lu

e∗

59 195.90 1530.33 x x   x

C

58 195.80 1531.12 x   x x

57 195.70 1531.90 x x  x x x

56 195.60 1532.68 x   x x

55 195.50 1533.47 x x  x x x

54 195.40 1534.25 x   x x

53 195.30 1535.04 x x  x x x

52 195.20 1535.82 x   x x

51 195.10 1536.61 x x  x x x

50 195.00 1537.40 x   x x

49 194.90 1538.19 x x  x x x

48 194.80 1538.98 x   x x

47 194.70 1539.77 x x  x x x

46 194.60 1540.56 x   x x

45 194.50 1541.35 x x  x x x

44 194.40 1542.14 x   x x

43 194.30 1542.94 x x  x x x

42 194.20 1543.73 x    x
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ED

FA
 R

an
ge

41 194.10 1544.53 x x   x

C

40 194.00 1545.32 x    x

39 193.90 1546.12 x x   x

38 193.80 1546.92 x    x

R
ed

∗

37 193.70 1547.72 x x x x x x

36 193.60 1548.51 x   x x

35 193.50 1549.32 x x x x x x

34 193.40 1550.12 x   x x

33 193.30 1550.92 x x x x x x

32 193.20 1551.72 x   x x

31 193.10 1552.52 x x x x x x

30 193.00 1553.33 x   x x

29 192.90 1554.13 x x x x x x

28 192.80 1554.94 x   x x

27 192.70 1555.75 x x x x x x

26 192.60 1556.55 x   x x

25 192.50 1557.36 x x x x x x

24 192.40 1558.17 x   x x

23 192.30 1558.98 x x x x x x

22 192.20 1559.79 x   x x

21 192.10 1560.61 x x   x

20 192.00 1561.42 x    x

19 191.90 1562.23 x x   x

18 191.80 1563.05 x    x

17 191.70 1563.86 x x   x

16 191.60 1564.68 x     x

15 191.50 1565.50 x x    

14 191.40 1566.31 x     

13 191.30 1567.13 x x    

12 191.20 1567.95 x     

11 191.10 1568.77 x x    

ITU-T 100 and 200 GHz DWDM Grid
Industry Typical 
Assignments‡

Band
Chan.
No.†

Center
Freq. 
(THz)

Center
Wave. 
(nm)

100
GHz

200
GHz

8-
chan.

16-
chan.

32-
chan.

44-
chan.

TABLE C.2 ITU-T 100 and 200 GHz DWDM Grid (Continued)
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10 191.00 1569.59 x     

 9 190.90 1570.42 x x    

Ex
te

nd
ed

 L
-B

an
d 

ED
FA

 R
an

ge

L

 8 190.80 1571.24 x     

 7 190.70 1572.06 x x    

 6 190.60 1572.89 x     

 5 190.50 1573.71 x x    

 4 190.40 1574.54 x     

 3 190.30 1575.37 x x    

 2 190.20 1576.20 x     

 1 190.10 1577.03 x x    

 0 190.00 1577.86 x     

189.90 1578.69 x x    

189.80 1579.52 x     

189.70 1580.35 x x    

189.60 1581.18 x     

189.50 1582.02 x x    

189.40 1582.85 x     

189.30 1583.69 x x    

189.20 1584.53 x     

189.10 1585.36 x x    

189.00 1586.20 x     

188.90 1587.04 x x    

188.80 1587.88 x     

188.70 1588.73 x x    

188.60 1589.57 x     

188.50 1590.41 x x    

188.40 1591.26 x     

188.30 1592.10 x x    

188.20 1592.95 x     

188.10 1593.79 x x    

188.00 1594.64 x     

187.90 1595.49 x x    

187.80 1596.34 x     

187.70 1597.19 x x    

187.60 1598.04 x     

TABLE C.2 (Continued)
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187.50 1598.89 x x    

187.40 1599.75 x     

187.30 1600.60 x x    

187.20 1601.46 x     

187.10 1602.31 x x    

187.00 1603.17 x     

 186.90 1604.03 x x     

∗Red (upstream traffic) and Blue (downstream traffic) bands are not standardized and 
limits can vary.

†Channel numbering is not standardized and can vary among manufacturers.
‡Not ITU-T assignments.

 TABLE C.2 ITU-T 100 and 200 GHz DWDM Grid (Continued)

ITU-T 100 and 200 GHz DWDM Grid
Industry Typical 
Assignments‡

Band
Chan.
No.†

Center
Freq. 
(THz)

Center
Wave. 
(nm)

100
GHz

200
GHz

8-
chan.

16-
chan.

32-
chan.

44-
chan.

ITU-T 50 GHz Channel Spacing Grid

Band Chan. No.* Center Freq. (THz) Center Wave. (nm)

C 59.0 195.90 1530.33

58.5 195.85 1530.72

58.0 195.80 1531.12

57.5 195.75 1531.51

57.0 195.70 1531.90

56.5 195.65 1532.29

56.0 195.60 1532.68

55.5 195.55 1533.07

55.0 195.50 1533.47

54.5 195.45 1533.86

54.0 195.40 1534.25

53.5 195.35 1534.64

53.0 195.30 1535.04

TABLE C.3 ITU-T 50 GHz DWDM Grid 
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TABLE C.3 (Continued)

52.5 195.25 1535.43

52.0 195.20 1535.82

51.5 195.15 1536.22

51.0 195.10 1536.61

50.5 195.05 1537.00

50.0 195.00 1537.40

49.5 194.95 1537.79

49.0 194.90 1538.19

48.5 194.85 1538.58

48.0 194.80 1538.98

47.5 194.75 1539.37

47.0 194.70 1539.77

C 46.5 194.65 1540.16

46.0 194.60 1540.56

45.5 194.55 1540.95

45.0 194.50 1541.35

44.5 194.45 1541.75

44.0 194.40 1542.14

43.5 194.35 1542.54

43.0 194.30 1542.94

42.5 194.25 1543.33

42.0 194.20 1543.73

41.5 194.15 1544.13

41.0 194.10 1544.53

40.5 194.05 1544.92

40.0 194.00 1545.32

39.5 193.95 1545.72

39.0 193.90 1546.12

38.5 193.85 1546.52

38.0 193.80 1546.92

37.5 193.75 1547.32

37.0 193.70 1547.72

36.5 193.65 1548.11
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36.0 193.60 1548.51

35.5 193.55 1548.91

35.0 193.50 1549.32

34.5 193.45 1549.72

34.0 193.40 1550.12

33.5 193.35 1550.52

33.0 193.30 1550.92

32.5 193.25 1551.32

32.0 193.20 1551.72

31.5 193.15 1552.12

31.0 193.10 1552.52

30.5 193.05 1552.93

C 30.0 193.00 1553.33

29.5 192.95 1553.73

29.0 192.90 1554.13

28.5 192.85 1554.54

28.0 192.80 1554.94

27.5 192.75 1555.34

27.0 192.70 1555.75

26.5 192.65 1556.15

26.0 192.60 1556.55

25.5 192.55 1556.96

25.0 192.50 1557.36

24.5 192.45 1557.77

24.0 192.40 1558.17

23.5 192.35 1558.58

23.0 192.30 1558.98

22.5 192.25 1559.39

22.0 192.20 1559.79

21.5 192.15 1560.20

21.0 192.10 1560.61

TABLE C.3 ITU-T 50 GHz DWDM Grid (Continued)

ITU-T 50 GHz Channel Spacing Grid

Band Chan. No.* Center Freq. (THz) Center Wave. (nm)
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TABLE C.3 (Continued)

20.5 192.05 1561.01

20.0 192.00 1561.42

19.5 191.95 1561.83

19.0 191.90 1562.23

18.5 191.85 1562.64

18.0 191.80 1563.05

17.5 191.75 1563.45

17.0 191.70 1563.86

16.5 191.65 1564.27

16.0 191.60 1564.68

L 15.5 191.55 1565.09

15.0 191.50 1565.50

14.5 191.45 1565.90

14.0 191.40 1566.31

13.5 191.35 1566.72

13.0 191.30 1567.13

12.5 191.25 1567.54

12.0 191.20 1567.95

11.5 191.15 1568.36

11.0 191.10 1568.77

10.5 191.05 1569.18

10.0 191.00 1569.59

9.5 190.95 1570.01

9.0 190.90 1570.42

8.5 190.85 1570.83

8.0 190.80 1571.24

7.5 190.75 1571.65

7.0 190.70 1572.06

6.5 190.65 1572.48

6.0 190.60 1572.89

5.5 190.55 1573.30

5.0 190.50 1573.71

4.5 190.45 1574.13
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4.0 190.40 1574.54

3.5 190.35 1574.95

3.0 190.30 1575.37

2.5 190.25 1575.78

2.0 190.20 1576.20

1.5 190.15 1576.61

1.0 190.10 1577.03

0.5 190.05 1577.44

0.0 190.00 1577.86

∗Channel numbering is not standardized and can vary among manufacturers.

TABLE C.3 ITU-T 50 GHz DWDM Grid (Continued)

ITU-T 50 GHz Channel Spacing Grid

Band Chan. No.* Center Freq. (THz) Center Wave. (nm)



CWDM Channel Spacing Grid

Chan. No.†

Nominal Center 
Wavelength

4-
Chan.

8-
Chan.

16-
Chan.

18-
Chan. Note

27 1271 x May not be usable due to single-mode cutoff 
wavelength, or have high loss.

29 1291 x

31 1311 x x

33 1331 x x

35 1351 x x This channel may suffer from higher loss due to water 
peak.∗

37 1371 x x This channel may suffer from higher loss due to water 
peak.∗

39 1391 x x This channel may suffer from higher loss due to water 
peak.∗

41 1411 x x This channel may suffer from higher loss due to water 
peak.∗

43 1431 x x This channel may suffer from higher loss due to water 
peak.∗

365

TABLE C.4 CWDM Channels (Continued)



45 1451 x x This channel may suffer from higher loss due to water 
peak.∗

47 1471 x x x Typical eight wavelengths used in 8-channel CWDM 
systems.

49 1491 x x x

51 1511 x x x

53 1531 x x x

55 1551 x x x x

57 1571 x x x x

59 1591 x x x x

61 1611 x x x x

∗CWDM channels 1351 to 1451 may suffer from higher fiber attenuation due to water peak at approximately 1383 nm. Full-spectrum fiber, ITU-T G.652.
c/d, does not suffer from this effect.

†Channel numbering is not standardized and can vary among manufacturers.

TABLE C.4 CWDM Channels

366

CWDM Channel Spacing Grid

Chan. No.†

Nominal Center 
Wavelength

4-
Chan.

8-
Chan.

16-
Chan.

18-
Chan. Note
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ITU-T 100 and 200 GHz DWDM Grid CWDM 
Passband
é6.5 nm 
ChannelEDFA Band

Chan.
No.*

Center Freq. 
(THz)

Center Wave. 
(nm)

100
GHz

200
GHz

S

73 197.30 1519.48 x x  

72 197.20 1520.25 x   

71 197.10 1521.02 x x  

70 197.00 1521.79 x   

69 196.90 1522.56 x x  

68 196.80 1523.34 x   

67 196.70 1524.11 x x

66 196.60 1524.89 x  1531

65 196.50 1525.66 x x 1531 

64 196.40 1526.44 x  1531 

63 196.30 1527.22 x x 1531 

62 196.20 1527.99 x  1531 

61 196.10 1528.77 x x 1531 

60 196.00 1529.55 x  1531 

Ty
pi

ca
l E

D
FA

 R
an

ge

B
lu

e∗

59 195.90 1530.33 x x 1531 

C

58 195.80 1531.12 x  1531 

57 195.70 1531.90 x x 1531 

56 195.60 1532.68 x  1531 

55 195.50 1533.47 x x 1531 

54 195.40 1534.25 x  1531 

53 195.30 1535.04 x x 1531 

52 195.20 1535.82 x  1531 

51 195.10 1536.61 x x 1531 

50 195.00 1537.40 x   

49 194.90 1538.19 x x  

48 194.80 1538.98 x   

47 194.70 1539.77 x x  

46 194.60 1540.56 x   

45 194.50 1541.35 x x  

44 194.40 1542.14 x   

TABLE C.5 CWDM Passband on DWDM Grid
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43 194.30 1542.94 x x  

42 194.20 1543.73 x   

41 194.10 1544.53 x x  

40 194.00 1545.32 x  1551 

39 193.90 1546.12 x x 1551

38 193.80 1546.92 x  1551

R
ed

∗

37 193.70 1547.72 x x 1551

36 193.60 1548.51 x  1551

35 193.50 1549.32 x x 1551

34 193.40 1550.12 x  1551

33 193.30 1550.92 x x 1551

32 193.20 1551.72 x  1551

31 193.10 1552.52 x x 1551

30 193.00 1553.33 x  1551

29 192.90 1554.13 x x 1551

28 192.80 1554.94 x  1551

27 192.70 1555.75 x x 1551

26 192.60 1556.55 x  1551

25 192.50 1557.36 x x 1551

24 192.40 1558.17 x  

23 192.30 1558.98 x x

22 192.20 1559.79 x  

21 192.10 1560.61 x x

20 192.00 1561.42 x   

19 191.90 1562.23 x x  

18 191.80 1563.05 x   

17 191.70 1563.86 x x  

16 191.60 1564.68 x  1571

15 191.50 1565.50 x x 1571

14 191.40 1566.31 x  1571 

ITU-T 100 and 200 GHz DWDM Grid CWDM 
Passband
é6.5 nm 
ChannelEDFA Band

Chan.
No.*

Center Freq. 
(THz)

Center Wave. 
(nm)

100
GHz

200
GHz

TABLE C.5 CWDM Passband on DWDM Grid (Continued)
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TABLE C.5 (Continued)

13 191.30 1567.13 x x 1571 

L

12 191.20 1567.95 x  1571 

Ex
te

nd
ed

 L
-B

an
d 

ED
FA

 R
an

ge

11 191.10 1568.77 x x 1571 

10 191.00 1569.59 x  1571

 9 190.90 1570.42 x x 1571 

 8 190.80 1571.24 x  1571

 7 190.70 1572.06 x x 1571 

 6 190.60 1572.89 x  1571 

 5 190.50 1573.71 x x 1571 

 4 190.40 1574.54 x  1571 

 3 190.30 1575.37 x x 1571 

 2 190.20 1576.20 x  1571 

 1 190.10 1577.03 x x 1571 

 0 190.00 1577.86 x   

189.90 1578.69 x x  

189.80 1579.52 x   

189.70 1580.35 x x  

189.60 1581.18 x   

189.50 1582.02 x x  

189.40 1582.85 x   

189.30 1583.69 x x  

189.20 1584.53 x   

189.10 1585.36 x x 1591 

189.00 1586.20 x  1591 

188.90 1587.04 x x 1591 

188.80 1587.88 x  1591 

188.70 1588.73 x x 1591 

188.60 1589.57 x  1591 

188.50 1590.41 x x 1591 

188.40 1591.26 x  1591 

188.30 1592.10 x x 1591 

188.20 1592.95 x  1591 

188.10 1593.79 x x 1591 

188.00 1594.64 x  1591 
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187.90 1595.49 x x 1591 

187.80 1596.34 x  1591 

187.70 1597.19 x x 1591 

187.60 1598.04 x   

187.50 1598.89 x x  

187.40 1599.75 x   

187.30 1600.60 x x  

187.20 1601.46 x   

187.10 1602.31 x x  

187.00 1603.17 x   

 186.90 1604.03 x x  

∗Red (upstream λ) and Blue (downstream λ) bands are not standardized and limits can 
vary.

TABLE C.5 CWDM Passband on DWDM Grid (Continued)
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APPENDIX D
Useful Formulae

D.1  Spectral Width Conversion between 
Wavelength and Frequency Units

Given spectral bandwidth in frequency units (GHz), the below equa-
tions can be used to convert to wavelength units (nm), see Fig. D.1.

λc
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Given spectral bandwidth in wavelength units (nm), the below 
equations can be used to convert to frequency units (GHz), see Fig. D.1.
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An approximation for the above relationship can be used as shown 
in Eq. (D.8) by expanding the equation λ = c / f in a Taylor series. 

λ λ λ
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1 2

2
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−
Δ c f f

c
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 (D.7)

Δ Δλ
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f
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where  c = speed of light in a vacuum, m/s
λc = center wavelength of the spectral width, nm

 δλ = half optical signal spectral width, where δλ = Δλ/2, nm
Δλ = optical signal spectral width, nm

 fc = center frequency of the spectral width, GHz
 δf = half optical signal spectral width, where δf = Δf/2, GHz

Δf  = optical signal spectral width, GHz

Table D.1 shows common wavelength to frequency conversions.

FIGURE D.1 Spectral width.

fc
λc

Wavelength

f2
λ1

f1
λ2

Spectral width

Half spectral width

− δλ or – δf + δλ or – δf

Δλ or Δf

Spectral Width or Optical Bandwidth 
(Dk or Bo) Centered at 1550 nm

nm (pm) GHz

0.01 (10) 1.25

0.02 (20) 2.5

0.05 (50) 6.24

0.1 (100) 12.5

0.2 (200) 25.0

0.4 (400) 50

0.5 (500) 62.4

0.8 (800) 100

1.0 (1000) 125

1.6 (1600) 200

2.0 (2000) 250

3.2 (3200) 400

TABLE D.1 Spectra Width Wavelength to 
Frequency Conversion
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D.2 Summation of Channel Optical Power in a WDM
To determine aggregate optical power of a WDM, two methods can 
be used. If the WDM input power of each channel is the same, then 
the output power will double (add 3 dB) every time the channel count 
doubles. For example, if an 8-channel DWDM has four active input 
channels and each channel’s input power is 0 dBm, then the WDM 
aggregate output power would be +6 dBm less the WDM insertion 
loss. If the channel insertion loss is 2 dB then the output would be 
+4 dBm, see Table D.2.

If the WDM input channel powers are not identical, then the input 
powers need to be converted to milliwatts, summed, and then con-
verted back to dBm units. To convert from dBm units to milliwatts 
use Eq. (D.9). Sum all channel powers using Eq. (D.10).

W P= 10 10/  (D.9)

W W W Wtotal = + +1 2 3�  (D.10)

To convert optical power in mW back to dBm units use Eq. (D.11).

P W= 10 log  (D.11)

where W = optical power, mW
 P = is optical power, dBm

Finally, subtract the WDM insertion loss to determine the WDM 
aggregate output power output, see the example in Table D.3.

Number of 
Channels

Channel Input 
Power (dBm)

Insertion 
Loss (dB)

Aggregate 
Output (dBm)

 1 0 2 −2

 2 0 2 +1

 4 0 2 +4

 8 0 2 +7

16 0 2 +10

32 0 2 +13

TABLE D.2 WDM Aggregate Output Power with Equal Channel 
Inputs Example
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D.3 Chromatic Dispersion Coefficient Calculation
Given zero dispersion slope, zero dispersion wavelength, and operat-
ing wavelength, the chromatic dispersion coefficient can be estimated 
using Eq. (D.12) for G.652 fiber.1

CDc

S
≈ −

⎡

⎣
⎢

⎤

⎦
⎥0 0

4

34
λ

λ
λ

 (D.12)

where CDc = chromatic dispersion, ps/(nm ⋅ km)
 S0 = zero dispersion slope, ps/(nm2 ⋅ km)
 λ0 = zero dispersion wavelength, nm
 λ = operating wavelength, where 1200 nm ≤ λ ≤ 1600 nm, nm

Reference
1. ITU-T G.652, “Characteristics of single-mode optical fiber and cable,” 

International Telecommunications Union, June 2005.

Channel
Number

Channel Input 
Power (dBm)

Channel Input 
Power (mW)

Insertion 
Loss (dB)

Cumulative
Aggregate 
Output (dBm)

1  0 1.0 2 −2.0

2 −2 0.631 2 0.12

3 +3 2.0 2 3.60

4 −1 0.794 2 4.46

5 −4 0.398 2 4.83

6 +4 2.512 2 6.65

TABLE D.3 WDM Aggregate Output Power with Unequal Channel Inputs Example



APPENDIX E
Gaussian Pulse 
Characteristics

E.1 Gaussian Pulse 
A Gaussian pulse distribution can be defined by Eq. (E.1), see 
Fig E.1.
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P t P
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T
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 (E.2)

σ = 1

2
THWEM  (E.3)

σ = 1

2 2 2ln
TFWHM  (E.4)

T TFWHM HWEM= ( ln )2 2  (E.5)

where  E(t) = pulse’s electric field amplitude (voltage), V/m
 Po = pulse’s optical peak power, W
 t = time, s

σ = RMS width of the pulse’s optical power, s
 THWEM = half pulse width at 1/e optical power point, s
 TFWHM =  full pulse width at half maximum optical power point 

(–3 dB), s
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FIGURE E.1 Gaussian pulse.
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APPENDIX F
Relevant Standards

GR-253-CORE Synchronous optical network (SONET) transport 
system
GR-761-CORE Generic criteria for chromatic dispersion test sets
GR-2854-CORE Generic requirements for fi ber optic dispersion 
compensators
IEC 60793-1-1 Optical fi bers—part 1–1: Generic specifi cation—
general
IEC 60793-1-42 Optical fi bers—part 1–42: Measurement methods 
and test procedures—chromatic dispersion
IEC 61280-4 Fiber optic communication subsystem test 
procedures—Part 4–1: Cable plant and links
IEC 61281-1 Fiber optic communication subsystems—Part 1: 
Generic specifi cation
IEC 61744 Calibration of fi ber optic chromatic dispersion test sets
ITU-T G.650 Defi nition and test methods for the relevant param-
eters of single-mode fi bers
ITU-T G.652 Characteristics of a single-mode optical fi ber cable
ITU-T G.653 Characteristics of a dispersion-shifted single-mode 
optical fi ber cable
ITU-T G.655 Characteristics of a non-zero dispersion-shifted 
single-mode optical fi ber cable
TIA/EIA FOTP-168 Chromatic dispersion measurement of mul-
timode graded-index and single-mode optical fi bers by spectral 
group delay measurement in the time domain
TIA/EIA FOTP-169 Chromatic dispersion measurement of single-
mode optical fi bers by the phase-shift method
TIA/EIA FOTP-175 Chromatic dispersion measurement of single-
mode optical fi bers by the differential phase-shift method

377
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APPENDIX G
Common Units, 

Powers, Constants, 
and Transmission 

Rates

G.1 Units

Unit Symbol Measurement

meter m length

gram g mass

volt V voltage

ohm Ω resistance

ampere A current

coulomb C charge

watt W power

joule J energy

farad F capacitance

second s time

Celsius C temperature

kelvin K temperature

bit b pulse

byte byte 8 bits

379
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G.2 Powers of 10 Symbols

Factor Symbol Name

10−18 a atto

10−15 f femto

10−12 p pico

10−10 Å angstrom

10−9 n nano

10−6 μ micro

10−3 m milli

10−2 c centi

10−1 d deci

10+1 da deca

10+2 h hecto

10+3 k kilo

10+6 M mega

10+9 G giga

10+12 T tera

10+15 P peta

10+18 E exa

G.3 Physical Constants

Speed of light in a vacuum c = 299792458 m/s

Planck’s constant h = 6.626069 × 10−34 J · s (J/Hz)

Boltzmann’s constant k = 1.38 × 10−23 J/K

Electron charge e = −1.6 × 10−19 C
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G.4 Digital Transmission Rates

Designation Data Rate
Voice Channels 
(64 kbps)

DS0 64 kbps 1

FT1 (1 to 24) × 64 kbps 1 to 24

T1-DS1 1.544 Mbps 24

T2-DS2 6.312 Mbps 96

T3-DS3 44.736 Mbps 672

T4-DS4 274.175 Mbps 4032

G.5 SONET/SDH Transmission Rates

SONET Optical 
Carrier Level

SONET Frame 
Format

SDH Frame 
Format

Payload
Bandwidth
(Mbps)

Transmission 
Rate (Mbps)

n/a VT1.5 n/a 1.544 1.728

OC-1 STS-1 STM-0 48.96 51.84

OC-3 STS-3 STM-1 150.336 155.52

OC-12 STS-12 STM-4 601.344 622.08

OC-48 STS-48 STM-16 2405.376 2488.32

OC-192 STS-192 STM-64 9621.504 9953.28

OC-768 STS-768 STM-256 38486.016 39813.12
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3R regeneration, 71, 273, 330

AA
absorption, 24, 25, 284, 325, 330, 356
aggregate optical power, 374
AM. See modulation: amplitude
amplified spontaneous emissions, 56, 

298, 330
amplitude-shift keying, 8
analog transmission, 5, 7, 115, 144, 

330, 332
angular frequency, 5, 104
APC. See connector: angled physical 

contact
ASK. See amplitude shift keying
asynchronous, 324, 330
attenuation, 5, 12, 25, 26, 256, 330, 
attenuation coefficient. See attenuation

BB
bandwidth

channel, 185
EDFA, 291
electrical, 58, 90, 287
laser, 279, 283
LED, 274
limit, 20
noise, 58
noise equivalent, 61, 62, 64, 281, 

327, 339
photodiode, 286
Raman gain, 242
resolution (RBW), 59, 60, 341
SBS, 245
spectral, 55, 60, 343

baseband, 5, 6, 11, 12, 331
baud rate, 331, 344
beginning of life, 28, 33, 36, 92, 

94, 305
binary n-zero suppression, 331
binomial distribution, 79
birefringence, 143, 144, 146, 331

bit error ratio, 78, 81, 84, 267, 331
confidence level, 79
error probability, 79

bit error ratio test, 78, 79, 80, 267, 268
bit rate, 5, 331
BoL. See beginning of life
Brillouin scattering, 25, 218, 239, 

249, 260
broadband signal, 331

CC
CD. See chromtatic dispersion
channel, 62, 249, 332

BER, 79
channel assignments, 206, 209, 

356, 357
cross talk, 57, 172, 221
FWM, 218–30
intrachannel nonlinear effects, 246
leasing, 301
SBS, 243
SRS, 241
WDM, 167–211
XPM, 235–39

charge density, 3
chirp, 14, 18, 120, 232, 283, 332

adiabatic, 15, 16
alpha parameter, 16, 121, 319
transient, 15

chromatic dispersion, 13, 332
budget, 119, 123, 140
coefficient, 105, 123, 222, 375
coefficient calculation, 375
compensation, 122–33
compensation module, 124
coping with, 118
description, 101
dispersion slope compensation ratio, 

129, 325
DWDM compensation, 128
effects on pulse, 18
factors contribute to, 121
length parameter, 18

Index

383
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chromatic dispersion (Cont.):
limit, 16, 107, 115, 119, 258
maximum tolerable, 110, 111
methods to reduce, 122
parameter, 105
penalty, 93, 114, 119, 128, 141
planning, 119, 140
relative dispersion slope, 129, 323
slope, 108, 129, 226, 323, 328
zero wavelength, 117

chromatic dispersion measurement 
methods

differential phase shift, 139
modulated phase shift, 137
time of flight, 134
time of flight OTDR, 136

circuit, 332
circulator, 49, 171, 260, 261, 294, 332
cladding, 332
coding

NRZ, 5, 8, 88, 109, 120, 340
RZ, 5, 51, 52, 109, 120, 161, 186, 341

committed information rate, 333
connector

angled physical contact, 47
physical contact, 47
super physical contact, 47
ultra physical contact, 47

coupler
bidirectional, 205
description, 204
red and blue band, 206

cross talk. See channel: cross talk
cross-phase modulation, 235–39

description, 235
reduction, 237
walk-off effect, 237

current density, 3

DD
data rate, 185, 333
dB. See decibel
DCF. See fiber: dispersion 

compensating
decibel, 24, 333
decision threshold, 85, 288, 328
demultiplexer, 167, 169, 201, 203, 289
DGD. See PMD: differential group 

delay
dielectric waveguide, 2
dim fiber, 302, 334
DML. See laser: directly modulated
Doppler shift, 239
DSF. See fiber: dispersion shifted

EE
EDFA. See optical amplifier: EDFA
electric-field amplitude, 3
electric-flux density, 3

end of life, 33, 93
EoL. See end of life
error probability. See bit error ratio: 

error probability
Ethernet, 37, 264, 267, 268, 305, 306, 

307, 334
excess information rate, 334
external modulator

electro absorption, 121
indium phosphide, 121
lithium niobate, 121, 284
Mach-Zehnder, 121, 158, 284, 327

extinction ratio, 37, 52, 87, 283
extinction ratio penalty, 32, 36, 38, 40, 

43, 52

FF
FEC. See forward error correction
fiber

aging, 33, 92
bands, 356
bandwidth, 334
count, 199, 334
cut off wavelength, 333
dark, 31, 255, 301–4, 333
dim, 301
dispersion compensating, 118, 122, 

124, 129, 154, 265
dispersion shifted, 106, 117, 193, 

222, 273
effective area, 334
effective length, 216
gamma radiation degradation, 

33, 92
hydrogen degradation, 33, 92
impurities, 25, 145
ITU-T G.652, 18, 25, 117, 119, 120
ITU-T G.653, 117, 222, 273, 305
ITU-T G.655, 117, 222, 235, 238, 

242, 305
jumper, 334
link, 337
mode, 338
mode field diameter, 338
multimode, 1, 274, 276, 323, 338
non-dispersion shifted, 117, 122, 

305, 327
nonlinear length, 232
non-zero dispersion shifted, 117, 

273, 327, 378
refractive index, 4, 45, 105, 170, 

217, 265
single-mode, 1, 143, 222, 274, 344
span, 344
step index, 344
submarine, 90, 91, 93, 94, 118
water absorption, 25 , 31, 117, 190, 

192, 258
window, 117, 302, 334, 340, 346, 356
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fiber characterization, 189, 255–66, 
305, 307

Brillouin scattering, 261
chromatic dispersion, 258
four-wave mixing, 262
latency, 264–66
optical return loss, 259
polarization mode dispersion, 

259
RFC-2544 test, 268–72
span loss, 256–58

fiber optic gyroscopes, 158
FM. See modulation: frequency
forward error correction, 92, 95
Fourier transform, 12, 16, 159
four-wave mixing, 218–30, 262

component powers, 224
description, 218
efficiency factor, 225
higher order mixing, 221
Monte Carlo simulation, 229
reduction, 222
total components, 220

Fresnel reflection, 47, 335
Fresnel reflections, 45, 206, 261
full duplex, 148, 168, 179, 335
full width at half maximum, 323, 

326, 335
FWHM, 19, 239, 280, 295

GG
gain, 23, 335
Gaussian pulse, 13, 16, 107, 232, 

233, 376
GBIC, 186, 193, 209, 273, 326, 335
generic forward error correction, 93, 

95–98
GFEC. See generic forward error 

correction
GigE, 5, 178, 192, 272, 307
group delay, 336
group velocity, 11, 104, 265, 335
group-velocity dispersion, 12, 

105, 232
GVD. See group-velocity dispersion

HH
half duplex, 168, 332, 336
HWEM, 19, 326

II
Indium-Gallium-Arsenide (InGaAS), 

286
information spectral density, 336
insertion loss, 26, 49, 336
intensity modulation. See modulation: 

amplitude
inter-building cabling, 336

interferometer, 158, 284
interferometric noise, 48, 246, 336

penalty, 48
intersymbol interference, 101, 106, 110, 

144, 232, 326
intra-building cabling, 336

LL
Laplacian operator, 3
Laplacian parameter, 149, 164
laser, 274–85, 337

chirp, 283
direct modulation, 283
directly modulated, 14, 15, 283
distributed feedback, 109, 120, 191, 

278, 334
external modulation, 283, 284
Fabry-Perot, 112, 274, 279
mode partition noise, 277
multiple-longitudinal mode, 276
OSNR, 282
parameters, 279
relative intensity noise (RIN), 280
single-longitudinal mode laser, 

328, 342
single-longitudinal mode, 57, 91, 

278, 279, 328, 338
vertical-cavity surface-emitting, 

191, 279, 329
latency, 98, 256, 264–66, 268, 270
LED, 109, 112, 274, 279, 286
lightwave equipment, 337
linear effects, 118, 337
link power budget, 28, 31
loss, 23–27, 337

link, 23, 24, 28, 189, 197, 302
loss ratio, 23, 24, 345
parameter, 24
span, 255, 256

MM
macrobending, 25
magnetic-field amplitude, 3
magnetic-flux density, 3
material absorption, 25
material dispersion, 105, 106, 321
Maxwell’s equations, 2, 338
microbending, 25, 338
modem, 337, 338
modulation, 7, 338

amplitude, 7, 8, 91, 120
frequency, 7, 332
phase, 7
rate, 66, 338

multi-longitudinal mode laser, 
327, 338

multipath interference, 327, 338
multiplexer, 167–211, 308, 338, 344
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NN
NCG. See net coding gain
NDSF. See fiber: non-dispersion shifted
NEB. See noise equivalent bandwidth
net coding gain, 97, 98
NLSE. See nonlinear Schrödinger 

equation
noise, 339

active, 55
cross talk, 57
factor, 68, 70, 72, 292, 299, 321
figure, 55–78, 293
in-band, 60, 62, 64, 336
mode partition, 57, 91, 277, 327, 338
multiple path inteference, 56
nonlinear distortion, 57, 131, 216, 

250, 255
passive, 55
relative intensity, 57, 69, 281, 282, 

328, 342
shot, 56, 288
shot-spontaneous, 56
signal-spontaneous, 55
signal-spontaneous beat, 343
source-spontaneous emission, 69
spontaneous emissions, 57, 274, 280, 

282, 344
spontaneous-spontaneous, 56, 344
thermal, 56, 287, 288, 289

noise power, 56, 58, 66, 185, 281, 292
nonlinear effects, 12, 77, 125, 131, 

132, 340
nonlinear impairments

Brillouin scattering. See Brillouin 
scattering

cross-phase modulation. See cross-
phase modulation

description, 215
four-wave mixing. See four-wave 

mixing
intrachannel cross-phase 

modulation, 132, 246, 326
intrachannel four-wave mixing, 132, 

246, 326
Kerr effect, 13, 217, 218, 230
nonlinear coefficient, 218, 225, 

262, 264
phase matching factor, 225, 226, 227
Raman scattering. See Raman 

scattering
self-phase modulation. See self-

phase modulation
stimulated scattering, 218

nonlinear Schrödinger equation, 12, 
232, 327

non-reflective end, 46, 49, 260
NRZ. See coding: NRZ
NZ-DSF. See fiber, non-zero dispersion 

shifted

OO
OCWR. See optical continuous wave 

reflectometer
OMA. See optical amplitude 

modulation
on-off keying, 8, 11, 51, 282, 327
OOK. See on-off keying
optical amplifier, 190, 237, 274, 290

DCM, 131
EDFA, 70, 157, 290–93, 334, 340, 

341, 348
four-wave mixing, 227
OSNR, 66
Raman, 67, 71, 250, 290, 293–300

optical continuous wave reflectometer, 
49, 260, 327

optical margin, 340
optical modulation amplitude, 37, 38, 

88, 89, 327
optical return loss, 45–51, 259, 

280, 340
optical service channel, 210
optical signal power

average, 38, 51, 52, 279, 342
peak, 51
peak power, 51, 52

optical signal to noise ratio, 55–78
calculation, 66
definition, 59
measurement, 60
noise sources, 55
RBW, 64
WDM, 62

optical spectrum analyzer, 38, 59, 60, 
262, 327

optical time domain reflectometer, 49, 
136, 260, 298, 339

accuracy, 260
optical transport network, 327, 339
ORL. See optical return loss
OSC. See optical service channel
OSNR. See optical signal to noise ratio
OTDR. See optical time domain 

reflectometer

PP
PC. See connector: physical contact
PDL. See polarization dependent loss
phase velocity, 9, 11, 104, 341
phonons, 218, 239, 295, 341
photodetector, 341
photodiode, 286–90

APD, 56, 286, 324, 345
photocurrent, 286
PIN, 56, 286, 328

photon, 275, 286, 291, 295, 298, 341
photonic integrated circuit, 173, 328
PM. See modulation: phase
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PMD. See polarization mode 
dispersion

PMDQ. See polarization mode 
dispersion: link design value

Poisson theorem, 80
polar coding, 5
polarization dependent gain, 157, 341
polarization dependent loss, 155, 341
polarization maintaining fiber, 157, 

328, 341
polarization mode dispersion, 125, 

143–65, 224, 259, 341
circuit availability, 148
circuit outage, 149
coping with, 161
description, 143
differential group delay, 143, 259, 

325, 334, 341
differential group delay cause, 

144
fixed analyzer measurement 

method, 159
interferometric measurement 

method, 158
jones matrix eigenanalysis 

measurement method, 159
link design value, 151
maximum tolerable DGD, 148
Maxwellian probability distribution, 

146
mean outage rate, 149
measurement accuracy, 160
MOD, 149
mode coupling, 144
MTBO, 149
planning, 161
PMD coefficient, 144, 152
power penalty, 148
safety factor, 148
second order, 123, 154
spectral behavior, 151

power penalty, 37, 107, 156, 215, 
277, 342

power spectral density, 5, 323, 
328, 342

precision, 42, 256, 258, 259, 260
principle states of polarization, 143
propagation parameter, 4, 5, 9, 11, 12, 

104, 218
protocol, 95, 266, 268, 301, 342
pulse shape

Gaussian, 13
super-Gaussian, 13

pulse-code modulation, 7, 327, 342

QQ
Q-factor, 82–87, 89, 95, 288
Q-factor budget, 89–94

RR
Raman amplifier. See optical amplifier: 

Raman
Raman scattering, 13, 25, 218, 239–43, 

294
Rayleigh scattering, 24, 57, 206, 239, 

261, 342
RBW. See bandwidth: resolution
receiver

coherent detection, 289
damage threshold, 290
electrical bandwidth, 91
noise, 288
parameters, 289

receiver sensitivity, 87, 119, 289, 343
reconfigurable optical add drop 

multiplexer, 209
Reed-Solomon codes, 95
reflectance, 46, 47, 48, 49, 206, 341
relative group delay, 101, 102, 104, 134, 

135, 138, 139, 140, 342
repeater, 122, 290, 342
RIN OMA, 281
RMS. See root mean square
ROADM. See reconfigurable optical 

add drop multiplexer
root mean square, 19, 341
RZ. See coding: RZ

SS
self-phase modulation, 218, 230–35

description, 230
power penalty, 234

self-steepening, 13, 343
service level agreement, 270, 328, 343
SFP, 179, 209, 273, 274, 344
signal power, 27
simplex, 168, 332, 343
single substrate forming, 173
SONET/SDH, 5, 188, 267, 305, 307–18

four-fiber BLSR, 314, 315
linear, 308, 309, 310
two-fiber BLSR, 311
UPSR, 310, 316, 318

SPC. See connector: super physical 
contact

spectral width conversion, 372
splitter, 180, 207
standard deviation of mean, 345
stimulated Brillouin scattering

threshold power, 245
stimulated emission, 279, 337, 344
stimulated Raman scattering

power penalty, 242
threshold power, 240

stimulated scattering, 239
Stoke’s waves, 239
stratum, 345
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symbol rate, 331
synchronous signal, 345

TT
Taylor series, 11, 12, 372
time slot width, 5, 6, 51, 52, 109, 110
transceiver, optical, 344
transmission rate, 5, 109
transmittance, 23, 156, 323, 344
transmitter, optical, 344
transponder, 209, 344
transverse electromagnetic wave, 1

UU
unipolar coding, 5
unit interval, 329, 345
UPC. See connector: ultra physical 

contact

VV
vertical eye closure penalty, 329, 345

WW
wave propagation, 1
waveguide dispersion, 105, 106, 321
wavelength assignment, 167, 168
wavelength division multiplexing, 167, 

184, 324, 325, 329, 333, 344, 345
WDM

adjacent channel isolation, 203
channel capacity, 185
channel loss uniformity, 202
channel passband, 202
channel ripple, 202

WDM (Cont.):
channel spacing, 202
channel wavelength, 202
chromatic dispersion, 204
directivity, 204
information spectral density, 185
insertion loss, 201
maximum fiber cable lengths, 187
nonadjacent channel isolation, 203
operating and storage temperatures, 

204
polarization dependent loss, 204
polarization mode dispersion, 204
power handling, 204
return loss, 204
wide-band, 346

WDM technologies
array waveguide grating, 170, 173
diffraction grating filter, 170, 175
fiber Bragg grating, 124, 170, 266
thin-film filter, 170, 173, 329

WDM types
bidirectional, 179, 301, 331
cross-band, 183, 198, 199, 200, 239
CWDM, 179, 186, 190–98, 224, 

306, 307
DWDM, 170–90
narrow-band, 338
optical add/drop, 170, 179, 339
unidirectional, 179, 180, 188, 200, 

290, 310
universal, 169, 179, 180, 181, 

188, 200

XX
Xenpak, 176, 186, 193, 273, 329, 345
XFP, 186, 190, 193, 274, 329
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