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Preface

We live in a world bathed in light. Light is not only the source of energy
necessary to live — plants grow up by drawing energy from sunlight; light is
also the source of energy for information - our vision is based on light detected
by our eyes (but we do not grow up by drawing energy from light to our body
through our eyes). Furthermore, applications of optics to information technol-
ogy are not limited to vision and can be found almost everywhere. The
deployment rate of optical technology is extraordinary. For example, optical
fiber for telecommunication is being installed about one kilometer every second
worldwide. Thousands of optical disk players, computer monitors, and televi-
sion displays are produced daily.

The book summarizes and reviews the state of the art in information optics,
which is optical science in information technology. The book consists of 12
chapters written by active researchers in the field. Chapter 1 provides the
theoretical relation between optics and information theory. Chapter 2 reviews
the basis of optical signal processing. Chapter 3 describes the principle of fiber
optic communication. Chapter 4 discusses optical switches used for communi-
cation and parallel processing. Chapter 5 discusses integral transforms, which
can be performed optically in parallel. Chapter 6 presents the physics of optical
interconnects used for computing and switching. Chapter 7 reviews pattern
recognition including neural networks based on optical Fourier transform and
other optical techniques. Chapter 8 discusses optical storage including holo-
graphic memory, 3D memory, and near-field optics. Chapter 9 reviews digital



X I V Preface

optical computing, which takes advantage of parallelism of optics. Chapter 10
describes the principles of optical fiber sensors. Chapter 11 introduces ad-
vanced displays including 3D holographic display. Chapter 12 presents an
overview of fiber optical networks.

The book is not intended to be encyclopedic and exhaustive. Rather, it
merely reflects current selected interests in optical applications to information
technology. In view of the great number of contributions in this area, we have
not been able to include all of them in this book.



Chapter 1 Entropy Information and Optics

Francis T.S. Yu
THE PENNSYLVANIA STATE UNIVERSITY

Light is not only the mainstream of energy that supports life; it also provides
us with an important source of information. One can easily imagine that
without light, our present civilization would never have emerged. Furthermore,
humans are equipped exceptionally good (although not perfect) eyes, along
with an intelligent brain. Humans were therefore able to advance themselves
above the rest of the animals on this planet Earth. It is undoubtedly true that
if humans did not have eyes, they would not have evolved into their present
form. In the presence of light, humans are able to search for the food they need
and the art they enjoy, and to explore the unknown. Thus light, or rather
optics, provide us with a very valuable source of information, the application
of which can range from very abstract artistic interpretations to very efficient
scientific usages.

This chapter discusses the relationship between entropy information and
optics. Our intention is not to provide a detailed discussion, however, but to
cover the basic fundamentals that are easily applied to optics. We note that
entropy information was not originated by optical scientists, but rather by a
group of mathematically oriented electrical engineers whose original interest
was centered on electrical communication. Nevertheless, from the very begin-
ning of the discovery of entropy information, interest in its application has
never totally been absent from the optical standpoint. As a result of the recent
development of optical communication, signal processing, and computing,
among other discoveries, the relationship between optics and entropy informa-
tion has grown more profound than ever.
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1.1. INFORMATION TRANSMISSION

Although we seem to know the meaning of the word information, fundamen-
tally that may not be the case. In reality, information may be defined as related
to usage. From the viewpoint of mathematic formalism, entropy information is
basically a probabilistic concept. In other words, without probability theory
there would be no entropy information.

An information transmission system can be represented by a block diagram,
as shown in Fig. 1.1. For example, a message represents an information
source which is to be sent by means of a set of written characters that repre-
sent a code. If the set of written characters is recorded on a piece of paper,
the information still cannot be transmitted until the paper is illuminated
by a visible light (the transmitter), which obviously acts as an information
carrier. When light reflected from the written characters arrives at your
eyes (the receiver), a proper decoding (translating) process takes place;
that is, character recognition (decoding) by the user (your mind). This
simple example illustrates that we can see that a suitable encoding process
may not be adequate unless a suitable decoding process also takes place.
For instance, if I show you a foreign newspaper you might not be able to
decode the language, even though the optical channel is assumed to be
perfect (i.e., noiseless). This is because a suitable decoding process requires a
priori knowledge of the encoding scheme; for example, the knowledge of the
foreign characters. Thus the decoding process is also known as recognition
process. Information transmission can be in fact represented by spatial and
temporal information. The preceding example of transmitting written charac-
ters obviously represents a spatial information transmission. On the other
hand, if the written language is transmitted by coded light pulses, then this

COMMUNICATION
CHANNEL

Fig. 1.1. Block diagram of a communication system.
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language should be properly (temporally) encoded; for instance, as transmitted
through an optical fiber, which represents a temporal communication channel.
Needless to say, at this receiving end a temporally decoding process is required
before the temporal coded language is sent to the user. Viewing a television
show, for example, represents a one-way spatial-temporal transmission. It is
interesting to note that temporal and spatial information can be traded for
information transmission. For instance, television signal transmission is a
typical example of exploiting the temporal information transmission for spatial
information transmission. On the other hand, a movie sound track is an
example of exploiting spatial information transmission for temporal informa-
tion transmission.

Information transmission has two basic disciplines: one developed by
Wiener [1.1, 1.2], and the other by Shannon [1.3, 1.4]. Although both Wiener
and Shannon share a common interest, there is a basic distinction between
their ideas. The significance of Wiener's work is that, if a signal (information)
is corrupted by some physical means (e.g., noise, nonlinear distortion), it may
be possible to recover the signal from the corrupted one. It is for this purpose
that Wiener advocates correlation detection, optimum prediction, and other
ideas. However, Shannon carries his work a step further. He shows that the
signal can be optimally transferred provided it is properly encoded; that is, the
signal to be transferred can be processed before and after transmission. In other
words, it is possible to combat the disturbances in a communication channel
by properly encoding the signal. This is precisely the reason that Shannon
advocates the information measure of the signal, communication channel
capacity, and signal coding processes. In fact, the main objective of Shannon's
theory is the efficient utilization of the information channel.

A fundamental theorem proposed by Shannon may be the most surprising
result of his work. The theorem can be stated approximately as follows: Given
a stationary finite-memory information channel having a channel capacity C,
if the binary information transmission rate R (which can be either spatial or
temporal) of the signal is smaller than C, there exists a channel encoding and
decoding process for which the probability of error per digit of information
transfer can be made arbitrarily small. Conversely, if the formation trans-
mission rate R is larger than C, there exists no encoding and decoding
processes with this property; that is, the probability of error in information
transfer cannot be made arbitrarily small. In other words, the presence of
random disturbances in an information channel does not, by itself, limit
transmission accuracy. Rather, it limits the transmission rate for which arbit-
rarily high transmission accuracy can be accomplished.

To conclude this section, we note that the distinction between the two
communication disciplines are that Wiener assumes, in effect, that the signal in
question can be processed after it has been corrupted by noise. Shannon
suggests that the signal can be processed both before and after its transmission
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through the communication channel. However, both Wiener and Shannon
share the same basic objective; namely, faithful reproduction of the original
signal.

1.2. ENTROPY INFORMATION

Let us now define the information measure, which is one of the vitally
important aspects in the development of Shannon's information theory. For
simplicity, we consider discrete input and output message ensembles A = {aj
and B = {bj}, respectively, as applied to a communication channel, as shown
in Fig. 1.2, If a£ is an input event as applied to the information channel and bj
is the corresponding transmitted output event, then the information measure
about the received event bj specifies a,-, can be written as

(1.1)

Where P(ai/bi) is the conditional probability of input event a{ depends on the
output event b^ P(at) is the a priori probability of input event a,-, / = 1 , 2 , . . . ,
M andj= 1, 2,..., JV.

By the symmetric property of the joint probability, we show that

I(at; bj) = l(bj; at). (1.2)

In other words, the amount of information transferred by the output event bj
from a, is the same amount as provided by the input event a, that specified bj,
It is clear that, if the input and output events are statistically independent; that
is, if P(ait bj) = P(ai)P(bj), then /(«,.; bj) = 0

Furthermore, if /(a,•;£>,•) > 0, then P(ai,bj) > P(ai)P(bj), there is a higher
joint probability of ai and bj. However, if I(ai;bi)<Q, then P(a,-,&,-) <
P(a;)P(i»j), there is lower joint probability of a, and bf.

INFORMATION

CHANNEL

Fig. 1.2. An input-output communication channel.
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As a result of the conditional probabilities, P(ai/bi] ^ 1 and P^/a,) ^ 1, we
see that

I(at; bj) ^ I(at), (1.3)

and

/(a,.; ft,.) ̂  I(bj), (1.4)

where

J(fl£) £ -Iog2 P(a,.),

7(5;.) 4 -Iog2 P(^0,

/(a,) and /(b;-) are defined as the respective input and output self-information of
event a(- and event fej. In other words, 7(af) awrf I(bj) represent the amount of
information provided at the input and output of the information channel of
event ^ and event bj, respectively. It follows that the mutual information of
event ai and event bj is equal to the self-information of event a,- if and only if
P(ai/bj) = 1, then

/(a,; bj) = /(«,). (1.5)

It is noted that, if Eq. (1.5) is true for all i; that is, the input ensemble, then the
communication channel is noiseless. However, if P(5J-/a,) = 1, then

I ( a i ; b J ) = I ( b J ) . (1.6)

If Eq. (1.6) is true for all the output ensemble, then the information channel is
deterministic.

To conclude this section, we note that the information measure as defined
in the preceding can be easily extended to higher product spaces, such as

Since the measure of information can be characterized by ensemble average,
the average amount of information provided at the input end can be written as

- £ P(a) Iog2 P(a) 4 H(A), (1.8)
A

where the summation is over the input ensemble A.
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Similarly, the average amount of self-information provided at the output
end can be written as

I(B) £ -X P(b) Iog2 P(a) 4 H(B\ (1.9)
B

These two equations are essentially the same form as the entropy equation
in statistical thermodynamics, for which the notations H(A) and H(B) are
frequently used to describe information entropy. As we will see later, indeed
H(A] and H(B) provide a profound relationship between the information
entropy and the physical entropy. It is noted that entropy H, from the
communication theory point of view, is a measure of uncertainty. However,
from the statistical thermodynamic standpoint, H is a measure of disorder.

In addition, we see that

H(A)^Q, (1.10)

where P(a) is always a positive quantity. The equality of Eq. (1.10) holds if
P(a) = 1 or P(d) — 0. Thus, we can conclude that

H(A)^log2M, (1.11)

where M is the number of input events. The equality holds for equiprobability
input events; that is, P(a) — 1/M. It's trivial to extend the ensemble average to
the conditional entropy:

I(B/ A) = -I £ P(a, b) Iog2 p(b/a) 4 H(B/a). (1.12)
B A

And the entropy of the product ensemble AB can also be written as

H(AB) = - £ I p(a, b) Iog2 p(b/a). (1.1 3)
A B

H(AB) = H(A) + H(B/A). (1.14)

H(A/B) = H(B) + H(A/B). (1.15)

In view of \nu ^ u — 1, we also see that

H(B/a)^H(B), (1.16)

H(A/B) < H(A), (1.17)
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where the equalities hold if and only if a and b are statistically independent,
Let us now turn to the definition of average mutual information. We consider

first the conditional average mutual information:

b. 1,18

Although the mutual information between input event and output event can
be negative, /(a; b) < 0, the average conditional mutual information can never
be negative:

I(A-b)^0, (1.19)

with the equality holding if and only if events A are statistically independent of
b; that is, p(a/b) = p(a), for all a.

By taking the ensemble average of Eq. (1.19), the average mutual informa-
tion can be defined as

I(a;B)±%p(b)I(A'b). (1.20)
B

Equation (1.20) can be written as

p(fl;fe)/(fl;b). (1.21)
A B

Again we see that

I(A;B)^0. (1.22)

The equality holds if and only if a and b are statistically independent.
Moreover, from the symmetric property of /(a; b), we see that

I(A;B) = I(B;A). (1.23)

In view of Eqs. (1.3) and (1.4), we also see that

I(A; B) ̂  H(A) = l(A), (1.24)

I(A; B) ̂  H(B) = l(B\ (1.25)



8 1. Entropy Information and Optics

which implies that the mutual information (the amount of information trans-
fer) cannot be greater than the entropy information (the amount of information
provided) at the input or the output ends, whichever comes first. We note that
if the equality holds for Eq. (1.24) then the channel is noiseless; on the other
hand, if the equality holds for Eq. (1.25), then the channel is deterministic.

Since Eq. (1.13) can be written as

H(AB) = H(A) + H(B) - I(A; B), (1.26)

we see that,

I(A; B) = H(A) - H(A/B), (1.27)

I(A; B) = H(B) - H(B/A), (1.28)

where H(A/B) represents the amount of information loss (e.g., due to noise) or
the equivocation of the channel, which is the average amount of information
needed to specify the noise disturbance in the channel. And H(B/A) is referred
to as the noise entropy of the channel.

To conclude this section, we note that the entropy information can be easily
extended to continuous product space, such as

p(a)log2p(a)da, (1.29)
C

p(b)log2P(b)db, (1.30)
C

H(B/A) & - p(a, b) Iog2 p(b/a)da db, (1.31)
J — oo J — oc)

/*oo Too

H(A/B) * - p(a,b)log2p(a/b)dadb, (1.32)

and

H(AB) £ - I I p(a, b)log2p(a, b)dadb, (1.33)

where the p's are the probability density distributions.
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1.3. COMMUNICATION CHANNEL

An optical communication channel can be represented by an input-output
block diagram, for which an input event a can be transferred into an output
event fr, as described by a transitional probability p(b/a}. Thus, the input-
output transitional probability P(B/A) describes the random noise disturban-
ces in the channel.

Information channels are usually described according to the type of input-
output ensemble and are considered discrete or continuous. If both the input
and output of the channel are discrete events (discrete spaces), then the channel
is called a discrete channel. But if both the input and output of the channel are
represented by continuous events, the channel is called a continuous channel.
However, a channel can have a discrete input and a continuous output, or vice
versa. Accordingly, the channel is then called a discrete-continuous or continu-
ous-discrete channel.

We note again that the terminology of discrete and continuous com-
munication channels can also be extended to spatial and temporal domains.
This concept is of particular importance for optical communication
channels.

A communication channel can, in fact, have multiple inputs and multiple
outputs. If the channel possesses only a single input terminal and a single
output terminal, it is a one-way channel. However, if the channel possesses two
input terminals and two output terminals, it is a two-way channel. It is trivial.
One can have a channel with n input and m output terminals.

Since a communication channel is characterized by the input-output
transitional probability distribution P(B/A), if the transitional probability
distribution remains the same for all successive input and output events, then
the channel is a memoryless channel. However, if the transitional probability
distribution changes with the preceding events, whether at the input or the
output, then the channel is a memory channel. Thus, if the memory is finite; that
is, if the transitional probability depends on a finite number of preceding
events, the channel is a finite-memory channel. Furthermore, if the transitional
probability distribution depends on stochastic processes and the stochastic
processes are assumed to be nonstationary, then the channel is a nonstationary
channel. Similarly, if the stochastic processes the transitional probability
depends on are stationary, then the channel is a stationary channel. In short, a
communication channel can be fully described by the characteristics of its
transitional probability distribution; for example, a discrete nonstationary
memory channel.

Since a detailed discussion of various communication channels is beyond the
scope of this chapter, we will evaluate two of the simplest, yet important,
channels in the following subsection.
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1.3,1. MEMORYLESS DISCRETE CHANNEL

For simplicity, we let an input message to be transmitted to the channel be

a" = aja2 • • • « „ ,

and the corresponding output message be

where a,- and /?, are any one of the input and output events of A and B,
respectively.

Since the transitional probabilities for a memoryless channel do not depend
on the preceding events, the composite transitional probability can be written
as

Thus, the joint probability of the output message p1" is

PCS") = I P(oc

where the summation is over the A" product space.
In view of entropy information measure, the average mutual information

between the input and output messages (sequences) of a" and /?" can be written
as

I(AH; B") = H(B") - H(Bn/A"l (1.34)

where B" is the output product space, for which H(B") can be written as

H(Bn) = -£
B"

The conditional entropy H(B"/A") is

H(Bn/A") = -£ £ P(a")P(p>") Iog2 P(j8"/a-). (1.35)
A" Bn

Since I(A"; B") represents the amount of information provided by then n output
events about the given n input events, I(An; B")/n is the amount of mutual
information per event. If the channel is assumed memoryless, I(A"; Bn)/n is only
a function of P(a") and n. Therefore, the capacity of the channel would be the
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maximum value of I(A"; Bn)/n, for a possible probability distribution P(«") and
length «; that is,

C 4 max M-i_51 bits/event. (1.36)
P(an),n

 n

It is also noted that, if the input events are statistically independent (i.e., from
a memoryless information source), then the channel capacity of Eq. (1.36) can
be written as

I(A;B) bits/event. (1.37)
P(«n)

We emphasized that evaluation of the channel capacity is by no means simple,
and it can be quite involved.

1.3.2, CONTINUOUS CHANNEL

A channel is said to be continuous if and only if the input and output
ensembles are represented by continuous Euclidean spaces. For simplicity, we
restrict our discussion to only the one-dimensional case, although it can be
easily generalized for a higher dimension.

Again, we denote by A and B the input and output ensembles, but this time
A and fl are continuous random variables. It is also noted that a continuous
channel can be either time discrete or time continuous. We first discuss time-
discrete channels and then consider time-continuous channels.

Like a discrete channel, a continuous channel is said to be memoryless if
and only if its transitional probability density p(b/a) remains the same for all
successive pairs of input and output events. A memoryless continuous channel
is said to be disturbed by an additive noise if and only if the transitional
probability density p(b/a) on the difference between the output and input
random variables, b — a:

p(b/a) = p(c), (1.38)

where c = b — a.
Thus, for additive channel noise the conditional entropy H(B/a} can be

shown:

H(B/a) = -| p(b/a)\og2p(b/a)db

p(c)log2p(c)dc. (1.39)
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We see that H(B/a) is independent of a, which is similar to the fact that the
channel is uniform from input. The average conditional entropy is

H(B/a) = \ p(a)H(B/a)da

p(c)\og2p(c)dc=H(B/a). (1.40)

In the evaluation of the channel capacity, we would first evaluate the average
mutual information I(A; B) and then maximize the /(/4; B) under the constraint
of p(a).

In view of I(A\ B) = H(B) — H(B/A), we see that if one maximizes H(B),
then I(A; B) is maximized. However, H(B) cannot be made infinitely large, since
H(B) is always restricted by certain physical constraints; namely, the available
power. This power constraint corresponds to the mean-square fluctuation of
the input signal:

a2(a)da.

Without loss of generality, we assume that the average value of the additive
noise is zero:

c = cp(c)dc = 0.
J - GO

Then the mean-square fluctuation of the output signal can be written as

Since b ~ a + c (i.e., signal plus noise), one can show that

ffl = ff2 + a2, (1.41)

where

c2p(c)dc.

From the preceding equation, we see that setting an upper limit to the mean-
square fluctuation of the input signal is equivalent to setting an upper limit to
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the mean-square fluctuation of the output signal. Thus, for a given mean-
square value of of, one can show that for the corresponding entropy, derived
from p(b), there exists an upper bound:

H(B)^ilog2(27re<rc
2), (1,42)

where the equality holds if and only if the probability density p(b) is Gaussianly
distributed with zero mean and the variance equals to of.

From the additivity property of the channel noise H(B/A\ which is
dependent solely on p(c), we see that

H(B/A) ^ i Iog2(27te<i2), ( 1 .43)

where the equality holds when p(c] is Gaussianly distributed, with zero mean
and the variance equal to of.

Thus, if the additive noise in a memoryless continuous channel has a
Gaussian distribution, with zero mean and the variance equal to N, where N
is the average noise power, then the average mutual information is bounded
by the following inequality:

I(A; B) ̂  ilog2(27E«tf) - $\og2(2neN) ^ ilog2 ̂ . (1.44)

Since the input signal and the channel noise are assumed to be statistically
independent,

at = a% + at = oi + W, (1.45)

we have

/ ( f l ; & ) ^ l o g 2 t ^ . (1.46)

By maximizing the preceding equation, we have the channel capacity as written
by

(1.47)

where the input signal is Gaussianly distributed, with zero mean and a variance
equal to S.

Let's now evaluate one of the most useful channels; namely, a memoryless,
time-continuous, band-limited, continuous channel. The channel is assumed to
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be disturbed by an additive white Gaussian noise, and a band-limited time-
continuous signal, with an average power not to exceed a given value S, is
applied at the input end of the channel.

Note that, if a random process is said to be a stationary Gaussian process,
then the corresponding joint probability density distribution, assumed by a
time function at any finite time interval, is independent of the time origin, and
it has a Gaussian distribution. If a stationary Gaussian process is said to be
white, then the power spectral density must be uniform (constant) over the
entire range of the frequency variable.

Let us denote c(i) be a white Gaussian noise. By the Karhunen-Loeve
expansion theorem [1.5, 1.6], c(t) can be written over a time interval — 77
2 < t < 7/2:

C(t) == £ c/0,-(0, (1-48)
i = — oo

where the <^(0's are orthonormal functions that can be represented by

CTI2 ^ - = ^

J - r/2 (A J ^ A

and c{ are real coefficients commonly known as orthogonal expansion coeffi-
cients. Furthermore, the c/s are statistically independent, and the individual
probability densities have a stationary Gaussian distribution, with zero mean
and the variance equal to N0/2T, where N0 is the corresponding power spectral
density.

Now we consider an input time function a(t) as applied to the communica-
tion channel, where the frequency spectrum is limited by the channel band-
width Av. Since the channel noise is assumed an additive white Gaussian noise,
the output response of the channel is

b(t) = a(t) + c(t). (1.50)

Such a channel is known as a band-limited channel with additive white
Gaussian noise.

Again by the Karhunen-Loeve expansion theorem, the input and output
time functions can be expanded:

a(t) =
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and

Thus, we see that

6,. = <*, + £,.. (1.51)

Since the input function a(t) is band-limited by Av, only 2TAv coefficients a,,
/ = 1, 2, ..., 2TAv, within the passband are considered. In other words, the
input signal ensemble can be represented by a 2rAv-order product ensemble
over a; that is, ̂ 2TAv. This is similarly true for the output ensemble over b; that
is, B2TAv. Thus, the average mutual information between the input and output
ensembles is

It is also clear that a, b, and c each form a 2 TAv -dimensional vector space, for
which we write

b = a + c. (1.53)

If we let />(a) and p(c) be the probability density distribution of a and c
respectively, then the transitional probability density of p(b/si) is

where a and c are statistically independent. For simplicity, we let X = A2TAiV

be the vector space (the product space) of a. The probability density distribu-
tion of b can be determined by

where the integral is over the entire vector space X.
Similarly, 7 4 52TAv and Z 4 C2TAv represent the vector space of b and c,

respectively. The average mutual information can therefore be written by

I(X; 7) = H(Y) - H(Z\ (1.54)

where

H(Y)=-{ p(b)\oB2p(b)dY,
JY
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H(Z) = H(Y/X) = - p(c) log2p(c)dZ.
Jz

The channel capacity can be determined by maximizing the I(X; Y); that is,

C = max —~—, bits/time. (1.55)
T,p(*) T

Under the constraint of the signal mean-square fluctuation that cannot exceed
a specified value S,

\*\2 p(a)dX ^ S. (1.56)
x

Since each of the vectors a, b, and c are represented by 2TAv continuous
variables, and each cl is statistically independent Gaussianly distributed with
zero mean, and has a variance equal to N0/2T, we see that

2TAv

I(X; Y} = 7(y42TAv; B2TAv) - £ /(/I,; 5,). (1.57)

Thus, from Eq. (1.43), we have

H(Z) = 2TAvH(C;), (1.58)

where

If we let N = ffct = N0Av, then H(Z) can be written as

ineN \
= TAvlog2 -rL\ (1-59)

In view of Eq. (1.42), we see that

H(Bt) ^ Iog2(27tgffj), (1.60)

where the equality holds if and only if /^ is Gaussianly distributed, with zero
mean and a variance equal to of, . Since b = a + c, />(b) is Gaussianly distrib-
uted if and only if p(a) is also Gaussianly distributed with zero mean. The
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average mutual information can therefore be written as

2TAv

I(X- Y) = £ H(Bt) - H(Z)

= i
neN

(2^4) - TAvlog2 — ̂  , (1.61)
\ '

where n denotes the product ensemble. Since a, and e, are statistically
independent the variance of p(b) is given by

In view of Eq. (1.56), we see that

2TAv 2TAv

I 4= I *i + N06v ^ S + N, (1.62)
i = 1 i = 1

where N = N0Av. The equality holds for Eq. (1.62) when the input probability
density distribution p(a) is also Gaussianly distributed with zero mean and a
variance equal to 5. Furthermore, from Eq. (1.62), we can write

where the equality holds if and only if the G^. are all equal and p(n) is
Gaussianly distributed with zero mean and a variance equal to S.

Therefore, the corresponding channel capacity can be written as

Y) i S
C = max ' = Avlog2 I 1 + — 1 bits/sec (1.63)

T N

where S/N is the signal-to-noise ratio. We note that the preceding result is one
of the most popular equations as derived by Shannon [1.3] and independently
by Wiener. [1.5], for a memoryless additive Gaussian channel. Because of its
conceptual and mathematical simplicity, this equation has been widely used in
practice and has also been occasionally misused. We note that this channel
capacity is derived under the assumption of additive white Gaussian noise
regime, and the average input signal power cannot exceed a specified value of
S. We further stress that the channel capacity equation is obtained under the
assumption that input signal is also Gaussianly distributed with zero mean.
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CUV)

0 ( 2 3 4

Fig. 1.3. The capacity of an additive white Gaussian channel as a function of bandwidth Av.

Since the average noise power within the channel bandwidth is N0&v, as the
bandwidth increases to infinitely large the capacity channel approaches a
definite value, such as

C(oo) = Mm C(Av) = — log, e." (1.64)

This result provides an important physical significance: the measurement or
observation of any physical quantity is practically always limited by thermal
noise agitation. This thermal agitation is usually considered as an additive
white Gaussian noise within the channel bandwidth. The noise spectral density
N0 is related to the thermal temperature T as given by

(1.65)

where k is Boltzmann's constant, and T is in degree Kelvins. It follows that the
signal energy transmitted through a physical communication channel must be
at least kT per nat of information. In other words, it takes at least kT energy
for a nat of information to be properly transmitted through the channel. A plot
of the channel capacity as a function of bandwidth is shown in Fig. 1.3, in
which the capacity started rapidly increases and then asymptotically ap-
proaches to C(oo) as Av becomes very large.
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1.4. BAND-LIMITED ANALYSIS

In practice, all communication channels (spatial and temporal as well) are
band limited. An information channel can be a low-pass, bandpass, or discrete
bandpass channel. But a strictly high-pass channel can never happen in
practice. A low-pass channel represents nonzero transfer values from zero
frequency to a definite frequency limit vm. Thus, the bandwidth of a low-pass
channel can be written as

On the other hand, if the channel possesses nonzero transfer values from a
lower frequency limit vl to a higher frequency limit v2, then it is a bandpass
channel and the bandwidth can be written as

Av = v 2 - V ! . (1.66)

It is trivial to note the analysis of a bandpass channel can be easily reduced
to an equivalent low-pass channel. Prior to our discussion a basic question
may be raised: What sort of response would we expect from a band-limited
channel? In other words, from the frequency domain standpoint, what would
happen if the signal spectrum is extended beyond the passband?

To answer this basic question, we present a very uncomplicated but
significant example. For simplicity, the transfer function of an ideal low-pass
channel, shown in Fig. 1.4, is given by

o !"!>'•0, |v| > vm.

If the applied signal to this low-pass channel is a finite duration At signal, then
to have good output reproduction of the input signal the channel bandwidth
Av must be greater than or at least equal to I/At the signal bandwidth; that is,

A v ^ — , (J.68)
At

which can also be written as

ArAv 5s 1, (1.69)

where Av = 2vm is the channel bandwidth. The preceding equations show an
interesting duration-bandwidth product relationship. The significance is that if
the signal spectrum is more or less concentrated in the passband of the channel;
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H(V)

0 Vm

Fig. 1.4. An ideal low-pass channel.

that is, I/At ^ vm, then the output response will quite faithfully reproduce the
input signal. However, if the signal spectrum spreads beyond the passband of
the channel, the output response will be severely distorted, which fails to
reproduce the input signal. We note that this duration-bandwidth product
provides a profound relationship with the Heisenberg's uncertainty principle in
quantum mechanics [1.7], such as

Ax Ap ^ /z, (1.70)

where Ax and Ap are the position and momentum errors, respectively, and h
is Plank's constant. In other words, the uncertainty principle states that the
position variable x and its momentum variable p cannot be observed or
measured simultaneously with arbitrary accuracy.

In fact, the uncertainty relation can also be written in the form of energy
and time variables:

AEAf (1.71)

where A£ and At are the corresponding energy and time errors. Since £ = hv,
hence AE = /iAv, we see that

(1.72)AEAf =

Thus, we see that Av At ̂  1 is the Heisenberg uncertainty relation.
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Let us provide an example to show that the uncertainty relation is indeed
relevant for information transmission through a communication channel. We
assume a short symmetric pulse of duration of At, as applied to the channel;
that is.

f(t) =
f(tl

0,
(1.73)

where

/(O) ^ f(t).

The corresponding signal spectrum can be obtained as given by

where J* denotes the Fourier transformation.
Let us define a nominal signal duration At and a nominal signal bandwidth

which are equivalent to the duration of a rectangular pulse of amplitude /(O)
and a rectangular pulse spectrum F(0), as given by

Ar/(0) f(t)dt,

and

AvF(O) 4 F(v)dv.

(1.74)

•1.75)

From the definition of the Fourier transformation, the nominal quantities can
be written as

(1.76)

(1.77)

for which we have the lower bound condition of the uncertainty relations; that
is,

(1.78)



1. Entropy Information and Optics

Fig. 1.5. Symmetric pulse function.

It should be noted that if the symmetric pulse /(f) contains negative values,
as shown in Fig. 1.5, then the definitions of nominal duration and bandwidth
must be modified:

and

\f(t)\dt

Av|F(0)| £ |F(v)|dv

f(t)dt

F(v)dv

(1.79)

(1.80)

These definitions give rise to the uncertainty relation

Af At1 ^ 1,

which is essentially the condition of Eq. (1.69). In view of Fig. 1.5, we see that
the nominal duration is determined by equating the area under the rectangular
pulse function to the area under the curve of \f(t)\. It is evident that the
nominal duration Af is wider under this new definition, provided f(t) contains
negative values. Similarly, the nominal bandwidth Av can be interpreted in the
same manner.
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1.4.1. DEGREES OF FREEDOM

Let f(t) be a band-limited signal the spectrum of which extends from zero
frequency to a definite limit of vm. Assume that f(t) extends over a time interval
of T, where vmT » 1. Strictly speaking, a band-limited signal cannot be time
limited or vice versa. Now a question arises: How many sampling points (i.e.,
degrees of freedom) are required to describe the function /(r), over T,
uniquely? To answer this fundamental question we present an example.

First, we let f(t) repeat itself at every time interval of T; that is,

f(t) = f(t + T).

Thus, the function f(t) over the period T, can be expanded in a Fourier series:

M
f i t ) - X C»QXp(i2nnv0t), (1.81)

n- -M

where v0 = 1/T, and M — vmT.
From this Fourier expansion, we see that f(t) contains a finite number of

terms:

N = 2M + 1 = 2 v m T + 1,

which includes the zero-frequency Fourier coefficient C0. If the duration T is
sufficiently large, we see that the number of degree of freedom reduces to

N*2vmT. (1.82)

In other words, it requires a total of N equidistant sampling points of f(t\ over
T, to describe the function

T 1

'• = * = *r-

where ts is known as the Nyquist sampling interval and the corresponding
sampling frequency is

/, = 7 = 2vM, (1.84)
s

which is known as the Nyquist sampling rate or sampling frequency. Thus, we
see that

,/>2vm. (1.85)
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- 3 Vm - Vm 0 ^m 3 Vm

Fig. 1.6. Periodic representation of the Fourier spectrum.

In words, the sampling frequency has to be at least equal or twice the highest
frequency limit of f(t).

By taking the Fourier transform of /(t), we have

f<*
F(v) = f(t)e\p(-i2nvt)dt.

Since f(t) is assumed band limited, F(v) may be repeated over the frequency
domain as shown in Fig. 1.6. Thus, the corresponding Fourier expansion can
be written as

(innv\
, v

V Vrn ) (1.86)

where

/*Vm / \

Kn= F(v)exp(-i —Uv.
J-v m V W

F(v) is the Fourier transform of f(t), which can be written as

f(t) = F(v)exp(i2nvt)dv.
J - vm

In particular, at sampling points t = —n/2vm, we have

(1.87)

m/ .; — v

— - = F(v)exp -/ (1.88)
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Thus, we see that if f(t) is given at various Nyquist intervals (t = n/vm), then
the corresponding Fourier coefficient Kn can be obtained. From Eq. (1.86),
however, we see that F(v) can in turn be determined, and from Eq. (1.87) that
the knowledge of JF(v) implies a knowledge of f(t). Therefore, if we substitute
Eq. (1.86) into Eq. (1.87) we have

By interchanging the integration and summation in the preceding equation, we
obtained

K

j
n— — GO

2nvm(t + n/2vm)

n\Sm2nvm(t~n/2vm)
2v 2nvm(t-n/2vJ '

in which the weighting factor [(sin x)/*] is known as the sampling function. This
is, in fact, the output response of an ideal low-pass channel having a cutoff
frequency at vm, when the samples f(n/2vm) are applied at the input end of the
channel.

1.4.2. GABOR'S INFORMATION CELL

Let us consider the frequency versus the time coordinate shown in Fig. 1.7,
in which vm denotes the maximum frequency limit and T the finite time sample
of the signal f(t). This frequency-time space can be subdivided into elementary
information cells that Gabor called logons, such as

A v A i = l . (1.90)

We quickly recognize that Eq. (1.90) is essentially the lower bound of the
uncertainty relation of Eq. (1.69). However, note that the signal in each of the
information cells has two possible elementary signals (symmetric and antisym-
metric] having the same bandwidth Av and the same duration At. Notice that
the amplitudes of these signals should be given so that the signal function f(t)
can be uniquely described. In view of Fig. 1.7, we see that over the (vm, T) space
there are a total number of information cells; that is,
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Fig. 1.7. Gabor's information cell

Since each of the information cells is capable of having two elementary signals,
the total number of elementary signals within the (vm,T) domain is

N = vmT, (1.92)

which is essentially the Nyquist sampling rate.
Notice that the shapes of the information cells are not particularly critical,

but their unit area is, AvAf = 1. The sampling function as we see it takes place
along the time coordinate, whereas the Fourier analysis is displayed along the
vertical axis of the frequency coordinate. We further note that the elementary-
signals as Gabor [1.7,1.8] suggested the use of Gaussine cosine and Gaussian
sine signals, are also known as wavelets, as shown in Fig. 1.8.

Equation (1.91) shows that the elementary information cell suggested by
Gabor is, in fact, the lower bound of the Heisenberg uncertainty principle in
quantum mechanics. We further emphasize that the band-limited signal must
be a very special type, for which the function must be well behaved. The
function contains no discontinuity and sharp angles, as illustrated in Fig. 1.9.
In other words, the signal must be an analytic function over T.

1.5. SIGNAL ANALYSIS

A problem of considerable importance in signal processing is the extraction
of signal from random noise and distortion. There are, however, two major
approaches to this issue; the extraction of signals that have been lost in random
noise as examples, called signal detection, and the reconstruction of unknown
signals that have been distorted as examples, called signal recovery or restora-
tion. As we see, the optimum signal detection can be achieved by maximizing
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Fig. 1.8. The cosine and sine elementary signals, with Gaussian envelope.

the output signal-to-noise ratio, and will eventually lead to matched filtering,
while optimum signal recovery can be obtained by minimizing the mean-
square error, which will lead to the Wiener-Hopf solution. We discuss some of
these issues in the following subsection.

f ( t

DISCONTINUITY

IN DERIVATIVE

DISCONTINUITY

0

Fig. 1.9. Typical example of a band-limited signal.
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1.5.1. SIGNAL DETECTION

It is well known that the signal-to-noise ratio at the output end of a
correlator can be greatly improved by matched filtering. Let us consider the
input excitation to a linear filtering system to be an additive mixture signal s(t)
and n(t); that is,

f(t) =s(t) +n(t), (1,93)

in which we assume that the noise is a stationary process. If we denote s0(t) to
be the corresponding output signal and n0(t) to be the output noise, then the
output signal-to-noise ratio, at f = 0, would be

H(v)S(v)dv

(1.94)
N ff ' \H(v)\2N(v)dv

where a2 is the mean-square value of the output noise and H(v) and JV(v) are
the filter transfer function and input noise power spectral density, respectively.
In view of Schwarz's inequality, the preceding equation can be shown as

(1 90( '
in which the equality holds if and only if the filter function is

S*(v)
" < v ) - K , (1-96)

where K is a proportional constant and the superasterisk represents the
complex conjugation. We note that, if the noise is stationary and white, then
the optimum filter function is

H(v) = XS*(v), (1.97)

which is proportional to the conjugate of the signal spectrum. This optimum
filter is also known as matched filter, since the transfer function H(v) matches
S*(v).
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1.5.2. STATISTICAL SIGNAL DETECTION

In the preceding section we illustrated that signal detection can be achieved
by improving the output signal-to-noise ratio. In fact, the increase in signal-to-
noise ratio is purposely to minimize the probability of error in signal detection.
However, in certain signal detections, an increase in the signal-to-noise ratio
does not necessarily guarantee minimizing the detection error. Nevertheless,
minimizing the detection error can always be obtained by using a decision
process.

Let us consider the detection of binary signals. We establish a Bayes's
decision rule, in which the conditional probabilities are given by

(1.98)
r\p)

One can write

P(a = Q/b) = P(a = Q)P(b/a = 0)
P(0 = l/b) P(a = l)p(b/a = 1)' " J

where P(0) is the a priori probability of 0; that is, a = I corresponds to the
signal presented, and 0 = 0 corresponds to no signal.

A logical decision rule is that, if P(0 = Q/b) > P(a = l/b), we decide that
there is no signal (0 = 0) for a given b. However, if P(0 = Q/b) < P(a = l/b),
then we decide that there is a signal (0 = 1) for a given b. Thus, the Bayes's
decision rule can be written as:

Accept a = Q if

w« = l) (UOO)

Accept a — 1 if

W«=0) Pjo^J)
P(b/a = 1) P(a = 0) ;

Two possible errors can occur: if we accept that the received event b contains
no signal (a = 0), but the signal does in fact exist (a = 1); and vice versa. In
other words, the error of accepting a — 0 when a — 1 has actually occurred is
a miss, and the error of accepting 0 = 1 when a = I has actually not occurred
is a false alarm.
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If we further assign the cost values C00, C01, C10, Cn, respectively, to the
following cases: (1) a = 0 is actually true, and the decision is to accept it; (2)
a = 0 is actually true, and the decision is to reject it; (3) a = 1 is actually true,
and the decision is to reject it; and (4) a = 1 is actually true, and the decision
is to accept it, then the overall average cost is

= I I (1.102

where a0 = 0, al — 1, P(ai) is the a priori probability of at, and P(Bj/ai) is
the conditional probability that b falls in Bj if at is actually true, as shown in
Fig. 1.10.

To minimize the average cost, it is desirable to select a region B0, where
J5j = B — B0, in such a manner that the average cost is minimum; in other
words, to place certain restrictions on the cost values Ci;- so that C will be
minimum for a desirable B0. For example, a miss or a false alarm may be
costlier than correct decisions:

and

In view of the cost function, we have

C = C01P(a = 0) 4- CuP(a = 1) + P(a = 1)(C10 -
JBo

/»

- P(fl = 0)(C01 - C00)P(6/a = 0)db,

(1.103)

(1.104)

a = l)db

(1.105)

B

Fig. 1.10. Hypothesis of the received events for two possible transmitted events.
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where

P(BJai}=\-P(BJai\ / = 0, 1.

To minimize the C, an optimum region B0 can be selected. In view of the
cost in imposition of Eqs. (1.103) and (1.104), it is sufficient to select region B0

such that the second integral of Eq. 1.105 is larger than the first integral, for
which we conclude

a = 0) Pi^ ('
P(b/a = l) P(f l=OXC0 1-C0 0)

Let us write

^ P(b/a = 0)
a P(&/0 = 1)

which is the likelihood ratio, and

(1.107)

/? A p(a = iXCn, - ~n, n 10R,/J-p(^oxc01-c00) (LI081

which is simply a constant incorporated with the a priori probabilities and the
error costs. The decision rule is to select the hypothesis for which the signal is
actually absent, if a > /?.

If the inequality of Eq. 1.106 is reversed (a < /?) then one chooses B± instead.
In other words, Bayes' decision rule (Eq. 1.106) ensures a minimum average cost
for the decision making.

Furthermore, if the costs of the errors are equal, C10 = C01, then the
decision rule reduces to Eqs. 1.101 and 1.102. If the decision making has
sufficient information on the error costs, then one uses Bayes's decision rule of
Eq. 1.106 to begin with. However, if information on the error costs is not
provided, then one uses the decision rule as given by Eqs. 1.101 and 1.102.

We also noted that the Bayesian decision process depends on the a priori
probabilities P(a — 0) and P(a = 1). However, if the a priori probabilities are
not provided but one wishes to proceed with decision making alone, then the
likelihood ratio test can be applied. That is, if
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then one accepts a = 0 for the received event of b. But if

p(b/a = 0)
P(b/a = 1)

< 1, (1.110)

then one accepts a = 1.
From Eq. 1.106, we see that Eq. 1.109 implies that

P(a = 1)(C]0 - Cn) = P(a = 0)(C01 - C00).

Thus, i fC 1 0 — C11 = C01 — C00, then the a priori probabilities of P(a) are
equal. Note that applications of the likelihood ratio test are limited, since the
decision making takes place without knowledge of the a priori probabilities.
Thus, the results frequently are quite different from those from the minimum-
error criterion.

Although there are times when there is no satisfactory way to assign
appropriate a priori probabilities and error costs, there is a way of establishing
an optimum decision criterion; namely, the Neyman-Pearson criterion [1.9].
One allows a fixed false-alarm probability and then makes the decision in such
a way as to minimize the miss probability.

1.5.3. SIGNAL RECOVERING

An interesting problem in signal processing must be signal recovering (Le,,
restoration). The type of optimum filters is the solution based on minimization
of the mean-square error, as given by

min<e2(f)> = min\ lim — [L(t) -fd(tj]
2 dt ), (1.111)

V ^ D ° 2 7 ' J _ 7 .

where f0(t) and fd(t) are the actual output and the desired output response of
the filter. A linear filter that is synthesized by using minimum-mean-square
error criterion is known as the optimum linear filter.

Let us look at the mean-square-error performance of a linear filter function
as given by

?(0 = lim ~ {T [ r HfrMt - r)dr -/,(*)T<*f, (1.112)
'-« Ll J _ r LJ^ , X J J

where h(t) is the impulse response of the filter and f^t) is the input signal
function. By expanding the preceding equation, it can be shown that the



1.5. Signal Analysis

mean-square error can be written as

u(r - a) - 2
J — or,

(1.113)

where RU(T) is the autocorrelation function of the input signal, Rid(r) is the
cross-correlation of the input with the desired-output function, and Rdd(ty is
the mean-square value of the desired-output function, as given by

U*(t)~\dt. (1.114)

It is trivial to see that the mean-square error is a function of h(t), which is the
central problem to determine h(t') by minimizing the error. The minimization
of function is subject to calculus of variation, which leads to the Wiener-Hopf
integral equation, as given by

- a}da - Rid(i] = 0. (1.115)

We note that by following the realizable constraint of a physical filter, strictly
speaking the preceding result should be written as

- RM < ' ° r T < . (1.116)
[ = 0, for T ̂  0

In view of the Wiener-Hopf equation (1.115) as written by,

iopt(r)R it(r - ff)dff, (1.117)

by which the optimum filter h0 f(t) is needed to solve.
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If the desired output could be obtained without the physical realizable
constraint, the input-output cross-correlation of the optimum filter is, in fact,
the input and the desired-output cross-correlation itself, which holds not only
for T ̂  0 but also T < 0. Now the problem becomes a trivial one. By taking the
Fourier transform of Eq. 1.1 17, we have

where Hopt(v) is the transform function of the optimum filter, written by

H w = - aii9)

which is, in fact, the solution of our problem.
We do not exactly know the desired output response, but we have been

demanding the filter more than our expectation; namely, by minimizing the
mean-square error, which gives rise to the best approximation. In other words,
this method attempts to get the best result we can, similar to bargaining for an
automobile with a used-car salesperson. As we demanded more than a filter
can be synthesized, the input-output crosscorrelation cannot be equal to the
crosscorrelation of the input and the desired output. According to the Wiener-
Hopf equation, the filter design should be based on the minimum error
criterion and the impulse response should be compelled to the inequality of
T ^ 0, but allows it to vary somewhat for T < 0, such as

q(t] = Rid(x) - hopt(ff)Ru(r - ff)d<r, (1.120)
J - on

where g{r) ^ 0 for T < 0 but vanishes for T ̂  0.

1.5.4. SIGNAL AMBIGUITY

The choice of a transmitted waveform for radar seems more trivial than it
is for communication. However, it is actually not so fundamental. For example,
it is the reflected (or echo) wave from the target that the temporal and doppler
shift (i.e., frequency) provide the range and radial velocity information of the
target. Whenever time and frequency are mentioned, we anticipate relating the
quantities to the uncertainty relationship. In other words, no wave form can
occupy a very short time while having a very narrow bandwidth. Thus, there
is a limitation imposed on the combined resolution in time and frequency.
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To simplify the analysis, we set scalar wave field u(t) be constrained by the
following equation:

f f
\u(t)\2dt = \U(v)\2 dv= 1. (1.121)

In view of the Wiener-Khinchin and Parseval's Theorems, we see that in time
domain, we have

u(t)u*(t + T)dt = \ \U(v)2 el2™dv, (1.122)
%J

and

T= I |K(T)|2<*T =

where the superasterisk denotes the complex conjugate. Similarly, in frequency
domain we have

K(v) = | U*(v')U(v' + v)dv' = | \u(t}\2 ei2nvtdt, (1.123)

and

F = I \K(v)\2 dv = I \u(t)\4 dt,

where F is defined as the frequency resolution cell, which provides the
well-known uncertainty relationship as given by

(frequency resolution cell) x (time span) = 1. (1.124)

Notice that Eq. (1.122) applies frequently to the resolution of detecting
stationary targets at different ranges, while Eq. (1.123) applies to the resolution
of detecting moving targets at different radial velocities. However, when the
targets are both at different ranges, and moving with different radial velocities,
(neither quantity being known in advance), the separation of time (e.g., range)
and frequency (i.e., radial velocity) resolution do not always provide the actual
resolving power of the target. Thus, we need a more general description of time
and frequency shift to interpret the resolving power of the signal, which is
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known as the ambiguity function, as given by

f f
X(T, v ) = u(t)u*(t +r)e-i2*vtdt= U*(v')U(v' + v)ei2nv'r dv'. (1.125)

The significance of /(T, v) is that the range and (radial) velocity of a target
cannot be resolved at (TO + T, v0 + v), where TO and v0 are the mean range and
velocity of the target. By virtue of normalization, we let

r, v)\2dxdv= 1, (1.126)

which is called the area of ambiguity in the time-frequency domain.
One of the simplest examples illustrating the ambiguity of a signal resulting

from a single Gaussian pulse is given by

u(t) = 4^2e-»<\

By substituting into Eq. (1.125), we have

X(T, v) = exp (— %TiT2)exp(— jnv2)exp(invc).

From the preceding equation we see that the magnitude of ambiguity distribu-
tion, as given by

describes a circular pattern in the (T, v) domain, as can be seen in Fig. 1.11.
If the pulse is shortened, the circular ambiguity pattern would become

elliptical, as illustrated in Fig. 1.12.
A less trivial example is that u(t) represents a train of Gaussian pulses,

modulated by a broad Gaussian envelope, as shown in Fig. 1.13(a). The
corresponding ambiguity |#(T, v)|2 is sketched in Fig. 1.13(b), in which the
ambiguity in frequency resolution is split up into narrow bands, whereas in
time it repeats itself. Notice that the shaded areas of the redistributed
ambiguity are in fact equal to the area of the single pulse ambiguity; i.e.,

\x(t, v)\2 di dv = 1.
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Fig. 1.11. Ambiguity of a Gaussian pulse.

Contour of

Fig. 1.12. Ambiguity of a very short Gaussian pulse.
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Narrow Gaussian
Pulse

Broad Gaussian
Envelope /

(a)

Contours of |%|

Single Pulse

Train of Pulses

(b)

Fig. 1.13. (a) A Gaussian pulse-train, (b) Ambiguity diagram of (a).

Note that in actual application, we are not interested in resolving all the ranges
of the target, for which the redundant parts of the ambiguity diagram remote
from the origin have no practical usage. For example, a target 10 miles away
should not be confused with one 1010 miles away. In practice, we may draw a
rectangular region around the origin of the (T, v) coordinate plane to discrimi-
nate the ambiguity outside the region. Therefore, we see that the pulse train
example will be a more acceptable waveform for range and (radial) velocity
discrimination, as compared with the ambiguity distribution obtained from a
single pulse. However, when interpreting the ambiguity diagram, one should
remember that t and v do not represent the actual range and (radial) velocity,
but rather the difference between the ranges and velocities of any two targets
that need to be resolved.
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1.5.5 WIGNER DISTRIBUTION

There is another form of time-frequency signal representation, similar to
ambiguity function, defined by

f f
W(r, v) = u(t}u*(x -t)e~i2*vtdt = U*(v')U(v - v>'' 2nv>t dv', (1.127)

which is known as the Wigner distribution function. Instead of using the
correlation operator [i.e., u(t)u*(t + T)], Wigner used the convolution operator
[i.e., M(£)M*(T — ?)] for his transformation. The physical properties of the
Wigner distribution function (WDF) can be shown as

W(t, v)dv = \u(t)\2, (1.128)

W(T,v)dT; = \U(v)\2, (1.J29)

W(t,v)dtdv = l, (1.130)

in which the WDF has been normalized to unity for simplicity.
One of the interesting features of the WDF is the inversion. Apart from the

association with a constant phase factor, the transformation is unique, as can
be shown,

W(t, v)e~i4nvt dt = U(2v)U*(Q), (1.131)

(r, v)ei4nvt dv = w(2t)M*(0). (1.132)

If the constant phase factors u*(0) or U*(0) happen to be very small or even
zero, then we can reformulate the transformations by using the maximum value
of |tt(t)|2 or |C/(t)|2, which occurs at rmax, or vmax, respectively, as given by,

W(T, v)exp[-47r(v - vmax)T]Jr = U(2v - vmax)l/*(vmax), (1.133)

W(T, V) eXp[/47lv(T - Tmax)] dv = U(2l - Tma>*(Tmax). (1.134)
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(a)

Fig. 1.14. Wigner distributions, (a) For a single tone signal, (b) For a pulse signal.

In other words, WDF does provide the frequency content of a time-varying
signal, instead of providing the time -frequency resolution as the ambiguity
function does.

In the following, we provide a couple of simple examples to illustrate of the
WDF. First, let us consider a single tone signal, as given by

u(t) = ei2nvot.

By substitution into Eq. (1.127), we have

t v) v0),

which is shown in Fig. 1.14a.
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On the other hand, if the signal is a single pulse function, such as

u(t) = <5(r - t0),

then the corresponding WDF would be

Mr, v) - <5(r - a

which is plotted in Fig. 1.14b.

1.6. TRADING INFORMATION WITH ENTROPY

Let us consider a nonisolated system, in which the structure complexity has
been established a priori in N equiprobable status; the entropy of the system
can be written as [1.10]

S0 = k\nN, (1.135)

where k is Boltzmann's constant. If the system structure is reduced by outside
intervention to M state, (M < N), then its entropy would be

S , = f c l n A f . (1.136)

Since Sg > Sl5 the decrease in entropy in the system is obviously related to the
entropy information / that can be acquired from external sources:

AS - Si - S0 = -fc/ln2, (1.137)

where / = Iog2 N/M. Thus, we see that the amount of information required for
this reduction should be proportional to amount of entropy as AS decreases in
the system. One of the most intriguing laws in thermodynamics must be the
second law [1.11], in which it stated that for an isolate system its entropy can
only be increased or remain constant; that is,

ASt = A(S0 - Win 2) ̂  0. (1.138)

In other words, any further increase in entropy ASt can be due to AS0 or A/,
or both. Although in principle it is possible to distinguish the changes in AS0

and A/ separately, in some cases the separation of the changes due to AS0 and
A/ may be difficult to discern.

It is interesting to note that, if the initial entropy S0 of the system
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corresponds to some complexity of a structure but not the maximum, and if S0

remains constant (AS0 = 0), then after a certain free evolution without the
influence of external sources, from Eq. (1.138), we will have

A / ^ 0 , (1.139)

since AS,, = 0.
In view of the preceding equation, we see that the changes in information A/

are negative, or decreasing. The interpretation is that, when we have no a priori
knowledge of the system complexity, the entropy S0 is assumed to be maximum
(i.e., the equiprobable case). The information provided by the system structure
is maximum, therefore, A/ ^ 0 is due to the fact that the system entropy has
to increase AS,, > 0. In other words, a decrease of information is needed in the
system for its entropy to increase. This means that information can be provided
or transmitted (a souce of negentropy) only by increasing the entropy of the
system. However, if the initial entropy S0 is at a maximum state, then A/ = 0
which implies that the system cannot be used as a source of negentropy (or
information). Thus, we see that information and (physical) entropy can be
simply traded,

A/ <± AS. 1.140)

1.6.1. DEMON EXORCIST

One of the most interesting applications of the entropy theory of informa-
tion must be the Maxwell's Sorting Demon, for which we consider a thermally
isolated chamber as shown in Fig. 1.15. The chamber is divided into two
chambers by a partition wall equipped with a small trapdoor for the demon to

THERMALLY INSULATED

Fig. 1.15. Operation of Maxwell's demon.
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operate. The demon is able, we assume, to see every individual molecule, so he
can allow a molecule to pass from one chamber to the other. Now the demon
decides to let the fast molecules in chamber 1 pass into chamber 2, and the
slower molecules in chamber 2 to pass into chamber 1. In this manner we
eventually are able to collect all the fast molecules in one chamber and all the
slower molecules in other chambers. Thus, without any expenditure of work,
the demon is able to raise the temperature in one chamber and lower the
temperature in the other. Hence, work can be performed by the difference in
temperature between the two chambers. However, in a thermally isolated
chamber, this radiation within the chamber is only black body radiation, and
it is impossible for the demon to see anything inside the chamber. Raising the
temperature of the chamber would not help, since the demon would be able to
see only the thermal radiation and its random fluctuations, but not the
molecules. Thus, under these isolated conditions, the demon is unable to
operate the trapdoor.

In order for the demon to see the individual molecules, we can provide the
demon with a fresh flashlight (i.e., the source of negentropy or information),
Then, by using the amount of information provided by the flashlight, the
demon is able to operate the trapdoor. In this manner he can decrease the
entropy of the chamber to a lower state. However, the entropy increase in the
flashlight can be shown to be larger than, or at least equal to, the entropy
decrease in the chamber. The lowest entropy increase by the flashlight can be
seen as

AS;/ = y, (1.141)

where h is Planck's constant v is the frequency of the flashlight radiation, and
T0 is the temperature of the chamber in degrees Kelvin. The corresponding
amount of information provided for the demon is

AS,
'< = - ( L 1 4 2>

(we assume that the demon is capable of absorbing this information). By using
this data the demon is able to reduce the chamber entropy from S0 to S, and
then the amount entropy decreased per down operation at best would be

AN AN
—, for — «1, (1.143)
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where N0 and AN denote the initial and the net change in complexity of the
chamber.

However, from the second law of thermodynamics, the net entropy increase
in the isolated chamber should be

AS =
kv AJVl

0]
>0. (1.144)

So we see that the amount of entropy provided by the flashlight is higher than
the amount of the chamber entropy that the demon can reduce.

Since we are in the computer era, we further assume that the demon is a
diffraction-limited demon. Even though we assume that the demon can see the
molecules under constant temperature conditions, he is so diffraction limited
that he cannot distinguish an individual molecule from a group of molecules
that are approaching the trapdoor. In order for him to do so, we equip the
demon with the most powerful computer ever developed. To perceive the
arriving molecules, the demon turns on the flashlight, which is required to emit
at least a quanta of light to make the observation, i.e.,

hv = kT. (1.145)

We also assume that the quanta of light reflected by the approaching molecules
is totally absorbed by the diffractive-limited eye of the demon, which corre-
sponds to an increase of entropy in the demon; that is,

ASd = —, (1.146)

or equivalent to the amount of information provided to the demon; i.e.,

^ = rrv (L147>kin 2

Because of the diffraction-limited eye, the demon needs to process the absorbed
quanta to a higher resolution, so that he is able to resolve the molecules and
to allow the passages of the fast or slower molecules through the trapdoor. The
amount of information gain, through the processing by the equipped computer,
constitutes an equivalent amount of entropy increased, as given by

ASp = kAId In 2, (1.148)

where A/d is the incremental amount of information provided by the computer.
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With this amount of information gain, the demon is able to reduce the entropy
of the chamber to a lower state. Again we can show that the overall net entropy
changed in the chamber, per trapdoor operation, by the demon, would be

AS = A / l n 2
AN

>0, (1.149)

in which we see that the diffraction-limited demon's exorcist is still within the
limit of the second law of thermodynamics.

1.6.2. MINIMUM COST OF ENTROPY

One question still unanswered is, What would be the minimum cost of
entropy required for the demon to operate the trapdoor? Let the arrival
molecules at the trapdoor at an instant be one, two, or more molecules. Then
the computer is required to provide the demon with a "yes" or a "no"
information. For example, if a single molecule is approaching the trapdoor
(say, a high-velocity one), the demon will open the trapdoor to allow the
molecule to go through. Otherwise, he will stand still.

For simplicity, let us assume that the probability of one molecule arriving
at the trapdoor is a 50% chance; then the demon needs one additional bit of
information from the computer for him to open the trapdoor. This additional
bit of information corresponds to the amount of entropy increased provided
by the computer; i.e.,

&Sp = k\n2xQ.lk, (1.150)

which is the minimum cost of entropy required for the demon to operate the
trapdoor. Thus, the overall net entropy increased in the chamber is

>0. (1.151)

If one takes into account the other bit of "no" information provided by the
computer, then the average net entropy increased in the chamber per operation
would be

in which two quantas of light radiation are required. It is trivial, if one includes
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the possibility of a slower molecule approaching the trapdoor; the average cost
of entropy per operation is even higher.

Even though we omit the two quantas of light in the calculation, the overall
net entropy change in the chamber is still increasing; i.e.,

AS.,,ave 1.4
AN

>0, (1.153)

In other words, the entropy compensated by the computer is still higher than
the entropy reduced by the demon. With this argument, we note that the
computer provided for the demon is also operated within the second law of
thermodynamics.

We should now discuss the cost of entropy required to increase the
resolution beyond the diffraction limit. Let a classical imaging system have the
following resolution limit,

1.22A/
r — ±_ (
'" D '

where rm is the minimum separation, A is the wavelength of the light source,
and / and D are the focal length and the diameter of the imaging aperture. To
increase the resolution of the system, one could either reduce the wavelength,
enlarge the aperture of the system, or both. However, if the wavelength
reduction and the aperture enlargement are not the subject to be considered,
the observed image can be processed by a computer beyond the resolution
limit. However, the amount of resolution gain would be compensated by the
amount of entropy increased. Since the minimum cost of entropy to resolve a
point object is O.Ik, for n object points resolution, the minimum cost of entropy
will be O.lnk. Nevertheless, in practice, the actual cost of entropy is very
excessive.

For example, let us denote A as the field of view of an imaging system and
AA0 as the observation error, as shown in Fig. 1.16. The amount of information
obtained by this observation would be

,.155)

where AA0 = 7r(rm)2, and rm is the minimum resolvable separation of object
points by the optical system. If the observed image is then processed to a higher
resolution, a net amount of information gain is anticipated. In other words, the
observation error of the imaging system can be reduced, by processing the
observed image, from AA0 and AAl. The net information gain provided by the
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Fig. 1.16. A high-accuracy observation.

computer is

AA
A/ = Iog2 — ̂  , AAl« AA0. (1.1 56)

Thus, we see that the minimum cost of entropy is

AA
ZA./I

(1.157)

where AA0 and A^ are the initial and final observation errors.
In short, we have achieved a very fundamental conclusion: one cannot get

something from nothing — there is always a price to pay. Resolution beyond
the resolution limit is possible, but only through the increase of entropy from
a certain physical system (in our example, the computer). However, in practice,
the cost of entropy is very excessive. In fact, the additional information gain at
best can only approach the equivalent amount of entropy traded off:

(1.158)

1.7. ACCURACY AND RELIABILITY OBSERVATION

We discuss problems of observation within a space-and-time domain. This
involves observing a position on a spatial plane, at an instant in time, with a
certain observation error. Note that the spatial domain of observation must be
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bounded; otherwise, the information cannot be defined, since the information
provided would lead to an infinite amount.

Let us assume a spatial domain A, which corresponds to the total field of
view of an optical system. The spatial domain A is then subdivided into small
subareas AA, which are limited by the resolvable power of the optical system.
Of course, light is necessary for the observation, in which a particle or object
is assumed to be wandering within the spatial domain A. In practice, we look
at each subarea A/4 until we locate the particle; then the accuracy of observation
can be written as

= ai (1.159)

where a is the total number of A^4's within A. To look for the particle we simply
illuminate each A/4 by a beam of light, and each A/1 is assumed to be equipped
with a photodetector able to detect scattered light, if any, from the particle. We
further assume that each of the photodetectors is maintained at a constant
Kelvin temperature T. Let us now investigate each of the succeeding photo-
detectors until a positive reading is obtained; say, from the qth&A, where
q < a. The reading may be caused by thermal fluctuation in the detector, or it
could be a positive reading for which the particle has been found in one of the
A/4's out of the q possibilities. Hence the amount of information obtained by
this sequential observation is

/ = Iog2 g bits. (1.160)

Since the positive reading was obtained from the absorption of scattered light
by the qth photodetector, the accompanying entropy increase in the qth
detector is

AS ̂  -Jcln[l - (|)1/<r|, q > 1. (1.161)

For a large value of q, the right-hand side of the preceding equation can be
written as

AS ̂  fc(ln q + 0.367) > kin 2. (1.162)

Thus

AS- / fc ln2^0 .367k>0 , (1.163)

which is a positive quantity.
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For the case of simultaneous observations, we have simultaneously observed
7 positive readings from the a photodetectors. The amount of information
obtained is therefore

/ = log2 - bits, (1.164)

where y < a. Again, any reading could be due to thermal fluctuation. Since
there are y detectors absorbing the scattered light and the observations are
made on all the a photodetectors, the overall amount of entropy increase in
the y photodetectors is

AS^ -y/cln[l -i1/a]. (1.165)

For a » 1, the preceding equation can be approximated by

AS^yfc(lna + 0.367), (1.166)

which increases with respect to y and a. Thus

AS - J /cln2 ^ fc[lny + (}> - l)lna + 0.367y] > 0. (1.167)

It is interesting to note that, if it takes only one of the a photodetectors to
provide a positive reading (y = 1), then Eq. (1.167) is essentially identical to
Eq. (1.163). However, if y » 1, then the amount of information obtained from
the simultaneous observations of Eq. (1.164) is somewhat less than that
obtained from the sequential observations of Eq. (1.160), for q » 1, and the
amount of entropy increase for the simultaneous observations is also greater.

Since it is assumed that only one particle is wandering in the spatial domain
A, for y = 1, Eq. (1.167) yields the smallest trade-off of entropy and information.
At the same time, for a large number of photodetectors (a » 1), Eq. (1.166) is
the asymptotic approximation used in high-accuracy observation (hv » kT).
Remember that any other arrangement of the photodetectors may result in
higher entropy. For example, if all the photodetectors are arranged to receive
light directly, rather than from scattered light, it can be seen that a much higher
cost of entropy will be paid.

We now turn our attention to high-accuracy observation. Note that, if AA
becomes very small, then higher-frequency illumination (a shorter wavelength)
is necessary for the observation. As illustrated in Fig. 1.16, this observation
cannot be efficient unless the wavelength of the light source is shorter than

1.64dsin0, (1.168)
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where d is the diameter of A/1, and 8 is the subtended half-angle of lens
aperture. By referring to the well-known resolving power of the microscope, we
have

where 2 sin $ is the numerical aperture. The frequency required for the observa-
tion must satisfy the inequality

ai70)

where c is the speed of light.
By using the lower bound of the preceding equation, the characteristic

diameter (or distance) of the detector can be defined. We assume the detector
maintains at a constant temperature T:

kt \.64kTdsin9 \.64dsm9'

Then the characteristic diameter d can be shown as

Thus for high-frequency observation, (hv » kT), we see that the resolving
distance d is smaller than the characteristic distance d0; that is,

d«d0. (1.173)

However, for low-frequency observation, (hv « kT), we have

d»d0. (1.174)

We stress that d0 possesses no physical significance except that, at a given
temperature T, for which d0 provides a distance boundary for low- and high-
frequency observations.

Let us recall the high-frequency observation for which we have

/iv > E0 = -kTln [3 - (i)1/*], (1.175)

where E0 is the threshold energy level for the photodetector.
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For y. » 1 the preceding equation can be written as

hv >kT(\noi + 0.367). (1.176)

Since the absorption of one quantum of light is adequate for a positive response,
the corresponding entropy increase is

AS - — > fc(ln a + 0.367). (1.177)

The amount of information obtained would be

7 - log 2 ab i t s . (1.178)

Thus we see that

A S - / f c l n 2 > 0 . 3 6 7 f c > 0 . (1.179)

Except for the equality, this AS is identical to that of the low-frequency
observation of Eq. (1.162). However, the entropy increase is much higher, since
v is very high. Although fine observation can be obtained by using higher
frequency, there is a price to be paid; namely, higher cost of entropy.

We now come to the reliable observation. One must distinguish the basic
difference between accuracy and reliability in observations. A reliable observa-
tion is dependent on the chosen decision threshold level E0; that is, the higher
the threshold level, the higher the reliability. However, accuracy in observation
is inversely related to the spread of the detected signal; the narrower the spread,
the higher the accuracy. These two issues are illustrated in Fig. 1.17. It is
evident that the higher threshold energy level E0 chosen would have higher the
reliability. However, higher reliability also produces higher probability of
misses. On the other hand, if E0 is set at a lower level, a less reliable observation
is expected. In other words, high probability of error (false alarms) may
produce, for example, due thermal noise fluctuation.

1.7.1. UNCERTAINTY OBSERVATION

All physical systems are ultimately restricted by some limitations. When
quantum conditions are in use, all limitations are essentially imposed by the
basic Heisenberg uncertainty principle:

A E A f ^ / T , (1.180)
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HIGH ACCURACY
HIGH RELIABILITY

HIGH ACCURACY
LOW RELIABILITY

LOW ACCURACY

HIGH RELIABILITY

LOW ACCURACY

LOW RELIABILITY

Fig. 1.17. Examples of accuracy and reliability of observation.

where A£ denotes the energy perturbation and At is the time-interval observa-
tion.

By reference to the preceding observation made by radiation, one can
compare the required energy AE with the mean-square thermal fluctuation of
the photodetector ykT, where y is the number of degrees of freedom, which is
essentially the number of low-frequency vibrations (hv«kT). Thus, if
AE < ykT, we have

h
Af »—.

ykT
(1.181)

From this inequality we see that a larger time resolution At is required for
low-frequency observation. Since A£ is small, the perturbation within At is
very small and can by comparison be ignored.
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However, if the radiation frequency v becomes higher, such as
AE = hv > ykT, then we have

A ^ . (1.182)

We see that, as the radiant energy required for the observation increases, the
more accurate time resolution can be made. But the perturbation of the
observation is also higher. Thus, the time resolution A? obtained by the
observation may not even be correct, since AE is large.

In the classical theory of light, observation has been assumed nonperturb-
able. This assumption is generally true for many particles problems, for which
a large number of quanta is used in observation. In other words, accuracy of
observations is not expected to be too high in classical theory of light, since its
imposed condition is limited far away from the uncertainty principle; that is

AEAt »h,

or equivalently,

Ap Ax » h.

However, as quantum conditions occur, a nonperturbing system simply does
not exist. When a higher-quantum hv is used, a certain perturbation within the
system is bound to occur; hence, high-accuracy observation is limited by the
uncertainty principle.

Let us look at the problem of observing extremely small distance Ax
between two particles. One must use a light source having a wavelength / that
satisfies the condition

/ < 2 A x (1.183)

Since Ax is assumed to be extremely small, a high-frequency light source is
required for the observation, which corresponds to a higher momentum:

(1-184)

In turn, this high-frequency source of radiation corresponds to a higher-
quantum hv, in which it interacts with the observed specimen (as well as with
the observing equipment), which causes the changes of momentum from — p
to p. Thus, we have

h
Ap = 2p» — . (1.185)

Ax



54 1. Entropy Information and Optics

The radiant energy provided can be written as

^-7-. (1.186)
A. 2Ax'

for which we have

he
(1.187)

Theoretically speaking, there is no lower limit to Ax, as long as AE is able to
increase. However, in reality, as AE increases, the perturbation of the observa-
tion cannot be ignored. Therefore in practice, when AE reaches a certain
quantity, the precise observation of Ax is obstructed and the observation of
smaller and smaller particles presents ever-increasing difficulty.

Finally, let us emphasize that Heisenberg's principle of uncertainty observa-
tion is restricted to the ensemble point of view; that is, for a special observation,
the uncertainty may be violated. However, we have never been able to predict
when this observation will occur. Therefore, a meaningful answer to the
Heisenberg uncertainty principle, is only true under the statistical ensemble.

1.8. QUANTUM MECHANICAL CHANNEL

In the preceding sections we have presented an information channel from a
many particles point of view. Intuitively, the formulation of the channel as we
assumed is quite correct. However, when we deal with a communication
channel in quantum mechanical regime, the results we have evaluated may lead
to erroneous consequences. For instance, the capacity of a continuous additive
Gaussian channel is given by

C = Avlog2 1 1 -I — I bits/sec,

in which we see that, if the average noise power N approaches zero, the channel
capacity approaches infinity. This is obviously contradictory to the basic
physical constraints. Therefore, as the information transmission moves to
high-frequency regime, where the quantum effect takes place, the communica-
tion channel naturally leads to a discrete model. This is where the quantum
theory of radiation replaces the classical wave theory.

We consider a quantum mechanical channel, for which the information
source represents an optical signal (e.g., temporal signal). The signal
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propagated through the quantum mechanical channel is assumed perturbed by
an additive thermal noise. For simplicity, we assume that the signal is one
dimensional (i.e., the photon fluctuation is restricted to only one polarized
state), in which the propagation occurs in the same direction as the wave
vectors. Note that the corresponding occupation number of the quantum levels
can be fully described. Obviously, these occupation quantum levels correspond
to the microsignal structure of the information source. We can therefore assume
that these occupation numbers can be uniquely determined for those represen-
ting an input signal ensemble. We further assume that an ideal receiver (an
ideal photon counter) is used at the output end of the channel; that is. the
receiver is capable of detecting the photon signal. We stress that the interaction
of the photon signal and the detector are assumed statistical; that is, a certain
amount of information loss is expected at the output end of the receiver. The
idealized model of the receiver we have proposed mainly simplifies the method
by which the quantum effect on the channel can be calculated. Let us now
assume that the input photon signal can be quantized as represented by a set
of microstate signals {a,-}, and each a( is capable of channeling to the state of
bj, where the set {bj}, j — 1 = 2 , . . . , n, represents the macroscopic states of the
channel. Note that each macroscopic state bj is an ensemble of various
microscopic states within the channel. Thus by denoting P(bjla{] corresponding
transitional probability, for each applied signal a, the corresponding condi-
tional entropy H(B/a^ can be written as

H(B/at) = - £ P(bj/
./=!

Thus, the entropy equivocation of the channel is

n

H(B/A) = £ P(ai)H(B/ai). (1.188)

Since the (output) entropy can be written as

H(B)= I P(b,)logP(bj). (1.189)
,/=!

The mutual information provided by the quantum mechanical channel can be
determined by

I(A; B) = H(B] - H(B/A), (1.190)
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which corresponds to physical entropy of

AS = /(y4; B)kln2. (1.191)

This result can be interpreted as follows: the microstate of the channel acts as
the transmission of information through the channel. It is noted that I(A; B) is
derived under a strictly stationary ergodic assumption. In practice, however,
the output signal should be time limited, and the channel should have some
memory. In view of the second law of thermodynamics, the physical entropy
of the channel should be higher than that of the actual information transfer:

AS > I(A; B)kln2. (1.1.92)

1.8.1. CAPACITY OF A PHOTON CHANNEL

Let us denote the mean quantum number of the photon signal by m(v), and
the mean quantum number of a noise by n(v). We have assumed an additive
channel; thus, the signal plus noise is

Since the phonton density (i.e., the mean number of photons per unit time
per frequency) is the mean quantum number, the signal energy density per unit
time can be written as

Es(v) — m(v)/n>,

where h is Planck's constant. Similarly, the noise energy density per unit time is

EN(v) = h(v)hv.

Due to the fact that the mean quantum noise (blackbody radiation at
temperature T) follows Planck's distribution (also known as the Bose-Einstein
distribution),

TTexp(/iv//cT) —
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the noise energy per unit time (noise power) can be calculated by

N = E,(vXlv = - r - r * = , (1.194)

where £ is an arbitrarily small positive constant.
Thus, the minimum required entropy for the signal radiation is

r dr T (1.195)

where E(T) is signal energy density per unit time as a function of temperature
T, and T is the temperature of the blackbody radiation. Thus, in the presence
of a signal the output radiation energy per unit time (the power) can be written

F - S + N,

where S and N are the signal and the noise power, respectively. Since the signal
is assumed to be deterministic (i.e., the microstate signal), the signal entropy
can be considered zero. Remember that the validity of this assumption is
mainly based on the independent statistical nature between the signal and the
noise, for which the photon statistics follow Bose-Einstein distribution. How-
ever, the Bose-Einstein distribution cannot be used for the case of fermions,
because, owing to the Pauli exclusion principle, the microstates of the noise are
restricted by the occupational states of the signal, or vice versa. In other words,
in the case of fermions, the signal and the noise can never be assumed to be
statistically independent. For the case of Bose-Einstein statistics, we see that
the amount of entropy transfer by radiation remains unchanged:

Since the mutual information is I(A; B) = H(B) — H(B/A), we see that
I (A; B) reaches its maximum when H(B) is maximum. Thus, for maximum
information transfer, the photon signal should be chosen randomly. But the
maximum value of entropy H(B) occurs when the ensemble of the microstates
of the total radiation (the ensemble B) corresponds to Gibbs's distribution,
which reaches to the thermal equilibrium. Thus, the corresponding mean
occupational quantum number of the total radiation also follows Bose-Einstein



58 1. Entropy Information and Optics

distribution at a given temperature Te ^ T:

/-in

7(v)) = (1.197)

where Te is defined as the effective temperature.
Since the output entropy can be determined by

Icln2 (U98)
the quantum mechanical channel capacity can be evaluated as given by

(nkT')2
v

(...99,

In view of the total output power

the effective temperature Te can be written as

6hS '
(nk)

Thus, the capacity of a photon channel can be shown to be

0.200,

(1.201

(1.201)

We would further note that high signal-to-noise ratio corresponds to high-
frequency transmission (hv » kT), for which we have

6hS
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Fig. 1.18. Photon channel capacity as a function of signal powers, for various values of thermal
noise temperature T. Dashed lines represent the classical asymptotes of Eq. (1.203).

Then the photon channel capacity is limited by the quantum statistic; that is,

1/2
c ~!L(»Y^quant ' 'In 2 \3hJ '

(1.203)

However, if the signal-to-noise ratio is low (hv « kT), the photon channel
capacity reduces to the classical limit:

V--rla, (1.204)

Figure 1.18 shows a plot of the photon channel capacity as a function of signal
energy. We see that at the low signal-to-noise ratio (hv « kT) regime, the
channel capacity approaches this classical limit. However, for high signal-to-
noise ratio (hv » kT), the channel capacity approaches the quantum limit of Eq
(1.203), which offers a much higher transmission rate.
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EXERCISES

1.1 A picture is indeed worth more than a thousand words. For simplicity, we
assume that an old-fashioned monochrome Internet screen has a 500 x 600
pixel-array and each pixel element is capable of providing eight distinguish-
able brightness levels. If we assume the selection of each information
pixel-element is equiprobable, then calculate the amount of information that
can be provided by the Internet screen. On the other hand, a broadcaster has
a pool of 10,000 words; if he randomly picked 1000 words from this pool,
calculate the amount of information provided by these words.

1.2 Given an n-array symmetric channel, its transition probability matrix is
written by

[P]

l - p
P

n- 1

P
n- 1

P P
n — 1 n — 1

1 n P
1 P n-1

P P
n - 1 H - 1

>1- 1

n~^T

l-p



Exercises

1.3

1.4

1.5

1.6

(a) Evaluate the channel capacity.
(b) Repeat part (a) for a binary channel.
Show that an information source will provide the maximum amount of
information, if and only if the probability distribution of the ensemble
information is equiprobable.
Let an input ensemble to a discrete memoryless channel be
A = {a1,a2,a3} with the probability of occurrence p(al) = |, p(a2) = {%
p(a3) = i, and let B = {bl,b2,b3} be a set of the output ensemble. If the
transition matrix of the channel is given by

a. Calculate the output entropy H(B).
b. Compute the conditional entropy H(A/B).
Let us consider a memoryless channel with input ensemble A — alf

a2,...,ar and output ensemble B = b1, b2,...,bs, and channel matrix
[p(6j/a,.)]. A random decision rule may be formalized by assuming that
if the channel output is bj for every i = 1, 2, . . . , s, the decoder will select
a- with probability q(ai/bj), for every i = 1, 2, . . . , r. Show that for a given
input distribution there is no random decision rule that will provide a
lower probability of error than the ideal observer.
The product of two discrete memoryless channels Ct and C2 is a channel
the inputs of which are ordered pairs (a,, a}) and the outputs of which are
ordered pairs (bk,h'i) where the first coordinates belong to the alphabet
of Cj and the second coordinates to the alphabet of C2. If the transition
probability of the product channel is

P(b lait a-) =

determine the capacity of the product channel.
1.7 Develop a maximum likelihood decision and determine the probability of

errors for a discrete memoryless channel, as given by,

P =

where this input ensembles are

p(f l 2 )=i ,
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1 .8 A memory less continuous channel is perturbed by an additive Gaussian noise
with zero mean and variance equal to N. The output entropy and the noise
entropy can be written as

H(B)

H(B/A)

where b = a + c (i.e., signal plus noises), and of = a^ + a? = S + N.
Calculate the capacity of the channel.

1.9 The input to an ideal low-pass filter is a narrow rectangular pulse signal
as given by

f i i i Av

1> M <^T*
H(v) = < 2 _

JO, otherwise

a. Determine the output response g(t).
b. Sketch g(t) when At Av < 1, A t A v = 1 and ArAv > 1.
c. If

show how this linear phase low-pass filter affects the answers in part (b).
1.10 Consider an mxn array spatial channel in which we spatially encode a

set of coded images. What would be the spatial channel capacity?
1.11 A complex Gaussian pulse is given by

u(t) = Kexp(-/lr2),

where M is a constant and

A = a + ib.

Determine and sketch the ambiguity function, and discuss the result as it
applies to radar detection.

1.12 Given a chirp signal, as given by

u(t) =

calculate and sketch the corresponding Wigner distribution.
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1.13 A sound spectrograph can display speech signals in the form of a
frequency versus time plot which bears the name of logon (spectrogram).
The analyzer is equipped with a narrow band Av = 45 Hz and a wide
band Av = 300 Hz.
a. Show that it is impossible to resolve the frequency and time informa-
tion simultaneously by using only one of these filters.
b. For a high-pitched voice that varies from 300-400 Hz, show that it is
not possible to resolve the time resolution, although it is possible to
resolve the fine-frequency content.
c. On the other hand, for a low-pitched voice that varies from 20-45 Hz,
show that it is possible to resolve the time resolution but not the
fine-frequency resolution.

1.14 We equip the Szillard's demon with a beam of light to illuminate the
chamber, in which it has only one molecule wandering in the chamber, as
shown in Fig. 1.19. Calculate
a. the net entropy change per cycle of operation,
b. the amount of information required by the demon,
c. the amount of entropy change of the demon, and
d. show that with the intervention of the demon, the system is still

operating within the limit of the second law of thermodynamics.
1.15 A rectangular photosensitive paper may be divided into an M x N array

of information cells. Each cell is capable of resolving K distinct gray
levels. By a certain recording (i.e., encoding) process, we reduce the M x N
to a. P x Q array of cells with P < M and Q < N
a. What is the amount of entropy decrease in reducing the number of

cells?
b. Let an image be recorded on this photosensitive paper. The amount of

information provided by the image is l{ bits, which is assumed to be
smaller than the information capacity of the paper. If /,- (i.e., /. < //)

P

1 .m V
; : ;,

0
sx>

C

A
Fig. 1.19. Szilard's machine by the intervention of the demon. D, photodetector; L, light beams;
C, transparent cylinder; P, piston; m. molecule.
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bits of the recorded information are considered to be in error, deter-
mine the entropy required for restoring the image.

1.16 For low-frequency observation, if the quantum stage g = m is selected as
the decision threshold, we will have an error probability of 50% per
observation. If we choose g = 5m calculate the probability of error per
observation.

1.17. In high-frequency observation, show that the cost of entropy per obser-
vation is greater. What is the minimum amount of entropy required per
observation? Compare this result with the low-frequency case and show
that the high-frequency case is more reliable.

1.18. For the problem of many simultaneous observations, if we assume that
an observation gives a positive (correct) result (i.e., any one of the a
photodetectors give rise to an energy level above £0 = ghv) and a 25%
chance of observation error is imposed, then calculate
a. the threshold energy level E0 as a function of a and
b. the corresponding amount of entropy increase in the photodetectors.

1.19 In low-frequency simultaneous observations, if we obtain y simultaneous
correct observations out of a photodetectors (y < a), determine the
minimum cost of entropy required. Show that for the high-frequency case,
the minimum entropy required is even greater.

1.20 Given an imaging device; for example, a telescope, if the field of view at
a distant corner is denoted by A and the resolution of this imaging system
is limited to a small area A^4 over A, calculate the accuracy of this
imaging system and the amount of information provided by the observa-
tion.

1.21 With reference to the preceding problem,
a. Show that a high-accuracy observation requires a light source with a
shorter wavelength, and the reliability of this observation is inversely
proportional to the wavelength employed.
b. Determine the observation efficiency for higher-frequency observation.

1.22 The goal of a certain experiment is to measure the distance between two
reflecting walls. Assume that a plane monochromatic wave is to be
reflected back and forth between the two walls. The number of interfer-
ence fringes is determined to be 10 and the wavelength of the light
employed is 600nm. Calculate
a. the separation between the walls,
b. the amount of entropy increase in the photodetector (T= 300°K),
c. the amount of information required,
d. the corresponding energy threshold level of the photodetector if a
reliability 3% — 4 is required, where ?Jt = 1/probability of error, and
e. the efficiency of this observation.

1.23 Repeat the preceding problem for the higher-frequency observation.
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1.24 With reference to the problem of observation under a microscope, if a
square (sides = r0) instead of a circular wavelength is used, calculate the
minimum amount of entropy increase in order to overcome the thermal
background fluctuations. Show that the cost of entropy under a micro-
scope observation is even greater than kl In 2.

1.25 Show that the spatial information capacity of an optical channel under
coherent illumination is generally higher than under incoherent illumina-
tion,

1.26 Let us consider a band-limited periodic signal of bandwidth Avm, where
vm is the maximum frequency content of the signal. If the signal is passed
through an ideal low-pass filter of bandwidth Avf where the cutoff
frequency vf is lower than that of vm, estimate the minimum cost of
entropy required to restore the signal.

1.27 Refer to the photon channel previously evaluated. What would be the
minimum amount of energy required to transmit a bit of information
through the channel?

1.28 High and low signal-to-noise ratio is directly related to the frequency
transmission through the channel. By referring to the photon channels
that we have obtained, under what condition would the classical limit and
quantum statistic meet? For a low transmission rate, what would be the
minimum energy required to transmit a bit of information?

1.29 It is well known that under certain conditions a band-limited photon
channel capacity can be written as

hv
logC % Av

The capacity of the channel increases as the mean occupation number
in — S/hv increases. Remember, however, that this is valid only under the
condition Av/v « 1, for a narrow-band channel. It is incorrect to assume
that the capacity becomes infinitely large as v -» 0. Strictly speaking, the
capacity will never exceed the quantum limit as given in Eq. (1.202). Show
that the narrow-band photon channel is in fact the Shannon's continuous
channel under high signal-to-noise ratio transmission.
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Chapter 2 Signal Processing with Optics

Francis T. S. Yu
PENNSYLVANIA STATE UNIVERSITY

Optical processing can perform a myriad of processing operations. This is
primarily due to its complex amplitude processing capability. Optical signal
processors can perform one- or two-dimensional spatial functions using single
linear operators, such as conventional linear systems. However, all those
inherent processing merits of optical processing cannot happen without the
support of good coherence property of light. For this reason, we shall begin
our discussion with the fundamental coherence theory of light.

2.1. COHERENCE THEORY OF LIGHT

When radiation from two sources maintains a fixed-phase relation between
them, they are said to be mutually coherent. Therefore, an extended source is
coherent if all points of the source have fixed-phase differences among them.
We first must understand the basic theory of coherent light.

In the classic theory of electromagnetic radiation, it is usually assumed that
the electric and magnetic fields are always measurable quantities at any
position. In this situation there is no need for the coherence theory to interpret
the property of light. There are scenarios, however, in which this assumption
cannot be made; for these it is essential to apply coherence theory. For
example, if we want to determine the diffraction pattern caused by radiation
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ui(t)

Fig. 2.1. A wavefront propagates in space.

from several sources, we cannot obtain an exact result unless the degrees of
coherence among the separate sources are taken into account. In such a
situation, it is desirable to obtain a statistical ensemble average for the most
likely result; for example, from any combination of sources. It is therefore more
useful to provide a statistical description than to follow the dynamic behavior
of a wave field in detail.

Let us assume an electromagnetic wave field propagating in space, as
depicted in Fig. 2.1, where u^t) and u2(t) denote the instantaneous wave
disturbances at positions 1 and 2, respectively. The mutual coherence function
(i.e., cross-correlation function) between these two disturbances can be written as

r)u*2(t) dt, (2.1)

where the superasterisk denotes the complex conjugate, the < > represents the
time ensemble average, and T is a time delay.

The complex degree of coherence between u^t) and u2(x) can be defined as

(2.2)

where ru(t) and r22(r) are the self-coherence functions of u^t) and M2(f),
respectively.
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Needless to say, the degree of coherent is bounded by 0 ^ |r12(t)| < 1, in
which |r12| = 1 represents strictly coherent, and |r12| = 0 represents strictly
noncoherent. We note that, in high-frequency regime, it is not easy or
impossible to directly evaluate the degree of coherence. However, there exists
a practical fringe visibility relationship for which the degree of coherence \rl2\
can be directly measured, by referring to the Young's experiment in Fig. 2.2, in
which £ represents a monochromatic extended source. A diffraction screen is
located at a distance f10 from the source, with two small pinholes in this screen,
Q, and Q2, separated at a distance d. On the observing screen located r20 away
from the diffracting screen, we observe an interference pattern in which the
maximum and minimum intensities /max and /min of the fringes are measured.
The Michelson visibility can then be defined as

I/ A max min

max ' min

(2.3)

We shall now show that under the equal intensity condition (i.e., / j = J2)» the
visibility measure is equal to the degree of coherence. The electromagnetic
wave disturbances u^t) and u2(t] at Q1 and Q2 can be determined by the wave
equation, such as

where c is the velocity of light. The disturbance at point P, on the observing
screen, can be written as

=cut

Fig. 2.2. Young's experiment.
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where c\ and c2 are the appropriate complex constants. The corresponding
irradiance at P is written by

— i _ i _ r _i_ o RA / /> i/ I* * I /**..* I t
— l\ + ]2 + 2KC \ C1M1 1 * 7 I C 2"2 ( f —

where / j and /2 are proportional to the squares of the magnitudes of M 5 ( r ) and
u2(t). By letting

ri r2 j? ! = — - , r, = — and t = f-, — t?,c c

the preceding equation can be written as

IP = li +J2 + 2c,c! Re<Ml(f + rM(r)>.

In view of the mutual coherence and self-coherence function, we show that

/p = /!-f 72 + 2(/1/2)1/2Re[yl2(T)].

Thus, we see that for / = / j = /2, the preceding equation reduces to

in which we see that

K = |y12(r)|, (2.4)

the visibility measure is equal to the degree of coherence.
Let us now proceed with the Young's experiment further, by letting d

increase. We see that the visibility drops rapidly to zero, then reappears, and
so on, as shown in Fig. 2.3. There is also a variation in fringe frequency as d
varies. In other words, as d increases the spatial frequency of the fringes also
increases. Since the visibility is equal to the degree of coherence, it is, in fact,
the degree of spatial coherence between points Qv and Q2- If we let the source
size £ deduce to very small, as illustrated in Fig. 2.3, we see that the degree of
(spatial) coherence becomes unity (100%), over the diffraction screen. In this
point of view, we see that the degree of spatial coherence is, in fact, governed
by the source size.

As we investigate further, when the observation point P moves away from
the center of the observing screen, visibility decreases as the path difference
Ar = r2 — r, increases, until it eventually becomes zero. The effect also depends
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1 2 3 4

Separation d

Fig. 2.3. Vibility as a function of separation.

on how nearly monochromatic the source is. The visibility as affected by the
path difference can be written as

Ar
c

Au '
(2.5)

where c is the velocity of light and Ay is the spectral bandwidth of the source.
The preceding equation is also used to define the coherence length (or temporal
coherence) of the source, which is the distance at which the light beam is
longitudinally coherent.

In view of the preceding discussion, one sees that spatial coherence is
primarily governed by the source size and temporal coherence is governed by
the spectral bandwidth of the source. In other words, a monochromatic point
source is a strictly coherent source, while a monochromatic source is a temporal
coherent source and a point source is a spatial coherence source. Nevertheless,
it is not necessary to have a completely coherent light to produce an
interference pattern. Under certain conditions, an interference pattern may be
produced from an incoherent source. This effect is called partial coherence. It
is worthwhile to point out that the degree of temporal coherence from a source
can be obtained by using the Michelson interferometer, as shown in Fig. 2.4. In
short, by varying one of the minors, an interference fringe pattern can be
viewed at the observation plane. The path difference, after the light beam is
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Fig, 2.4. The Michelson interferometer. BS; beam splitter; M, mirrors; P, observation screen.

split, is given by

Ar = Ate
Aii'

where the temporal coherent length of the source is

1
t ~ Ay '

In fact, the coherent length of the source can also be shown as

A2

Ar
A A '

(2.6)

(2.7)

(2.8)

where X is the center wavelength, and AA is the spectral bandwidth of the light
source.

2.2. PROCESSING UNDER COHERENT AND
INCOHERENT ILLUMINATION

Let a hypothetical optical processing system be shown in Fig. 2.5. Assume
that the light emitted by the source Z is monochromatic, and let u(x, y) be the
complex light distribution at the input signal plane due to an incremental
source dZ. If the complex amplitude transmittance of the input plane is /(x, >J),
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" lx" i s
Light source input plane Output plane

Fig. 2.5. A hypothetical optical processing system.

the complex light field immediately behind the signal plane would be
u(x, y)f(x, y). We assume the optical system (i.e., block box) is linearly spatially
invariant with a spatial impulse response of h(x, y); the output complex light
field, due to dZ, can be calculated by

which can be written as

where the asterisk represents the convolution operation and the superasterisk
denotes the complex conjugation. The overall output intensity distribution is
therefore

which can be written in the following convolution integral:

/(«, ft = T(x, y- x', y')h(a -x,0- y)h*(a -x1,?- y')
* / • /« /« /

• f(x, y)f*(x', y'} dx dy dx' dy'
(2.9)

where

x, y: x', y')= | u(x, y)u*(x'y')
li



74 2. Signal Processing with Optics

is the spatial coherence function, also known as mutual intensity function, at the
input plane (x, >').

By choosing two arbitrary points <2t and Q2 at the input plane, and if rl

and r2 are the respective distances from Q^ and Q2 to dZ, the complex light
disturbances at Ql and Q2 due to dZ can be written as

u, (x, y) =
r\

and

, , , C/OUXT1'2 ,., ,M2(x , v ) = exp(//cr2)
r\

where I(£, n,) is the intensity distribution of the light source. By substituting
preceding equations in Eq. (2.9), we have

TV / / \ i I - v i s J ' I / r - / / \ T J V ^ /^ < r»\1 (x, v ; x v ) = expl i k ( r , — r 2 ) \ d^L. (2.10)
I Y Y
/ I ; 1 ' 2

In the paraxial case, r j — r2 may be approximated by

where r is the separation between the source plane and the signal plane. Then
Eq. (2.10) can be reduced to

1 ff f k 1
F(x, y; x' /) = -5 /(& i/) exp ̂  i - K(x - x') + ifiy - y')~] \ d^ dn (2.11)

r JJs ( l )

which is known as the Van Cittert-Zernike theorem. Notice that Eq. (2.11)
forms an inverse Fourier transformation of the source intensity distribution.

One of the two extreme cases is by letting the light source become infinitely
large; for example, /(£, fj) « K; then Eq. (2.11) becomes

T(x, y; x'y') = K16(x - x', y - /), (2. i 2)

which describes a completely incoherent illumination, where Kj is an appropri-
ate constant.

On the other hand, if the light source is vanishingly small; i.e., /(£, rj) %
K, (5(c, rj), Eq. (2.11) becomes

r(x,y;*y) = K2, (2.13)
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which describes a completely coherent illumination, where K2 is a propor-
tionality constant. In other words, a monochromatic point source describes a
strictly coherent processing regime, while an extended source describes a
strictly incoherent system. Furthermore, an extended monochromatic source is
also known as a spatially incoherent source.

By referring to the completely incoherent illumination, we have

r(.v, .y; x'y') = Kj(S(.x'

and the intensity distribution at the output plane can be shown as

/(a, ft = IT |/!(a - x, /? - y)!2 /(.x, >')|2 dxdy, (2,14)

in which we see that the output intensity distribution is the convolution of the
input signal intensity with respect to the intensity impulse response. In other
words, for the completely incoherent illumination, the optical signal processing
system is linear in intensity, that is,

(2.15)

where the asterisk denotes the convolution operation. On the other hand, for
the completely coherent illumination; i.e., F(x. y;x'y') = K2, the output inten-
sity distribution can be shown as

/(a, 0) = 0(a, /%*(a, P) = \\ h(a - x, fi - y)/(x, y) dxdy
JJ (2.1.6)

h*(a - x', fi - y')f*(x', y') dxdy'

when

0(a, P)=\\ h(a - x, p - >-)/(x, y) dxdy, (2.17)

for which we can see that the optical signal processing system is linear in
complex amplitude. In other words, a coherent optical processor is capable of
processing the information in complex amplitudes.
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2.3, FRESNEL-KIRCHHOFF AND FOURIER TRANSFORMATION

2.3.1, FREE SPACE IMPULSE RESPONSE

To understand the basic concept of optical Fourier transformation, we begin
our discussion with the development of the Fresnel-Kirchhoff integral. Let us
start from the Huygens principle, in which the complex amplitude observed at
the point p' of a coordinate system <r(a, /?), due to a monochromatic light field
located in another coordinate system p(x, y), as shown in Fig. 2.6, can be
calculated by assuming that each point of light source is an infinitesimal
spherical radiator. Thus, the complex light amplitude /i((a, ^; k) contributed by
a point p in the (x, y) coordinate system can be considered to be that from an
unpolarized monochromatic point source, such as

,= — — exp[z(lcr
/r

(2.J8)

where /I, k, and to are the wavelengths, wave number, and angular frequency of
the point source, respectively, and r is the distance between the point source
and the point observation.

direction of wave propagation

f(x,y)

Fig. 2.6. Fresnel-Kirchhoff theory.
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If the separation / of the two coordinate systems is assumed to be large
compared to the regions of interest in the (x, y) and fa, /?) coordinate systems,
r can be approximated by

. _ , ,
t — I ~r

«- *
21

OS-jO3

21
(2.19)

which is known as paraxial approximation. By substituting into Eq. (2.18) we
have

h{(a — p\ k) — —— exp < ik 1 +
(a

21
(P-y?

21
(2.20)

which is known as the spatial impulse response, where the time-dependent
exponent has been dropped for convenience. Thus, we see that the complex
light field produced at the (a, ft} coordinate system by the monochromatic
wavefield f ( x , y) can be written as

(2.21)y(a, /?) = I I f(x, y)ht(a — p;k) dx dy,
) ( x , y )

which is the well-known Kirchhoff's integral. In view of the preceding equation,
we see that the Kirchhoff's integral is, in fact, representing a convolution
integral which can be written as

g(ct, P) = f ( x , y ) * h l ( x , y ) ,

where the asterisk denotes the convolution operation,

fV , -« -i

/j,(x, y) — C exp

(2.22)

(2.23)

and C is a complex constant. Consequently, Eq. (2.22) can be represented by
a block box diagram, as shown in Fig. 2.7. In other words, the complex wave
field distributed over the (a,/?) coordinate plane can be evaluated by the
convolution integral of Eq. (2.21).

2.3.2. FOURIER TRANSFORMATION BY LENSES

It is well known that a two-dimensional Fourier transformation can be
obtained with a positive lens. Fourier transform operations usually require
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A* y) g(<*, ffi

Fig. 2.7. Linear system representation.

complicated electronic spectrum analyzers or digital computers. However, this
complicated transform can be performed extremely simply with a coherent
optical system.

To perform Fourier transformation in optics, a positive lens must be
inserted in a monochromatic wave field (Fig. 2.8). The action of the lens can
convert a spherical wave front into a plane wave. Therefore, the lens must
induce a phase transformation, such as

T(x, y) = C exp (2.24)

where C is an arbitrary complex constant, and / is the focal length of the lens.
Let us now show the Fourier transformation by a lens, as illustrated in Fig.

2.8, in which a monochromatic wave field at input plane (£, rf) is denoted by

T

Fig. 2.8. Fourier transformation by a lens.
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/(c, >/). By applying the Kirchhoff integral, the complex light distribution at
(a, /I) can be written as

where C is a proportionality complex constant, ht(c, rj) and ^-(x, v) are the
corresponding spatial impulse responses, and T(x, y) is the phase transform of
the lens.

By a straightforward but tedious evaluation, we can show that

</(«, j8) = C, exp

£,*/) exp - / - (a£ + /^)

which is essentially the Fourier transform of /(^, /;) associated with a quadratic
phase factor, where ju = ///. If the signal plane is placed at the front focal plane
of the lens; that is, / = /, the quadratic phase factor vanishes, which leaves an
exact Fourier transformation.

G(p, q) = C1\\ /(& r,) exp[ - Hp£ + ̂ )] d£ </»/, (2.26)

where p = kz/f and q = kfi/f are the angular spatial frequency coordinates.

2.4. FOURIER TRANSFORM PROCESSING

There are two types of Fourier transform processors that are frequently used
in practice: the Fourier domain (filter) processor (FDP), and the joint trans-
form (spatial domain filter) processor (JTP), as shown in Figs. 2.9 and 2.10,
respectively. The major distinction between them is that FDP uses a Fourier
domain filter while JTP uses a spatial domain filter.

2.4.1. FOURIER DOMAIN FILTER

A Fourier domain spatial filter can be described by a complex amplitude
transmittance function, as given by

H{pt q) = \H(p, q)\ exppflp, q)l (2.27)
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Fig. 2.9. Fourier domain processor (FDP). H(p, q), Fourier domain filter.

In practice, optical spatial filters are generally passive types, for which the
physically realizable conditions are imposed by

and

0

\H(p, q)\ < 1

< (t)(p, q) < 2n.

(2,28)

(2.29)

We note that such a transmittance function can be represented by a set of
points within or on a unit circle in the complex plane, as shown in Fig. 2.11.
The amplitude transmission of the filter changes with the transmission density.

Vh
Spatial domain—^>
filter h(-x,-y) ^

Input
Spatial
Domain
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Fourier
Domain

x
x^

\
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N
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^ 1 1
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xk.

\J ^

[
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X
\

Fourier Output
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1st STEP
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Fig. 2.10. Joint transform processor (JTP). h(x, y), Spatial domain filter.
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\m[H(P,

Fig. 2.11. Complex amplitude transmittance.

and the phase delay varies with the thickness of the spatial filter. Thus, a
complex spatial filter in principle can be constructed by combining an
amplitude filter and a phase-delay filter. However, in most cases, this would be
very difficult to realize in practice.

Let us now discuss the technique developed by Vander Lugt for construct-
ing a complex spatial filter using a holographic technique, as shown in Fig.
2.12. The complex light field over the spatial-frequency plane is

E(p, q) - F(p, q) + exp(-/a0p),

where oc0 = / sin 6, f, the focal length of the transform lens, and

F(p, q) = \F(p, q)\ exp[z0(p, <?)].

/(*, y) F(p,

Fig. 2.12. Holographic construction of a Fourier domain matched filter, /(x, y), input object
transparency; R, reference plane wave; PH, photographic recording medium.
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The corresponding intensity distribution over the recording medium is

I(p, q) - 1 + |F(p, q)\2 + 2|F(p, q)\ cos[«0p + </;(/;, $)]. (130)

We assume that if the amplitude transmittance of the recording is linear, the
corresponding amplitude transmittance function of the spatial filter is given by

H(p, q) = K{1 + |F(p, q)\2 + 2|F(p, q)\ cos[«0p + </>(/>, <?)]}, (2.31)

which is, in fact, a real positive function.
Remember also that, in principle, a complex Fourier domain filter can be

synthesized with a spatial light modulator (SLM) using computer-generating
techniques [1]. (This will be discussed in more detail when we reach the
discussion of hybrid optical processing further on.)

2,4.1. SPATIAL DOMAIN FILTER

In a JTP we see that the (input) spatial function and the spatial domain
filter are physically separated, as can be seen in Fig. 2.10. In other words a
spatial domain filter can also be synthesized using the impulse response of the
Fourier domain filter; that is

Note that h(x, y) can be a complex function and is also limited by the similar
physical realizable conditions of a Fourier domain filter, such as

0 <

Needless to say, such a filter can be synthesized by the combination of an
amplitude and a phase filter. In fact, such a filter can also be synthesized by
computer-generation technique and then displayed on a spatial light modula-
tor. A matched Fourier domain filter is given by

H(p, q) - KS*(p< q\ (2.34)

where 5(p, q) is the signal (or target) spectrum. The corresponding impulse
response is given by

/i(x,y) = S(-.Y, -.v), (2.35)
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A

F(p,q) h(x,y)

Fig. 2.13. Holographic construction of a spatial domain filter.

which is identical to the input signal function. Thus, we see that the spatial
domain filter is, in fact, the signal (target) function. We further note that, in
principle, a spatial domain filter can also be synthesized using the holographic
technique, as illustrated in Fig. 2.13, provided the complex Fourier domain
filter function is given. Similarly, the corresponding spatial domain filter can
be shown as

h(x, y) = K{\ + /i(x, y)2 +2 h(x, y)\ cos[27rx0x (2.36)

where

2.4.3 PROCESSING WITH FOURIER DOMAIN FILTERS

If the Fourier domain filter is inserted in the Fourier plane of a coherent
optical processor (shown in Fig. 2.9), the output complex light distribution can
be shown as

= K[/(x, y) + /(x, y ) * f ( x , y)*f*(-x, -y)

+ /(x, y ) * f ( x + a0, v) + /(x, >•)*/*(- x + a0, (2.37)

where the asterisk and the superasterisk represent the convolution operation
and the complex conjugation, respectively. In view of the preceding result, we
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Third term,
convolution

Fourth term,
cross-correlation

Fig. 2.14. Sketch of output diffraction from a FDP.

see that the first and second terms represent the zero-order diffraction, which
appears at the origin of the output plane, and the third and fourth terms are
the convolution and cross-correlation terms, which are diffracted in the
neighborhood of a — — a0, and a = a0, respectively, as sketched in Fig. 2.14.
To further show that the processing operation is shift invariant, we let the input
object function translate to a new location; that is, /(x — x0, y — v0). The
correlation term of the preceding equation can then be written as

f(x - x0, y - y0)f*(x - a - a0, y - ft) dxdy = R{ t(a - a0 - x0, ft - >-0),

(2.38)

where Rn represents an autocorrelation function. In view of this result, we see
that the target correlation peak intensity has been translated by the same
amount, for which the operation is indeed shift invariant. A sketch of the
output correlation peak as referenced to the object translation is illustrated in
Fig. 2.15.
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Fig. 2.15. Sketch of output diffraction from JTP.

2.4.4. PROCESSING WITH JOINT TRANSFORMATION

Let us now consider a joint transform processor (JTP), in which we assume
that both object function /(x, y) and (inverted) spatial impulse response /i(x. y)
are inserted in the input spatial domain at (a0,0) and (— a0,0), respectively. By
coherent illumination, the complex light distribution at the Fourier plane is
given by

U(p, q)* = F(p, q) exp( H*(p, q) exp(ia0p), (2.39)

where (p, q) represents the angular spatial frequency coordinate system and the
asterisk represents the complex conjugate, F(p, q} — ̂ [/(x, y)], and H(p, q) —
^[_h(x, y}].

The output intensity distribution by the square-law detection can be written as

(2.40)= |F(p, q)\2 + \H(p, q)\2 + F(p, q)H(p, q) exp(-i

+ F*(p, q)H*(p, q) exp(i2a0/>),

which we shall call the joint transform power spectrum (JTPS). By coherent
readout of the JTPS, the complex light distribution at the output plane can be
shown as

(x, y) - f ( x , y) (g) /(x, y) + h(-x, -y) <g) h(-x, -y)

+ f(x, y) * h(x, 2a0, y) + /'(- x, - y) *h(- x, - 2a0,
(2.4 r
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in which we see that the object function f ( x , v) convolves with the spatial
impulse response h(x, y) and are diffracted around ( —2a0,0) and (2a0,0),
respectively, where ® and * represent the correlation and convolution oper-
ations, respectively.

It is therefore apparent that the JTP can, in principle, perform all the
processing operations that a conventional FDP can. The inherent advantages
of using JTP are: (1) avoidance of complex spatial filter synthesis, (2) higher
input space-bandwidth product, (3) lower spatial carrier frequency require-
ment, and (4) higher output diffraction efficiency, particularly by using the
hybrid JTP, as will be seen later.

Matched filtering can also be performed with a JTP, which we shall call a
joint transform correlator (JTC), as opposed to the Vander-Lugt correlator
(VLC) described earlier. We assume that the two identical object functions
f ( x — oc0, y) and f(x -f «0, y) are inserted in the input plane of a JTP. The
complex light distribution arriving at the square-law detector in Fourier plane
Pz will then be

E(p, q) = F(p, q) exp(-/a0p) + F(p, q) exp(za0p), (2.42)

where F(p, q) is the Fourier spectrum of the input object. The corresponding
irradiance at the input end of the square-law detector is given by

I(p1q) = 2\F(p,q)\2[l +cos2a0p].

By coherent readout, the complex light distribution at the output plane can be
shown as

0(a, 0) - 2f(x, y) <g> /*(*, y) + f ( x , y) ® f*(x - 2a0, y)
(2.43)

+ /*(x, y) (x) f ( x + 2a0, v),

in which we see that two major autocorrelation terms are diffracted at a = 2a0

and a = ~2a0, respectively. Notice that the aforementioned square-law con-
verter or devices such as photographic plates, liquid crystal light valves, or
charge-coupled device cameras, can be used.

To illustrate the shift invariant property of a JTC, we assume a target "B"
is located at («0, j>0) and a reference image is located at ( —a0,0), as shown in
Fig. 2.16a. The set of input functions can be written as f(x + oe0, y — >'0) and
/(x + a0, y), respectively. Thus the complex light distribution at the input end
of the square-law detector can be written as

E(p, q) = F(p, <?){exp[-i(a0p + >'0g)] + exp[(ia0p)}.
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Fig. 2.16. Spatial invariant property of a JTC.

The corresponding JTPS can be shown as

I(p, q) = \F(p, q)\2[l + cos(2a0p + y0q)]. (2.44)

By taking the inverse Fourier transform of /(p, q), we have the following
complex light distribution at the output plane:

2/(x, y) (g) /*(x, >') + /(x, v) ® /*(x - 2a0, y -

+ /*(x, y ) (x) / (x+2a 0 ,y +
(2.45)

which is sketched in Fig. 2.16b. Thus, we see that the JTC preserves the shift
invariant property.
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2.4.5. HYBRID OPTICAL PROCESSING

It is trivial that a pure optical processor has certain severe constraints,
which make some processings difficult or even impossible to carry out.
Although an optical processor can be designed for specific purposes, it is
difficult to make it programmable as a digital computer. Another major
problem for optical processors is that they cannot make decisions as can their
electronic counterparts. In other words, some of the deficiencies of the optical
processor are the strong points of its electronic counterparts. For instance,
accuracy, controllability, and programmability are the trademarks of digital
computers. Thus, the concept of combining the optical system with its
electronic counterparts is rather natural as a means of applying the rapid
processing and parallelism of optics to a wider range of applications. We shall
now use this concept to illustrate a couple of microcomputer-based hybrid
optical processors that can achieve these objectives. The first approach to the
hybrid optical processor is using the Fourier domain (or 4-f) system configur-
ation, as shown in Fig. 2.17. We see that a programmable Fourier domain filter
can be generated onto SLM2. The cross-convolution between the input scene
and the impulse response of the Fourier filter can be captured by a charge-
coupled device (CCD) camera. The detected signal can be either displayed on
the monitor or a decision made by the computer. Thus, we see that a
programmable real-time optical processor in principle can be realized.

The second approach to hybrid optical processing is using a joint transform
configuration, as shown in Fig. 2.18, in which both the input object and the
spatial impulse response of the filter function can be simultaneously displayed
at the input SLM1. For instance, programmable spatial reference function can
be generated side by side with the input object, such that the joint transform
power spectrum (JTPS) can be detected by CCD1. By displaying the JTPS on
the SLM2, via the microcomputer, cross-convolution between the input object

SLM SIM,

Laser SF

CCD array
detector

CCD
Microcomputer

Fig. 2.17. A microcomputer-based FDP.
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Fig. 2.18. A microcomputer-based JTP.

and the reference function can be obtained at the back focal plane of the
Fourier transform lens L3. Once again we see that a real-time hybrid optical
processor can be constructed using the joint transform architecture.

2.5. IMAGE PROCESSING WITH OPTICS

The discovery of laser has prompted us to build more efficient optical
systems for communication and signal processing. Most of the optical process-
ing to date has been confined to either complete coherence or complete
incoherence. However, a continuous transition between these two extremes is
possible, as will be discussed later. In this section we examine a few applica-
tions under the coherent regime.

2.5.1. CORRELATION DETECTION

Let us consider the Fourier domain processor (FDP) of Fig. 2.17, in which
an input object /(x, y) is displayed at the input plane, the output complex light
can be shown as

y) * h(x, >'), (2.46)
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where * denotes the convolution operation, K is a proportionality constant,
and h(x, y) is the spatial impulse response of the Fourier domain filter, which
can be generated on SLM2. We note that a Fourier domain filter can be
described by a complex amplitude transmittance such as

H(p,q)= H(p,q)\expti(t>(p,q)l

Let us further assume that a holographic type matched filter (as described in
Sec. 2.4.1) is generated at SLM2, as given by

H(p,q) = K{\ + \F(p,q)\2 + 2 F(p,q)\ cos[a0p + <j>(p, q)~]}, (2.47)

where a0//l is the spatial carrier frequency. It is straightforward to show that
the output complex light distribution can be written as

0(a, ft) = K[/(.x, y) + /(x, >') * /(x, y) * /*( - x, - y) + /(x, y) * /(x + a0, y)

+ /(x, y) * /*( -x + «0, -y)]. (2.48)

We see that third and fourth terms are the convolution and cross-correlation
terms, which are diffracted in the neighborhood of a = a0 and a = a0, respect-
ively.

If we assume the input object is embedded in an additive white Gaussian
noise n\ that is,

/'(.x,y) = /(*, v) + «(x,y), (2.49)

then the correlation term would be

J?(a, p) = /C[/(x, y) + n(x, y)] * /*(-x + a0, -y).

Since the cross-correlation between n(x, y) and f*( — x + «0, — y) can be shown
to be approximately equal to zero, the preceding equation reduces to

K(a, ft) = /(x, y) * /*(-x + a0, -y), (2.50)

which, in fact, is the autocorrelation detection of /(x, y).
Notice that to ensure that the zero-order and the first-order diffraction

terms will not overlap, a0 is required that

« < > > / / + Ik (2.51)

where lf and /s are the spatial lengths in the x direction of the input scene (or
frame) and the detecting signal /(x, y), respectively.
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Fig. 2.19. A single SLM JTC

Complex detection can be easily carried out by the joint transform correla-
tor (JTC) shown in Figs. 2.18 and 2.19, in which a spatial domain filter is used,
as given by

h(x, y) = Kf(x, y), (2.52)

which is proportional to the detecting target (or object).
By referring to the preceding example, input target embedded in additive

white noise, the JTC input displayed can be written as

f(x - <x0, y) + f'(x + «0, y),

when f — f + n the input scene.
The corresponding joint transform power spectrum (JTPS), as detected by

a charge-coupled detector, can be shown as

, q) - F\2 + \F + N\2 + F(F + N)* F*(F + N) exp(/2«0p).

where F and N denote the target and the noise spectral distributions. If the
JTPS is sent back for the correlation operations, the output light field can be
shown as

<7(oc, 0) = (/ + n)(f + n) + (f + n) ® f(x - 2a0, >•)

(/ + n)(x)/(x +2a0,y).

Since n is assumed an additive white Gaussian noise with zero mean, the
preceding equation reduces to

0(a, /?) = (zero order term) + / <g) f(x - 2 * , v) + / ® f(x + 2a0, y), (2.53)
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(a)

CM-030
SCR-5,24

Fig. 2.20. (a) Input scene with a reference object, (b) Output correlation distribution.

in which we see that two cross-correlation terms are diffracted at a = 2a0 and
a == — 2a0, respectively.

Notice that to avoid overlapping with the zero diffraction, the separation
between the input displayed objects functions must be adequately apart; that is,

2a0 > 2ls, (2.54)

where ls is the width of the input scene.
An example obtained from the JTC detection is provided in Fig. 2.20, in

which we see that distinctive correlation peaks are extracted from the random
background noise.
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2.5.2. IMAGE RESTORATION

One of the most interesting applications in optical processing is image
restoration. As contrasted with the optimum correlation detection that uses the
maximum signal-to-noise ratio criterion, for optimum image restoration one
uses the minimum mean-square error criterion. Since this restoration spatial
filter is restricted by the same physical constraints as Eqs. (2.28) and (2.29), we
will discuss the synthesis of a practical filter that avoids the optimization. In
other words, the example provided in the following is by no means optimum.

We know that a distorted image can be, in principle, restored by an inverse
filter, as given by

(2-55)

where D(p) represents the distorting spectral distribution. In other words, a
distorted image, as described in the Fourier domain, can be written as

G(p) = S(p)D(p),

where G(p) and S(p) are the distorted and undistorted image spectral distribu-
tions, respectively. Thus, we see that an image can be restored by inverse
filtering, such as

S(p) = G(p)H(p). (2.56)

Let us now assume that the transmission function of a linear srneared-point
(blurred) image can be written as

0, otherwise,

where A£ is the smeared length. To restore the image, we seek for an inverse
filter as given by

,-
(1

In view of the preceding equation, we quickly note that the filter is not
physically realizable, since it has an infinite number of poles. This precisely
corresponds to some information loss due to smearing. In other words, to
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retrieve the information loss due to blurring there is a price to pay in terms of
entropy, which is usually very costly. Aside from the physical realizability, if we
force ourselves to synthesize an approximate inverse filter which satisfies the
physical realizable condition, then a practical, although not optimum, inverse
filter can be synthesized, as given by

H(p) (2.58)

where A(p) and (f)(p) are the corresponding amplitude and phase filters.
In view of the Fourier spectral distribution of the distorted point image

shown in Fig. 2.21, the restored Fourier spectra that we would like to achieve
is the rectangular spectral distribution bounded by Tm and Ap. If we allow the
distribution of the amplitude and the phase filters to vary within the physical
realizable constraints as shown in Figs. 2.22a and 2.22b, the restored spectral
distribution is the shaded areas. It is evident that the blurred image can be
restored for some degrees of restoration error. By defining the degree of
restoration as given by

(percent)
1 F(p)H(p)

dp x 100, (2.59)

where Ap is the spatial bandwidth of interest, a plot can be drawn, as shown

-P

Fig. 2.21. The solid curve represents the Fourier spectrum of a linear smeared point image. The
shaded area represents the corresponding restored Fourier spectrum.
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Fig. 2.22. (a) Amplitude filter, (b) Phase filter.

P

in Fig. 2.23. We see that the degree of restoration increases rapidly as Tm

decreases. However, as Tm approaches zero, the transmittance of the inverse
filter also approaches zero, which leaves no transmittance of the inverse filter.
Thus, a perfect degree of restoration, even within the bandwidth, Ap, cannot
actually be obtained in practice. Aside from this consequence, the weak
diffracted light field from the inverse filter would also cause poor noise
performance. The effects on image restoration due to the amplitude, the phase,
and the combination of amplitude and phase filters are shown in Fig. 2.24. In
view of these results, we see that using the phase filter alone would give rise to
a reasonably good restoration result as compared with the complex filtering.
This is the consequence of the image formation (either in the spatial or in the
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L.

amplitude transmittance Lm
Fig. 2.23. Degree of restoration as a function of Tm

Fourier domain); the phase distribution turns out to be a major quantity in
the effect of image processing as compared with the effect due to amplitude
filtering alone. In other words, in image processing, is as well as image
formation, the amplitude variation, in some cases, can actually be ignored. A
couple of such examples are optimum linearization in holography and phase-
preserving matched filters.

Let us now provide an image restoration result we obtained from such an
inverse filter, shown in Fig. 2.25, in which we see that a linear blurred image
can indeed be restored. In addition, we have also seen that the restored image
is embraced with speckle noise, also known as coherent noise. This is one of the
major concerns of using coherent light for processing. Nevertheless, coherent
noise can be actually suppressed by using an incoherent light source, as will be
discussed in Sec. 2.8.
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Fig. 2.24. Restoration by various types of filters.

(b)

Fig. 2.25. (a) Blurred image, (b) Deblurred image.
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2.5,3. IMAGE SUBTRACTION

Another interesting application of optical processing is image subtraction,
Image subtraction may be of value in many applications, such as urban
development, highway planning, earth resources studies, remote sensing, me-
teorology, automatic surveillance, and inspection. Image subtraction can also
apply to communication as a means of bandwidth compression; for example,
when it is necessary to transmit only the differences among images in successive
cycles, rather than the entire image in each cycle.

Let us assume two images, J\(x — a, y), f2(x + a, y), are generated at the
input spatial domain SLM1 of Fig. 2.17. The corresponding joint transform
spectra can be shown as

where F^p, g) and F2(p, q) are the Fourier spectra of /j(x, y) and /2(x, y),
respectively. If a bipolar Fourier domain filter,

H(p) = sin(ap), (2.60)

is generated in SLM2, the output complex light field can be shown as

g(a, /I) - C, [/,(x, y) - f2(x, y)] + C2U\(x - 2a,y) + f2(x + 2a, j;)], (2.61)

in which we see that a subtracted image can be observed around the origin of
the output plane. We note that the preceding image subtraction processing is,
in fact, a combination of the joint transformation and the Fourier domain
filtering. Whether by combining the joint transformation and Fourier domain
filtering it is possible to develop a more efficient optical processor remains to
be seen. Now consider an image subtraction result as obtained by the
preceding processing strategy, as shown in Fig. 2.26. Once again, we see that
the subtracted image is severely corrupted by coherent artifact noise, which is
primarily due to the sensitivity of coherent illumination.

2.5.4. BROADBAND SIGNAL PROCESSING

An important application of optical processing is the analysis of a broad-
band signal. Because of the high space bandwidth product of optics, a
one-dimensional large time-bandwidth signal can be analyzed by a two-
dimensional optical processor.

In order to do so, a broadband signal is first raster-scanned onto the input
SLM, as shown in Fig. 2.27. This raster-scanned process is, in fact, an excellent
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(a)

Fig. 2.26. (a) Images to be subtracted, (b) Subtracted image.

example of showing a time-to-spatial-signal conversion. In other words, a
one-dimensional time signal can be converted into a two-dimensional spatial
format for optical processing. If we assume the return sweep is adequately
higher as compared with the maximum frequency content of the time signal, a
two-dimensional raster-scanned format, which represents a long string of time
signals, can be written as

f(x,y)= Z /W/lv), (2.62)

where N = h/b is the number of scanned lines within the two-dimensional input
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Fig. 2.27. SLM raster-scanned format.

format, f(x) is the transmittance function proportioned to the time signal, as
written by

/(*) = /
w
71'

and

f(y) = rect
y — nb

where rect [ ] represents a rectangular function.
By taking the Fourier transform of the input raster-scanned format the

complex light distribution at the Fourier domain is given by

F(p, snc srnc
(2.63)
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where C is a complex constant, and

F(p) = f(x')e"lpx dx',
J

x' = x 4- (In — l)w/2 and sine X ^
X

For simplicity of illustration, we assume f(x') = exp(ip0x) a complex
sinusoidal signal, w & h,b & a, and N » 1; then the corresponding intensity
distribution can be shown as

7(p5 q] = K2 sine „ ,(164)

in which the first sine factor represents a narrow spectral line located at p = p0.
The second sine factor represents a relatively broad spectral band in the q
direction, which is due to the narrow channel width a. This last factor deserves
special mention; for large values of N, it approaches a sequence of narrow
pulses,

q — - (Inn — wp0), n — 1,2,. . . (2.65)

which yields a fine spectral resolution in the q direction.
In view of the spectral intensity distribution Eq. (2.64), we see that the first

sine factor is confined within a very narrow region along the p direction, due
to large w. The half-width spread can be written as

O

Ap = —, (2.66)
w

which is equal to the resolution limit of the transform lens.
However, along the q direction, the intensity is first confined within a

relatively broad spectral band, due to narrow channel width a, and then
modulated by a sequence of narrow periodic pulses, as can be seen in Fig. 2.28.
Thus, along the q axis modulation we can envision a series of spectral points
which are located at p = pQ and q = i/b(2nn — wp0). As the input signal
frequency changes, the position of the spectral points also changes by the
amounts

dq = ~dp(). (2.67)
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Fig. 2.28. A broad spectral band modulated by a sequence of narrow pulses.

In other words, the displacement in the q direction is proportional to the
displacement in the p direction. Since the pulse width along the q direction
decreases as the number of scan lines N increases, the output spectrum yields
a frequency resolution equivalent to a one-dimensional processor for a con-
tinuous signal; that is, Nw long.

To avoid ambiguity in reading the output plane, all but one of the periodic
pulses along the q axis should be ignored. This can be accomplished by
masking out all the output plane except the region

T
b

j-b
(2.68)

as shown in Fig. 2.29. Since the periodic pulses are 2n/b apart, as the input
signal frequency advances, one pulse leaves the open region at q = — rib, while
another pulse is starting to enter the region at q = nb. Thus, we see that a
bright spectral point will diagonally scan from top to bottom in the open
region between q = ± n/b, as the input frequency advances. In other words, a
frequency locus as related to the input signal can be traced out as shown in
the figure. We note that to remove the nonuniformity of the second sine factor,
a graded transparency can be placed at the output plane. Since the system can
be performed on a continuous running basis, we see that as the SLM format
moves up, a real-time spectrum analyzer can be realized. Notice that a
space-band width product greater than 107 is achievable within the current
state of the art, if one uses high-resolution film instead of SLM.
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Fig. 2.29. Output frequency locus.

To conclude this section, we note that one interesting application of optical
processing of broadband signals is its application to synthetic aperture radar.
A broadband microwave signal is first converted in two-dimensional raster-
scanned format, similar to the preceding example. If the raster-scanned format
is presented at the input plane of a specially designed optical processor, an
optical radar image can be observed at the output plane.

2.6. ALGORITHMS FOR PROCESSING

In the preceding we have addressed techniques that rely on linear spatial
invariant operation, for which the output response of the processor can be derived
from the input object function as it convolves with the spatial impulse response of
the filter. There are several inherent constraints of the preceding processors, such
as scale and rotational variants, nonlinearity operation, and others. We now discuss
a few algorithms that can be used to alleviate some of those drawbacks.
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2.6.1. MELLIN-TRANSFORM PROCESSING

Although complex signal detection is shift invariant, it is sensitive to rotation
and scale variants. In other words, the scale of the input object for which the
complex spatial filter is synthesized must be precisely matched. The miscalmg
problem can be alleviated by using a technique called the Mellin-transform
technique.

The Mellin transformation has been successfully applied in time-vary ing
circuits and in space-variant image restoration, as given by

M(ip, iq) = f(£, w)C (lp+i>n {iq + 1>d£dn. (2.69)
JJo '

The major obstacle to the optical implementation of Mellin transform is the
nonlinear coordinator transformation of the input object. If we replace the
space variables £ = ex and r\ = ey, the Fourier transform of f(ex, ey) yields the
Mellin transform of /(£, 77), as given by

f f 0 0

M(p, q) = f(e\ ey) exp[-f(px + qyf] dxdy, (2.70)
J J - «

where we let M(ip, ig) = M(p, ^) to simplify the notation. An inverse Mellin
transform can also be written by

q)] =/(£, if) = - Af(p, q)^^dpdq. (2.71)

The preceding equation can be made equivalent to the inverse Fourier
transform by replacing the variables £ = exp(x) and r\ — exp(y).

The basic advantage of applying the Mellin transform to optical processing
is its scale-invariant property. In other words, the Mellin transforms of two
different-scale, but otherwise identical, spatial functions are scale invariant; that
is,

M2(p, q) - a«' + «>Af ,(/>, q\

where a is an arbitrary factor, Mx(p, q) and M2(p, q) are the Mellin transforms
of /j(x, y) and f2(x, y), respectively, and /t(x, v) and f2(x, y) are the identical
but different-scale functions. From the preceding equation we see that the
magnitudes of the Mellin transforms are

\M2(p,q)\=\Mt(p,q)(, (2.72)
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which are of the same scaling. Thus, we see that the Mellin transform of an
object function is scale invariant; that is,

(2,73)

However, unlike the Fourier transform, the magnitude of the Mellin transform
is not shift invariant; that is,

|M[/(x, y}] * |M[/(.x - x0, y - y0)] . (2.74)

In correlation detection, we assume that a Fourier domain filter of
M[/(x, >')] — M(p, q) has been constructed; for example, by using holographic
technique as given by

H(p,q) = Kl+K2\M(p,q)\2 + 2K1K2\M(p,q)\ cos[a0p - ftp,*?)],

where M(p,q) = \M(p,q)\ exp[i0(p, q}]. If the filter is inserted in the Fourier
plane of which the input SLM function is f(ex, ey), the output light distribution
can be shown to be

0(a, jff) = KJ(ex, ey) + K2f(e*, ey)*f(ex, ey)*f*(e~x, ?">)

+ K^K2f(e\ ey) * f(ex~*°, ey)

+ KlK2f(e
x, ey] * f*(e~x~a°, e~y),

in which the last term represents the correlation detection, and it is diffracted
at a = a0. In other words, the implementation of a Mellin transform in a
conventional linear processor requires a nonlinear coordinate transformation
of the input object, as illustrated in the block diagram of Fig. 2.30.

2.6.2. CIRCULAR HARMONIC PROCESSING

Besides the scale-variant problem, the optical processor is also sensitive to
object rotation. To mitigate this difficulty, we will discuss circular harmonic
processing, for which the rotation variant can be alleviated. It is well known
that if a two-dimensional function f ( r , 9) is continuous and integrable over the
region (0, 2n), it can be expanded into a Fourier series, such as

/(r,0)= Fm(r}eime, (2.75)
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Fig. 2.30. A block diagram representation of Mellin transform.
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Fm(r, 0) = Fm(r)eim° is called the mth-order circular harmonic.
If the object is rotated by an angle a, it can be written by

(2.76)

/(r, 0 + a) = Fm(r)eimteim9. (2,77)

Let us denote /(x, y) and fa(x, y) as object functions of /(r, 0) and /(r, 0 + a),
respectively. By referring to matched filtering, when a rotated object
/a(r, 0 + a) is applied to the input end of a Fourier domain process, the output
light field can be evaluated, as given by

(2.78)

It is apparent that if a = 0, the autocorrelation peak appears at x = y = 0. By
transforming the preceding convolution integral into a polar coordinate
system, the center of correlation can be shown as

C2K

C(a) = rdr\ f ( r , 9 + a)/*(r, 0) dB.
' Jo

(2.79)

In view of the definition of circular harmonic expansion of Eq. (2.75), we see
that

C(a) = (2.80)

where

2n\ |FM(r)|2r dr.
!o
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Since the circular harmonic function is determined by different angles ma but
not by a simple a, it is evident that object rotation poses severe problems for
conventional matched filtering. Nevertheless, by using one of the circular
harmonic functions as the reference functions, such as

/ref(r, 0) = Fm(rym(\ (2.81)

the central correlation value between the target /(r. 8 + a) and the reference
/(r, 8) can be written as

C(a) = Ameim\

The corresponding intensity is independent from a, such as

C(a)|2 = /I,;, (2.82)

for which we see that it is independent of the object orientation.
Needless to say, the implementation of circular harmonic processing can be

by using either a Fourier domain filter or a spatial domain filter in a JTC. One
of the major advantages of using a JTC is robust environmental factors.
However, JTPS is input scene dependent, so the detection or correlation
efficiency is affected by the input scene; for example, strong background noise,
multi-input objects, and other problems, which cause poor correlation per-
formance. Nevertheless, these disadvantages can be alleviated by using non-
zero-order JTC, as will be described in Sec. 7.2.

2.6.3. HOMOMORPHIC PROCESSING

The optical processing discussed so far relies on linear spatial invariant
operation. There are, however, some nonlinear processing operations that can
be carried out by optics. One such nonlinear processing operation worth
mentioning is homomorphic processing, described in Fig. 2.31. Note that
homomorphic processing has been successfully applied in digital signal pro-
cessing. In this section, we illustrate logarithmic processing for target detection
in a multiplicative noise regime. Let us assume an input object is contaminated
by a multiplicative noise, as written by

n(x,y)f(x,y). (2.83)

Since matched filtering is optimum under an additive white Gaussian noise
assumption, our first task is to convert the multiplicative noise to an additive
noise by means of logarithmic transformation, such as

log[H(x, j;)/(x, >')] = log n(x, y) + log /(x, y). (2.84)
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Fig. 2.31. A homomorphic processing system.

In order for a linear optical processor to perform the correlation operation, a
Fourier domain filter or a spatial domain filter for the JTC should be made
available, such as

for FDP,

and

h(x, y) = log f ( x , y), for JTC.

If the logarithmic transform input signal is displayed at the input plane of the
optical correlator (either FDP or JTC), output correlation terms can be written
as

0(x, y) = [log n(x, y)] * [log f(-x + b, -3;)]*

+ [log/(x, y)] * [log/(-x + b, -y)]*,

in which the first term represents the cross-correlation between the logn and
signal log/, and the second term denotes the autocorrelation of log / Thus we
see that high correlation peak detection can be obtained at the output plane.
In order to make the processing more optimum, an additional step of
converting the logarithmic noise into white noise is necessary. This step is
generally known as the prewhitening process. Figure 2.32 shows a block box
representation for the signal detection under multiplication regime, in which a
linear optical processor (either FDP or JTC) is used within the system for the
homomorphic processing.

2.6.4. SYNTHETIC DISCRIMINANT ALGORITHM

There are, however, techniques available to alleviate the rotational and
scale-variant constraints in an optical processor. Aside from the distortion
variant constraint, the spatial filters (Fourier and spatial domain) we have
described are basically two-dimensional filters of the storage capacities of
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Fig. 2.32. A logarithmic processing system for multiplicative noise.

which were not exploited. In this section we discuss a type of composite filter
in which a number of filters can be encoded in a single spatial filter.
Nevertheless, composite filters can also be constructed by means of thick
photorefractive crystals (a three-dimensional volume filter discussed later). In
general, a composite filter can be constructed by means of a set of filter
function q = {qn}, which are used to correlate with a set of multivariant (or
multiclass) objects / = {/„}, n = 1,2, . . . , N, where N is the number of object
orientations. We note that the sets of / and g could be entirely different objects.
For simplicity, we assume the set {gn} represents different orientations of g and
that {/„} belongs to the set {#„}. We begin by expanding each orientation of
the input object and filter function f and g in sets of orthonormal sets, as given
by

g(x) = (2.86)

where a and b are coefficients, and

It is trivial that / and g can be represented by vectors in a vector space, such

= (ai,a2,...,an) (2.87)

and

(2.88)

In terms of these expansions, the correlation of / and g can be shown as

^(T) =/(*) ® d(x) — ZZaA I ^j(x + ?)</>i(x)dx. (2.89)
' ./
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Thus, at t = 0, we have

(190)

which is the dot product of vectors / and g.
The set of vectors /, as well as g, forms a hypervector space that yields

discriminant surfaces which enable us to group the rnulticlass objects (i.e.. the
oriented vectors) apart from the false input objects. In other words, the shape
of the discriminant surface decides the kind of average matched filter to be
designed. For instance, the autocorrelation of an oriented input object / with
respect to a specific oriented filter function g should lie within the discriminant
surface.

For simple illustration, we assume only two object vectors are to be detected
and all the other object vectors are to be rejected. By representing these input
vectors as

/j = (a j j , a ! 2 ) and /2 = (a 2 1 , a2 2),

a hyperplane resulting from /, and f2 can be described by

f - h - K,

where h represent the filter vector and K is a constant. In this illustration, h
represents a vector perpendicular to the hyperplane form by /t and /2, by
which K = (g -g)112. Thus, we see that the average filter function is a specific
linear combination of cl /, and c2 f2, as written by

h = GI /i + c2/2 = (c iau + clal2)cf)l + (c2a2l + c2a22)02.

A synthetic discriminant function (SDF) filter can be described as a linear
combination of a set of reference functions; that is,

h(x) = J]cj^(jc), (2.91)
./

for which the correlation output must be

0 = g - n = Y,bn- (2.92)

The remaining task is to find {4>j}, nnj, then GJ, and finally h(x), under the
assumed acceptable correlation peaks R(0). However, in the construction of the
SDF filter, the shift invariance property is imposed; that is, all the autocorrela-
tion peaks must occur at i = 0. These requirements ensure that we shift each
gn or (j>j to the correct input object location when we synthesized the filter. Such
technique is acceptable, since the synthesis is an off-line algorithm. This off-line
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synthesis also provides us the flexibility of weighting each gn when we are
forming the SDF filter. The procedure is that we first form a correlation matrix
for all the reference functions {</„}, such as

R gQg^ (2.93)

By using the Gram-Schmidt expansion for the orthonormal set {</>,.}, we then
have

(2.94)

</>„(*) -

where the kn are normalization constants that are functions of the Rtj and
where the cnj are linear combinations of the R{j with known weighting
coefficients. This tells us that when the orthonormal set is determined, the
coefficient bnj can be calculated.

If we assume that all the autocorrelation peaks R(Q) are equal, then the
weighting factors Cj can be evaluated and the desired SDF is therefore
obtained. A block box diagram representation of the off-line SDF filter
synthesis is shown in Fig. 2.33, in which a set of training images are available
for the synthesis. Note that the implementation of the SDF filter can be in the
Fourier domain for FDP or in the input domain for JTP. Needless to say, for
the Fourier domain implementation, one uses the H(p, q), instead of using the
spatial domain filter h(x, y] for the JTC.

Off-line Synthesis

{gn(x,y)}=gl,g2,-.. ,gn

Input Image
f(x,y)

Fig. 2.33. A block diagram representation of the off-line SDF filter synthesis.
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2.6.5, SIMULATED ANNEALING ALGORITHM

One of the major drawbacks of SDF filter synthesis is the high dynamic
range requirement that deters its practical implementation on a commercially
available SLM, There is, however, an alternative approach toward the syn-
thesis of a composite filter; namely, the simulated annealing (SA) filter.

The SA algorithm is, in fact, a computational optimization process in which
an energy function should be established based on certain optimization criteria.
In other words, the state variables of a physical system can be adjusted until a
global minimum energy state is established. For example, when a system
variable w t is randomly perturbed by AM, the change of the system energy can
be calculated

A£ = £new - Eold, (2.95)

where Enew = E(ut + A«;) and £old = E(u^. Notice that, if A£ < 0, the pertur-
bation AM,, is unconditionally accepted. Otherwise, the acceptance of Aw, is
based on the Boltzmann probability distribution p(A£); that is,

where T is the temperature of the system used in the simulated annealing
algorithm and k is the Boltzmann constant. The process is then repeated by
randomly perturbing each of the state variables and slowly decreasing the
system temperature T, which can avoid the system being trapped in a local
minimum energy state. In other words, by continually adjusting the state
variables of the system and slowly decreasing the system temperature 7; a
global minimum energy state of the system can be found. This is known as the
simulated annealing process. We now illustrate synthesis of a bipolar composite
filter (BCF) using the SA algorithm.

Let us consider two training images, called the target and antitarget set, as
given by

("target set = {tm(x, y)}
{antitarget set = {am(x, y)},

where m — 1,2,..., M, M is the number of training images. The purpose of
designing a composite filter is to detect the target objects and to reject the
antitarget objects, which are assumed similar to the target objects. Let us
denote W\x, y) and Wa(x, y) as the desired correlation distributions for the
target and antitarget objects, respectively. The mean-square error between the
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input training sets

(e.g., target and anti-target images)

determination of
effective elements

define the desired correlation output,
for target and anti-target objects

desired correlation profile desired correlation profile
for target set for anti-target set

set initial bipolar composite filter

assign an initial system temperature

adjust filter element

ACCEPT ^"lalculate syslenf*energy deviation

^^
REJECT

^~
NO

decrease system ^ YES
temperature

Fig. 2.34. A flow chart diagram for the synthesis of an SA BCF.

desired and the actual correlation distributions is defined as the energy
function E of the system. The configuration of BCF can be viewed as the state
variable of the system. The remaining task is to optimize the state variable of
the system; that is, the configuration of the BCF, so that a global minimum
energy state can be achieved.

A flow chart diagram showing the simulated annealing process for syn-
thesizing a BCF as shown in Fig. 2.34 is described in the following:
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1 Read the input data for the target and the antitarget train sets.
2. Determine the effective pixels of the BCF in the spatial domain. For

example, in an effective pixel there is at least one training target or
antitarget image the value of which is nonzero of this pixel. Notice that
the noneffective pixels are equiprobable to either — 1 or 1.

3. Assign different desired correlation distributions for the target training
set and the antitarget train set, respectively. In fact, a sharp correlation
profile can be assigned for the target training images and a null profile
for the antitarget training set, as illustrated in the chart.

4. Set the allowable error value. For example, a J % error rate is frequently
used.

5. Assign an initial bipolar composite filter function (IBCF), which is
assumed to have a random distribution of — 1 and 4-1 values.

6. Set the initial system temperature T. We select the initial kT in the order
of the desired correlation energy, as defined in step 3.

7. Calculate the energy function E for the initial system, which is the
mean-square error between the desired correlation function and the
correlation distribution obtained with the IBCF. We have

I ( f f{[OUx, y)~ W\x, y)]24-[0?H(x, J')- W(x, y)]2} d x d y ) ,
• M = l \JJ /

where O^x, y) and 0£,(x, y) are the target and antitarget correlation distribu-
tions for the mth training image obtained with IBCF, respectively. If we
let h(x, y) be the filter function of BCF, the correlation distribution with
respect to target function tm and antitarget am can be expressed as

m(x, y) = h(x + x', y + y')t*(x, y') dx' dy'

f
j
f (2.97)

£(x, y) = h(x + x',y + y')a*(x', y')dx'dy'.

8. By reversing the sign of a pixel (e.g., from — 1 to + 1) within the IBCF,
a new system energy E' is established. Calculate the change of system
energy AE of the system. If A£ < 0, the change sign of the pixel is
unconditionally accepted. Otherwise, it will be accepted based on the
Boltzmann probability distribution. Since h(x, y) is a bipolar function,
the iterative procedure for reversing the pixel processes is given by

fh( n + ' >(x, y) = ~ hw(x, y), A£ < 0,
\h("+ n(x, y) = h(n\x, y) • sgn{ran[/KA£)] - p(A£)j, A£ ^ 0, c)
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where n represents the nth iteration, ran [•] represents a uniformly distributed
random function within the range [0,1], sign represents a sign function,
and /)(A£) is the Boltzmann distribution function.

9. Repeat step 8 for each pixel until the system energy E is stable. Then
assign a reduced temperature T to the system and repeat step 8 again.

10. Repeat steps 8 to 9 back and forth until a global minimum E is found;
the final h(x, y) will be the desired BCF. In practice, the system will
reach a stable state if the number of iterations is larger than 4/V, where
/V is the total number of pixel elements within the BCF.

2.7. PROCESSING WITH PHOTOREFRACTIVE OPTICS

Besides electronically addressable SLMs, photorefractive (PR) optics also
plays an important role in real-time optical processing. Because of their volume
storage capability, PR materials have been used to synthesize large capacity
composite filters. This section briefly discusses the PR effect and some of its
processing capabilities.

2.7.1. PHOTOREFRACTIVE EFFECT AND MATERIALS

Photorefractive effect is a phenomenon in which the local refractive index of
a medium is changed by a spatial variation of light intensity. In other words,
PR materials generally contain donors and acceptors that arise from certain
types of impurities of imperfections. The acceptors usually do not directly
participate in the photorefractive effect, whereas the donor impurities can be
ionized by absorbing photons. Upon light illumination, donors are ionized, by
which electrons are generated in the conduction band. By drift and diffusion
transport mechanisms, these charge carriers are swept into the dark regions in
the medium to be trapped. As a consequence, a space charge field is built up
which induces a change in the refractive index.

We now consider how two coherent plane waves with equal amplitude
interfere within the photorefractive medium, as illustrated in Fig. 2.35. The
intensity of the interference fringes is given by

!

//••* ^
1 + cos (-^) I, (2.99)

where /0 is a constant intensity, A = A/sin 0 is the period of the fringes, and A
is the wavelength of the light beams. In the bright regions close to the
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Fig. 2.35. Refractive index grating produced by interference fringes in a PR medium.

maximum intensity, photoionized charges are generated by the absorption of
photons. These charge carriers diffuse away from the bright region and leave
behind positively charged donor impurities. If these charge carriers are trapped
in the dark region, they will remain there because there is almost no light to
reexcite them. This leads to the charge separation as shown in Fig. 2.35. Due
to the periodic intensity distribution within the PR medium, a space charge is
created with the dark regions negatively charged and the bright regions
positively charged. The space charge continues building up until the diffusion
current is counterbalanced by the drift current. The space charges produce a
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space charge field which is shifted by a quarter of a period (or n/2 in phase)
relative to the intensity pattern. Owing to Pocket's effect, the space charge field
induces a change in the refractive index, as given by

(2..00,

where A1 and A2 are the amplitude of the two incident waves, Ansa, is the
saturation index amplitude, and T is the time constant. We note that Awsat and
T are material-dependent parameters.

The two beams can, in fact, carry spatial information (e.g., images) with
them. The interaction of the two beams then generates a volume index
hologram in the PR medium. While an optical beam propagates through the
medium, it undergoes Bragg scattering by the volume hologram. If the Bragg
scatterings are perfectly phase matched, a strong diffraction beam will recon-
struct the spatial information. The formation and diffraction of the dynamic
holograms within the PR medium can be explained by nonlinear optical wave
mixing (as briefly discussed in the next section).

PR effect has been found in a large variety of materials. The most commonly
used photorefractive materials in optical processing applications fall into three
categories: electro-optic crystals, semi-insulating compound semiconductors,
and photopolymers.

Lithium niobate (LiNbO3), barium titanate (BaTiO3), and strontium bar-
ium niobate (SBN Sra_,c)Ba,cNb2O6) are by far the three most efficient
electro-optic crystals exhibiting PR effects at low intensity levels. Iron-doped
LiNbO3 has a large index modulation due to the photovoltaic effect. It is also
available in relatively large dimensions. For instance, a 3 cm3 sample used to
record 5000 holograms has been reported. Because of its strong mechanical
qualities, LiNbO3 has been extended to near infrared (670 nm) wavelengths by
adding Ce dopants.

High diffraction efficiency can be achieved with LiNbO3 crystals without the
involvement of PR effect. This eliminates the phase distortion of the image
beam and is preferred in some applications. However, BaTiO3 crystals are not
available in large dimensions. A 5 x 5 x 5 mm3 sample is considered to be big.
Moreover, in order to reach the maximum index modulation, the sample must
be cut at a certain angle of the crystallographic c-axis. This cut is difficult, and
it reduces the size of the sample. A phase transition exists around 13 C;
therefore, the crystal must always be kept above this temperature.

SBN has a large electro-optic coefficient, which can be reached without a
special crystal cut. The phase transition (which can be tuned by doping) is far
from room temperature. It can also be subject to electric or temperature fixing.
The optical quality of SBN obtained up to now is still poorer as compared with
LiNbO, and BaTiO3 crystals, however.
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Several semi-insulating semiconductors, such as gallium arsenide (GaAs),
gallium phosphite (GaP), and idium phosphite (InP), have demonstrated PR
effect and have been used in optical processing systems. A prominent feature
of these semiconductor crystals is their fast response to optical fields; i.e., the
small value of time constant T at low light intensity. Typically, a submillisecond
response time can be achieved with GaAs at a modest laser power intensity of
100 mW/cm2, which is one or two orders of magnitude faster than the more
conventional materials such as BaTiO3 under the same conditions. The
spectral response range of these materials is in the near infrared wavelength.
This can be an advantage or a disadvantage, depending upon the applications.
One of the problems of these semiconductor PR materials is the disparity
among between different samples. The PR effect of the same material varies
considerably among suppliers as well as from one ingot to another.

Photopolymer is a new type of PR material. Its PR effect was first
discovered in the early 1990s. Recently a photopolymer based on photocon-
ductor poly (N-vinylcarbazalo) doped with a nonlinear optical chromophore
has been developed; it exhibits better performance than most inorganic PR
crystals. Due to its relatively small thickness (typically tens of micrometers),
only a limited number of images can be multiplexed. However, the photo-
polymer is more suitable for the implementation of 3-D optical disks, which
can store a huge amount of data.

2.7.2. WAVE MIXING AND MULTIPLEXING

There are two generic configurations for optical pattern recognition systems
using photorefractive materials; namely, two-wave mixing and four-wave mix-
ing. Depending upon the coherence among the read and write beams, four-
wave mixing configurations can be further classified into degenerated four-
wave mixing and nondegenerated four-wave mixing.

In a two-wave mixing configuration, shown in Fig. 2.36, two coherent beams
intersect in a PR medium and create an index grating. The Bragg scattering
involved in two-wave mixing is very similar to the readout process in
holography. If one lets beam A2 be the reference beam, the variation of the PR
index can be written as

AH(.X) oc: A^A2e~^T + /M*<yK'r. (2.101 )

where

K = k2 -k^

and k, and k2 are wave vectors of the two beams, respectively. When such a
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Fig. 2.36. A two-wave mixing configuration.

hologram is illuminated by the reference beam A2e
 lk>'r, the diffracted beam is

given by
0(.x) = r}AiA$A2e-ik''r, (2.102)

where ?/ is the diffraction efficiency. Notice that the phase of A2 cancels out and
the diffracted beam is the reconstruction of the object beam A{'ki'T. Similarly,
the reference beam A2 can be reconstructed by illuminating the hologram with
object beam Ar

In addition to holographic analogy, two-wave mixing in most PR crystals
exhibits amplification, which is a unique feature not available in conventional
holography. This occurs most efficiently in crystals where the dynamic PR
index grating is 90° out of phase with respect to the intensity interference
grating, as can be seen in Fig. 2.35. The energy exchange is unidirectional, with
the direction of the energy flow determined by the crystal parameters, such as
the crystal orientation and the sign of the photoionized charge carriers.
Customarily, the beam that loses energy is labeled as the pump beam, and the
beam that becomes amplified is called the probe beam.. Because the light energy
is coupled from one beam to another, two-wave mixing is also known as
two-beam coupling.

In the four-wave mixing configuration, two coherent beams write an index
hologram and a third beam reads the hologram, creating the fourth (i.e.,
output) beam by diffraction, as illustrated in Fig. 2.37. To satisfy the Bragg
condition, the third (read) beam must be counterpropagating relative to one of
the two writing beams. If the read beam has the same wavelength as the writing
beams, the configuration is called degenerate four-wave mixing; if the wave-
lengths of the read beam and write beams are different, it is called nondegener-
ate four-wave mixing. Although degenerate four- wave mixing has been used in
most of the applications demonstrated so far, nondegenerate four-wave mixing
may be used in some cases where the nondestructive reading of the hologram
is required. This can be achieved by choosing a reading wavelength beyond the
spectral response range of the photorefractive medium.
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Fig. 2.37. A four-wave mixing configuration.

For example, if the index hologram is generated by the two writing beams
A! and A2 and this recorded hologram is illuminated by a counterpropagating
reading beam A3e'k2 \ the diffraction can be written by

0(x) = (2.103)

in which we see that the diffracted beam counterpropagates with respect to the
writing beam Av If both the writing beam A2 and reading beam A3 are plane
waves, the diffraction is a time-reserved replica of Al. Therefore, four-wave
mixing provides a convenient method for the generation of phase conjugate
waves. In general, however, all three waves can carry spatially modulated
signals and the amplitude of the diffracted beam represents the multiplication
of these three images. By suitably manipulating the diffracted beam, many
image processing operations can be implemented.

Beams Al and A2 write a transmission-type hologram in the PR medium. If
the beams Av and A2 are used in the writing process, a reflection-type hologram
is formed, which can be read with beam A2 and generates the same diffraction
beam as given by the preceding equation. Note that the transmission and
reflection modes have different response times selectivities and diffraction
efficiencies. They are suitable for different applications.

Multiple images can be stored in a single piece of PR medium via wave
multiplexing. Once these images are stored, they can be retrieved and can serve
as a library of reference images for signal detection and pattern recognition.
Due to the parallel readout and fast access capabilities of wave mixing storage,
an input image can be compared with all the stored reference images at very
high speed. The three most commonly used multiplexing schemes in volume
holographic storage are angular multiplexing, wavelength multiplexing, and
phase-code multiplexing. All three multiplexing options are based on Bragg-
selective readout of thick holograms (discussed later).

In an angular multiplexing scheme, the address of each image is represented
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by the incident angle of the reference beam. To change the angle of the
reference beam, a mirror mounted on a rotating step motor can be utilized.
For rapid access to all of the stored images, acousto-optic cells can be used to
deflect the reference beam. Note that two acousto-optic cells must be used to
compensate for the Doppler shift in frequency.

For wavelength multiplexing, both the object and reference beams are fixed
and only their wavelengths are changed. The first demonstration of wavelength
multiplexing with PR materials was made to record three primary-color
holograms from a color object. The simultaneous replay of the three holograms
reconstructs the colored image. The application of wavelength multiplexing has
stimulated the development of solid-state tunable laser diodes and specially
doped PR crystals that are sensitive to laser diode wavelength range.

In phase-code multiplexing, the reference beam consists of multiple plane
wavefronts. The relative phases among all these wavefronts are adjustable and
represent the addresses of the stored images. Each image can be retrieved by
illuminating the holograms with the exact same phase code used for recording
the image. The merits of phase-code multiplexing include fast access, high light
efficiency, and the elimination of beam steering.

2.7.3. BRAGG DIFFRACTION LIMITATION

Bragg diffraction limitation in a thick PR crystal can be explained with the
k vector diagram, as depicted in Fig. 2.38. The recorded spatial grating vector
k i s

k = k0 - k t , (2.104)

where k0 and kt are the writing wave vectors. If the recorded hologram is read
out by a wave vector k2 (where the scattered wave vector is denoted by k3),
then the optical path difference (OPD) of the scattered light from two points
within the crystal can be written as

OPD = k • r - (k3 - k2) • r = Ak • r, (2.105)

Fig. 2.38. Bragg diffraction vectors.
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where r represents the displacement vector between two points and

Ak = k0 - k j +k , - k3 (2.106)

is known as the dephasing wave vector and corresponds to the Bragg diffraction
(dephasing) limitation. In other words, if the reading beam is not matched with
the writing beam, the OPD will be nonzero. The field of scattered light from
the crystal, as a function of the (scattered) wave vector k,, can be expressed as

= exp(zAk-rMK (2.107)
Jr

where the integration is over the entire volume of the crystal. We note that the
preceding equation is valid under the weak diffraction condition, such that
multiple diffraction within the crystal can be neglected.

In view of the preceding equation, we see that the performance of the PR
filter will be severely limited by the Bragg diffraction. Since the angular and
the wavelength selectivities of a multiplexed matched filter are limited by the
Bragg diffraction condition, the shift tolerance of the matched filter (related to
the Bragg mismatch) is affected by these selectivities, as will be discussed in the
following subsection.

2.7.4. ANGULAR AND WAVELENGTH SELECTIVITIES

Let us now consider the unslanted spatial filter synthesis for a transmission-
type and a reflection-type spatial filter, as depicted in Fig. 2.39. By using
Kogelnik's coupled-wave theory, the normalized diffraction efficiency can be
shown to be

U.JU5)1 +
s inh 2 (v 2 - f 2 ) 1 / 2

where the subscripts t and r denote the transmission-type and the reflection-type
holographic filters,

nAnd 2nnd sin 0 A
v, = - -- : , c, = ------------ A0,
' / cos0" 'r /.

2nnd cos 0
r , r — -- ,/. sin 6 /,

n and An are the refractive index and the amplitude of its variation, d is the
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a

(a) (b)

Fig. 2.39. (a) Construction of a transmission-type filter, (b) Construction of a reflection-type filter.

thickness of the crystal, and 6 and A0 are the internal construction angle and
its variation. Under the assumption of weak coupling; i.e., |v| « |c|, the nor-
malized diffraction efficiency ^ can be approximated as

v2 sinc2c,, r\r (2.109)

Based on preceding equations, the angular selectivity for the transmission-type
and the reflection-type holographic filters can be shown to be

1

AaL
sin a cos a d

v/«
2 — sin2a

sin a cos a d
(2.110)

cos'a

where 2a is the external construction angle, as shown in Fig. 2.39. The variation
of the angular selectivities is plotted in Fig. 2.40a.

Similarly, the wavelength selectivity for the transmission-type and the
reflection-type holographic filters can be shown as

(2.111)
sin a/n

sin sin
n j d sin a

(n2 - cos2a)1/2

(2.112)
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Fig. 2.40. (a) Angular selectivity, (b) Wavelength selectivity. Dash line for transmission type and
solid line for reflection type.

selectivities of which are plotted in Fig. 2.40b. We see that the wavelength
selectivity for the reflection-type hologram is quite uniform and higher than the
transmission type. Although the wavelength selectivity for both the reflection
type and the transmission type increases as the thickness of the crystal filter
increases, the increase is far more rapid for the reflection type than for the
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transmission type. It is therefore apparent that the reflection-type filter is a
better choice for the application of the wavelength-multiplexed filter.

2.7.5. SHIFT-INVARIANT LIMITED CORRELATORS

In a Fourier domain-matched filtering system, a shift of the input target at
the input plane will cause a change in the readout angle at the Fourier plane
where the PR filter is located. When the change of the readout angle is large,
the readout beam intensity decreases rapidly due to high angular selectivity
(i.e., the Bragg diffraction limitation). In other words, the higher the angular
selectivity of the PR filter, the lower its shift tolerance will be. Thus, to optimize
the shift invariance in a thick PR filter, a minimum angular selectivity is
needed. However, from Fig. 2.40 we see that the wavelength selectivity for the
reflection-type filter has its highest value at 2a = 180° where the angular
selectivity is minimum. Therefore, a reflection-type wavelength-multiplexed PR
filter will be the best choice for two major reasons, large storage capacity and
optimum shift tolerance.

We now investigate the shift invariance of three commonly used PR-based
correlators, the Vandelugt correlator (VLC), the joint transform correlator
(JTC), and the reflection-type correlator (RC). First, let us consider the VLC
(shown in Fig. 2.41) in which a point light source located at position x0

produces a plane reference beam. Within the PR crystal, this plane wave can
be described by vector k0 = |k| cos az — jk| sin au, where a is the intersection
angle between wave vector k0 and the optical axis inside the crystal, and u and
z are the transversal and the longitudinal unit wave vectors, respectively. By
referring to the well-known Snell's law, we have sin a = (sin 9)/n, and

cos a = (1 — sin2a)1/2 = ( 1 —

crystal

q2(x2)

Fig. 2.41. A PR-based VLC.
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where 6 is the intersection angle outside the crystal, and n is the refractive index
of the crystal. Under the paraxial approximation, and a « 1, wave vector kn

can be shown as

V2

2n2/2

where / is the wavelength of the light source, and / is the focal length of the
lens. Similarly, the recording object wave vector k t , reading wave vector k2,
and diffracted wave vector k3 can be shown as

k -k 2 ~

With reference to momentum conservation and the infinite extension in the
u direction, we have Aku — 0. By substituting preceding wave vectors into Eq.
(2.106) and using the condition A/eu = 0, the dephasing wave vector for the
transversal and the longitudinal directions can be shown to be

Afca = xt - x0 + x3 - x2 = 0, (2.1 1 3)

z = " -2 ' X 1 -^0 + ^3 ^3) ^ ""T^v-^l -^OA-^0 ~~ •^3)- (•^••" "•'!'')n/j

If readout beam k2 is shifted; that is, x2 = xl — S, then we have

z n//'2 ] °

At the input plane x1 the reference and object beams are represented by
4o(xo) " ̂ (xo ~ ^o) and <?i(xi)» respectively. If the crystal filter is read out by
a shifted object, represented by q2(x2) — 4i(xi ~ $)•> tne output correlation
peak intensity can be calculated by Eq. (2.107) over all k0 and k } with
weighting factors q0(x0) and q^x^, as given by

/(X3)

d/2

dx, du dz
J-oc. J-.//2 (2.116)

• Ai V V ^/If *•* i V ^ I// / V ^ £* V tA/ I A I/ • 1" \ I ̂C/^AQ — yV Q^C/ i \A j — O^C/ |^A i / t/A[J^t/Ali r j j .
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By substituting Eq. (2.115) into Eq. (2.116), the output correlation peak
intensity as a function of the shift distance can be shown to be

R(S)

Thus, we see that the intensity is modulated by a broad sine factor with a width
equal to

In order to keep the target object within this width, the sine factor has to be
sufficiently broad compared with the width of the target and the location of
the input reference point source; that is,

W X

where X is the width of the input target. In order to avoid an overlapping
situation, the location of this point source should be X0 ^ X5/2, by which we
have W ^ 6X. It follows that the object shift constraint is

which is inversely proportional to the thickness of the PR filter. In other
words, the thinner the PR filter, the higher the shift tolerance will be. How-
ever, the thinner the PR filter, the lower will be the storage capacity. If
the product of the target width and the maximum permissible shift is defined
as the figure of merit (FOM) for the shift tolerance, the FOM for the VL-C can
be shown to be

(2.119)

which is inversely proportional to the thickness of the PR filter, and propor-
tional to A. and the square of the focal length.

Let us now consider a PR-crystal-based JTC as shown in Fig. 2.42, where
qQ and cjl are the reference and input targets. The corresponding Bragg
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transform lens
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output plane

Fig. 2.42. A PR-based JTC,

diffraction wave vectors can be written as

Y2X0

Y2 \Xl \ *z,

X2 - , n
r _ |i I

4 — i/- u ̂  T

Z.

Similarly, one can show that the output correlation peak intensity is given by

R(S) = ^Xo - /z)|2 sine
(x0 - S)

(2.120)

Again, we see that the peak intensity is modulated by a broad sine factor due
to the Bragg diffraction limitation. To keep the target within the width of the
sine factor, W must be broader than the width of the input targets, i.e.,

For JTC the maximum distance 2h between the two input objects can be
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determined by setting W = X and S = 0, for which we have

2h =
Xd '

When the readout beam is shifted closer to the input object by a distance S,
the distance between the zeroth-order and the first-order diffraction will be
2h — S. To avoid overlapping between the two diffraction orders, the separ-
ation between them should be greater than twice the target X; that is,

2h-S^2X, (2.121)

for which the maximum permissible target translation is

s =
max Xd

The shift-tolerance FOM for the JTC can be written as

FOM,TC = XSmM = 2n4^ ~ 2X\ (2.123)

which is inversely proportional to the thickness of the PR crystal and decreases
rapidly as the width of the target X increases.

Similarly, for the RC correlation shown in Fig. 2.43, the Bragg diffraction
wave vectors can be written as

i ,
'

k -X 3a n\~

where k0 and kx are the writing vectors, and k2 and k3 are the reading and the
diffracted wave vectors, respectively. With reference to momentum conserva-
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Fig, 2.43. A PR-based reflection-type wavelength-multiplexed correlator (RC).

lion, the transversal and longitudinal dephasing wave vectors can be written as

HA j

Similarly, the correlation peak intensity as a function of the shift distance S can
be shown to be

nd S(x1-S)

Again, to maintain the target within the sine factor, we have

W X

for which we have

SX < f2 - 2S2.
a '

(2.124)

(2.125)

Since the shift variable S can be positive or negative, S should be maintained
within half the maximum permissible translation Smax. Thus, by substituting
S = 5max/2, we obtain

4nA
(2.126)
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which is inversely proportional to the thickness of the PR filter and decreases
as the maximum permissible shift distance increases.

In view of the preceding results, for moderate width of the input target, we
see that RC performs better in terms of shift tolerance than both VLC and JTC.

2.8. PROCESSING WITH INCOHERENT LIGHT

The use of a coherent light enables the use of optical processing to carry out
complex amplitude processing, which offers a myriad of applications. However,
coherent processing also suffers from coherent artifact noise, which limits its
processing capabilities. To alleviate these limitations, we discuss methods to
exploit the coherence contents from an incoherent source for complex ampli-
tude processing. Since all physical sources are neither strictly coherent nor
strictly incoherent, it is possible to extract their inherent coherence contents for
coherent processing.

2.8.1. EXPLOITATION OF COHERENCE

Let us begin with the exploitation of spatial coherence from an extended
incoherent source. By referring to the conventional optical processor shown in
Fig. 2.44, the spatial coherence function at the input plane can be written as

F(.x2 - x'2) = y(x1)exp - x'2) (2.127)

which is the well-known Van Citter-Zernike theorem, where y(x-^) is the
extended source, / is the focal length of the collimated lens, and /I is the wave-

Fig. 2.44. Incoherent source optical processor: /,, Incoherent source; Lj, collimating lens; L2 and
L3, achromatic transformation lenses; Pl, source encoding mask; P2, input plane; P3, Fourier
plane; and P4, output plane.
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length of the extended source. Thus, we see that the spatial coherence at the
input plane and the source-encoding intensity transmittance form a Fourier
transform pair, as given by

y(Xl) = :F[F(x2 - x'2)], and F(x2 - xV) = ..^~^(x,)], (2,128)

where J5" denotes the Fourier transform operation. In other words, if a •specific
spatial coherence requirement is needed for certain information processing, a
source encoding can be performed. The source-encoding }'(xj) can consist of
apertures of different shapes or slits, but it should be a positive real function
that satisfies the following physically realizable constraint:

0 ^ } < x , ) s $ l . (2/1.29)

For the exploitation of temporal coherence, note that the Fourier spectrum
is linearly proportional to the wavelength of the light source. It is apparently
not capable of (or is inefficient at) using a broadband source for complex
amplitude processing. To do so, a narrow-spectral-band (i.e., temporally
coherent) source is needed. In other words, the spectral spread of the input
object should be confined within a small fraction fringe spacing of the spatial
filter, which is given by

(2.130)
271

where d is the fringe spacing of the spatial filter, pm is the upper angular spatial
frequency content of the input object, / is the focal length of the transform lens,
and AA is the spectral bandwidth of the light source. In order to have a higher
temporal coherence requirement, the spectral width of the light source should
satisfy the following constraint:

A/, 71
— «7— , (2.131)

A hpm

where 1 is the center wavelength of the light source, 2h is the size of the input
object transparency, and 2h = (4f)/d.

There are ways to exploit the temporal coherence content from a broadband
source. One of the simplest methods is by dispersing the Fourier spectrum,
which can be obtained by placing a sampling grating at the input domain. For
example, if the input object is sampled by a phase grating as given by

f(x2)T(x2) = /(x2)exp(j>0x2),
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then the corresponding Fourier transform would be

rv , rF(p,q) = F i x

in which we see that F(p,q) is smeared into rainbow colors at the Fourier
domain. Thus, a high temporal coherence Fourier spectrum within a narrow-
spectral-band filter can be obtained, as given by

(2.132)

Po

Since the spectral content of the input object is dispersed in rainbow colors, it
is possible to synthesize a set of narrow-spectral-band filters to accommodate
the dispersion, as illustrated in Fig. 2.45a.

On the other hand, if the spatial filtering is a 1 -D operation, it is possible
to construct a fan-shaped spatial filter to cover the entire smeared Fourier
spectrum, as illustrated in Fig. 2.45b. Thus, we see that a high degree of
temporally coherent filtering can be carried out by a simple white light source.
Needless to say, the (broadband) spatial filters can be synthesized by com-
puter-generated techniques.

In the preceding we have shown that spatial and temporal coherence can be
exploited by spatial encoding and spectral dispersion of an incoherent source.
We have shown that complex amplitude processing can be carried out with
either a set of 2-D narrow-spectral-band filters or with a 1-D fan-shaped
broadband filter.

Let us first consider that a set of narrow-spectral-band filters is being used,
as given by

Hn(pn,qn,in), f o r n = 1 2, . . . , ,\7,

where (pn, qn) represents the angular frequency coordinates and /Ln is the center
wavelength of the narrow-width filter. It can then be shown that the output
light intensity would be the incoherent superposition of the filtered signals, as
given by

/(*, y) =£ £ A^|/(.x, y- An) * h(x, y; An)\
2, (2.1 33)

where * denotes the convolution operation, f(x, y,An) represents the input
signal illuminated by An, A/1,, is the narrow spectral width of the narrow-
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Fig. 2.45. Broad spectral filtering, (a) Using a set of narrow-spectral-band filters, (b) Using a 1-D
fan-shaped broadband filter.

spectral- band filter, and h(x, y; /,„) is the spatial impulse response of
Hn (pn,qn ;/-„); that is,

Thus, we see that by exploiting the spatial and the temporal coherence
content, an incoherent source processor can be made to process the informa-
tion in complex amplitude as a coherent processor. Since the output intensity
distribution is the sum of mutually incoherent image irradiances, the annoying
coherent artifact noise can be avoided.
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On the other hand, if the signal processing is a 1-D operation, the
information processing can be carried out with a 1-D fan-shaped broadband
filter. The output intensity distribution can be shown as

7(x, y) - \f(x, y; A) * h(x, y; AH) * dA, (2, 1 34)
A -I

where the integral is over the entire spectral band of the light source. Again,
we see that the output irradiance is essentially obtained by incoherent super-
position of the entire spectral-band-image irradiances, by which the coherent
artifact noise can be avoided. Since one can utilize a conventional white light
source, the processor can indeed be used to process polychromatic images. The
advantages of exploiting the incoherent source for coherent processing are that
it enables the information to be processed in complex amplitude as a coherent
processor, and it is capable of suppressing the coherent artifact noise as an
incoherent processor.

2.8.2. SIGNAL PROCESSING WITH WHITE LIGHT

One interesting application of coherent optical processing is the restoration
of blurred images, as described in Sec. 2.5.2, by means of inverse filtering.
Deblurring can also be obtained by a white light processor, as described in the
preceding section.

Since smeared image deblurring is a 1-D processing operation, inverse filtering
takes place with respect to the smeared length of the blurred object. Thus, the
required spatial coherence depends on the smeared length instead of the entire
input object. If we assume that a spatial coherence function is given by

F(x2 - x'2) = sinc<T—-
(Ax2

as shown in Fig. 2.46a, the source-encoding function can be shown as

/x N

y(x,) = rect M

where Ax2 is the smeared length, w = (//)/(Ax 2) is the slit width of the
encoding aperture (as shown in Fig. 2.46b, and

fl, -"<*,-
rect I — I = \

^ ' (0, otherwise
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Fig. 2.46. Image deblurring. (a) Spatial coherence function, (b) Source encoding mask.

As for the temporal coherence requirement, a sampling phase grating is used
to disperse the Fourier spectrum in the Fourier plane. Let us consider the
temporal coherence requirement for a 2-D image in the Fourier domain. A
high degree of temporal coherence can be achieved by using a higher sampling
frequency. We assume that the Fourier spectrum dispersion is along the y axis.
Since the smeared image deblurring is a 1-D processing, a fan-shaped broad-
band spatial filter to accommodate the smeared Fourier spectrum can be
utilized. Therefore, the sampling frequency of the input phase grating can be
determined by

Po

in which A and A/I are the center wavelength and the spectral bandwidth of the
light source, respectively. pm is the y-axis spatial frequency limit of the blurred
image.
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(a) (b)

Fig. 2.47. Restoration of blurred image, (a) A black-and-white blurred (color) image, (b) Deblurre
(color) image.

Figure 2.47a shows a blurred color image due to linear motion. By inserting
this blurred transparency in the processor of Fig. 2.44 a deblurred color image
is obtained, as shown in Fig. 2.47b. Thus, we see that by properly exploiting
the coherence contents, complex amplitude processing can be obtained from an
incoherent source. Since the deblurred image is obtained by incoherent
integration (or superposition) of the broadband source, the coherent artifact
can be suppressed. In addition, by using white light illumination, the polychro-
matic content of the image can also be exploited, as shown in this example.

Let us provide another example: an image subtraction with white light
processing. Since the spatial coherence depends on the corresponding point
pair of the images to be subtracted, a strictly broad spatial coherence function
is not required. Instead, a point-pair spatial coherence function is actually
needed. To ensure the physical reliability of the source-encoding function, we
let the point-pair spatial coherence function be

- x'2) =
sin[N(7i//i)(x2-.x'2)]

sine
nw
lul

where 2h is the main separation of the two input image transparencies, N » 1
and w « d, F converge to a sequence of narrow pulses located at (x2 — x'2) =
nh, as shown in Fig. 2.48a. Thus, a high degree of coherence among the
corresponding point pair can be obtained. By Fourier transforming the
preceding equation the source-encoding function can be shown as

= 2^ rect

n = 1

nd

where w is the slit width, and d = (lf)/h is the separation between the slits. The
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Fig. 2.48. Image substration. (a) Point-pair coherence function, (b) Source encoding.

source-encoding mask is, in fact, represented by N equally spaced narrow slits,
as shown in Fig. 2.48b.

Since the image subtraction is a 1-D processing operation, the Fourier
domain filter should be a fan-shaped broadband sinusoidal grating, as given by

If (2nxh\
G = - 1 + sin —-—

Figure 2.49a shows two input color images, and the output subtracted image
as obtained by the preceding method is shown in Fig. 2.49b. Again, we see that
the coherent artifact noise has been suppressed and the polychromatic content
of the subtracted image is exploited.

2.8.3. COLOR IMAGE PRESERVATION AND PSEUDOCOLORING

One interesting application of white light processing is color image preser-
vation. By spatial sampling, a color image can be encoded in a black-and-white
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(b)

Fig. 2.49. Color image subtration. (a) Input (color) images, (b) Subtrated (color) image,

transparency. To avoid the output moire fringe pattern, we sample the primary
color images in orthogonal directions as given by

T(x,y) = K{Tr(x,y)[l + sgn(coseor>')] sgn(cosrofcx)]

)D + sgn(coso;ff.Y)]}

where K is a proportionality constant; Tr, Th, and Tg are the red, blue, and
green color image exposures; ojr, ojh, and iog are the respective carrier spatial
frequencies: y is the film gamma; and

sgn(cos x) 0, cos x — 0,

1, cos x < 0.

Notice that the diffraction efficiency can be improved by bleaching the encoded
transparency. Nevertheless, if we insert the encoded transparency at the input
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domain of a white light processor, the complex light distribution at the Fourier
domain can be shown as

J I i 'T' / I J— a)r I + Tb I a ± — ,"T" n I I i 'T' I J O , IT* ITJ a, £ ± — a)r I + Tb I a ± — ojft, jg 1 + TJ a ±

T*±

where Tr, Tb, and Tg are the Fourier transforms of T,, Tb, and Tg, respectively.
By proper color filtering of the smeared Fourier spectra, a true color image can
be retrieved at the output image plane, as given by

7(x, y) - Tr
2(x, y) + Tb

2(x, v) + T/(x, y), (2.135)

which is a superposition of three primary encoded color images.
Many of the images obtained in various scientific applications are gray-level

density images; for example, scanning electron micrographs, multispectrai-
band aerial photographic images, X-ray transparencies, infrared scanning
images, and others. However, humans can perceive details in color better than
in gray levels; in other words, a color-coded image can provide better visual
discrimination.

We now describe a density pseudocolor encoding technique for mono-
chrome images. We start by assuming that a gray-level transparency (called Tj)
is available for pseudocoloring. Using the contact printing process, a negative,
and a product (called T2 and T3, respectively) image transparency can be made.
It is now clear that spatial encoding onto monochrome film can be accom-
plished by the same method used for color image preservation, for which the
encoded transparency is given by

T(x, y) = /C{T,(x, y)[l + sgn(coso>jj)] + T2(x, y)[l + sgn(cos o>2x)]

+ T3(x, y)[l + sgn(cose%x)]}~y.

Similarly, if the encoded transparency is inserted at the input white light



2.9. Processing with Neural Networks 14]

Fig. 2.50. Pseudocoloring. (a) Black-and-white X-ray image, (b) Density (color)-coded image,

processor, the complex light field at the Fourier domain is

a > V ' a ±
Z7T

'~J I rp

(jj 1 I ̂  1. O

271 1 / " \ Z7T

By proper color filtering in the Fourier spectral, a pseudocolor image can be
observed at the output plane.

An example of a pseudocolor-coded image is depicted in Fig. 2.50. It is
indeed easier and more pleasant to visualize a color-coded image than a
black-and-white image.

2.9. PROCESSING WITH NEURAL NETWORKS

Electronic computers can solve classes of computational problems faster
and more accurately than the human brain. However, for cognitive tasks, such
as pattern recognition, understanding and speaking a language, and so on, the
human brain is much more efficient. In fact, these tasks are still beyond the
reach of modem electronic computers. A neural network consists of a collec-
tion of processing elements called neurons. Each neuron has many input signals
but only one output signal, which is fanned out to many pathways connected
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to other neurons. These pathways interconnect with other neurons to form a
network called a neural network. The operation of a neuron is determined by
a transfer function that defines the neuron's output as a function of the input
signals. Every connection entering a neuron has an adaptive coefficient called
a weight assigned to it. The weight determines the interconnection strength
among neurons, and they can be changed through a learning rule that modifies
the weights in response to input signals. The learning rule allows the response
of the neuron to change, depending on the nature of the input signals. This
means that the neural network adapts itself and organizes the information
within itself, which is what we term learning.

2.9.1. OPTICAL NEURAL NETWORKS

Roughly speaking, a one-layer neural network of JV neurons should have N2

interconnections. The transfer function of a neuron can be described by a
nonlinear relationship such as a step function, making the output of a neuron
either zero or one (binary), or a sigmoid function, which gives rise to analog
values. The state of the ith neuron in the network can be represented by a
retrieval equation, as given by

where u( is the activation potential of the ith neuron, 7^- is the interconnection
weight matrix (IWM) or associative memory between the jth neuron and the ith
neuron, $( is a phase bias, and / is a nonlinear processing operator. In view of
the summation within the retrieval equation, it is essentially a matrix-vector
outer-product operation, which can be optically implemented.

Light beams propagating in space will not interfere with each other, and
optical systems have large space-bandwidth products. These are the traits of
optics that prompted the optical implementation of neural networks (NNs). An
optical NN using a liquid-crystal TV (LCTV) SLM is shown in Fig. 2.51, in
which a lenslet array is used for the interconnection between the IWM and the
input pattern. The transmitted light field after LCTV2 is collected by an
imaging lens, focusing at the lenslet array and imaging onto a CCD array
detector. The array of detected signals is sent to a thresholding circuit and the
final pattern can be viewed at the monitor, and it can be sent back for the next
iteration. The data flow is primarily controlled by the microcomputer, such
that this hybrid optical neural network is indeed an adaptive processor.
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Fig. 2.51. A hybrid optical neural network.

2.9.2. HOLPFIELD MODEL

One of the most frequently used neural network models is the Hopfield
model, which allows the desired output pattern to be retrieved from a distorted
or partial input pattern. The model utilizes an associative memory retrieval
process equivalent to an iterative thresholded matrix-vector outer-product
expression, as given by

V = (2.136)
0, K-+0, <0

where Vt and Vj are binary output and binary input patterns, respectively, and
the associative memory matrix is written as

0,

(2.137)

where V™ and V™ are ith and /th elements of the wth binary vectory.
The Hopfield model depends on the outer-product operation for construct-

ing the associated memory, which severely limits the storage capacity and often
causes failure in retrieving similar patterns. To overcome these shortcomings,
neural network models, such as back propagation, orthogonal projection, and
others have been used. One of the important aspects of neural computing is
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Training Set

Fig. 2.52. A block box representation of a Hopfield NN.

the ability to retrieve distorted and partial inputs. For example, a partial image
of A is presented to the Hopfield NN, as shown in Fig. 2.52. By repeated
iteration, we see that a recovered A is converged at the output end.

2.9.3. INTERPATTERN ASSOCIATION MODEL

Although the Hopfield neural network can retrieve erroneous or partial
patterns, the construction of the Hopfield neural network is through intrapat-
tern association, which ignores the association among the stored exemplars. In
other words, Hopfield would have a limited storage capacity and it is not
effective or even capable of retrieving similar patterns. One of the alternative
approaches is called interpattern association (IPA) neural network. An example
illustrating the IPA relationship is shown in Fig. 2.53, in which we assume that
Tony and George are identical twins. Nevertheless, we can identify them quite
easily by their special features: hair and mustache. Therefore, it is trivial by-
using a simple logic operation that an IPA neural network can be constructed.

For simplicity, let us consider a three-overlapping pattern as sketched in
Fig. 2.54, where the common and the special subspaces can be defined. If one
uses the following logic operations, an IPA neural network can be constructed:

/ = A A (B v C), // - B A (A v C), /// = C A (A v B)

IV = (A A B) A C,

VI = (C A A) A B,

V = (B A C) A A,

VII = (A A B A C) A

(2.138)

where A , v , and ~ stand for AND, OR, and NOT logic operation, and 0
denotes the empty set.
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Tony Geoge

Fig. 2.53. Concept of interpattern association (I PA).

If the interconnection weights are assigned equal to 1, — 1, and zero, for
excitory, inhibitory, and null interconnections, then a tristate IPA neural net
can be constructed. For instance, in Fig. 2.55a, pixel one is the common pixel
among patterns A, B, and C, pixel two is the common pixel between A and B,
pixel three is the common pixel between A and C, and pixel four is a special
pixel, which is also an exclusive pixel with respect to pixel two. Thus, by
applying the preceding logic operations, a tristate neural network can be
constructed as shown in Fig. 2.55b, and the corresponding IPA IWM is
shown in Fig. 2.55c.

For comparison of the IPA and Hopfield models, we have used an 8 x 8
neuron NN for the tests. The training set is the 26 English letters lined up in
sequence based on their similarities. Figure 2.56 shows the error rate as a
function of stored letters. We see that the Hopfield model becomes unstable to

Fig. 2.54. Common and special subspaces.
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Fig. 2.55. Construction of IPA NN, (a) Three reference patterns, (b) One-layer NN, (c) Associative
memory.

Hopfield

10 20

Reference Pattern Number

30

Fig. 2.56. Comparison of the IPA and the Hopfield models. Training sets; 26 capital English
alphabets: 8 x 8 NN.
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Fig. 2.57. A block box representation of a heteroassociation NN.

about 4 stored letters, whereas the I PA model is quite stable for all 26 letters.
Even for a 10% input noise level, it can retrieve effectively up to 12 stored
letters. As for noiseless input, the IPA model can, in fact, produce correct
results for all 26 stored letters.

Furthermore, pattern translation can also be accomplished using a hetero-
association IPA neural network. Notice that by using similar logic operations
among input-output (translation) patterns, a heteroassociative IWM can be
constructed. An example of the heteroassociation NN is shown in Fig. 2.57,
The objective is to translate a set of English alphabets to a set of Chinese
characters. We see that if A is presented to the heteroassociation NN, a
corresponding Chinese character is converged at the output end.
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EXERCISES

2.1 Two mutually coherent beams are impinging on an observation screen.
Determine the intensity ratio by which maximum visibility can be
observed.

2.2 By referring to Young's experiment, we assume that a 45° angle mono-
chromatic line source of infinite extend is illuminating on a diffraction
screen, as shown in Fig. 2.58.

line source pinhole

/diffraction
screen

Fig. 2.58.

(a) What would be the degree of spatial coherence on the diffraction
screen?

(b) Sketch a 3-D plot of |y| over the (\x — x'|, |y — /|) plane.
2.3 Consider an electromagnetic wave propagated in space, as shown in Fig.

2.59. Assume that the complex fields of point 1 and point 2 are given by

u^t) = 3 exp[icof] and uz(t) — 2exp[i(a)t + <p)],

where to and (p are the time frequency and the phase factors, respectively.



Exercises 

(a) Calculate the mutual coherence function. 
(b) What is the degree of coherence between uL and t i l? 

2 4 Consider the spatial impulse response of a n  input output optical cgstein. 
as given by 

~ . u ,  y) = rect - rect 

(a) If the optical system is illuminated by a spatially limited incoherent 
wavefront given by 

calculate the corresponding irradiance at the output plane. 
(b) I f  the spatially limited illumination of the optical system IS a coherent 

wavefront, compare the corresponding complex light field at the 
output plane. 

( c )  Sketch the irradiance of parts (a) and (b), respectively, and comment 
on their major differences. 

2.5 A F4ourier domain filter is given by 

where cq, and Po are arbitrary positive constants. Assume that the comples 
amplitude transmittance at the input plane of the FDP is 

Calculate the output responses under incoherent and coherent illuminations. 
respectively. 
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2.6 Given an input-output linear spatially invariant optical system under
strictly incoherent illumination,
(a) Derive the incoherent transfer function in terms of the spatial impulse

response of the system.
(b) State some basic properties of the incoherent transfer function.
(c) What are the cutoff frequencies of the system under coherent and

incoherent illuminations?
2.7 Consider an optical imaging system that is capable of combining two

Fraunhofer diffractions resulting from input objects /,(.x, y) and /"2(.x, y),
as shown in Fig. 2.60.
(a) Compute the output irradiances under the mutual coherent and the

mutual incoherent illuminations, respectively.
(b) Comment on the results of part (a).

y

Fig. 2.60.

2.8. Assume that a coherent light distribution on the (a, /?) spatial coordinate
system is shown in Fig. 2.61. Use it to evaluate the complex light field at
the (x, y) plane.

f(x,y)
direction of wave
propagation

g(a.P)

Fig. 2.61.
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(a) Draw an analog system diagram to represent this problem.
(b) If #(a, /?) is given by

exp

evaluate f(x, y).
(c) We assume a transparency is inserted at (x, y) domain, for which the

amplitude transmittance is given by

+ y 2 }-

Calculate the complex wave field impinging on the transparency.
2.9 A diffraction screen is normally illuminated by a monochromatic plane

wave of A = 500 nm. It is observed at a distance of 30 cm from the
diffraction screen, as shown in Fig. 2.62.
(a) Draw an analog system diagram to evaluate the complex light field

at the observation screen.
(b) Calculate the separations between the slits, by which the irradiance

at the origin of the observation screen would be the minimum.
(c) Compute the irradiance of part (b).

2.10 Consider a double-convex cylindrical lens, as shown in Fig. 2.63.
(a) Evaluate the phase transform of the lens.
(b) If the radii of the first and the second surfaces of the lens are given

by Rl = 10 cm and R2 = 15 cm, respectively, and the refractive index
of the lens is assumed to be n — 1.5, calculate its focal length.

(c) If the lens is submerged in a tank of fresh water in which the refractive
index of the water n — 1.33, determine the effective focal length in the
water.

narrow slits

I
30 cm

Fig. 2.62.
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Ri

R2

Fig. 2.63.

R l < R 2

2.11 Assume that an optical processor is illuminated by a monochromatic
plane wave, as shown in Fig. 2.64, where the amplitude transmittance of
the transparency is denoted by /(c, r\), and I < f.
(a) Calculate the output complex light field at the back focal length of

the transform lens.
(b) Determine the output irradiance.
(c) What is the effective focal length of this Fourier transform system?
(d) Show that the scale of the Fourier spectrum is proportional to the

effective focal length.
2.12, Assume that the amplitude transmittance of an object function is given by

cos(p0x)],

where p0 is an arbitrary angular carrier spatial frequency, and f ( x , y) is

Fig. 2.64.
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Fig. 2.65.

H(p.q)

L2

+— f '-H

assumed to be spatial-frequency limited. If this object transparency is
inserted at the input plane of the FDP,
(a) Determine the spectral distribution at the Fourier plane.
(b) Design a stop-band filter for which the light distribution at the output

plane will be f(x, y).
2.13 Consider the coherent optical processor shown in Fig. 2.65. The spatial

filter is a one-dimensional sinusoidal grating.

H(p) = i

where a0 is an arbitrary constant that is equal to the separation of the input
object functions f^x, y) and f2(x, y). Compute the complex light field at
the output plane P3.

2.14 A method for synthesizing a complex spatial filter is shown in Fig. 2.66a.
If a signal transparency s(x, y) is inserted at a distance d behind the
transform lens, and the amplitude transmittance of the recorded filter is
linearly proportional to the signal transparency,
(a) What is the spatial carrier frequency of the spatial filter?
(b) If the spatial filter is used for signal detection, determine the appro-

priate location of the input plane, as shown in Fig. 2.66b.
2.15 Suppose that the input object functions on an FDP is a rectangular

grating of spatial frequency p0, as shown in Fig. 2.67.
(a) Evaluate and sketch the spectral content of the input object at the

Fourier domain.
(b) If we insert a small half-wave plate at the origin of the Fourier

domain, sketch the light distribution at the output plane and com-
ment on your observation.
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s<

filter

2.16 The transaxial location of an input transparency introduces a quadratic
phase factor in a spatial filter synthesis,
(a) Show that the quandratic phase factors produced in the optical setup

of Fig. 2.68 would be mutually compensated.
(b) If the recorded H(p, q) (joint transform filter) is inserted back at the

input plane of Fig. 2.68, calculate the output complex light field.
(c) If H(p, q) is inserted at the front of the transform lens, what would be

the scale of the output light field?

O
Fig. 2.67.
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/

H(p,q)

Fig. 2.68.

2.17 With reference to the JTP of Fig. 2.18, if the input object is imbedded in
an additive white Gaussian noise with zero means; that is /(x, y) + n(x, v),
show that the JTC is an optimum correlator.

2.18 Consider the microcomputer-based FDP of Fig. 2.17. Assume that the
operation speed is mostly limited by the addressing time of the SLMs and
the response time of the CCD array detector. If the addressing time of the
SLMs is 60 frames/sec and the response time of the CCD detector array
is 50 frames/sec, calculate the operation speed of the processor.

2.19 Refer to the hybrid FDP and the JTP of Figs. 2.17 and 2.18, respectively.
(a) State the basic advantages and disadvantages of these two processors.
(b) What would be their required spatial carrier frequencies?
(c) What would be their input spatial coherence requirements?

2.20 Suppose that the addressing time of the SLMs and the response time of
the CCDs are given by 1/60 sec and 1/50 sec, respectively.
(a) Calculate the operating speeds for the JTC and the single SLM JTC,

respectively.
(b) Comment on your results with respect to the one you obtained for

the FDP in Exercise 2.18.
2.21 Suppose the size SLM is given as 4 x 4cm2. If the spatial-frequency

bandwidth of the signal is 10 lines/mm, the focal length of the transform
lens is 500 mm, and the wavelength of the light source is 600 nrn,
(a) Compute the optimum number of joint transform power spectra that

can be replicated within the device's panel.
(b) Assume that the replicated JTPs are illuminated by temporal coher-

ent but spatially partial-coherent light. What would be the spatial
coherence requirement of the source?

(c) Show that the signal-to-noise ratio of the correlation peak improved
by using spatially partial-coherent illumination.
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Fig. 2.69.

(d) Calculate the accuracy of the detection under strictly coherent and
spatially partial-coherent illuminations, respectively.

(e) Compute the correlation peak intensities of part (d).
2.22 Consider the JTP in Sec. 2.4.4.

(a) Design a phase-reversal function to sharpen a linear smeared image.
(b) Calculate the output complex light distribution.
(c) Show that a reasonable degree of restoration may be achieved by

using the phase-reversal technique.
2.23 Consider the complex image subtraction of Fig. 2.69. If we let one of the

input transparencies be an open aperture; say j'2(x, y) = 1,
(a) Calculate the output irradiance distribution around the optical axis.
(b) On the other hand, if f^x, y) = exp[i'0(x, y}~\ is a pure phase object, show

that the phase variation of f^(x, y) can be observed at the output plane.
2.24 Consider a multisource coherent processor for image subtraction, as

shown in Fig. 2.70. We assume that the two input object transparencies
are separated by a distance of 2h0.
(a) Determine the grating spatial frequency with respect to the spacing

of these coherent point sources.

N Coherent
point sources

Fig. 2.70.
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(b) Evaluate the intensity distribution of the subtracted image at the
output plane.

2.25 Refer to the broadband spectrum analyzer of Sec. 2.5.4.
(a) Determine the frequency resolution of the analyzer.
(b) For a large number of scan lines, compute the number of resolution

elements at the output plane.
(c) Compute the space bandwidth product of the wide-band spectrum

analyzer.
2.26 The spatial resolution of a CRT scanner is 2 lines/mm and the raster-scan

aperture is assumed 10 x 13 cm. If the CRT is used for wide-band intensity
modulation,
(a) Compute the space-bandwidth product of the CRT.
(b) If the time duration of the processing signal is 2 sec and we assume

that the separation among the scanned lines is equal to the resolution
of the CRT, determine the highest temporal frequency limit of the
CRT.

2.27 Consider a two-dimensional rectangular impulse function as given by

fx\ fx\
f ( x , y ) = r e c t ( - J r e c t l - 1

(a) Evaluate the Mellin transform of /(x, y).
(b) Sketch the result of part (a).
(c) Show that the Mellin transform is indeed a scale invariant transform-

ation.
(d) By preprocessing /(x, y), draw a coherent optical system that is

capable of performing the Mellin transformation.
2.28 Given a circularly symmetric function, such as

f(r) ={1' r^R°
[0, otherwise.

where r = ^/x2 + y2,
(a) Expand the circular harmonic series at the origin of the (x, y} co-

ordinate system.
(b) Assuming that the center of the circular disk of part (a) is located at

x = 0, y = R0, expand the circular harmonic series of this disk at
x = 0, y = 0.

2.29 Given the spokelike function shown in Fig. 2.71; that is,

r ft 11 N

f(r, 0) = rect — + - * £ d(9 - nOs),
\ Un 2 ., ̂  ,
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es

Fig. 2.71.

where 60 ^ (9S and 6S — 2n/N, evaluate the circular harmonic expansion of
/(r, 6) around the origin. Hint: Assume that 6>0 = Os. Since 0, is very
small, N can be assumed infinitely large.

2.30 (a) Discuss the synthesis of an optical circular harmonic filter.
(b) Show the optical implementation in a JTC and in a VLC, respec-

tively.
2.31 With reference to the nonlinear processing system of Fig. 2.31, show that

a higher correlation peak intensity may be obtained using a circular
homomorphic filtering system.

2.32 We have shown that phase distortion introduced by an SLM in a JTC
can be compensated for by using a nonlinear photorefractive crystal.
Discuss in detail whether phase distortion can indeed be compensated.

2.33 By using the four-wave mixing technique,
(a) Draw an optical architecture to show that a contrast reversal image

can be performed.
(b) Repeat part (a) for image edge enhancement processing.

2.34 Sketch a two-wave mixing architecture, and show that wavefront-distor-
tion compensation can be accomplished with the optical setup.

2.35 A 1-mm-thick LiNbO3 photorefractive crystal is used for a reflection-type
matched filter synthesis. Assume that the writing wavelength is A =
500 nm and that the refractive index of the crystal is n — 2.28.
(a) Calculate the minimum writing-wavelength separation for a wave-

length-multiplexed filter.
(b) If the object size has a width of 2 mm, and the focal length of the
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transform lens is 100mm, what would be the allowable transversal
shift of the object?

2.36 An input transparency contains several 5 mm targets. If targets are to be
detected with the white light processor of Fig. 2.44,
(a) Calculate the required source size. Assume that the focal length of the

transform lenses is / = 500 mm.
(b) If the spatial frequency of the input object is assumed to be 10 lines

per millimeter, calculate the width of the spatial filter Hn and the
required spatial frequency of the sampling phase grating.

2.37 Assume that the light source of Fig. 2.44 is a point source. If we ignore
the input signal transparency,
(a) Determine the smeared length of the Fourier spectra as a function of

the focal length / of the achromatic transform lens and the spatial
frequency p0 of the sinusoidal phase grating T(x).

(b) If the spatial frequency of the diffraction grating is p0 = 807i rad/mm
and / — 30 cm, compute the smeared length of the rainbow color
spectrum.

2.38 Referring to the preceding exercise, if the white light source is a uniformly
circular extended source of diameter D,
(a) Determine the size of the smeared Fourier spectra as a function of /

and p0.
(b) If D = 2 mm, p0 = 807i rad/mm, and / = 30 cm, determine the precise

size of the smeared Fourier spectra.
2.39 Consider a spatially incoherent processor, as depicted in Fig. 2.72. We

assume that the spatial coherence function at the input plane is given by

F(|.x rect

which is independent of y.
(a) Evaluate the transmittance function of the source encoding mask.

monochromatic
source

source encoding
/mask

assume
uniformly
distribute

input
plane

X

output
plane

Fig. 2.72.
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(b) Is the source encoding mask of part (a) physically realizable? Give
the reason for your answer.

(c) Design a physically realizable source encoding mask that has a
coherence distance equal to 2Ax.

2.40 Refer to the white light photographic image deblurring of Sec. 2.8. If the
linear smeared length is about 1 mm,
(a) What are the spatial and temporal coherence requirements for the

deblurring process with an incoherent source?
(b) In order to achieve the spatial coherence requirement, what is the

requirement of the light source?
(c) In order to obtain the required temporal coherence, what would be

the minimum sample frequency of the diffraction grating T(JC)?
2.41 Consider the image subtraction with the encoded source discussed in Sec,

2.8. Assume that the spatial frequencies of the input object transparencies
are about 10 lines/mm.
(a) Calculate the temporal coherence requirement.
(b) If the main separation of the two input object transparencies is 20 mm

and the focal length of the achromatic transform lenses is 300 mm,
design a spatial filter and a source encoding mask to produce point-
pair spatial coherence for the processing operation.

(c) Calculate the visibility of the subtracted image.
2.42 Assume that an integrated-circuit mask is a two-dimensional cross-

grating-type pattern. The corresponding Fourier spectrum may be repre-
sented in a finite region of a spatial frequency plane, as depicted in Fig. 2.73.
(a) Design a white light optical processing technique for the integrated-

circuit mask inspection.

Fig. 2.73.
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(b) Carry out a detailed analysis to show that defects can be easily
detected through color coding.

2.43 The amplitude transmittance function of a multiplexed transparency, with
a positive and a negative image, is given by

t(x, y) = tv(x, y)(l + cosp0x) + t2(x, y)U + co$q0y).

(a) Evaluate the smeared spectra at the Fourier plane.
(b) If the focal length of the transform lens is / = 300 mm, and the

sampling frequencies are p0 = 807i and q0 = 60?r rad/mm, compute
the smearing length of the Fourier spectra. Assume that the spectral
bandwidth of the white light source is limited by 350 to 750 nm.

(c) Design a set of transparent color filters by which the density (i.e., gray
levels of the image) can be encoded in pseudocolors at the output
plane.

(d) Compute the irradiance of the pseudocolor image.
2.44 To illustrate the noise immunity of the partially coherent system of Fig.

2.44, we assume that the narrow spectral band filters are contaminated
with additive white Gaussian noise; that is, H(a, ft] + n(a, /?). Show that the
output signal-to-noise ratio improves when the white light source is used.

2.45 Refer to the LCTV optical neural network (ONN) of Fig. 2.51.
(a) Calculate the space-bandwidth product (SBP) and the resolution

requirement for a 16 x 16-neuron network.
(b) Repeat part (a) for an N x JV-neuron net.
(c) Calculate the operation speed of the ONN.
(d) To improve the operation speed, show that one can either increase

the number of neurons or increase the frame rate of the SLM.
2.46 Four binary patterns are represented by a Venn diagram in Fig. 2.74.

Since excitory, inhibitory, and null interconnections can be determined
by logical operation, describe the relationships among neurons in the

Fig. 2.74.
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( a ) ( c }

(C)
(d)

2.47

following subsets:
(a) I and II.
(b) 1 and V.

VI and X.
IX and XI.

(e) III and IX.
A set of the training patterns shown in Fig. 2.75 are to be stored in a
neural network.
(a) Use a Hopfield model to construct a one-level neuron network.
(b) With reference to part (a), construct the memory matrix.
(c) Determine the interconnections by logical operation.
(d) Construct a one-level IPA neural net.
(e) Compare the IPA model with the Hopfield model.

2.48 Refer to the set of training images shown in Fig. 2.76. Synthesize a
synthetic discriminant function filter (SDF).

2.49 Consider the target set of Fig. 2.76. Synthesize a simulated annealing
bipolar composite filter (SABCF).

Fig. 2.76.

2.50 Use Fig. 2.76 as the target set and Fig. 2.77 as the antitarget set, and
synthesize a SABCF. In view of the results obtained in Exercises 2.48 and
2.49, comment on the SDF and SABCF results.

Fig. 2.77.



Chapter 3 Communication With Optics
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Light has been used for communication for more than five thousand years. In
ancient times, information was transmitted by blocking or transmitting light.
In recent years, with the advent of optic fibers and corresponding components
such as semiconductor lasers and receivers, fiber-optic communication has
become the core technology for long haul broadband communications. In this
chapter, we briefly introduce the basic concepts of fiber-optic communications.

3.1. MOTIVATION OF FIBER-OPTIC COMMUNICATION

With the exponential growth in transmission bandwidth usage, in particular
(due to the rapid growth of Internet data traffic), there is a huge demand on
transmission bandwidth. Fiber-optic communication is the best candidate to
fulfill this broad bandwidth due to its following unique features:

1. Huge bandwidth due to extremely high carrier frequency

The light signal has a very high carrier frequency. For example, at the
infrared communication window, assuming that / = 1 500 nm, the correspond-
ing carrier frequency, /, is as high as

163
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This extremely high carrier frequency makes fiber-optic communication suit-
able for broadband communications.

2. Very low loss

Fiber-optic communication can have a very low loss. The loss can be as low
as 0.2 dB/Km, which makes long-distance communications possible. For
example, the total loss for 100-km fiber is as low as 20 dB, so there is no need
for amplification or regeneration for 100-km fiber. Note that at high frequency,
traditional copper wire has a very large loss.

3. Light weight and compact size

For high-speed communication, coaxial cable is very heavy and cumber-
some. However, fiber cable has a very compact size and light weight. The
diameter of optical fiber (core plus cladding) is as small as 125^m, which is
about twice the diameter of human hair.

4. Highly secure and immune to the external electromagnetic interference

The dielectric nature of optical fiber makes it immune to external elec-
tromagnetic interference and highly secure.

Example 3.1. Assume that an optical fiber has a length L = 1 km and attenu-
ation constant a = — 0.2 dB/km. What is the output power of the optical fiber
if the input power is 1 W?

Solve: Based on the definition of attenuation, we have

^om = *V WLI1° = 1 • KT0-2'1/10 - lO"0-02 « 0.96 (W)

From Example 3.1, we can see that more than 95% of power energy can be
reserved in the optical fiber after propagating 1 km. Again, this shows the
low-attenuation feature of optical fiber.

3.2. LIGHT PROPAGATION IN OPTICAL FIBERS

3.2.1. GEOMETRIC OPTICS APPROACH

The basic principle of light propagating in optic fiber can be illustrated by
the simple geometric optics principle, i.e., total internal reflection.

The basic structure of optical fiber can be described by Fig. 3.1, which
includes three layers: (1) core layer; (2) cladding layer; and (3) protection jacket
layer. The core and cladding have refractive index n, and «2, respectively. To
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Cladding n2

165

Core n1 Jacket

Fig. 3.1. Basic structure of optical fiber.

ensure light propagation in the fiber, the core must have a refractive index
larger than that of the cladding so that the total internal reflection can happen.
Let us look at a simple step index fiber, as shown in Fig. 3.2, where the core
has a refractive index nt, the cladding has a refractive index n2, the outside has
a refractive index n0, the incident angle from the outside to the fiber is $,, the
refractive angle of 0,- is dr, and the internal incident angle from the core to the
cladding is (f). Assume that the light is coupled into the fiber at point A and
reaches to the intersection point between the core and the cladding at point B.
The minimum angle that can result in total internal reflection at point B, $c, is

(3.2)

In this critical angle case, the incident angle 0,, denoted as 0fc, can be described
in terms of nv and n2 from the following geometric relationship (as shown in
Fig. 3.2),

+ 0, (3.3)

Fig. 3. 2. Basic principle of light propagation in optical fiber: total internal reflection.
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and SnelPs law,

n0 sin Bic = ni sin Br. (3,4)

Substituting Eqs. (3.2) and (3.3) into Eq. (3.4), we have

n0 sin Bic = y nf ~~ n\ (3.5)

Note that «0 sin 9ic is called the numerical aperture (NA) of the fiber and Bic is
called the acceptance angle of the fiber. When the incident angle is Bi < Bic, the
light can propagate in the optical fiber without severe attenuation since the
total internal reflection happens at the intersection surface between the core
and the cladding. However, when 0,- > 9ic, the leakage happens at the intersec-
tion surface between the core and the cladding, which results in severe
attenuation. This is the basic principle of how light can propagate in optical
fiber from a geometric optics point of view. Since the fiber length is very long,
there are many incidences of reflection. To ensure low attenuation, we need
100% perfect reflection. A little bit of loss in each reflection can result in huge
attenuation after many reflections, illustrated in the following example.

Example 3.2. Consider a step index fiber with parameters nt — 1.475, n2 =
1.460, n0 = 1.000, and core radius a = 25 ̂ m.

(a) Calculate the maximum incident angle and numerical aperture (NA) of
the fiber.

(b) Under the maximum incident angle, how many total reflections happen
for a 1-km-long fiber?

(c) If the power loss is 0.01% for each reflection, what is the total loss of
this 1-km-long fiber (in dB)?

Solve:

(a) NA = n0 sin 0, = Jn\ - n\ = VI.4752 - 1.4602 =0.21.
(b) From the relationship nQs'm 9,; = nl smBr, as shown in Fig. 3.2, the

internal refractive angle, 0r, can be calculated as

Then, the propagation length for each reflection is 2a/tan 8r. Thus, the total
number of reflections is

L 103 m
N = — - _—__—- tan 8.19° = 2.88 • 106 times,

2a/tan0r 2 - 2 5 - 1 0 ~ 6 m

where L is the length of the fiber.



3.2. Light Propagation in Optical Fibers 3 67

(c) The total loss (in dB) is

Loss = 10-log,0^ = 10-logioO - io-4)2-8 8 '1 0 6= -1238dB.
* in

Again, this example tells us that we need 100% reflectivity for each reflection.
A reflectivity of 99.99% is absolutely not acceptable.

So far, we have explained how light can propagate in optical fiber from a
geometric optics point of view. The next question we need to answer is how
high the bandwidth can be, which can be estimated as follows: Assume that the
fiber length is L. The minimum time, tmin, that light can pass through this fiber
corresponds to the case of incident angle $f = 0°. Mathematically, tmin is given
by

(16)
- '

The maximum time, tmax, corresponds to the critical incident angle case. In this
case, the traveling distance becomes

- m a x ~~ ~ i ~ •sin 4>c n2/n1 n2

Thus, the maximum traveling time is

nc

The traveling time difference, At, is

,

Note that this traveling time difference results in a basic limitation on the
maximum bandwidth that can be used for transmission. To avoid confusion
among differing time information, the maximum bandwidth, B, is

(3.10)
At nlL/c(nl/n2 — 1)

For a quantitative feeling about Eq. (3.10), let us look at the following example
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Example 3.3. A step index optical fiber has core refractive index nl = 1.5,
cladding refractive index n2 — 1.485, length L = 1 km. Calculate the maximum
bit rate for this fiber.

Solve: The maximum bit rate, B, for this fiber is

D __ _ _ ..... ^ 20 Mbos
At" «, L/c(n Jn2 - 1) 1.5 -103 m/3 • 10 m/s(1.5/1.485 - 1) ~ " *""

From this example, one can see that B is much less than the optical carrier
frequency; that is, in the order of 1014 Hz. To alleviate this problem, we need
to reduce the time difference among different propagating routes. Fortunately,
there is a case in which only one route is allowed to propagate in the fiber (i.e.,
single mode fiber) so that much higher bandwidth can be achieved. However,
the simple geometric optics theory cannot fully explain this phenomenon,
which must be clarified by the more precise wave-optics theory, described in
the next section.

3.2.2. WAVE-OPTICS APPROACH

Since the transversal dimension of optical fiber is comparable with its
wavelength, the more precise wave-optics theory is needed to explain all the
phenomena happening in the fiber; in particular, the mode theory.

The wave-optics approach starts with the well-known Maxwell equation.
Optical fiber is a dielectric material so the free charge density is p = 0 and free
current density j = 0. In addition, assume the light wave is a harmonic wave.
Note that the general case can be treated as the weighted summation based on
the Fourier transform for the linear system. Under these assumptions, the
electric field of the light field, E, satisfies the following wave equation:

V2£ + n2^ = 0, (3.11)

where kl = co2/C2 is the wave number, co is the angular frequency, C is the light
speed in vacuum, n = v/iur£r is the refractive index of the fiber material — and it
may be a function of angular frequency (i.e., n = «[co]), and V2 is the Laplacian
operator. Due to the cylindrical symmetry of the optical fiber, as shown in Fig.
3.3, it is convenient to solve Eq. (3.11) under cylindrical coordinates. Note that
Eq. (3.11) is a vector differential equation. For simplicity, let us deal with the
z component of the electric field, Ez, first. In this case, Eq. (3.11) becomes the
following simplified scalar differential equation:

V2E, + n2klEz = 0. (3.12)



3.2. Light Propagation in Optical Fibers

Fig. 3.3. Description of optical fiber under cylindrical coordinate.

Under the cylindrical coordinate as illustrated by Fig. 3.3, Eq. (3.12) can be
written as

1 ^L( ^\ 1 a2 ^L
p dp \ dp) p2 d(f)2 dz2

I d d 2 I d 2 d 2

, z)

2p dp dp2 p

d2Ez(p,(l>,Z) , 1

, cp, z)

(3.13)

Equation (3.13) is a partial differential equation, which contains three variables
(p, 4>, z). Since this is a linear differential equation, it can be solved by the
method of variable separation; that is,

(3.14)

Each function of F(p), <P(<|!>), and Z(z) satisfies one ordinary differential
equation. Substituting Eq. (3.14) into Eq. (3.13), the following three equations
can be derived:

d2Z(z)
dz

+ /i2Z(z) = 0,

= 0,

d2F(p) I^L + __
dp2 P dp

m

(3.l5a)

(3.l5b)

(3.1
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where m is an integer and ft is a constant. The solution for Eq. (3.\5a) is

Z ( z ) = e i f t z , (3.1.6)

which represents how light propagates in the z direction. Thus, the constant /?
is often called the propagation constant. The solution for Eq. (3.156) is

0(0) =eirn<j\ (3.17)

which represents how the light field changes along the angular direction. Due
to the periodic nature of the angular function, i.e., 0(0) = 0(0 + 2n), m must
be an integer. Equation (3.15c) is a little bit complicated. For the step index
fiber, an analytical solution can be obtained. As shown in Fig. 3.3, the refractive
index distribution for a step index fiber can be expressed as

n(p) =
n1, p < a

n2 p > «,
(3.18)

where a is the radius of the fiber core. Substituting Eq. (3.18) into Eq. (3.15c),
the following equations are obtained:

d2F(p) | ldF(p)
dp2 p dp

d2F(p) , IdF(p)

nf fcg
in
— F(p) - 0,
P'

(3.19«)

dp* p dp

m'
F(p) - 0, p > a. (3.196)

Equations (3.19a) and (3.l9b) can be further simplified by defining two new
constants:

K2 = n2k2 - (^

y2 = /i2 - nlki

(3.20a)

(3.206)

Substituting Eqs. (3.20a) and (3.206) into Eqs. (3.19a) and (3.196), we get

d2F(p) , 1 dF(p)
dp* P dp

nr
— ] F ( p ) =0,

d2F(p) IdF(p)
H + -y ) F(p) = 0, p > a.

(3.2 Ifl)

(3.216)
dp2 p dp

Equation (3.2la) is the well-known Bessel equation and Eq. (3.216) is the
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modified Bessel equation. The solutions of these two equations are the Bessel
functions. Thus, F(p) can be expressed as

F(o) - m m P ^a (3 ->?)
\ C - K m ( y p ) + D ' I m ( y p ) , p > «, {"'^>

where Jm is the mth order first kind Bessel function, Ym is the mth order second
kind Bessel function, Km is the mth order modified second Bessel function, IM

is the mth order modified first kind Bessel function, and A, B, C, and D are
constants.

When p -»0, Ym(Kp) -»• oo. Since light energy cannot be infinite in the real
world, B must be zero (i.e., B — 0). Similarly, when p -» oo, /m(yp) -> GO. Again,
since light energy cannot be infinitely large, D must be zero (i.e., D — 0). Thus,
Eq. (3.22) can be simplified into

The Bessel functions Jm(Kp] and Km(yp) can be found by looking at Bessel
function tables or calculated by computers from series expressions, as given by

,n /-v\ 2n + m

(3.24a)

l"'^(m -n - 1)! (x\2n~m

( _ i r + i^ (3,24,5)

£ 7 , (3.24c)
./=! J

Substituting Eqs. (3.16), (3.17), and (3.23) into Eq. (3.14), we can get the final
solution of light field £.,

(3'25)

Then, by using the Maxwell equation, we can get Hz, Ef>, Etj), Hf>, and H,lt.
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The constants K and y can be found by using the following boundary
condition between the core and the cladding surfaces. Mathematically, it can
be expressed as

(3.26)
p op

Substituting Eq. (3.25) into Eq. (3.26), we obtain

A-Jm(Ka)=C-Km(ya\ (3.27«)

A-K-Jm(Ka] =C-yKUy f l ) , (3.27J»)

where symbol prime indicates differentiation with respect to the argument.
Dividing Eq. (3.27a) by Eq. (3.Tib), we get following formular (so-called
dispersion relationship):

Jm(Kd) Km(ya)
(.5.25)

K • J'm(Ka] y • K'm(ya)

To understand Eq. (3.28), let us substitute Eq. (3.20) into Eq. (3.28). Then, Eq.
(3.28) becomes

• J'm(Jn\kl - ft2 a)

Equation (3.29) determines the possible values of propagation constant ft, as
discussed in the following:

1. Since the term elftz represents the light propagation in z direction, the ft
is called the propagation constant. For nonattenuation propagation, ft
must be a real number. For simplicity, assume that the light only
propagates in one direction and ft must be larger than zero for the
selected propagation directions (i.e., ft > 0).

2. The conditions K2 = n^k^ — ft2 > 0 and /? > 0 result in ft < n^. The
conditions of y2 — ft2 — n\k^ > 0 and /i > 0 result in /? > n2k0. Thus, the
overall constraint on ft is

n2k0<ft<nlk0. (3.30)

3. Multiplying l/kQ on both sides of Eq. (3.30), we get

n2<-<nl. (3,3 J )
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n = f}/k0 is defined as the effective refractive index of the fiber for a light
field with propagation constant /?. From Eq. (3.31), it can be seen that
this refractive index is larger than the cladding refractive index n2 and
smaller than the core refractive index nl.

4. For a given m, we may get a set of solutions for /?, denoted by n
(n — 1,2,3,...). Thus, we may get many possible propagation constants
f$mn corresponding to different m and n. Since m and n are integers, ftmn

are discrete numbers. Each /?mn corresponds to one possible propagation
mode. For example, /i()l represents one mode and /?, j represents another
mode.

5. To find out the number of modes that propagate in the fiber, first iet us
define an important parameter — normalized frequency, K

V = v O y 2 ) ^ 2 = X = k0a v'« = k0a • NA.

(3.32)

There is only one solution of /? in Eq. (3.29) when V < 2.405. In other words,
there is only one possible propagation mode in the fiber in this case. This
is the so-called single mode fiber case. Since there is only one mode
propagating in the fiber, there is no intermodal dispersion in this type of
fiber, so that much higher bandwidth can be achieved in a single mode
fiber for long-haul communications. When V is larger, it can also be
shown that the number of modes existing in the fiber is about

(3.33)

This corresponds to the multimode fiber case.

Example 3.4. Compute the number of modes for a fiber the core diameter of
which is 50jum. Assume that n} — 1.48, n2 = 1-46, and operating wavelength
A - 0.82 urn.

Solve:

27i • 50 /iw/2
"O82^m~

ii = ̂ ^^N/1.482-1.462 = 46.45.

Since V » 1, we can use the approximation formular N — V2/2 to calculate the
number of modes in the fiber.
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Thus, there are over a thousand modes propagating in the common multimode
fiber.

Example 3.5. What is the maximum core radius allowed for a glass liber
having / i t = 1.465 and n2 = 1.46 if the fiber is to support only one mode at a
wavelength of 1250 nm?

Solve: The single mode operating condition is V — 2nal/.(^/n\ — n\ < 2.405).
Thus, the maximum radius, amax, is

2.405-1 2.405 x 1.25 pm/, = _ , __ — _ , _ , ___ — . ,. /.,.. __ = 3 96 //m
*"*rn'*Y ^̂  r ---- ~ - / — ™ -- ' --- ' ------ : — - »J • s \J £ / tJ . iJ«

~ n\ 2n^f\A652 - 1.462

This result tells us that the radius of a single mode fiber is very small.

Example 3.6. An optical fiber has a radius a = 2/mi, n2 = 1.45, relative refrac-
tive index difference A = 0.01, and operating wavelength A= 1.288 jum. Calculate
the propagating constant, /?, and effective refractive index of the fiber, n.

Solve: Based on the definition of relative refractive index difference A =
(M[ — n2)/n1, we get

n L4S

The wave number

2n 2n
A 1.288/im

The normalized frequency

2n • 2 /im

= 4.878

n\ ̂ ^^-^-JlM462 - 1.452 = 2.016 < 2.405.
1.288jum

Thus, there is only one mode propagating in the fiber. This is the single mode
fiber case. The propagating constant /? can be found by solving Eq. (3.29); i.e.,

l a)

Our fiber is a single mode fiber, which has only a fundamental mode
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propagating along the fiber that corresponds to m = 0. Substituting m = 0 into
the above equation, we get

ft2 • J'o a] V/F-- n\kl • K'^ft2 - n\k\ a) '

This equation can be further simplified by using the identity relationship of
Bessel functions; i.e., J'0(x) = J,(x) and K'0(x) = K^(x). Then, we get

V J,(v/n?fc§ - ft2 a] tiffi • K
(3.34)

Equation (3.34) is a transcendental equation, which does not have an analytical
solution. To find propagation constant /?, the graph method is employed. The
MathCAD program is used to draw both the left and right parts of Eq. (3.34)
as a function of /i and the intersection point of these two curves gives the
propagation constant /?, as shown in Fig. 3.4. The propagation constant
/i = 7.103 and the effective refractive index is h = /?//c0 = 1.456, which is smaller
than «j and larger than n2; that is consistent with the theoretical analysis.

right(p)

5

4,5

4

3.5

3

2.5
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1.5

1

0.5

7.07 7.076 7.082 7.088 7.094 7.1 7.106 7.112 7 .118 7.124 7.13

Fig. 3.4. Curves of left and right part of Eq. (3.34) as a function of
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3.2.3. OTHER ISSUES RELATED TO LIGHT PROPAGATING IN
OPTICAL FIBER

3.2.3.1. Attenuations in Optical Fiber

As discussed in Sees. 3.2.1 and 3.2.2, we know that light can be kept in
optical fiber based on the principle of total internal reflections. However, some
mechanisms can cause losses in optical fiber. Figure 3.5 shows attenuation as
a function of wavelength. When the operating wavelength / < 1.3 /mi, the loss
mainly conies from the Rayleigh scattering; that is, ocl/A4. However, when
A > 1.6 /mi, the loss will become bigger and bigger due to infrared absorption.
There is also a loss peak around /I = 1.4/mi that is mainly due to the
absorption of —OH. Thus, to minimize the loss, current communication
systems are operated in the low-loss windows centered at 1,3/urn and/or
1.55/mi.

Note that recently it has been reported that this water absorption feature
has been almost completely removed for Lucent All Wave fiber, so a much
wider communication window (from 1.3 to 1.5 mm) can be used.

3.2.3.2. Fabricating Optical Fibers

Optical fibers are made by drawing a fiber mother rod that is called a
preform, as shown in Fig. 3.6, which has a typical diameter of a few centimeters.
The central part of the rod has a higher refractive index, obtained by doping
GeO2. This part corresponds to the fiber core. The rod is heated to about

0.2

1.3 1.4 1.5

Fig. 3.5. Optical loss (or attenuation) in optical fiber.
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Preform

i i n r~y
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Diameter
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Ji-, Coater for jacket

Drawing
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Tensile-strength
monitor

Winding
• | drum

Fig. 3.6. Apparatus used for fiber drawing.

2000°C by a furnace for the glass fiber. The dimensional and mechanical
properties of the optical fibers are all determined by the drawing process. The
typical core diameters are 4-9 jum for single mode fiber and 50 /mi for
multimode fiber. The typical cladding outside diameter is about 125 /mi for
both single mode and multimode fibers. In order to get good quality, during
manufacturing the fiber diameter is feedback controlled by varying the drawing
speed using fiber diameter monitoring signals. The drawing speed is typically
0.2-0.5 m/s. The monitoring signals are usually obtained by a contactless laser
measurement method. A laser light focuses on a fiber and the fiber diameter is
measured by processing the scattering laser light. Using the drawing control
technique and the precise preform fabrication technique, precision of fiber
dimensions to about 0.1 ̂ .m has been achieved. This is very important for
passive optical components, because fiber dimensions determine some of their
performance for many components. For example, the accuracy of fiber core
and outer diameter is critical for determining a splice loss. For the purpose of
protection, the fiber drawing is accompanied by fiber coating (plastic coating).
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Soot preform

I Matenais
I Gasos

Fig. 3.7. Fiber preform OVD fabrication method.

The typical diameter of the coated fiber is about 250 /mi, although it can be as
large as 900 /im when multiple coatings are used.

The preform is made using several vapor deposition methods. Typical
methods are the outer vapor deposition (OVD) method, as shown in Fig. 3.7,
the modified chemical vapor deposition (MCVD) method, and the vapor-phase
axial deposition (VAD) method. In the OVD method, submicron-sized par-
ticles generated by a flame are deposited on a rotating rod (mandrel). The
mandrel is removed from a soot preform before a sintering process and the soot
preform is dehydrated. The removal of OH (the ion with a combination of
oxygen and hydrogen) is important to lower transmission loss. In the sintering
process, a soot preform changes to a glass preform,

3.2.3.3. Transversal Patterns for Single Mode Fiber

As discussed in the previous sections, the electric field, Ez, has a distribution
described by Eq. (3.25). Since the single mode fiber is the most widely used
case, we focus our discussion on the single mode fiber field. This corresponds to
the fundamental mode; i.e., m = 0. Substituting m = 0 into Eq. (3.25), the
normalized transversal distribution of £„ is

JO(KO) '
(3,35)

To make the calculation easier, a simplified empirical formular was developed
for the case of 1.2 < V < 2.4. In this case, the normalized electric field E.(p)
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can be expressed as

Es(p) = e-*<"\ W = a o.65 + + , (336)

which is basically Guassian function. To understand Eqs. (3.35) and (3.36), let
us look at the following example.

Example 3.7. A single mode silica fiber has a radius a = 2.6 ̂ m, core refractive
index n^ — 1.465, the cladding refractive index n2 — 1-45, and operating
wavelength A = 1.55 /mi.

(a) Draw the transversal electric field distribution Ez(p) for both exact
formular (i.e., Eq. [3.35]) and empirical Gaussian approximation formu-
lar (i.e., Eq. [3.36]).

(b) Redo part (a) if the fiber radius is changed to a = 1.2 /an.

Solve: (a) First, the parameters in Eqs. (3.35) and (3.36) are calculated. In case
(a), the normalized frequency is

2n 2n ,
= 4.054 junT1,

x 1.55/im

1.55 /on v

The propagation constant, /?, is calculated using the graphic approach as
described in Example (3.6). It is found that /? — 5.907. Then, the parameters K
and y are calculated:

K = x/nf^ - ff- = x/1.4652-4.0542 - 5.9072 - 0.825.

Similarly, we get

0.586.

Based on these parameters, Ez(p) was drawn using the MathCAD program, as
shown in Fig. 3.8a. From Fig. 3.8, it can be seen that the difference between
precise formular and empirical formular is very small. This confirms that the
Gaussian approximation is very good when 1.2 < V < 2.4. In our case
V = 2.204 is indeed within this range.

(b) Based on the new radius, a = 1 .2 /xm, we have recalculated the electric
field distribution, as shown in Fig. 3.8/>. There is a substantial difference



Ea(p)

Ez_Gauss(p)
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0.96
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Fig, 3.8. (a) Transversal electric field distribution in the radial direction for good approximation
case. Solid line: exact form; dash line: Gaussian approximation, (b) Transversal electric field
distribution in the radial direction for bad approximation case. Solid line: exact form; dash line:
Gaussian approximation.
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between the two curves. Note that in this case, V = \ .02 is not within the range
[1.2, 2.4]. Again, this confirms the requirement of 1.2 < V < 2.4 when Eq,
(3.36) is used.

Before the end of this section, we would like to provide percentage power
of energy inside the core, r\, under Gaussian approximation.

Pcore - J° T JO'_J1111L_L = \ -e~2a2'w\ (337)
' P . fcladding J ,

where w is determined by Eq. (3.36). Thus, w is in fact a function of normalized
frequency V. It can be calculated that when V= 2, about 75% light energy is
within the core. However, when V becomes smaller, the percentage of light
energy within the core also becomes smaller.

3.2.3.4. Dispersions for Single Mode Fiber

Dispersion in fiber optics is related to the bit rate or bandwidth of
fiber-optic communication systems. Due to dispersion, the narrow input pulse
will broaden after propagating in an optical fiber. As discussed in the previous
sections, different modes may have different propagating constants, /?mn. Thus,
for a multimode fiber, a narrow input pulse can generate different modes, which
propagate at different speeds. Thus, the output pulse broadens, as illustrated in
Fig. 3.9. This type of dispersion is called intermodal dispersion, which is large.
For example, for a step index fiber with nl = 1.5, (nl - n2)/nl = 0.01, and
length L = 1 km, the width of the output pulse can be as wide as

T _ _J ___L _ }
c \n~,

(as discussed in the geometric optics approach section). The corresponding

Broaden
Input output

I pulse

Fig. 3.9. Illustration of intermodal dispersion for multimode fiber.
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maximum bit rate is B & I/T = 20 Mbps. This is not that high; thus, multimode
fiber is not suitable for high-speed long-haul communication.

Fortunately, when the normalized frequency is V < 2.4, we can have single
mode fiber operation. In this case, there is only one mode; there will not be
intermodal dispersion. Thus, the expected dispersion will be significantly
smaller. However, the dispersion is still not zero. In this case, we have
intramodal dispersion due to material dispersion and waveguide dispersion,

3.2.3,4.1, Material Dispersion for Single Mode Tiber

Since refractive index is a function of wavelength (i.e., n = «[/.]), different
wavelength light will propagate at different speeds (i.e., v(A) — t-/n[/t]). Since
any real light source always has a finite size spectral bandwidth A/I, we will
have dispersion. This type of dispersion is called material dispersion.

For long-haul fiber-optic communication, the single longitudinal mode
diode laser is used as the light source, which has a very narrow spectral line
width (A/ ^ 0.1 nm). Thus, a very low material dispersion can be achieved.

The mathematical description of material dispersion is

(3.38,

Example 3.8. A pure silica fiber has a length L = 1 km. Use Eq. (3.38) to
calculate the pulse broadening, AT, due to the material dispersion and maxi-
mum bit rate of a laser light source that has spectral line width Ax, = 2 nm,
operating wavelength A. — 1.55 /mi, and

= -0.00416491 Cum'2).

Solve:

. L d2n(A)
AT- — /L\i A ,

c a A"

A;. = - —5J!L^ x 1.55 nm x (-0.00416491 jum~ 2 ) x 2 x 10 3 um
3xl0 8 m/s

^s 40 ps.

The corresponding maximum bit rate is B = I/At % 25 Gbps.
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3,2.3.4.2. Waveguide Dispersion for Single Mode Fiber

Besides material dispersion, we also have waveguide dispersion. Waveguide
dispersion comes from the fact that the propagation constant /? depends on
normalized frequency V that depends on / even when n(A] is a constant. The
waveguide dispersion, Dw, can be written as

where
A — (nl ~ n2)/n2,

\ _ n

~ (normalized propagation constant),

0.08 + 0.549-(2.834 - V}2.

Example 3.9. For a single mode step index fiber, we have nv — 1.4508,
1.446918, a = 4.1 n™, A = 1560nm, A/ = 1 nm, and L - 1 km.

Solve:

Step 1: Calculate the normalized frequency

K = ̂ !V/«F:^= 1.751.

Step 2: Calculate

y—j-^- « 0.08 + 0.549-(2.834 - V}2 = 0.724.

Step 3: Calculate

L

The total dispersion for the single mode fiber is the summation of material and
waveguide dispersions. Figure 3.10 shows the total dispersion as a function of
operating wavelength for the standard silica fiber under the conditions of
A/I = 1 nm and L = 1 km. For the pure silica single mode fiber, the dispersion
is on the order of tens of ps/nm-km, which is much smaller than that of
multimode fiber (tens of ns/nm-km). When A as 1.31 /mi, we have zero disper-
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1.2 1.3 1.4 1.5 1.6 1.7

Wavelength (Mm)

Fig. 3.10. Dispersion of silica fiber as a function of operating wavelength for different types of
single mode fibers.

si on. Since the waveguide dispersion contribution Dw depends on fiber par-
ameters, such as the core radius and the index difference A, it is possible to
design the fiber such that the zero dispersion point is shifted to the vicinity of
1.55/mi, as shown in Fig. 3.10. Such fibers are called dispersion-shifted fibers.
It is also possible to tailor the waveguide contribution such that the total
dispersion is relatively small over a wide wavelength range (e.g., 1.3 to 1.6/mi).
Such fibers are called dispersion flattened fibers, as shown in Fig. 3.10.

3.3. CRITICAL COMPONENTS

3.3.1. OPTICAL TRANSMITTERS FOR FIBER-OPTIC
COMMUNICATIONS -SEMICONDUCTOR LASERS

We would like to find out what kind of light sources are required for
fiber-optic communications. The light sources to be used for fiber-optic
communications must have the following unique properties:

• Proper output wavelengths — centered at 1 = 1.3 jwm range or A = 1.5 /im
so that lower attenuations can be achieved.

• Narrow bandwidth AA so that low intramodal dispersion can be achieved.
• High energy efficiency and compact size.

Based on the above requirements, semiconductor lasers or laser diodes are
the best candidates because they have output spectral range from visible to
infrared, narrow bandwidth (< 1 nm), compact size, and high energy efficiency
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A semiconductor laser consists of a forward-biased p-n junction. When the
forward current through the diode exceeds a critical value known as the
threshold current, optical gain in the resonator due to stimulated emissions
overcomes the losses in the resonator, leading to net amplification and
eventually to steady-state laser oscillation, as described in detail in the
following.

Under the forward bias, free electrons and holes will move back to the
depleted region. Thus, there is a chance for "recombination." This recombina-
tion process releases the energy in the "light" form -> generate light. In terms
of band gap theory, there are two allowed energy levels existing in the material,
which are called the conduction band and the valence band. In the conduction
band, electrons are not bound to individual atoms so that they are free to
move. In the valence band, unbound holes are free to move. The generated
photon energy is determined by the band gap between the conduction and
valence bands. Mathematically, this can be written as

£, (3.40)

where h is the Planck's constant h = 6.63 x 10 '34 J • s, v is the output light
frequency, and Ec and Ev are the energy of conduction and valence bands,
respectively. Figure 3.11 shows the basic structure of a semiconductor laser.
The polished side surfaces form the resonant cavity so that a particular
wavelength can be amplified.

Table 3.1 lists several types of materials used to fabricate semiconductor
lasers and their corresponding operating wavelength range.

Current /
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Y
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Fig. 3.11. Basic structure of the semiconductor laser.
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Table 3.1

Material Wavelength range (/tm) Band gap energy (eV)

GalnP
GaAs
AlGaAs
InGaAs
InGaAsP

0.64-0.68
0.9
0.8 0.9
.1.0-1.3
0.9-1.7

1.82 1.94
1.4
1. 4- 1.55
0.95- -1.24
0.73-1.35

To enhance the performance of the semiconductor laser, a heterostructure is
generally used, as shown in Fig. 3.12. For example, for the AlGaAs-based
laser, a heterostructure consists of a thin layer of GaAs sandwiched between
two layers of p- and rc-doped AlGaAs. With this structure, under the forward-
bias case, a large concentration of accumulated carriers in the thin GaAs layer
can be formed that leads to a large number of carrier recombinations arid
photon emissions so that medium gain can be achieved. In addition, the
refractive index of GaAs is larger than that of AlGaAs, so this thin layer may
also serve as an optical waveguide. The single transversal mode operation can
be achieved when the thickness of the waveguide is thin enough; i.e., the
normalized frequency V satisfies the following condition:

2nd___ (3.41)

where n{ and «2 are the refractive index of the GaAs layer and the AlGaAs
layers, respectively. Thus, by introducing a thin GaAs layer, a good-quality
optical beam can be achieved.

To further reduce the spectral linewidth of the output laser beam, A/t, so that
lower intramodal dispersion can be achieved, besides employing the single
transversal mode structure, the single longitudinal mode operation is also

1
d

p-AIGaAs

n-AIGaAs

— AAAA-*

Fig. 3.12. Basic structure of the heterostructure semiconductor laser.
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Distributed feedback (DFB) laser

P-AIGaAs

N-AIGaAs

Grating

s Active
layer

Fig. 3.13. Basic structure of the distributed feedback laser.

involved by using a wavelength-selective reflection. In general, a grating (a
period structure) is fabricated into the laser cavity, as shown in Fig. 3.13. The
only resonant wavelength is the wavelength that satisfies the Bragg condition;
i.e.,

2?zA = mA (3.42)

where m represents the order of diffraction, AB represents the wavelength that
satisfies the Bragg condition (Eq. [3.42]), A represents the period of the
grating, and n is the refractive index of the cavity. A spectral linewidth less than
<0.1 nm can be achieved by using this distributed feedback structure.

Example 3.10. The band gap of the Ga0 8A10 2As semiconductor laser =
1.6734 eV. Calculate the output wavelength of this laser.

Solve:

, c . he
= nv = /i - => / = — — 0.74 /urn.

A £,,

Example 3.11. The forward current through a GaAsP red LED emitting at
670 nm wavelength is 30 mA. If the internal quantum efficiency of GaAsP is
0.1, what is the optical power generated by LED?

Solve:

—>• number of electrons/second

v\ —> number of photons/second
e

h - —>• energy of each photon.



188 3. Communication with Optics

Thus,

p = /j ( - ) — - = 5.5 mW represents energy of photons/second -> power.
\ej A

Example 3.12. A semiconductor laser has a heterostructure. If the cavity
length L = 0.2 mm and the refractive index nl = 3.5, the spectral gain width of
the material is AA9 = 5 nm. In addition, n2 — 3.4 and A = 1.5/mi. Calculate

(a) The number of the longitudinal mode for this laser.
(b) The maximum thickness, d, to maintain the single transversal mode.
(c) If the first-order Bragg reflection happens, what is the required period

of the distributed feedback Bragg grating?

Solve:

(a) The spectral space between the adjacent longitudinal modes is

A2

A/I, — = 1.6 nm.s 2n,L

Thus, the number of longitudinal mode NL is

A/L 5 nm
Nr — —p = = 3 modes.

Axff 1.6 nm

1.5 um

2v/3.52 - 3.4'

(c) Since m = 1 we have 2«}A = AB. Thus,

2«, 2-3.5

3.3.2. OPTICAL RECEIVERS FOR FIBER-OPTIC COMMUNICATIONS

In fiber-optic communication applications, an optical receiver is a device
that converts input light signals into electronic signals. There are many types
of optical receivers (also called photodetectors). However, the most widely used
ones for fiber-optic communication are semiconductor optical receivers, includ-
ing the PIN photodetector and the Avalanche photodetector.
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Fig. 3.14. Structure of the PIN photodetector.

3.3.2.1. Principle of PIN Photodetector

Figure 3.14 shows the basic structure of a PIN photodetector, which
consists of an intrinsic semiconductor layer sandwiched between p-doped and
n-doped layers. This is why it is called a PIN photodetector. In contrast to the
optical transmitter, the photodetector is reversibly biased. This reverse bias can
increase the thickness of the depleted region, which in turn results in a large
internal electric field.

The basic process of light detection can be described as follows:

1. Light is incident on the PIN photodetector.
2. If the photon energy, hv is greater than the band gap of the semiconduc-

tor, it can be absorbed, generating electron-hole pairs.
3. Under the reverse bias, the electron-hole pairs generated by light

absorption are separated by the high electric field in the depletion layer;
such a drift of carriers induces a current in the outer circuit.

3.3.2.2. Principle of Avalanche Photodetector (API)}

Figure 3.15 shows the basic structure of the APD. The difference between
PIN and APD photodetectors is that the APD is a photodiode with an internal
current gain that is achieved by having a large reverse bias.

In an APD the absorption of an incident photon first produces electron
hole pairs just like in a PIN. The large electric field in the depletion region
causes the charges to accelerate rapidly. Such charges propagating at high
velocities can give a part of their energy to an electron in the valence band and
excite it to the conducting band. This results in an additional electron-hole
pair. This process leads to avalanche multiplication of the carriers.

For avalanche multiplication to take place, the diode must be subjected to
large electric fields. Thus, in APDs, one uses several tens of volts to several
hundreds of volts of reverse bias.
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Fig. 3.15. Structure of APD.

3.3.2,3. Important Parameters of Photodetectors

The important parameters of photodetectors include:

1. Quantum efficiency

where Ip is photogenerated current and Pin is the input light power.
2. Responsivity

D __

hv

3. Response time.
4. Wavelength response of the photodetector. Since photo energy must be

larger than the band gap, the detectors have wavelength response.
Photodetectors fabricated for different materials can only measure differ-
ent wavelength ranges.

5. Noise response of the photodetector. The conversion from light to electric
current is accompanied by the addition of noise. There are two main
types of noises, shot noise and thermal noise. Shot noise arises from the
fact that an electric current is made up of a stream of discrete charges;
namely, electrons, which are randomly generated. Thus, even when a
photodetector is illuminated by constant optical power, due to the
random generation of electron-hole (e-h) pairs, the current will fluctu-
ate randomly around an average value determined by the average optical
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power. Mathematically, the mean square of shot noise determined
current is

where / is the average current generated by the detector, e is the electron
charge unit, Id is the dark current (i.e., the current arisen from thermally
generated carriers without light illumination), and A/ is the bandwidth
over which the noise is being considered. Thermal noise (also referred to
as Jonshon noise or Nyquist noise) arises in the load resistor of the
photodiode circuit due to random thermal motion of electrons. Math-
ematically, it can be written as

/••/ \
VNT/ — ~

R,
(3.44)

where kB = 1.381 x 1CT23 J/K is the Boltzmann constant, T is the absolute
temperature, and RL is the resistance of the loading resistor. The thermal
noise is proportional to the absolute temperature. This is why, in some
cases, to reduce noise for very low light signal detection, we put the
photodetector in liquid nitrogen (i.e., T = 77 K).

Table 3.2 summaries typical performance characteristics of detectors.

Example 3.13. The band gap energy of a PIN photodetector is 0.73 eV. Obtain
the corresponding cutoff wavelength.

Solve:

m s

Table 3.2

Material Silicon Germanium InGaAs

Types
Wavelength range (nm)
Peak (nm)

Responsivity (A/W)
Quantum efficiency (%)
Gain (M)
Bias voitage ( — V)
Dark current (nA)
Capacitance (pF)
Rise time (ns)

PIN APD
400- 1 100

900

0.6
65 90

1
45-100
1-10
1.2-3
0.5-1

830

77-139
77

150-250
220

0.1-1.0
1.3-2
0.1-2

PIN APD
800-1800

1550

0.65-0.7
50-55

1
6-10

50-500
2-5

0.1-0.5

1300

3-28
55 75
5 40

20 35
10-500

2 5
0.5-0.8

PIN
900

1300
1550

0.6-0.8
60-70

1
5

1-20
0.5-2

0.06-0.5

APD
1700

1300
1550

60 70
10-30
< 30
1 5
0.5

0.1- -0.5
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Example 3.14. A silicon PIN photodiode operates at 850 nm. Assume that the
input optical power is 1 mW with a responsivity of 0,65 A/W and the detector
bandwidth is 100 MHz.

(a) Calculate the photocurrent.
(b) Calculate the shot noise current.
(c) Calculate the thermal noise current if T = 300 K and RL = 500 O.
(d) Calculate the signal-to-noise ratio of this detector (in dB).

Solve:

(a) Ip = R • Pin = 0.65 A/W • 10~6 W = 0.65 M-

(b) V<'Ns> = V2'e>/p'A/ = v2-1.6x 10~19C-0.65 x 10~6A-108Hz = 4,5nA.

/4^rO8Txl(r23J/K x 300 K x 108 Hz _ ._ . A

3.3.3. OTHER COMPONENTS USED IN FIBER-OPTIC
COMMUNICATIONS

Besides optical fibers, transmitters, and receivers, there are also other
components needed in fiber-optic networks, including optical couplers,
switchers, amplifiers, isolators, dispersion compensators, and more. Due to
space limitations, we will not describe each component in detail this chapter.
Interested readers can learn more in special books that deal with fiber-optic
components.

3.4. FIBER-OPTIC NETWORKS

3.4.1. TYPES OF FIBER-OPTIC NETWORKS CLASSIFIED BY
PHYSICAL SIZE

In terms of physical size, networks can be classified into three categories;

1. Local Area Networks (LANs). LAN is up to approximately 2 kilometers
total span, such as Ethernets, token rings, and token buses.
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Metropolitan Area Networks (MANs). MAN is up to approximately 100
kilometers, such as telephone local exchange environments or cable
television distribution systems.
Wide Area Networks (WANs). WAN can be thousands of kilometers.

3.4.2. PHYSICAL TOPOLOGIES AND ROUTING TOPOLOGIES
RELEVANT TO FIBER-OPTIC NETWORKS

We need to know the requirements of physical topologies, which include:

1. Scalability. The term scalability means the ability to expand the network
to accommodate many more nodes than the number in the initial
installation.

2. Modularity. The term modularity means the ability to add just one more
node.

3. Irregularity. The term irregularity means that the topology should not be
forced artificially into some unusual, highly stylized pattern that may not
meet the user's requirement.

Physical topologies take many forms. The most widely used topologies
include start, ring, and bus as shown in Fig. 3.16. Optical or electronic switches
can be added to optical networks to realize the routing operation.

3.4.3. WAVELENGTH DIVISION MULTIPLEXED
OPTICS NETWORKS

To fully employ extremely high carrier frequency (i.e., 1014 Hz) of light,
multiplexing techniques are used. The most widely used multiplexing technique
is called wavelength division multiplexing (WDM), which is based on the
unique property of light, as described in the following.

Optical beams with different wavelengths propagate without interfering with
one another, so several channels of information (each having a different carrier
wavelength) can be transmitted simultaneously over a single fiber. This scheme,
called wavelength division multiplexing (WDM), increases the information-
carrying capacity by a number of w, where w is the number of wavelengths used
in the optics networks. The critical components needed for WDM optics
networks include the optical multiplexer and the optical demultiplexer. An
optic multiplexer couples wavelengths with different light widths from individ-
ual sources to the transmitting fiber, as illustrated in Fig. 3.17. An optical
demultiplexer separates the different carriers before photodetection of the
individual signals, as shown in Fig. 3.18. The important parameters for optic
multiplexers and demultiplexers are insertion loss and cross talk. The insertion
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Fig. 3.16. Some basic physical topologies favored for optics networks, (a) Star, (b) Ring, (c)
Reentrant bus.

loss has to be as small and as uniform as possible over different wavelength
channels. Cross talk is light attenuation measured at an unintended port. The
attenuation is as large as possible in this case. The best case is zero output at
the unintended port due to the large attenuation. Multiplexers have been
designed to accommodate numerous channels (more than 100 will be used
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Fig. 3.17. Optical multiplexer for WDM optics networks, (a) Block diagram for optical multiplexer,
(b) An example of physical implementation of optical multiplexer with blazed grating.

soon), with band widths and spacings under 1 nm. When there are more than
just a few (e.g., >40) WDM channels, the system is referred to as dense
wavelength division multiplexing (DWDM).

Figure 3.19 illustrates a 1 Tb/s WDM optical network used in the real
system, which includes different wavelength sources (within c band and L
band), polarization control (pc), waveguide grating routers (WGRs), a polar-
ization beam splitter, an ultra wideband amplifier (UWBA), dispersion compen-
sation fiber, a bandpass filter, a photo receiver, and a bit error rate (BER)
monitor. Figure 3.20 illustrates the corresponding output signal spectrum for
this 1 Tb/s experiment. Figure 3.21 shows the basic process of a digital
fiber-optic communication link. To achieve a low bit error rate, amplification
and dispersion compensation are necessary components.

3.4.4. TESTING FIBER-OPTIC NETWORKS

To ensure good performance, it is very important to test the functioning of
optics networks. The most important parameter of a digital system is the rate
at which errors occur in the system. A common evaluation is the bit error ratio

(a)

Fig. 3.18. Optical demultiplexer for WDM optics networks, (a) Block diagram for optical
demultiplexer, (b) An example of physical implementation of optical demultiplexer with prism.
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Fig. 3.19. Illustration of 1 Tbps WDM optical networks.
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Fig. 3.20. Corresponding output spectrum for I Tbps WDM optical networks.
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A digital fiber-optic communication link

Fig. 3.21. Basic process for a digital fiber-optic communication link.

(BER) test, as shown in Fig. 3.22. A custom digital pattern is injected into the
system. It is important to use a data pattern that simulates data sequences most
likely to cause system errors. A pseudorandom binary sequence (PRBS) is
often used to simulate a wide range of bit patterns. The PRBS sequence is a
random sequence of bits that repeats itself after a set number of bits. A
common pattern is 223 — 1 bits in length. The output of the link under test is
compared to the known input with an error detector. The error detector
records the number of errors and then ratios this to the number of bits
transmitted. A BER of 10~9 is often considered the minimum acceptable bit
error ratio for telecommunication applications. A BER of 1CT13 is often
considered the minimum acceptable bit ratio for data communications.

Bit error ratio measurements provide a pass/fail criteria for the system and
can often identify particular bits that are in error. It is then necessary to
troubleshoot a digital link to find the cause of the error or onto find the margin
of performance that the system provides. Digital waveforms at the input and
output of the system can be viewed with a high-speed oscilloscope to identify
and troubleshoot problem bit patterns. In general, an eye diagram is used.
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Fiber optic link under test

Stimulus Receiver

Fig. 3.22. Bit error ratio measurements and functional test.

Another link evaluation is clock jitter measurement. A perfect clock wave-
form would have a uniform bit period (unit interval) over all time. The fiber-
optic system can add variability to the unit interval period, referred to as jitter.
Jitter causes bit errors by preventing the clock recovery circuit in the receiver
from sampling the digital signal at the optimum instant in time. Jitter
originates primarily from noise generated by the regenerator electronic com-
ponents.
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EXERCISES

3.1 Calculate the carrier frequency of optical communication systems operat-
ing at 0.88, 1.3, and 1.55 /mi. What is the photon energy (in eV) in each
case?(l eV = 1.6 x 1(T19J).

3.2 A 1.55 /j,m fiber-optic communication system is transmitting digital
signals over 100 km at 2 Gb/s. The transmitter launches 2 mW of average
power into the fiber cable, having a net loss of 0.3 dB/km. How many
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photons are incident on the receiver during a single 1 bit ? (assume equal
one and zeros).

3.3 A bare silica fiber has nl = 1.46, n2 — 1.0, and radius a = 25 /mi. Under
the maximum angle of incidence,
(a) Calculate the number of reflections that would take place in travers-

ing a kilometer length of the fiber.
(b) Assuming a loss of only 0.01% of power at each reflection at the

core-cladding interface, calculate the corresponding loss in dB/km.
3.4 Consider a single mode optical fiber with n1 = 15 and w2

 = 1-485 at
wavelength A — 0.82 /mi. If the core radius is 50 /mi, how many modes
can propagate? Repeat if the wavelength is changed to 1.2 /mi (Hint;
Students can use the approximation formula for large V number.)

3.5 Consider a step index fiber with nl = 1.45, A = 0.003, and a = 3 /mi.
(a) For X = 0.9 /mi, calculate the value of V. Is this single mode fiber?

Explain why or why not.
(b) For A = 1.55 /mi, recalculate the effective refractive index, n, for this

fiber. (Hint: A simple computer program made from MathCAD,
MatLAB, C++ may be used.)

3.6 A single mode fiber has nt = 1.465, n2 = 1.45, operating at A = 1.55 f.im.
Draw the transversal mode field dispersion for (a) radius a = 2.3 /mi and
(b) a— 1.3 /mi.

3.7 In a fiber-optic communication system, the light source is an LED
operating at A = 0.85 /mi with a spectral width of 30 nm. Calculate the
material dispersion AT in 1 km due to material dispersion and the
maximum bit rate for this fiber.

3.8 Repeat Prob. 3.7 if the light source becomes a laser with a spectral width
of 1 nm.

3.9 Consider a step index silica fiber operating at 1550 nm. If we know that
n 2 — 1.45, A = 0.00905, a = 2.15 /<m, and the light source spectral band-
width Ax, = 1 nm, calculate the waveguide dispersion for this single mode
fiber 1 km long. (Hint: The approximation formula

0.08 + 0.549 x (2.834 - V)2

dV

can be used.)
3.10 Describe the principles of the light-emitting diode and the diode laser.
3.11 Sketch the output light spectrum of the LED, conventional diode laser,

and DFB diode laser.
3.12 A GaAs laser diode has 1.5 nm gain linewidth and a cavity length of 0.5

mm. Sketch the output spectrum, including the emitted wavelengths and
the number of longitudinal modes. Assume that n = 3.35, A = 0.9 /*m.
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3.1.3 Calculate the maximum allowed thickness of the active layer of single
transversal mode operation of a 1.3 /im semiconductor laser. Assume that
«i = 3.5 and n2 = 3.2.

3.14 Compute the grating space for an InGaAsP DFB laser diode operating
at 1.3 /mi. Give results for both the first- and second-order diffraction.

3.15 Plot the cutoff wavelength (in jum) as a function of the bandgap energy
(in eV) for a PIN photodiode for wavelengths from 0.4 to 1.6 nm.

3.16 Compute the responsivity of a Si photodiode operating at 1.55 /on and
having a quantum efficiency of 0.7.

3.17 In Prob. 3.16, how much optical power is needed by this detector to
produce 20 nA photo current?

3.18 Consider a silicon PIN photodiode with responsivity jR = 0.65 A/W,
RL — 1000 W, operating at 850 nm and at room temperature (i.e., T —
300 K). If the incident optical power is 500 nW and the bandwidth is 100
MHz,
(a) Compute the signal current.
(b) Compute the shot noise current.
(c) Compute the thermal noise current.
(d) Compute the signal-to-noise ratio (in dB).

3.19 Sketch a four-channel, full-duplex WDM network. Indicate the location
of the transmitters, receivers, multiplexers/demultiplexers, and so on.

3.20 Describe the DWDM optics networks.
3.21 Describe how to test the bit error ratio of optics networks.
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Switches are one of the most important devices employed for manipulating
optical signals, and are used in optical communication networks, optical
displays, and light modulations. In the past several decades, many types of
optical switches have been proposed and developed. A few books and mono-
graphs in this field have been published in the last several years [1,2,3]. This
chapter does not attempt to review the field of optical switches. Instead, several
switching devices are discussed as examples to introduce the concept and to
illustrate the principles and applications of the field. Since the main advantages
of using optical switches are ultrafast switching speed of more than 50 GHz
and massive parallelism, we will examine three kinds of optical switches with
these two advantages: ultrafast all-optical switches using nonlinear optics, fast
electro-optic modulators to convert electric data to optical ones, and massive
parallel switches using microelectromechanical systems.

Optical switches can be classified into two configurations, as shown in Fig.
4.1. One is an on-off switch in which the input is connected to one output port.
The other is a routing switch in which the input is connected to two or more
output ports. On-off switches are mainly used in modulation, light valves, and
displays, while routing switches are used in connecting many nodes in net-
works. There are several ways to control an optical switch, and the perform-
ance of the switch largely depends on the control mechanism. Traditional
control mechanisms include electro-optical effect, acousto-optic effect, mag-
neto-optic effect, thermo-optic effect, piezoelectric effect, and electro-
mechanical actuation. Switches based on these mechanisms have a speed well

201
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Fig. 4.1. Two configurations of optical switches, (a) On-ofF switch, (b) Routing switch.

below what is required in optical communication systems (50 Gbits/s). For
application in free-space switching fabrics, these switches are bulky and difficult
to integrate into a compact unit.

Recent technological developments have led to three very important types
of optical switching devices. The first one, ultrafast all-optical switches, is based
on nonlinear optical effects. It has many applications in digital optical signal
processing, and can have a switching speed over 100 Gbits/s. The second one
is fast electro-optic modulators using LiNbO3 or semiconductor quantum
wells. The third is based on a microelectromechanical system (MEMS). In
contrast to conventional optomechanical systems that use bulky parts, these
switching elements are batch fabricated by micromachining techniques. They
are therefore smaller, lighter, faster, and cheaper than their bulk counterparts,
and can be monolithically integrated with other optical components. While the
speed of these switches is still slow, they can form large arrays in a compact
unit and be used in networks with massive parallel connections.

4.1. FIGURES OF MERITS FOR AN OPTICAL SWITCH

There are several basic parameters used for evaluating the performance of
an optical switch. These include on-off ratio, bandwidth or switching time,
insertion loss, power consumption, and cross talk between channels.

The on-off ratio (also called contrast ratio) is the ratio of the maximum
transmitted light intensity /max to the minimum transmitted light intensity /min,
and is often described in decibels:

/?o n-o f f= 101og(/max//mjn). (4.1)

This ratio measures the quality of generated data by the switch and is related
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to the eventual error rate of the transmission system. An ideal switch would 
have an infinite on-off ratio (Imin = 0). 

Switching time (z) measures how fast the switch can perform, and is defined 
as the time required for switching the output intensity from 10% to 90% of 
I,,,. It is related to the - 3 dB bandwidth (Av) 

AV = 0.35/~ Hz. (4.2) 

Insertion loss (L )  describes the fraction of power lost when the switch is placed 
in the system. The insertion loss does not include the additional loss during 
switching, and is defined as 

L(dB) = 10 log Pout/Pin. (4.3) 

where Pout is the transmission power when the switch is not in the system, and 
Pin is the transmitted power when the switch is in the system and adjusted to 
provide the maximum transmission. 

Power consumption is defined as the power consumed by the switch during 
operation. The consumed power will eventually turn into heat, and limit the 
number of switches or other devices can be put on a system unit. It will also 
set a demand on the power supply. 

While the above parameters measure the performance of both on-off and 
routing switches, the final parameter, cross talk, only applies to the routing 
switches. It describes how effective a signal is isolated between two unconnec- 
ted channels. Consider that a routing switch has one input and two outputs. 
When the input is connected to output channel 1 of the output, cross talk in 
this case describes how much of the input signal appears on channel 2. It is 
defined as 

Cross talk (dB) = 10 10g(12/11), (4.4) 

where I ,  is the output intensity in the connected channel, and I ,  is the intensity 
in the unselected channel. Ideally, I ,  should be zero. 

The above parameters depend on the material and configurations used in 
switching devices. In some switching configurations, wavelengths and polariz- 
ation states of the signal and control beams may also affect these parameters. 
In these cases, the switches are called wavelength and polarization dependent. 

4.2. ALL-OPTICAL SWITCHES 

All-optical switches are nonlinear optical devices the output characteristics 
of which are controlled by the intensity of the input signal or by a separate 
optical signal for self-switching and controlled switching, respectively (Fig. 4.2). 
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Fig. 4.2. All-optical switches, (a) Self-switching, (b) Controlled switching.

In the last two decades, nonlinear optical effects have been used to switch and
route optical signals or perform logic operations on them in a number of ways.
Switches with various materials and configurations have been proposed and
demonstrated. This section discusses the principles of several all-optical switch-
ing devices, their material requirements, and their applications.

4.2.1. OPTICAL NONLINEARITY

The key element in all-optical switches is a medium with significant
nonlinear optical effect [4]. The main materials property is an intensity-
dependent refractive index n(I), where / is the total intensity of the optical field
in the medium. The nonlinear optical effect used in all-optical switching is the
third-order effect, or the Kerr effect, where

n = n n7I. (4.5)

Here nQ is the linear refractive index and n2 is the nonlinear refractive
coefficient. For many optical materials, n2 is very small. For example, silica
glass has n2 = 3 x 10~20m2/W. Therefore, we cannot directly observe any
change in refractive index at low light intensity.

Nonlinear optical effect can be observed much more easily when we study
the phase shift induced by the nonlinear refractive index. The phase shift of a
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medium is given by

2n 2n 2n
A0 = — nl = ~ n0L + —r n2IL, (4.6)

x / /

where A is the wavelength and L is the length of the medium over which the
phase shift is accumulated. The phase shift due to nonlinear effect can be
significant when L is large, even though n2 is small. Therefore, it is a logical
choice that all-optical switches are based on nonlinear phase shift.

For high-speed switching applications, nonlinear media are required to have
a high nonlinear coefficient, high transparency at the operation wavelength,
and fast response time. A general rule for selecting nonlinear media is that a
change of n in phase can be achieved at a practical optical power level [5].
Since materials with a high nonlinear coefficient normally have high loss, it
appears that most passive nonlinear materials are not suitable for high-speed
switching applications. The best nonlinear medium is active semiconductor
amplifiers, to be discussed in Sec. 4.2.4.3.

Refractive index can also be controlled by electro-optical effects, where the
refractive index of the medium depends on an externally applied electric field.
Electro-optical switches based on this effect will be discussed in Sec. 4.3.

4.2.2. ETALON SWITCHING DEVICES

A nonlinear optical medium in a Fabry-Perot etalon perhaps is the first
optical switching device [6], The scheme creates a system that can reduce the
length required to produce a nonlinear phase shift, since the intracavity
intensity can be much higher than the input intensity. When used for self-
switching, the system has feedback, and exhibits optical bistability which has
two possible stable output states for given input power. Optical bistability has
many applications in optical signal routing, image processing, and set reset
operations.

This switching scheme is shown in Fig. 4.3. It consists of two mirrors with
reflectivities R1 and R2, respectively, separated by a distance D. The medium
in the etalon is assumed to be lossless, and have a refractive index n.

Let us consider the case of linear medium (n2 — 0) and normal light
incidence from the left-hand side. The transmittance of the etalon is given by [7]

T = /out//in = A/(l + F sin2<5), (4.7)

where A = (I - R^l - R2)/(l - R)2, F = 4R/(1 - R)2, R = (K1^2)1 2, $ =
(2n/A)(n0 + n2I)D is the phase delay between the mirrors.
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Fig. 4.3. A nonlinear FabryPerot etalon.

Obviously T is a function of <5. Figure 4.4 plots T versus d for Ri — R2 — R.
The maximum transmittance is unity and the minimum transmittance ap-
proaches zero as R approaches unity. Therefore, the switching operation can
be realized by changing n. If the etalon is initially set at the maximum T, change
in d will switch Tto a low value.

4.2.2. i. Self-switching

When a nonlinear medium is placed in the etalon, the phase delay becomes

S = (2n/Wn0 + n2I)D, (4.8)

where / is the total intensity in the etalon. In this case, the transmittance in Eq.
(4.7) is a function of total intensity. On the other hand, the total intensity is
related to the input intensity

= I.mT/Bt (4.9)

0 2rrm 2(m+l)rc 5

Fig. 4.4. Transmittance of a Fabry -Perot etalon as a function of 6 for R, = R2 = R.
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Fig. 4.5. Bistable characteristics of a nonlinear etalon.

where B = £>(! - #2)/0 + #2)- Equations (4.7) and (4.9) have to be solved
simultaneously in order to find T as a function of incident intensity /in. With
proper choices of parameters, the output intensity has bistable solutions as a
function of 7jn (Fig. 4.5). As we can see, in optical bistable devices, the output
intensity can be controlled by the input intensity.

Optical bistability has been observed in a number of schemes using various
materials. For switching applications of optical bistability, a medium with high
n2 must be used. This usually means materials with resonant nonlinearity.
Unfortunately, resonant nonlinear optical media are always associated with
high loss. For compact devices and compatibility with existing integrated
optics, semiconductors are the preferred nonlinear materials. The nonlinearity
in semiconductors is high and the loss can be compensated for if semiconductor
amplifiers are used.

A typical application of optical bistable devices is all-optical set-reset
operation. In set-reset operation, output intensity is controlled by a narrow
additive input pulse. The principle of the all-optical set-reset operation is
shown in Fig. 4.6. The input intensity has an initial bias (level B in Fig. 4.6).
A "set" pulse (S) added to the input intensity will switch the output intensity
to a "high" state (/s), while a "reset" pulse (R) switches the output to a "low"
state (IR). Experimental implementations of all-optical set-reset operation
have been reported in nonlinear etalons and distributed feedback waveguides.

4.2.2.2. Controlled Switching

Controlled switching devices can also be implemented using a separated
control signal to change the intensity. In this case, o in Eq. 4.8 becomes

8 = —(n0 + n2Ic)D (4.10)

where lc is the intensity of the control beam. The transmittance T can be
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Fig. 4.6. Set-rest operation in an optically bistable system.

controlled by the control intensity Ic. The required amount of change in d for
switching depends on the linewidth of the transmission peak.

The control signal should be at a different wavelength or polarization, or
different incident angle from the data signal, such that it can be separated from
the data signal at the output.

4.2.3. NONLINEAR DIRECTIONAL COUPLER

A nonlinear directional coupler is an intensity-dependent routing switch.
Figure 4.7 shows the structure of a directional coupler. It consists of two
waveguides placed closely to one another for a finite distance. These wave-
guides are coupled together through their overlapped evanescent fields. They

z =0

P»Pc

B P«Pc

Fig. 4.7. Nonlinear directional coupler.
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have a coherent interaction and periodically exchange power. Assume these
waveguides are single mode. The fields in the core of the waveguide can be
written as

£fc(x, y, z) = B(z)eh(x, v)<rJ/(»% '

where f$a and ^ are the propagation constants in the two waveguides. The
coupling origins from the polarization perturbation form the presence of the
evanescent field of the adjacent waveguide. For different propagation constants
in A and B, we have coupled mode equations for field amplitudes A and B [7]:

(4J2>

— = -JKA
az

where K is the coupling coefficient which depends on the refractive indices
«,, «2, geometry of the waveguide, and separation s. With input to waveguide
A only; i.e., ,4(0) = 1 and B(0) = 0, the solution to Eq. (4.12) is

A(z) = [cos(0z) — y'A/(20) sin(0z)]e~/('io~~A)z

5{z) = [—j(K/g) sin(gz)]e~i(li"~A}z.

Here #2 = K2 + A2 and the phase mismatch A = (/ia — f}b)/2.
In terms of normalized power Pa and Ph in the two waveguides,

Ph = (K2/02) sin V)

4.2.3.1. Self-switching

Self-switching occurs when the waveguides are made of nonlinear materials
with refractive index n = n0 + n2I. The coupled equations, however, become
more complicated, and are given as

dA n .
—r- — —JKD — ipaA + y\A\ A
az

(4.15)

_ = -jKA - ifihB + y\B\2B.

Here y is the coefficient, depending on the nonlinearity of the material and the
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Fig. 4.8. Output power from waveguides A (Pa) and B (Pb) as a function of the input power P/PC

in self-switching. Solid curves: continuous-wave input signal. Dashed curves: soliton signal output.
[9].

modal power in the waveguide. If the input signal with power P is sent into
waveguide A, the output power in waveguide A can be described as [8]

nz P\2

(4.16)

where P is the total input power, cn(x\m) is the Jacobi elliptic function, Lc is
the coupling length which is a function of the geometry and separation between
the waveguides, Pc = AAe/(n2Lc) is the critical power corresponding to the
power needed for a 2n nonlinear phase shift in a coupling length, and Ae is the
effective area of the two waveguides. For lossless waveguides, the output power
Ph is P — Pa. Figure 4.8 shows the output power Pa and Pb as a function of the
input power P for constant intensity and solitons when z = Lc [9], When P
increases, more power is switched from waveguide A to waveguide B.

When P « Pc, the result in Eq. (4.16) is reduced to the case of a linear
directional coupler (with /i, = /?2); i.e.,

P /p _ if
"«/" — 2 V COS[7TZ/LJ}. (4.1?)

Compared with Eq. (4.14), we see that g = n/(2Lc).
The above results are for continuous-wave signals. For pulses, the situation

is more complicated, and Eq. (4.15) becomes a partial differential equation
involving both time and space. The solution to the partial differential equation
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can only be obtained through numerical analysis. It should be noted that a
pulse contains a distribution of power, ranging from zero at the edge to peak
power at the center. Therefore, different parts of the pulse are switched by
different amounts, which may lead to pulse breakup. Several schemes have
been developed to minimize this problem. One approach is to use temporal
solitons, where the nonlinear effect for pulse breakup is balanced by dispersion.
However, solitons require special conditions for their existence. More details
on this topic as well as fundamentals of solitons can be found in [1].

NLDC has been realized using nonlinear waveguides using GaAs and other
semiconductors as well as dual-core optical fibers.

4.2,3.2. Controlled Switching

Controlled switching can also be implemented. In this case, a separate
control beam can be coupled into one of the nonlinear waveguides, and the
refractive index of this waveguide depends on the intensity of the control signal.
Since the input is an optical beam independent from the signal, the result is the
same as the linear case, except that output in waveguides A and B is controlled
by the nonlinear phase shift which affects A in Eq. (4.13). Assume that the two
nonlinear waveguides are identical, and the control beam was sent into one of
the waveguides. In this case, the phase mismatch (A) is proportional to
(27r//,)n2/c, where Ic is the control intensity. Figure 4.9 shows the output power
in waveguides A and B as a function of A (normalized to K) for z = Lc.

Note that this scheme for controlled switching has also been realized using
electro-optical media, such as LiNbO3 and GaAs. In these cases the phase shift
is controlled by an external electric field [7], as discussed in Sec. 3.

4.2.4 NONLINEAR INTERFEROMETRIC SWITCHES

The most successful form of all-optical switches is the nonlinear interfer-
ometer. The Sagnac, Mach -Zehnder, and Michaelson configurations have all
been used for implementing optical switches. The basic operation is the same
for all interferometric configurations where the nonlinear effect creates an
additional intensity-dependent phase shift between the two arms. The signal to
be switched is split between the arms of the interferometer. The output
intensity of the interferometer depends on the total phase and, therefore, can
be controlled using an external control signal. If we have two beams (1 and 2)
with different optical paths, n , r , and n2r2

£\ = ,41 cos[(27i/A)«1r1 + </>]]
(4.18)

E2 = A2 cos[(27r//)n2r2 + </>2],
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Fig. 4.9. Dependence of output power from waveguides A and B as a function of nonlinear phase
mismatch A.

the output intensity from an interferometer is

, - n2r2) (4.19)

where / j and I2 are the intensity for beams 1 and 2 respectively. The required
phase shift in <5 in this case is only n to switch the total intensity from
constructive to destructive interference, whereas it is 2n as in a NLDC,
However, the response of an interferometer follows a squared sinusoid function
of the phase shift and is less sharp than an NLDC.

4.2.4.1. Self-switching Nonlinear Optical Loop Mirror

Phase shift can be induced by changing nl 5 rt, n2, or r2. This can be achieved
using nonlinear optical media. However, if the nonlinear effect is small, long
nonlinear interaction length is needed for the arm of an interferometer, in order
to reduce switching energy. Since the interferometer has to be stable to within
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a fraction of a wavelength, it is difficult to use two physically separate fibers to
implement a long interferometer. The best choice, therefore, is a nonlinear
Sagnac interferometer or a nonlinear optical loop mirror (NOLM) where the
two counterpropagating directions serve as the arm of the interferometer (Fig.
4.10). The configuration is very stable since both arms have exactly the same
optical path length. The phase difference in the two counterpropagating beams
comes from the nonlinear effect of the medium. For clockwise field 1, the phase
shift after the loop is \El\

2n2L, and for the counterclockwise field it is \E2\
2n2L.

Therefore, if El is different from £2; i.e., the coupling ratio of the 2 x 2
input/output coupler is not •£, there will be phase difference in these two
counterpropagating beams.

The operation of NOLM can be described as follows. Assume that the 2 x 2
coupler has a power coupling ratio q:(l — q). Then the fields El, £2, £3, and
E4 in Fig. 4.10 are coupled through the equations [10]:

E3 = v t fE , + ../V1 -qE2

Consider the case of a single input at port 1, Ej = £in and E2 = 0. We have

(4.2,

Loop L

Data output Data output
(portl) (port 2)

Fig. 4.10. A nonlinear optical loop mirror.
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PULSES

Input energy

Fig. 4.11. The transmission |£20|
2/|£in|

2 of a NOLM as a function in input energy for a
continuous-wave signal, nonsoliton pulse signal, and soliton signal. [10].

After they travel around the loop of the length L. the fields E30 and £40 are
given by

£ =

£40 =J^- <?£inexp[j(l - q)\Ein
 227in2L//].

Using a similar relationship for the output coupling, we obtain

(4.22)

E20\
2 = 2q(\ - q)(\ + cos[(l - 2q)\E,n

 22nn2L/Z])}. (4.23)

The extremes of the output occur when q is not equal to ?, and

(1 - 2q)\Ein\
22n2L/A = m. (4.24)

We can find the required switching energy from this equation. When m is odd,
all the power emerges from port 2. When m is even, £20 has a minimum
transmitted power, which is equal to the linear output power (n2 = 0), given by

(4.25)

This amount determines the switching contrast ratio. The transmission func-
tions \E20\

2/\Ein\
2 for both a continuous-wave signal and a soliton signal are

shown in Fig. 4.11 [10].
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4.2.4.2. NOLM with External Control

In the NOLM discussed above, the output is controlled by the intensity of
the input. In many applications, the input is a message signal the power of
which is weak and cannot be changed. In this case an external control signal
has to be used to switch the NOLM, as shown in Fig. 4.12. The nonlinear
refractive index change induced by the powerful control signal is experienced
fully by the copropagating signal pulse but to a much lesser degree by a
counterpropagating signal pulse. This difference in phases of the copropagating
and counterpropagating signals results in a relative phase shift between these
counterpropagating signal pulses. The induced phase shift should be n in order
to effect complete switching.

Assuming that there is no nonlinear effect induced by the input signal £in,
the total intensity output is found from Eq. (4.23) as

4)0 + cos[(l - 2q)Iea2nn2D/X])}. (4.26)

Here /ext is the intensity of the control beam, and D is the length of the
nonlinear medium. In fiber NOLM, D = L, and when a semiconductor optical
amplifier (SOA) is used as the nonlinear medium, D is the length of the SOA.
The control signal should be at a different wavelength or polarization from the
data signal, and can be coupled into and separated from the data signal
through a wavelength or polarization coupler.

Offset x

Nonlinear
Element
(SOA)

Control
out

Coupler

Data
input

Data output Data output
(port 1) (port 2)

Fig. 4.12. Asymmetrical NOLM with a nonlinear element and an external control.
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Controlled switching can also be realized via soliton collisions (or overlap),
When copolarized solitons with different group velocities collide (or pass
through each other), an offset in arrival time and phase occurs for both solitons
relative to the case when there is no soliton collision. For small-frequency
difference, phase shift greater than it can be induced by the collision [1], This
phase shift can be used in the interference of two solitons, and the output can
be changed from zero to unity, depending on whether or not a collision occurs,

4.2.4.3. Semiconductor Amplifier as a Nonlinear Medium

NOLM was first realized using optical fiber as a nonlinear medium. Very
fast switching processing is possible in a glass fiber interferometer because the
response and relaxation times of the intrinsic nonlinear optical refraction in
glass are a few femtoseconds. The main drawbacks stem from the small optical
nonlinearity. For example, to produce a n nonlinear phase shift at a control
power level of 100 mW, the required length of the fiber at 1.55 /im wavelength
is around 200 km.

For an interferometer with long optical path, the stability is significantly
degraded. It is also difficult to integrate such an interferometer into other
optical devices.

A good nonlinear material is needed in order to implement optical switches.
The essential material requirements are sufficient large nonlinear coefficients
and low optical loss coefficients such that switching operation can achieve at
a practical optical power level. The best nonlinear medium to date for
switching applications appears to be semiconductor optical amplifiers (SOA)
[H]-

A SOA is a laser diode with the reflectivity of the end faces minimized.
Strong nonlinearity of SO As was discovered when associated effects, such as
frequency chirping, were easily detected. In fact, much work has been done to
minimize the nonlinear effects in SOAs. The nonlinearity in SO As is a resonant
effect. If an optical beam with photon energy slightly larger than the bandgap
is incident on an SOA, it is amplified through stimulated emission. The
amplification saturates as the conduction band is depopulated. The change in
gain coefficient due to saturation causes the variations in refractive index, as
described by the Kramer-Kronig relations. The change in refractive index is
proportional to the optical intensity, provided the gain is not fully depleted.
The refractive nonlinearity of SOAs is 108 times larger than that of silica fiber,
and optical loss is not an issue since the power of the control and data signals
is amplified.

An interesting configuration using a SOA in a NOLM is an asymmetrical
arrangement as shown in Fig. 4.12 [12]. A data pulse is split into clockwise
and counterclockwise components by the input coupler. Since the SOA is
placed asymmetrically with an offset x in the loop, the clockwise pulse will
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arrive at the SOA before the counterclockwise component. The difference in
the arrival time (i) depends on the amount of offset x. The role of the control
signal is to create a refractive index change by rapidly sweeping out some of
the gain of the SOA. Therefore, a pulse passing through the SOA before the
control pulse will experience different phase shift from the pulse passing
through the SOA after the control pulse. The dynamics of the phase change in
the SOA are shown in Fig. 4.13. With an offset, a control pulse, for example
Ct, can be timed to arrive at the SOA after the clockwise pulse (A^ has passed
the SOA but before the counterclockwise pulse (BJ has arrived. If the
interferometer is constructed such that, in the absence of the control signal, no
input signal appears at the output port, and the control pulse induces a phase
difference of n, the recombined clockwise and counterclockwise pulses will have
constructive interference and emerge from the output. Subsequent data pulse
pairs (A2, B2l and A3, B3) experience a similar gain and refractive index in the
SOA that is slowly recovering. Therefore, the pulses in each of these pairs have
a nearly identical phase shift passing through the SOA and no signal appears
at the output port.

A unique feature of this asymmetric scheme is that the switching window is
determined by the offset x, instead of the relaxation time of the nonlinear effect.

Phase-
shift

Control

m i
Data

ni ni n.i
At Bi A2 B2 A3 Bj Time

Fig. 4.13. The dynamics of the phase change in the SOA in asymmetric NOLM. T = x/v is the time
delay between the two counterpropagating pulses, where x is the offset in Fig. 4.12 and v is the
velocity of the pulse in the loop. Black symbols represent counterclockwise pulses and white
symbols represent clockwise pulses.



21.8 4. Switching with Optics

As a result, a very high speed pulse train can be demultiplexed down to a lower
base rate. In addition, the base rate in this scheme can be as high as 100 GHz,
much higher than the value (a few GHz) limited by the carrier lifetime in SOA,

The reasons for this are as follows [13].
First, it takes only a small amount of carrier density change to create an

additional phase shift of p. For example, for a 500-/mi- long InGaAsP SOA
and a wavelength of 1.5/^m, a n phase shift corresponds to a change in
refractive index of 10~~3. The rate of change of refractive index with electron
hole pair density is

dN
(cm3) = 2 x 1(T20. (4.27)

Therefore, a carrier population change (AN) of 1017 cm 3 is needed to have n
phase shift, compared with a full population inversion of 1018 cm"3. In other
words, it is not necessary to have a full decay in the SOA to have a n phase
shift. There would be a phase shift of several n during the complete decaying
of the gain and refractive index in SOA.

Second, the time needed for carrier injection via electric current can be
accomplished at a typical rate of 4 x 10~3 cm
time needed for replenishment of 1017 cm""3

3 per picosecond. Therefore, the
is only 25 ps. With a higher

injection current and hence a shorter carrier lifetime, it was demonstrated that
a phase shift of n can be achieved in lOps, implying a base rate as high as
100 GHz,

This scheme has found important applications in high-speed demultiplexing
and digital optical 3R regeneration (reamplirication, reshaping, and retiming).
Digital demultiplexers (Fig. 4.14) with lOOGbit/s clock rate and optical digital
regenerator (Fig. 4.15) operating at 160Gbits/s have been demonstrated [11].

Base clock as
control

Data
11010001111

Demultiplexed
output
1 0 i

Fig. 4.14. Digital optical demultiplexers.
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Data as control

Clock as data

Regenerated
data

Fig. 4.15. Optical digital regenerator.

4.3. FAST ELECTRO-OPTIC SWITCHES: MODULATORS

Modulators are devices that alter one of the detectable characteristics
(amplitude, phase, or frequency) of a coherent optical wave according to an
external electrical signal. They are essential components for converting electri-
cal data into optical ones in optical communication systems. Generally
speaking, we can make a fast optical modulator by using an electrical pulse to
induce a dielectric change in the medium through which the (carrier) optical
signal is to pass. In electro-optic (EO) modulators, an external electrical signal
modulates the gain, absorption, or refractive index of the medium. The output
optical signal, therefore, is altered according to the external electrical signal.

Research on electro-optic modulators started with bulk devices based on the
electro-optic effect that changes the optical properties of the medium. Modu-
lation bandwidths on the order of gigahertz were achieved. However, there are
limitations related to diffraction effects and drive power in bulk devices with
small transverse dimensions. Thin film and waveguide modulators were inves-
tigated both for their compatibility with fibers and for their potentials for
optical integration. Optical waveguide modulators normally need much
smaller drive power than bulk ones. In this type of modulator, the optical beam
is coupled into a waveguide the refractive index of which is higher than that of
the substrate and of any covering layer. Materials suitable for waveguide
modulators are those that possess desired optical properties (for example, a
good electro-optic merit figure), and are also capable of being configured in a
waveguide. There are two main types of waveguide structures, planer wave-
guides and stripe waveguides. Waveguides have been produced by sputtering,
epitaxial layers, ion implantation, ion exchange, and diffusion; the main
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substrate materials include glass, semiconductors (both GaAs and InP), and
LiNbO3.

In this section we consider thin film and waveguide modulators based on
the electro-optic effect. The main characteristics and the performance of
LiNbO3 and semiconductor devices will be discussed. The materials presented
here are based on several publications [8,14,15,16].

4.3.1. DIRECT MODULATION OF SEMICONDUCTOR LASERS

Direct modulation of diode lasers offers a simple approach to the generation
of coded optical pulses [17]. In this case, an external electrical signal modulates
the gain in the medium. Since the minimum loss in conventional silica fibers
occurs at around 1.55 /mi wavelength and the zero-dispersion wavelength is
near 1.3 /mi, semiconductor laser sources, which have small size and matched
wavelengths, have attracted attention as the most promising candidates for
application in this field. Another advantage of diode lasers over other types of
lasers is that the optical signal can be directly modulated by the drive current.
The principle of the modulation can be illustrated using Fig. 4.16. The output
laser power has a linear relationship with the drive current if the drive current
(/ = IQ) is above the threshold and below the saturation point. In this case,
when the drive current changes, the laser output changes according to the
current signal. The dynamic response and modulation behavior of diode lasers
have been extensively studied by many researchers. The results of experimental

Output
Power (P) Damage

Threshold

Drive current (I)

Fig. 4.16. Output power of a laser diode as a function of drive current.
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and theoretical investigations have been presented in numerous publications.
Considerable attention has been paid to increasing the modulation bandwidth
of diode lasers. In this section, we discuss the factors that limit the modulation
bandwidth of diode lasers.

4.3.1.1. Small-Signal Modulation Response

When the modulation depths of the drive current and optical output are
substantially less than 1, we call this small-signal modulation. A simplified
two-port model of a high-speed diode laser [18] can be used to study
small-signal modulation response. The laser model is shown in Fig. 4.17. The
laser is divided into three subsections: (1) the package (or mount) parasitics;
(2) the parasitics associated with the laser chip; and (3) the intrinsic laser. The
modulating drive current is time dependent, and is in the form of I(t) =
70 + Imfp(t), where /0 is the bias current, Im is the magnitude of the modulating
current, and fp(t) is the shape of the current pule. This current will affect the
output optical power P and the frequency chirp Av(?) which describe the
variation of the laser frequency due to modulation. Parasitics associated with
the package include bond-wire inductance and capacitance between the input
terminals. These parasitics can be substantially decreased by the monolithic
integration of the laser with its drive circuitry. Chip parasitics include resis-
tance associated with the semiconductor material surrounding the active region
and stray capacitance. The package parasitics are considered to be linear
circuit elements, while the chip parasitics are nonlinear with values depending
on the input current. In the frequency domain, parasitics cause a high-
frequency roll-off in the small-signal response. In the time domain, parasitics
result in a slowing-down of fast transients of the drive current waveform. The
dynamic response of the overall laser is a combination of the responses of the
parasitics and the intrinsic laser.

(a) Bandwidth limit due to intrinsic laser: Let us first consider the dynamic
response of the intrinsic laser. A considerable amount of information can be

Input Parasitics Drive

Current I Current

O

O

Package j cl»P

Laser
output

Fig. 4.17. A two-port model of a laser diode.
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obtained by a small-signal analysis of the rate equations. The small-signal
response of the intrinsic laser is obtained by linearizing laser rate equations and
can be found [19] as

' X ' ~ ( c o 2 - a > g ) 2 + a > y '

where y is the damping rate, and to0 is the resonance frequency is given by

9 os

(4,28)

(4.29)

where g0 is the small gain coefficient, S is the steady-state photon density, and
tph is the photon lifetime. Figure 4.18 illustrates the general form of JR,-(o>) for
two values of S [17]. There is a universal relationship between the resonant
frequency and the damping rate. It has been demonstrated both experimentally
and theoretically [20] that

(4.30)

The K factor is often taken as a figure of merit for high-speed diode lasers since
the maximum possible intrinsic modulation bandwidth A/ is determined solely
by this factor [21]:

A/ = 0.23/K. (4.31)

In fact, the K factor depends on several parameters of the laser and the
measured values are found to be as low as 0.005 to 0.01 ns. This implies that

Ri(dB) S=S2

C00

Frequency

Fig. 4.18. Small-signal response of the intrinsic diode laser for S = S, and S = S2 (S2 > S,
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the maximum possible modulation bandwidth in lasers is in excess of 23 to 46
GHz [20,21]. In practice, this bandwidth is usually limited by RC parasitics,
device heating, and maximum power-handling capability of the laser facets.

(b) Bandwidth limits due to parasitics: The dynamic response of the intrinsic-
laser is reduced by parasitics. The parasitic element limitation has been
comprehensively discussed previously [18,20,21].

To discuss the effect of parasitics, the laser is treated as an electrical element
and an equivalent circuit is established for the intrinsic laser in conjunction
with the bond wire, the mount elements, and the transmission line used for
impedance matching. Then, practical equivalent circuits can be developed for
diode lasers with different designs. A number of low-parasitic devices for
high-speed operation have been demonstrated [22]. One scheme uses a
semi-insulating substrate for decreasing shunt capacitance. Another type of
low-parasitic device is called the constricted mesa or mushroom stripe laser.
Several features in these devices help minimize shunt capacitance. The 3-dB
bandwidth due to parasitics in properly designed laser diodes can be as high
as 20 to 25 GHz [20, 21, 22].

In general, the effect of parasitics can be represented by using the electrical
response R(, of the diode laser in the following simple form [21]:

, ___ (4 37.)
'1 + (o)/'wRCY I + (CO/ID ph)"

where m represents low-frequency modulation efficiency, and CDRC and o)pn

describe the high-frequency roll-off caused by the series resistance and the
diffusion capacitance of the p-n junction, respectively. The overall laser
frequency response, therefore, should be R = R;Re. However, detailed analyses
of any particular laser structure will produce more complicated equations [18,
21, 23].

The 3-dB direct modulation bandwidth is mainly limited by the parasitics
in practical devices. For instance, a 25-GHz modulation bandwidth has been
measured in long-wavelength MQW lasers, whereas the maximum possible
intrinsic bandwidth determined by the K factor of the laser has been obtained
over 40 GHz [24].

4.3.1.2. Large-Signal Effect

The results presented in the previous sections are concerned with the
small-signal modulation response of diode lasers. However, in high-bit-rate
digital optical fiber communication systems, the on-off ratio in the laser
output often should be as large as possible to reduce the bit-error rate and
avoid excessive power penalty [22]. This leads to the requirement of large-



124 4. Switching with Optics

Fig. 4.19. Large-signal response of a laser diode, (a) Input current waveform, (b) Laser output
power waveform.

signal modulation. Large-signal modulation can be realized by biasing the laser
close to the threshold and modulation with current pulses of large amplitude.
Large-signal modulation response is generally worse compared to small-signal
response [22,25]. Large-signal modulation can also cause severe frequency
chirping of the laser.

Due to the highly nonlinear optical properties of diode lasers, large-signal
dynamic response can be quite complex. The output optical waveform depends
strongly on the frequency and amplitude of the input current, and harmonic
and intermodulation distortion can be significant [18, 22, 25]. The large-signal
behavior of high-speed lasers has been investigated both theoretically and
experimentally for a variety of modulation schemes, including gain switching
and conventional pulse code modulation [17, 25]. Figure 4.19 shows an
idealized rectangular current drive waveform and the corresponding large-
signal response of a laser [17]. The dc current /0 can either be slightly below
or above the threshold. The turn-on time of the laser ton is an important
parameter that affects the maximum achievable bit rate in digital systems. The
turn-on time is a function of /0 that increases while the current increases. It is
clear that turn-on behavior is improved provided the laser is bias above the
threshold. Rate-equations analysis shows that ton can drop by an order of
magnitude from several hundreds of picoseconds to 30 to 60 ps when /0 is
varied from below the threshold to 30 to 40% above the threshold [18]. Even
though the output optical pulse is not an exact replica of the applied electrical
pulse, deviations are small enough that semiconductor lasers can be used for
data transmission up to bit rates of about 10 Gb/s.

Note that direct current modulation results in the simultaneous amplitude
modulation (AM) and frequency modulation (FM) of the laser emission. This
originates from the refractive index variations in the laser at the same time that
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the optical gain changes as a result of carrier density variations. The inter-
dependence between AM and FM is governed by the line width enhancement
factor. As a result, spectral broadening and chirping exist, caused by the
current modulation. This usually affects the spectral stability of the output
optical signal.

4.3.2. EXTERNAL ELECTRO-OPTIC MODULATORS

4,3.2.1. Electro-optic Devices

The principle of electro-optic modulators is based on the linear electro-optic
effect (Pockels effect), which induces a change in the refractive index propor-
tional to an externally applied electrical field E. The magnitude of the
electro-optic effect depends on the electro-optic coefficients of the medium and
the applied electrical field. Using common notations [7], the refractive index
of the crystal can be described by the index ellipsoid. The linear changes in the
coefficients of the index ellipsoid due to an applied field of components Ej
( j — 1, 2, 3 corresponding to x, y, z components, respectively) can be expressed
by [7]

= I TtjEj i = 1, 2, . . . , 6, j = 1, 2, 3, (4.33)

where Tfj is the electro-optic tensor. In the case of LiNbO3, if a field E is
applied along the z axis, the induced index change seen by an optical field
polarized along the z direction is given by

n3

An = T33£,, (4.34)

where ne is the corresponding extraordinary index. It should be noted that
the EO effect depends on the orientation of the crystal and the direction of
the applied field. The coefficient T33, which corresponds to the stronger
electro-optic effect for LiNbO3 with applied field in z direction, is about
30 x 1CP6 jum/V. In GaAs, the higher index change is seen by an optical field
polarized along the x direction and the corresponding parameter Ti 3 is about
1.4 x 10~6/mi/V. InP has about the same value.

The electro-optic effect is a fast process, since it is mainly related to
electronic lattice transitions. The response time of the index change approaches
electronic lattice relaxation times, which range from 10~~13 to 10~14s. There-
fore, potential modulators with a few hundreds GHz bandwidth can be built.
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The change in refractive index induced by the EO effect will produce a phase
change to the optical beam passing through the crystal. The total phase change
over an interaction length L (equal to the electrode length) is a function of the
refractive index change An. It is expressed by

(4.35)
/0

where /L0 is the free-space wavelength.
Electrically induced index change can be directly used for phase modulation.

Amplitude modulation can be achieved via phase modulation, either by using
interferometric techniques (Mach-Zehnder modulator, balanced bridge
switch) or by phase-matched control in directional couplers.

4,3.2.1,1. Waveguide Phase Modulator

A typical waveguide phase modulator with two electrode configurations is
shown in Fig. 4.20. If the electrodes are placed on either side of the waveguide
(Fig. 4.20a), the horizontal component of the electric field is used. If one
electrode is placed directly over the waveguide (Fig. 4.20b), the vertical
component of the field is used. The crystal orientation must be chosen to use
the largest electro-optic coefficient. For a LiNbO3 modulator, the largest
electro-optic coefficient, T33, should be used, and the orientation of the crystal
is shown in Fig. 4.20a for the TE wave polarized in the plane of the substrate.

LiNbO3 waveguides are commonly fabricated using the Ti in-diffusion
process. In the process, Ti stripes with a thickness of 50-60 nm and a width of
5 /mi are evaporated onto a LiNbO3 crystal and in-diffused at a proper
temperature for a few hours. This creates waveguides with Gaussian index
distribution in depth. The maximum index increase at the surface of the
LiNbO3 waveguide is typically a few hundredths.

Using the scheme shown in Fig. 4.20a, the relationship between the effective
electro-optically induced index change and the applied voltage can be ex-
pressed as

(436)

where d is the interelectrode gap and F is the overlap integral between the
applied electric field and the optical mode. The phase change over an
interaction length L is thus expressed as

nnf, VL
A^-^T,, —F. (4.37)

An " d
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Electrodes

Fig. 4.20. Waveguide phase modulator with two different electrode arrangements.

Setting |A0| = n, Eq. (4.37) can be inverted to provide the half-wave voltage-
length product.

V.L (4.38)

4.3.2.1.2. Bandwidth Considerations

In many practical applications, we need modulators with high bandwidth
for high-speed communications. There are several factors limiting the highest
modulation bandwidth for different configurations of modulators. The main
parameters characterizing a waveguide modulator are the modulation band-
width and the drive voltage required to obtain a given modulation depth.



228 4. Switching with Optics

Typically, the required drive voltage is traded off by the modulation band-
width. Therefore, the ratio of drive power to modulation bandwidth is usually
adopted as a figure of merit of the device. The drive voltage depends upon the
type of modulator, the electrode geometry, the optical wavelength, and the
overlap geometry. In the case of lumped electrode modulators, where the
electrode length is much smaller than the modulating radio frequency
wavelength, modulation speed is constrained by the larger of the electrical or
optical transit time and the RC charging time, where C is the electrode
capacitance, including parasitics, and R is the resistance value providing
matching to driver impedance. For the electrode configuration shown in Fig.
4.20a, the capacitance, which is proportional to the electrode length L, is
usually the main limiting factor. It is given by [14, 15]

C = — (1 + £/£o)ln —r 1 • <4-39)JT \ a

In this case, the bandwidth of the modulator is

A/ = l/(2nRC). (4.40)

Obviously, one way to increase A/ is to use a small L. However, L cannot be
arbitrarily reduced because the required drive voltage scales inversely with L,
given by

L = -^£—. (4.41)

The goal in modulator design is a high bandwidth and a low driving voltage
at the same time. Modulator performance can be characterized appropriately
by introducing the voltage-bandwidth figure of merit: F = Vn/B. This par-
ameter is proportional to the voltage-length product VKL and inversely
proportional to the bandwidth-length product (EL). Here BL depends on the
modulator geometrical structure. For LiNbO3 modulators with lumped elec-
trodes, a realistic value of the bandwidth-length product is 2.2 GHz-cm, for a
load of 50 O.

The bandwidth limitations in lumped electrode modulators can be over-
come by using modulator structures based on traveling wave (TW) electrodes,
the basic scheme of which is shown in Fig. 4.21. The electrode is designed as a
matched transmission line, and the radio-frequency drive is fed collinearly with
the propagating optical signal. In this case the bandwidth is limited by the
transit, time difference between the radio-frequency drive and the optical signal
[8,14], resulting in

I Acg _ _____ (4 42)
nLnRF(l - n/nRF)'
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Fig. 4.21. Waveguide phase modulator using traveling wave electrodes.

where c is the light velocity in free space, and n and nRF are the optical and
radio-frequency effective indexes, respectively. Therefore, if n = nRF, the elec-
trode length can be made arbitrarily long, which allows low drive voltage
without affecting modulation bandwidth. In LiNbO3, however, the optical and
radio-frequency indexes are quite different (n = 2.2 and nRF - 4.3), the TW
electrode offers an improvement of a factor of about 3 in the length-band width
product and in the power-bandwidth ratio over a lumped electrode of
identical dimension (length, width, and gap) [26]. Several other techniques
have been proposed for achieving effective velocity matching, in spite of the
different values of the indexes, such as dielectric loading, radio-frequency phase
reversal, or periodical withdrawal of the modulating signal along the electrode
length. Recently, a new scheme for achieving 100 GHz modulation bandwidth
has been proposed [27] using a phase-velocity matching approach.

4.3.2.1.3. Waveguide Intensity Modulator

A number of applications require optical intensity modulation, and there are
several techniques to convert phase modulation into intensity modulation.
Waveguide intensity modulators can be produced by means of directional
couplers and interferometric configurations (Y-branch interferometer, Mach-
Zehnder interferometer). These schemes are similar to the ones that discussed
in Sec. 4.2. The basic structure of the Mach-Zehnder interferometric modula-
tor is shown in Fig. 4.22. An input wave, split into equal components,
propagates over the two arms of the interferometer, which are sufficiently
separated to avoid coupling. If no phase shift is introduced between the
interferometer arms, the two components combine in phase at the output 3-dB
coupler and then propagate in the output waveguide. For a relative 7t-phase
shift, the two components combine out of phase at the output and then cancel
each other. This type of LiNbO3 intensity modulator typically exhibits an
insertion loss of —4 to 6 dB and is suitable for high-speed modulation. EO
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Fig. 4.22. Top view of a Mach- Zehnder interferometric intensity modulator.

modulators operating at various wavelengths with a bandwidth of up to several
tens of GHz and an operating voltage of a few volts have been demonstrated
[28]. High-speed EO modulators using superconducting electrodes have also
been also studied [29].

Although LiNbO3 modulators have been successful in some practical
applications, they have several limitations. The main disadvantage is the
devices' strong polarization dependence, since light with different polarizations
will "see" different elements of the EO coefficients. This means that a simple
LiNbO3 cannot simultaneously switch inputs with different polarizations.
Other disadvantages include limited optical bandwidth, difficulty in integration
with semiconductor lasers and amplifiers, and periodic light output versus
control voltage.

4.3.2.2. Electroabsorptive Modulator

Another way to modulate an optical field with an electric field is through
electroabsorption in semiconductors. With proper design, this type of modula-
tor can be polarization insensitive. These modulators are based on effects of
absorption change induced by an external field. Most commonly used effects
are the Franz-Keldysh effect and the quantum-confined Stark effect (QCSE).
The FK effect can occur in all semiconductors; the QCSE occurs only in
quantum-well (QW) semiconductors.

In the FK effect, the absorption edge of a semiconductor shifts towards the
long-wavelength direction in the presence of an electric field. Figure 4.23 shows
the absorption spectrum for a semiconductor sample with and without an
applied field. Without the field, the absorption coefficient shows the typical
increase for optical energies that equal or exceed the bandgap of the material.
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Fig. 4.23. Absorption spectra for a GaAs sample with and without an external field.

Over a range of wavelengths, the absorption coefficient increases from 10 cnT ]

to over 103 cm" ̂  An optical signal at wavelength AO (AO = 0.9 fim in Fig. 4.23)
will experience a significant change in absorption when an external field is
applied. The total change in the transmitted signal depends on the change in
the absorption coefficient and the path length through the modulator. Note
that the electroabsorptive effect associated with the FK mechanism in bulk
materials is usually quite limited because the large electric field leads to the
smearing out of the absorption edge as electron and hole wave functions have
diminished spatial overlap with increasing field [30].

4.3.2.2.1. Multiple-Quantum-Well Modulator

The multiple-quantum-well (MQW) modulator is based on the QCSE in
quantum wells (QW) [31, 32, 33]. The EA modulator consists of MQW layers
and, when unperturbed, it is transparent to the light signal. However, under
proper electrical bias, the quantum-well and barrier energies are distorted so
that absorption rises sharply at energies just above the MQW band gap.
Optical absorption change in the quantum well via QCSE is relatively large.
In practice this means we can make small and efficient optical modulators
using quantum wells. The QCSE, like other electroabsorption mechanisms in
semiconductors, is very fast. In fact, there are no intrinsic speed limitations on
the mechanism itself until time scales well below a picosecond. In practice,
speed is limited only by the time taken to apply voltage to the quantum wells,
which is typically limited by resistor-capacitance limits of the external circuit.

There are two commonly used schemes for MQW modulators. One is the
transverse (also called surface-normal) modulator, where light comes in and
out of the surface of a semiconductor chip. The other is the MQW waveguide
modulator. Using a surface-normal scheme, it is possible to make two-dimen-
sional arrays of quantum-well optical modulators.
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Fig. 4.24. Transverse multiple quantum-well modulator.

Figure 4.24 shows an example of a transverse modulator structure. In a
simplified scheme, a quantum-well structure can be viewed as a thin hetero-
structure of low-bandgap material (GaAs), the thickness of which is roughly
lOnm (about 30 atomic layers), sandwiched between two layers of higher-
bandgap material (AlGaAs). The band diagram of the structure is shown in
Fig. 4.25a. Electrons and holes tend to be localized in the region of lower-
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(a) Without electric field (b) With electric field

Fig. 4.25. Band diagram of a quantum well (a) with and (b) without external electrical field.
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bandgap material. Because of thin wells, the behavior of electrons and holes in
these two-dimensional (2D) potentials alters their density-of-states functions in
such a way that the absorption edge is sharpened. In addition, the motion of
electrons and holes is constrained by their confinement, leading to discrete
energy levels in the wells. Because of the 2D nature of the electron -hole gas in
quantum wells, exciton binding energy is increased with respect to the bulk
semiconductor so as to make excitons observable at room temperature in the
absorption spectrum of MQW.

The principle of MQW modulators can be illustrated using Fig. 4.25. If an
electric field is applied perpendicularly to the quantum-well layers, the energy
levels in the wells change and modify the zero-point energies of the particles.
This effect, called QCSE, arises because of the difference in the potential wells
seen by the particles. The electron and hole wave functions are modified to
reduce the zero-point energies so as to decrease the effective bandgap of the
quantum wells. As a consequence, the increase in the electric field applied to
the wells reduces the energy required to generate electron hole pairs, so that
the exciton absorption peaks move toward lower energy. The optical trans-
mission spectra for varying applied voltage for a GaAs/AlGaAs single quantum
well is shown in Fig. 4.26.

One of the most effective ways to apply the necessary voltage to the
quantum wells is to make a diode with quantum wells in the middle. As the
diode is reverse biased, the electric field is applied perpendicular to the
quantum-well layers. In a reverse-biased diode, the necessary field can be
applied without having any current flowing, which makes this a particularly
efficient device. The device shown in Fig. 4.26 is made using GaAs and AlGaAs
semiconductor materials. The modulator works best typically at wavelengths
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Fig. 4.26. QCSE shift of absorption spectrum for a GaAs quantum well sample with different
external fields [31]. Photon energy E is related to optical wavelength through },(nm) = 1.242/E
(eV).
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of about 850 nm, in the near-infrared region of the spectrum. At this wave-
length, the AlGaAs material is transparent, so there is no optical loss in the
AlGaAs contact regions. GaAs itself is opaque at these wavelengths, so the
substrate has to be removed to make a transmission modulator. Devices can
be made with various other semiconductor materials for various operating
wavelengths in the infrared region, and some devices have been demonstrated
in the visible region.

In a typical transverse modulator, there are about 50 to 100 quantum wells.
This gives a total thickness of roughly i micron for the quantum-well region.
The entire diode structure will be a few microns thick altogether. A typical
device might have an operating voltage of 2-10 V. An important parameter
characterizing the behavior of this device as an intensity modulator is the
on off ratio Ron-0{f, expressed as

Kon-off = exp(A«L), (4.43)

where Aa is the maximum achievable change in the absorption coefficient and
L is the light path length through the electroabsorptive material. The values of
Aa for MQW modulators are on the order of 105/cm. Within these parameters,
the optical transmission of the modulator might change from 50 to 20% as the
voltage is applied.

Sometimes, it is more convenient to make a modulator that works in
reflection rather than transmission. This can be done by incorporating a mirror
into the diode structure, so that the light reflects back through the quantum
wells. The advantage of this is that the light makes two passes through the
quantum-well material, which increases the contrast of the optical modulation.
Such reflective modulation is also convenient when mounting the devices on
electronic chips, since it allows conventional chip mounting without having to
make transparent electronic chips and mounts.

Despite the large value of Aa available in MQWs, only limited on-off ratio
values are achieved in transverse modulator geometry, because of the limited
interaction length. The best way to increase the effective interaction length is
to use a waveguide modulator, shown in Fig. 4.27. The propagation direction
of the light lies in the plane of the MQW layers, which is part of the optical
waveguide. The interaction length can be as long as necessary to obtain the
desired on-off ratio. Since the quantum wells usually represent only a fraction
of the overall waveguide, and the rest of the waveguide is composed of material
without electroabsorption effect, the on-off ratio must be modified as follows:

Kon-off = exp(FAaL), (4.44)

where F is the overlap between the quantum wells and the optical mode of the
waveguide, the value of which is in the range 0.01-0.3 for typical waveguide
modulators.
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Fig. 4.27. Waveguide multiple quantum-well modulator.

The speed of MQW modulators is limited by the resistor-capacitance limits
of the external circuits. Both time- and frequency-domain measures have been
performed to characterize the response of MQW modulators. With a simplified
model, the 3-dB bandwidth bias is expressed as

A/ = l/(2nRC), (4.45)

where R is the source resistance and C is the modulator capacitance. The
frequency response can be increased by decreasing the device capacitance. One
way is to reduce the device area to the smallest practical value. The capacitance
can also be decreased at the expense of the drive voltage by increasing the
thickness of the MQW layer in the p-i-n junction. However, as this thickness
increases, the drive voltage required to obtain a given electric field increases
linearly. Therefore, a trade-off must be made between device bandwidth and
drive voltage. Speeds of 40 GHz have been demonstrated with drive voltage
around 2 V [34].

As in the case for LiNbO3 modulators, bandwidth of EA MQW modulators
can be increased by using traveling wave (TW) electrodes (Fig. 4.21). MQW
modulators with 50 GHz bandwidth, 15 dB on-off ratio, and <2 V drive
voltage have been demonstrated using such a configuration [35].

Several effects contribute to device insertion loss. The main effect is residual
absorption by the semiconductor material in the maximum transmission state
due to loss of band tails of the quantum wells or free carrier absorption in the
doped layers. Residual absorption depends on the materials of the QWs and
the operating wavelength. Another loss effect is the one associated with
reflection off its facets. For semiconductors of interest, a typical value of the
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refractive index is around 3.5. Therefore, the reflection off a single air-to-
semiconductor or semiconductor-to-air interface at normal incidence is about
30%. This loss can be eliminated by integrating the modulator with the laser
source. Other approaches, including antireflection coatings, can be used to
reduce this loss to values to around 0.1 dB.

Main advantages of MQW devices in comparison with LiNbO3 modulators
include (I) the feasibility of monolithically integrated structures combining
several functions onto the same device, (2) polarization-insensitive operation,
and (3) low drive voltage. Integrated semiconductor laser-modulator struc-
tures have been reported with high on-off ratios, low drive voltage, and high
bandwidth [34, 36].

4.4. OPTICAL SWITCHING BASED ON MEMS

In addition to ultrafast serial processing speed, optical switches can also be
used for massive parallel connections. If we build a 1000 x 1000 array with
each switch operating on a moderate 1 /zs cycle time, terahertz processing speed
can be realized. Switches using waveguides (including optical fibers) utilize long
interaction lengths and confined high-optical intensity to build up phase
changes for switching. However, a high degree of parallelism is unlikely using
waveguides, since large arrays of switching fabric are difficult to implement.
Therefore, these switches are mainly used for ultra-high-speed serial process-
ing and small arrays of crossbar routing networks. Optical bistable etalons
have the potential for massive parallel switching networks. In fact, switching
arrays have been fabricated and tested using multiple quantum wells and
self-electro-optic devices (SEED) for signal processing applications. However,
current bistable devices require a holding power of at least 10 mW. For a
1000 x 1000 array, the required power would be 10 kW, and most of the power
would be absorbed by the device and converted into heat. This would prevent
the use of current bistable devices for practical applications.

An attractive scheme is switching devices using microelectromechanical
systems (MEMS). MEMS are integrated microdevices or systems combining
electrical and mechanical components fabricated using integrated circuit (1C)
compatible batch-processing techniques. MEMS are fabricated using microen-
gineering and have a size ranging from micrometers to millimeters. These
systems can sense, control, and actuate on the micro scale and function
individually or in arrays to generate effects on the macro scale. MEMS can be
used to provide robust and inexpensive miniaturization and integration of
simple elements into more complex systems. Current MEMS applications
include accelerometers; pressure, chemical, and flow sensors; micro-optics;
optical scanners; and fluid pumps [37, 38].



4.4. Optical Switching Based on MEMS 237

4.4.1. MEMS FABRICATIONS

MEMS can be fabricated using micromachining techniques. There are three
main micromachining techniques currently in use for making MEMS devices:
bulk micromachining, surface micromachining and LIGA [37, 38, 39].

Bulk silicon micromachining is one of the best-developed micromachining
techniques. Silicon is the primary substrate material used in production
microelectronic circuitry, and so it is the most suitable candidate for the
eventual production of MEMS. Traditional silicon processing techniques,
including photolithography, etching, and packaging, are used in this method.
Bulk micromachining mainly uses isotropic and/or anisotropic etching to make
devices with deep cavities, such as pressure sensors and accelerometers. A
drawback of traditional bulk micromachining is that the geometries of the
structures are restricted by the aspect ratios inherent in the fabrication
methods, as the devices are large.

To get greater complexity out of bulk micromachining, fusion bonding
techniques were developed for virtually seamless integration of multiple wafers.
The process starts with separate fabrication of various elements of a complex
system, and subsequently assembles them. It relies on the creation of atomic
bonds between two wafers to produce a single layer with the same mechanical
and electrical properties.

The second one is surface micromachining. This technique is very simple,
powerful, and versatile. Many optical elements, including moving micromir-
rors, microgratings, and other components used in optical switching, have been
made using this technique. It has a thin-film sacrificial layer selectively added
to and removed from the Si substrate. The mechanical parts of the devices are
made using the thin film, and the Si is often used for interface circuitry. The
process starts with thin films, usually polysilicon, silicon dioxide, and nitride,
as mask and sacrificial layers. Sacrificial etching is the basis of surface
micromachining. A soluble layer is grown or deposited for later removal from
beneath other patterned deposited materials. Since the patterned materials left
behind are separated from the substrate by the thickness of the removed
sacrificial layer, they form freestanding thin-film mechanical structures. Springs
and suspended structures can be constructed with lengths in the plane of wafer
much greater than their widths.

The third technique is called LIGA. The acronym LIGA comes from the
German name for the process (lithography, electroplating, and molding). Tall
structures with submicrometer resolution can be formed with this technique.
Microcomponents can be made from a variety of materials using this method.
The LIGA process begins by generating a photoresist pattern using X-ray
lithography on a conductive substrate. The generated space can be preferen-
tially electroplated right to the brim, yielding a very accurate negative replica
of the original resist pattern. This replica can further be used as a mold for low
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viscosity polymers. After curing, the mold is removed, leaving behind a
microreplica of the original patterns. The main drawback of this technique is
the need for a synchrotron for collimated X-ray.

4,4.2. ELECTROSTATIC ACTUATORS

Microactuators are essential parts of MEMS optical switches. A wide
variety of actuation mechanisms have been researched in the MEMS field.
These include electrostatic, electromagnetic, piezoelectric, and thermomechani-
cal. While there is continuing research work going on in this field, it appears
that for optical switching, electrostatic actuation is an effective technique. At
microsize, it is easy to produce a high electric field for actuation. For example,
an electric field of 3 x 106 V/m can be generated by applying 3 V voltage across
a 1-micrometer gap. Using surface micromachining, the interface circuitry
in the silicon wafer can used to produce various patterns of control signals
for desired actuation of many elements in arrays. Other advantages of electro-
static actuation include simplicity in design, fast response, and low power
consumption.

A simple electrostatic actuator is a parallel-plate capacitor (Fig. 4.28).
Assuming the area of the plates is much greater than the separation x, its
capacitance is given by

-
x

(4.46)

where e is the dielectric permitivity of the medium between the plates, and A

Area A

1

Fig. 4.28. A parallel-plate capacitor.
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is the area of the plates. Corresponding to a voltage V applied to the capacitor.,
an electrostatic potential energy exists, given by

u (4.47)

This potential energy represents the energy required to prevent the opposite
charged parallel plates from collapsing into each other. The Coulumb force of
attraction is expressed as the negative gradient of the potential energy

F = -VL/.

Since

Then

F =

(4.49)

(4.50)

The Force drops as l/.x2. If the top plate is free to move, then the Coulumb
force will make it approach to the bottom plate, and the gap, x, will decrease;
that is, the attraction force will drive the gap closure, until it is balanced by a
force produced by a spring or other supports. This leads to moving parallel
plate actuators (Fig. 4.29), deformable membrane actuators (Fig. 4.30), and
torsion mirrors (Fig. 4.31).

To generate large forces, which will do more work for many devices, a large
change of capacitance with distance is required. This has led to the develop-
ment of electrostatic comb drives. Comb drives are particularly popular with
surface-micromachined devices. They consist of many interdigitated fingers

Moving part

Spring

\
Driving electrode

Fig. 4.29. A moving parallel-plate actuator.
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Fig. 4.30. A deformabie membrane actuator.

(Fig. 4.32). When voltage is applied, an attractive force develops between the
ringers, which move together. The increase in capacitance is proportional to
the number of fingers. So, to generate large forces, large numbers of fingers can
be used.

To obtain the voltage-displacement relation for the electrostatic comb drive,
we assume that both the left and right elements are constrained from moving
and that the left element is biased at a fixed voltage V. The capacitance for a
single finger face across the gap is given by

c = —v single •>

where the area is given by

(4.51)

(4.52)

Since each finger has two sides, it follows that each finger has two capacitors,
For an n-finger upper actuator, we have In capacitors. The total capacitance is

*- comb
Bt(L - X)

ff
(4.53)

Using Eqs. (4.47), (4.48), and (4.53) we obtain the driving force

F = m,-V2. (4.54)
g

If we set the left element free to move, this force will control the movement
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Fig. 4.31. A torsion mirror.

according to the applied voltage V. By comparing force with that in the parallel
capacitor, we found that the force in the comb-drive device is a constant
independent of the displacement x, and we can increasing the force by increase
the number of fingers in the comb, while maintaining a reasonable driving
voltage V.

Comb drives have become one of the most commonly used drivers in
making moving microelements, including moving micromirrors driven by the
comb drive through hinges and push-rods.

One drawback of comb drives is that fringing fields also give rise to forces
out of the plane, which can lead to levitation of the actuator away from the
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Thickness = t

Fig. 4.32. A comb drive with interdigitated fingers.

substrate. In addition, there may be lateral instability depending on how the
actuator is supported. If lateral stiffness is insufficient, the upper actuator will
be attracted sideways and fingers may stick to the fixed ones.

4.4.3. MEMS OPTICAL SWITCHES

Optical switches based on MEMS have several advantages. They can form
very large arrays in a very compact volume with low signal attenuation. They
also have high contrast and low cross talk, and are wavelength and polariz-
ation independent. Quite a few MEMS switching schemes have been proposed
and demonstrated. We will discuss two examples of these switches.

4.4.3.1. Deformable Diffraction Gratings

Deformable diffraction gratings are an array of microelectromechanical
switching devices that manipulate light by diffraction [40]. Figure 4.33 shows
a cross section of one pixel for a switched and nonswitched state. Electrostati-
cally deflectable microbridges are made from silicon nitride that is deposited
in tension over a silicon dioxide sacrificial spacer. The bridges are overcoated
with aluminum for high reflection. The air gaps are formed by using an
isotropic wet etch to selectively remove the sacrificial spacer.
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Fig. 4.33. Deformable diffraction gratings.

The array is addressed by a set of row and column electrodes. Every other
microbridge in the pixel is addressable. The others are held at a fixed-bias
voltage so that they cannot be switched. When a pixel is selected by the
combined effect of the row and column address voltages, the air gap voltage of
the selected microbridges exceeds a threshold level. The movable bridges
deflected through one-quarter of the wavelength of the incident light and touch
down onto the substrate. They remain there, electromechanically latched, as
long as a minimum holding voltage is maintained by the electrode.

Light incident onto a switched pixel is strongly diffracted because the optical
path difference upon reflection between the pairs of microbridges is one-half the
wavelength. For the nonswitched state, the microbridges are coplanar and the
light is specularly reflected.
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The size of the bridges is on the order of 80 /mi x 15 /mi. Because the inertia
of the microbridges is small and they only need to move a small distance,
switching time from the nondiffraction state to the diffraction state is on the
order of 20 nanoseconds, and required driving voltage is 3.5 V. With this fast
switching time and the latching property of the microbridges, this type of
switching device has many potential applications. Optical modulators, light
valves, and projection displays have been demonstrated using this technology.

4.4.3.2. Micromirror Arrays

Micromirror arrays have been used for image processing and display
applications. Several examples of micromirror-based crossbar switches have
already been demonstrated. The main benefits of these switching arrays include
large numbers of optical channels, low signal attenuation, and a very compact
volume integrated on a chip. With proper design, the integrated switch system
may also be capable of detecting and identifying the data content of incoming
optical channels and reconfiguring the switching pattern accordingly.

The backbone of crossbar switches is a two-dimensional N x N array of
micromirrors. Micromirrors are ultrasmall movable structures fabricated by
using micromachining. They are normally electrostatically actuated. The most
commonly used ones are torsion mirrors (Fig. 4.31). Each micromirror is
attached on a torsion hinge which allows rotational movement of the mirror.
The rotation is controlled individually to assume either a reflective or non-
reflective position. Therefore, the switch array can perform any arbitrary
switching between the N incoming channels and JV output channels.

An interesting and important device in micromirror arrays is the digital
mirror device (DMD) which has been developed by Texas Instruments [41].
The DMD is a micromechanical spatial light modulator array which consists
of a matrix of tiny torsion mirrors (16-/mi base) supported above silicon
addressing circuitry by small hinges attached to support posts. Each mirror can
be made to rotate 10° about its axis by applying a potential difference between
the mirror and the addressing electrode. The DMD is now commercialized for
high-luminance TV projection. Arrays of up to 2048 x 1152 with full address-
ing circuitry are available. The response time of each mirror is 10 /is, and the
addressing voltage is 5 V. In the wake of developments by Texas Instruments,
several research groups are now working on DMD -like devices for switching
purposes.

For switches in cross-connection of optical fiber arrays and optical routing,
micromirrors with large rotation angles (45-90°) are required. With larger
rotation angle, the switching time and driving voltages become larger. One
example is the 45° vertical torsion mirror for 2 x 2 switching array (Fig. 4.34)
[42]. Currently, the required driving voltage is 80 V and the switching time is
80 /mi. Better versions of optical switches arrays with higher density, lower
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Fig. 4.34. A 2 x 2 switching array using micromirrors.

driving voltage, and lower switching time need to be developed in order for
MEMS optical switches to have practical applications.

Another issue regarding MEMS optical switches is the need for proper
control circuitry to sample the incoming optical signals and to perform the
switching according to the data content of each channel. In this case, the
incoming optical signals should be redirected on an array of optical sensors,
which are built into the substrate, by using an optical beam splitter. Each
optical sensor would continuously detect the incoming data stream and send
this information to a built-in decision and control unit. Based on the extracted
information in data headers or specific patterns in the data stream, the control
unit will identify the data content of each channel and reconfigure the switch
matrix accordingly. This capability offers truly adaptive switching among a
number of incoming channels, where a change in data content of an incoming
channel during operation will automatically result in redirection of the outgo-
ing channels.

4.4.3.3. MEMS Switches without Moving Parts

Most photonic switches based on MEMS technology have movable mi-
cromirrors. Recently, an unusual optical switch without any moving parts was
proposed and fabricated [43]. The switch uses total internal reflection to route
the optical beam. It combines inkjet technology and planar waveguides
consisting of silica and silicon sections. The silica section includes optical
waveguides intersected, at the cross points, by trenches filled with index-
matching fluid. The waveguides and trenches form a proper angle so that total
internal reflection will occur when the refractive index of the waveguide is
larger than that of the trench. The silicon section includes small heaters as
thermal actuators. The heaters are located near the cross points of the
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Index-matching
fluid

Trench Waveguides
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Fig. 4.35. MEMS switches without moving parts, (a) Unswitched beam passes straight through
the trench, (b) Switched beam bounced into the new waveguide by total internal reflection.

waveguides. InkJet technology uses small heaters near the index-matching fluid
to create a bubble at that spot. When the heaters are not turned on, the
trenches are filled with the index-matching fluid. The beam passes unimpeded
straight across the trench and continues into the solid waveguide (Fig. 4.35a).
When the optical signal needs to be rerouted, a bubble is created by the heater.
The gas bubble occupies the trench near the waveguide. In this case, total
internal reflection occurs since light comes at a sufficiently oblique angle from
a higher index medium (waveguide) to a lower index medium (gas bubble in
the trench). The beam reflects off the surface of the bubble, and moves in a new
direction into a different waveguide (Fig. 4.3 5b).

This type of switche has several interesting features. Cross talk in this tech
nology is very low compared with traditional planar waveguide technology.
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The commercial 32 x 32 port switch by Agilent Technologies has a specifica-
tion of — 50 dB cross talk. The switching operation is digital, and switching
time for the device is ~ 10ms. Typical operating voltages are 15 and 5 V DC,
Optical alignment can be easily performed, and, once manufactured, no
alignment change is necessary. The switch has no moving mechanical parts,
which may translate to longer lifetimes and better reliability. The switch
architecture is flexible and allows signal ports to be added and dropped for free.
By contrast, in a beam-steering MEMS switch additional mirror pairs must be
added to accomplish these functions, resulting in a larger switch.

4.5. SUMMARY

This chapter discussed three very important types of optical switching
devices: ultrafast all-optical switches based on nonlinear optical effects, fast
electro-optic modulators, and massive parallel switching devices using micro-
electromechanical systems.

In ultrafast optical switches, three different schemes were discussed. They are
nonlinear Fabry-Perot etalons, nonlinear directional couplers, and nonlinear
optical loop mirrors. Nonlinear Fabry-Perot etalons are the first all-optical
switches experimentally demonstrated. They consist of a Fabry-Perot cavity
within a nonlinear optical medium. Switches arrays can be formed for parallel
signal processing. However, current etalon switching devices require a high
holding power, which prevents them from practical applications. NLDC has
high contrast and can be implemented using integrated waveguides as well as
optical fibers. However, it requires a 2n nonlinear phase shift to perform the
switching, and it is difficult to form large arrays. NOLM is an interferometric
switching device. It requires a n nonlinear phase shift to perform switching. The
contrast is not as high as that in NLDC. It can be implemented using optical
fiber or a semiconductor optical amplifier as a nonlinear element. Asymmetric
arrangement of SOA in a NOLM has proven to be a very effective scheme to
perform ultrafast switching for digital optical signal processing.

Fast electro-optic modulators are essential devices to convert electrical data
into optical ones in optical communication systems. These devices are made by
using an electrical pulse to induce a dielectric change in the medium through
which the (carrier) optical signal is to pass. Three schemes were discussed in
this chapter. Direct modulation of diode lasers is a simple and direct approach
to the generation of coded optical pulses. External electrical signal modulates
the gain in a laser diode. The main advantage of this scheme is that it can
generate modulated optical signals without the use of a separate modulator;
therefore the unit is very compact. Modulation bandwidths up to several tens
of GHz have been achieved. However, direct current modulation produces
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simultaneous amplitude modulation and frequency modulation of the laser
emission. As a result, spectral broadening and chirping exist, which usually
affect the spectral stability of the output optical signal. Electro-optic modula-
tors utilize the linear electro-optic effect, where a change in the refractive index
is induced by an externally applied electrical field. Modulation bandwidths up
to 100 GHz are potentially possible with a drive voltage of several volts. The
main disadvantages include the strong polarization dependence of the devices,
limited optical bandwidth, and difficulty in integration with semiconductor
lasers and amplifiers. Electroabsorptive modulators using MQWs can be easily
integrated with semiconductor lasers and amplifiers. Bandwidths up to 50 GHz
have been achieved and the drive voltage is less than 2 V. Main concerns
include strong wavelength dependence of the devices and insertion loss.

MEMS optical switches are optomechanical switching devices using mi-
cromechanical and optical elements. These elements are fabricated using
micromachining techniques, and the switches are usually actuated electrostati-
cally. Two schemes of MEMS switches were discussed in this chapter. Deform-
able diffraction gratings are arrays of microgratings with two states, diffraction
and nondiffraction, controlled by an external voltage. The switching device has
a response time of 20 ns, and can form large arrays for massive parallel signal
processing and optical displays. Micromirror switching arrays consist of
two-dimensional arrays of torsion mirrors. Each mirror has a size of about
16//m. The mirrors can rotate and redirect incoming optical beams to the
desired direction. Currently, to rotate a mirror by 45°, requires a driving
voltage of 80 V, and a switching time of 80 /im.
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EXERCISES

4.1 Write a computer program to solve Eqs. (4.3) and (4.5), and generate
curves similar to Fig. 4.4. Assume the nonlinear medium in the etalon is
GaAs with «2 = 2 x l(T6cm2/W.

4.2 Study the effect of loss on the performance of a nonlinear etalon. Assume
the nonlinear medium has a loss coefficient of a (cm ~ l ) . Derive the results
similar to Eqs. (4.3), (4.4), and (4.5).

4.3 Derive Eq. (4.8) from Eq. (4.7) using the initial conditions A(Q) = I, and
B(0) =0.

4.4 Solve Eq. (4.7) using initial condition A(Q) = 1/2 and B(0) = 1/2.
4.5 Show that Eq. (4.10) reduces to Eq. (4.8) when P « Pc. (Hint: Find the

property of the elliptic function cn(x m) for special m values.)
4.6 Study the effect of loss on the performance of an NLDC. Assume the

nonlinear medium has a loss coefficient of a = 1 cm""1, and coupling
length Lc — 1 cm. Obtain the results similar to Fig. 4.9.

4.7 Derive Eq. (4.12) from Eq. (4.11) assuming El — E-m and E2 = 0.
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4.8 Find the required length of optical fiber (made of silica glass) in order to
have TT nonlinear phase shift at a control power level of 100 mW at
1.55/(in wavelength.

4.9 The LiNbO3 crystal has a EO tensor given by

T

where for A = 633 nm, T,3 = 9.6 x 10~12, T, 6.8x10 =30,9x
1-12 and T51 = 32.6 x 10~~12m/V. What is the half-wave electric field

for a LiNb03 modulator where light polarizes along the y axis, and the
modulating electric field is applied along the z axis? Assume A = 633 nm
and the length of the modulator L = 4 mm.

4.10 Consider the case described in Problem 9. How large an electric field Ez

is required to change the index of refraction by 0.0001?
4.11 The sensitivity of a device is defined as the incremental change of the

output per unit incremental change of the input. Find the sensitivity of
an interferometric EO intensity modulator using the Mach-Zehnder
configuration (Fig. 4.22), if the half-wave voltage is Vn = 10 V.

4.12 An optical intensity modulator uses two integrated electro-optic phase
modulators and a 3-dB directional coupler, as shown in Fig. 4.P1. The
input wave is split into two waves of equal amplitudes, each of which is
phase modulated, reflected from a mirror, and phase modulated once

Mirror

Fig. 4.P1.
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\
Waveguide

Fig. 4.P2.

more; then the two returning waves are added by the directional coupler
to form the output wave. Derive an expression for the intensity transmit-
tance of the device in terms of the applied voltage, the wavelength, the
dimensions, and the physical parameters of the phase modulator.

4.13 Consider the waveguide phase modulator shown in Fig. 4.P2.
(a) Assume that only the vertically polarized wave is to be modulated at

A = 1.15 /im. What is the correct orientation for the GaAs crystal if
the applied field is as shown?

(b) Assume that the electric field strength in the waveguide is equal to
100 (V/mm). What length should the electrodes be to produce a n/2
phase shift?

The EO tensor of GaAs at / = 1.15 /mi is given below.

~ 0

0

0

T4l

0

0

0

0

0

0

T41

0

0 "

0

0

0

0

T41_

where T41 = 1.43 x 10~12m/V.
4.14 If you only had the device described in Problem 4.13 in your lab, and you

wanted to make a polarization rotator using it, how would you do it?
4.15 An intensity modulator is built based on the concept of turning a

single-mode waveguide on and off via the electro-optic effect. Consider
the semiconductor structure shown in Fig. 4.P3. The top layer of GaAs
is lightly doped, and is 5 /mi thick. The substrate is heavily doped. A
Schottky barrier is placed on the surface for a distance L. (Due to the
light doping of the top layer, a reverse-biased field will develop most of
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Lightly doped GaAs

Heavily doped GaAs substrate

i
Fig. 4.P3.

the field in the thin layer, as in the case of reverse-biased transverse MQW
modulators.) Consider a wavelength of 1.15/mi.
(a) What orientation should the crystal be if a positive voltage is to

increase the index of the top layer?
(b) How much voltage is required to increase the index sufficiently to

cause the top layer to become a waveguide for the lowest-order mode
of an asymmetric waveguide? (Hint: Find the condition for a single-
mode waveguide first.)

4.16 Design a LiNb03 integrated optic intensity modulator using the Mach-
Zehnder interferometer shown in Fig. 4.22. Select the orientation of the
crystal and the polarization of the guided wave for the smallest half-wave
voltage Vn. Assume that the active region has length L = 1 mm and
width d = 5 /mi, the wavelength is / = 633 nm, the refractive indices are
n0 = 2.29, ne = 2.17, and the electro-optic coefficients are as given in
Problem 1.

4.17 A Franz-Keldysh modulator is built using GaAs. If the contrast ratio
between "on" and "off" is to be 10 dB and the operating wavelength is
900 nm, how thick should the GaAs device be made? (Use the data in Fig.
4.23.)

4.18 Use the data in Fig. 4.23, and ignore the loss of surface reflection. What
is the minimum insertion loss for the device in Problem 4.17?

4.19 Design a N x N (N > 4) switching array by using micromirrors. Specify
the configurations of the micromirrors.
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Lightwaves are one of the most important sources of information for human
beings, who acquire 85% of information by vision and 15% by audition. An
optical system, whether for imaging or nonimaging, performs mapping from
the input plane to the output plane with an extremely high information
throughput at the speed of light. In most cases, this mapping is a two-
dimensional (2D) transform.

Mathematical transforms are closely related to the history of the develop-
ment of optics. In the 1940s Duffieux introduced the Fourier transform to
optics [1]. This work and earlier works by Abbe and Rayleigh in the beginning
of the 20th century [2, 3], and many other later works by Marechal and
O'Neill in the 1950s [4, 5], and Leith and Van De Lugt in the 1960s constituted
the foundation of a new branch of optics science: Fourier optics [6, 7]. The
invention of the laser in 1960 created huge interest in coherent and incoherent
optical systems. Fourier optics with the concept of Fourier transform and
spatial-frequency spectrum analysis, is now a fundamental basis of optical
system analysis and design. Apart from imaging systems, many new optical
systems have been proposed and developed that perform a variety of trans-
formations for optical information processing, communication, and storage.

In this chapter, we discuss the relation between mathematical transfor-
mations and optics. All optical systems can be considered as systems which
perform mapping, or transformation, from the input plane to the output plane.
After a brief review of the Huygens-Fresnel diffraction, Fresnel transform, and
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Fourier transform, which describe optical propagation and diffraction in
free-space optical systems, we introduce three transforms: the physical wavelet
transform, the Wigner distribution function, and the fractional Fourier trans-
form. These recently developed transforms also describe optical propagation
and diffraction but from different perspectives. The Wigner distribution func-
tion was discussed in Sec. 1.5.5 as a signal analysis tool. In Sec. 5.6 we show
the Wigner distribution function with a geometrical interpretation; this leads
to Wigner distribution optics in Sec. 5.8. Also, we discuss the Hankel transform
in terms of the Fourier transform in the polar coordinate system.

There are a large number of optical processors and systems developed for
implementation of a variety of transforms for optical signal processing and
pattern recognition. These optical transforms are discussed in different chapters
of the book, such as the Mellin transform in Sec. 2.6.1, the circular harmonic
transform in Sec. 2.6.2, the homomorphic transform in Sec. 2.6.3 and many
other optical processing algorithms and neural networks implemented with
optical correlators and other optical processors.

In this chapter we include the radon transform, which is widely used in
medical image processing; and the geometric transform, which has a variety of
applications. The Hough transform is a type of geometric transform, also
discussed.

The collection of optical transforms in this chapter is far from complete.
Readers interested in transformation optics can find many books [8, 9] and
technical journals on the subject.

5.1. HUYGENS-FRESNEL DIFFRACTION

As early as 1678, Huygens suggested for interpreting optical diffraction that
each element on a wavefront could be the center of a secondary disturbance,
which gives rise to a spherical wavelet [10], and that the wave front at any
later time is the envelope of all such wavelets. Later, in 1818, Fresnel extended
Huygens's hypothesis by suggesting that the wavelets can interfere with one
another, resulting in the Huygens- Fresnel principle, which is formulated as

E(r) = - dsEM cos(n, (r _
.MJi '

where JE(r) is the complex amplitude of the optical field in the three-dimen-
sional (3D) space, r is the position vector in the 3D space, and r' is the position
vector at the aperture E, where the integral is taken over, k = 2n/A with the
wavelength A, and cos(w, (r — r')) is a directional factor, which is the cosine of
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the angle between the normal of the wavefront at the aperture and the direction
of the radiation.

The Huygens-Fresnel formula was found to be the solution of the Helm-
hotz equation with the Rayleigh-Sommerfeld's Green function [It]. The
Helmhotz equation results from the Maxwell equations for a monochromatic
component of the light field.

In Eq. ( 5.1) one considers only one scalar component E(r) of the complex
amplitude of the vector electric field. When the aperture dimension is much
larger than the wavelength and the observation is far from the aperture, one
can consider the components Ex, Ey, and Ez of the vector electric field as
independent; they can then be computed independently by the scalar Helmhotz
equation. The Huy gens-Fresnel formula is still the foundation of optical
diffraction theory.

5.2, FRESNEL TRANSFORM

5.2.1. DEFINITION

Mathematically the Fresnel transform is defined as

f
F(u) = /(x) exp[(i7t(M - x)2\dx, (5.2)

v

where the notation J() represents the integrals with the limits from — oo to
+ oo. The inverse Fresnel transform is given by

f
f(x) = F(u] exp[-m(M - x)2\du. (5.3)

v

5.2.2. OPTICAL FRESNEL TRANSFORM

In relation to optics, the Fresnel transform describes paraxial light propa-
gation and diffraction under the Fresnel approximation. We now describe the
optical field in an input and an output plane, which are normal to the optical
axis. Let x denote the position in the aperture plane, which is considered as the
input plane, and x' denote the position in the output plane, where the diffracted
pattern is observed. Let z denote the distance from the aperture to the output
plane. (Although both the input and output planes of an optical system are 2D,
we use 1D notations throughout this chapter for the sake of simplicity of the
formula. Generalization of the results to 2D is straightforward.)
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Under the paraxial condition, the distance z is much larger than the size of
the aperture Z, z » max(x), so that the direction factor in the Huygens--Fresnel
formula in Eq. (5.1) may be neglected and the denominator \r ~ r' in the
right-hand side of Eq. (5.1) is approximated by the distance z. The phase factor
in the integrand on the right-hand side of Eq. (5.1) is approximated, in the
ID notation for the input plane x and output plane x', by (r — r'}—
z(l +(x — x')2/2z2); this results in

,,ikz

E(u) = — I E(x)
./'- J

2//.z) dx, (5.4)

where the phase shift, exp(//cz), and the amplitude factor \/z in the front of the
integral in Eq. (5.4) are associated with wave propagation over the distance z,
and are constant over the output plane at a given propagation distance z. The
paraxial approximation that leads to Eqs. (5.1) to (5.4) is referred to as the
Fresnel approximation.

Hence, the diffracted field E(u] is the Fresnel transform of the complex
amplitude E(x) at the aperture, where u — x'/AZ is the spatial frequency. The
optical diffraction under the Fresnel paraxial approximation is described by the
Fresnel transform. On the other side, we can consider light propagation through
an aperture as an implementation of the mathematical Fresnel transform.

One can expand the quadratic phase on the right-hand side of Eq. (5.4) and
rewrite Eq. (5.4) as

E(u] = -7- exp(/7rx'2/xz) E(x) exp( — i2nxx'/Az' dx. (5.5)

In Eq. (5.5) the quadratic phase terms, Qxp(inx'2/Az) and exp(mx2/Xz), describe
the spherical wavefronts of radius z in the input and output planes, respec-
tively, as shown in Fig. 5.1. A spherical wavefront passing through an aperture

Fig. 5.1. Optical Fresnel transform.
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would have the complex amplitude E(x) e\p(inx2/lz) in the aperture plane,
According to Eq. (5.5), this complex amplitude field is exactly Fourier
transformed, as described by the integral on the right-hand side of Eq. (5,5).
and then multiplied by a quadratic phase factor, exp(z'7Lx'2//,z), resulting in E(n)
in the output plane x'. The E(u] exp(i7ix'2//z) is the representation in the output
plane of a spherical wavefront with the radius of z. In this sense one can say
that the exact Fourier transform exists between the complex amplitudes on two
spherical surfaces in the input and output planes in the Fresnel transform
scheme.

53. FOURIER TRANSFORM

When the diffraction distance from the aperture to the diffracted pattern, z,
tends toward infinity, the Fresnel diffraction becomes the Fraunhofer diffrac-
tion. When the condition

z » x2/A (5.6)

is satisfied, the quadratic phase factor exp(mx2//lz) in the integral on the
right-hand side of Eq. (5.5) can be removed. Then, the Fresnel diffraction
formula becomes the Fourier transform

f
E(u) = E(x)QXp(-2niux/Az)dx. (5.7)

For instance, when / = 0.6 [im and the aperture is of radius of 25 mm, to satisfy
the condition in Eq. (5.6), z should be much longer than 1000 m, which is not
practical.

The Fraunhofer diffraction at an infinite distance is implemented usually by
means of a converging lens, which brings the Fraunhofer diffraction from
infinity to its focal plane. There are basically three schemes for the implemen-
tation of the optical Fourier transform:

1. The input is placed in the front of a converging lens. The quadratic phase
introduced by the lens cancels the quadratic phase factor Gxp(mx2//.f) in
Eq. (5.5) and we obtain the Fourier transform in the back focal plane of
the lens at a distance z = /, where / is the focal length of the lens, with
a quadratic phase factor exp(mx'2/Af). This phase factor has no effect, if
we are only interested in the intensity of the Fourier transform.

2. The input is placed in the front focal plane of a converging lens, and the
exact Fourier transform is obtained in the back focal plane of the lens.
(For more details see [9]).
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3. The input is placed in a converging beam behind a converging lens of a
focal length / at any distance d < f from the focal plane of the lens, to
where the beam converges. The Fourier transform is obtained in the focal
plane of the lens [9] with the Fourier spectrum scaled as u — x'//J and
multiplied by the quadratic phase factor exp(mx'2/M), where x' is the
coordinate in the Fourier plane.

The physics behind the optical Fourier transform is the Fraunhofer diffrac-
tion. The lens is used to remove the quadratic phase factor in the Fresnel
diffraction integral. However, some people used to call the lens as the Fourier
transform lens. Note that it is the Fraunhofer diffraction, not the lens, that
implements the optical Fourier transform.

5.4 WAVELET TRANSFORM

The wavelet transform has been introduced in the last fifteen years for
multiresolution and local signal analysis, and is widely used for nonstationary
signal processing, image compression, denoising, and processing [12, 13],

5.4.1. WAVELETS

The wavelet transform is an expansion of a signal into a basis function set
referred to as wavelets. The wavelets hStt(t) are generated by dilations and
translations from a reference wavelet, also called the mother wavelet, h(t):

(5.8)

where s > 0 is dilation and r is the translation factors. The wavelet transform
of a signal f(f) is defined as the inner product in the Hilber space of L2 norm:

i r / \
Wf(s, T) = </,„(*), /(0> = -7= U* ( -=~ I fit) dt, (5.9)

which can be considered a correlation between the signal and the dilated
wavelet, h(t/s). The normalization factor 1/^/s in the definition of the wavelet
in Eq. (5.8) is such that the energy of the wavelet, which is the integral of the
squared amplitude of the wavelet, does not change with the choice of the
dilation factor s.
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The Fourier transform of the wavelet is

Hv r((o) = -j= h ( - — - ] exp( -jct)t) dt = ̂ s H(so)) (exp - jari), (5. 10)

where H((o) is the Fourier transform of the basic wavelet h(t). In the frequency
domain the wavelet is scaled by 1/s, multiplied by a phase factor exp(— J
and by a normalization factor sl/2.

5.4.2. TIME-FREQUENCY JOINT REPRESENTATION

According to Eq. (5.9), the wavelet transform of a one-dimensional (ID)
signal is a two-dimensional (2D) function of the scale s and the time shift T.
The wavelet transform is a mapping of the ID time signal to a 2D time-scale
joint representation of the signal. The time-scale joint wavelet representation
is equivalent to the time-frequency joint representation, which is familiar in
the analysis of nonstationary and fast transient signals.

A signal is stationary if its properties do not change during the course of the
signal. Most signals in nature are nonstationary. Examples of nonstationary
signals are speech, radar, sonar, seismic, electrocardiographic signals, music,
and two-dimensional images. The properties, such as the frequency spectrum,
of a nonstationary signal change during the course of the signal.

In the case of the music signal, for instance, the music signal can be
represented by a ID time function of air pressure, or equivalently by ID
Fourier transform of the air pressure function. We know that a music signal
consists of very rich frequency components.

The Fourier spectrum of a time signal is computed by the Fourier trans-
form, which should integrate the signal from minus infinity to plus infinity in
the time axis. However, the Fourier spectrum of the music signal must change
with time. There is a contradiction between the infinity integral limits in the
mathematical definition of the Fourier transform frequency and the non-
stationary nature of the music signal. The solution is to introduce the local
Fourier transform and the local frequency concept. Indeed, nonstationary
signals are in general characterized by their local features rather than by their
global features.

A musician who plays a piece of music uses neither the representation of the
music as a ID time function of the air pressure, nor its ID Fourier transform.
Instead, he prefers to use the music note, which tells him at a given moment
which key of the piano he should play. The music note is, in fact, the
time frequency joint representation of the signal, which better represents a
nonstationary signal by representing the local properties of the signal.
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The time-frequency joint representation has an intrinsic limitation; the
product of the resolutions in time and frequency is limited by the uncertainty
principle:

AfAto ^ 1/2.

This is also referred to as the Heisenberg inequality. A signal cannot be
represented as a point of infinitely small size in time-frequency space. The
position of a signal in time-frequency space can be determined only within a
rectangle of At Act).

5.4.3. PROPERTIES OF WAVELETS

The wavelet transform is of particular interest for analysis of nonstationary
and fast-transient signals, because of its property of localization in both time
and frequency domains. In the definition of the wavelet transform in Eq. (5.9),
the kernel wavelet functions are not specified. This is the difference between the
wavelet transform and many other mathematical transforms, such as the
Fourier transform. Therefore, when talking about the wavelet transform one
must specify what wavelet is used in the transform.

In fact, any square integrable function can be a wavelet, if it satisfies the
admissibility and regularity conditions. The admissible condition is obtained
as

(5.11,

where H(co) is the Fourier transform of the mother wavelet h(f). If the
condition in Eq. (5.11) is satisfied, the original signal can be completely
recovered by the inverse wavelet transform. No information is lost during the
wavelet transform. The admissible condition implies that the Fourier transform
of a wavelet must be zero at the zero frequency

and, equivalently, in the time domain the wavelet must be oscillatory, like a
wave, to have a zero mean:

k(t)dt = Q. (5.1.2)
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Regularity of the wavelet is not an obligated condition but is usually
required, because regularity leads to the localization of the wavelet in both time
and frequency domains. One measure of wavelet regularity requires the
wavelets to have the first n + 1 moments up to the order n, equal to zero as
[14]:

M_ = tph(t) dt = 0 for p = 0 ,1,2, . . . , n.

According to the admissibility condition given in the preceding equation the
wavelet must oscillate to have a zero mean. If at the same time the wavelet is
regularly satisfying the zero high-order moment condition, then the wavelet
also should have fast decay in the time domain. As a result, the wavelet must
be a "small" wave with a fast-decreasing amplitude, as described by the name
wavelet. The wavelet is localized in the time domain.

By using the Taylor expansion of the signal f(t) the wavelet transform
defined in Eq. (5.9) can be written as

Wf(s, 0) = 4= (l /(P)(0) f -. h(t/s)
s \ p J pl

where /(p)(0) denotes the pth derivative of f(t) at t = 0, and the integrals on
the right-hand side of the above equation are the moments of pth orders of the
wavelet. Hence, we have

0)
1

According to the regularity condition, the high-order moments of the wavelet
up to Mn are all equal to zero. Therefore, the wavelet transform coefficient
decays with decreasing of the scale s, or increasing of 1/s, as fast as s"+(3/2} for
a smooth signal f(t), whose derivatives of orders higher than the (n + l)th
order have finite values.

The regularity of the wavelet leads to localization of the wavelet transform
in frequency. The wavelet transform is therefore a local operator in the
frequency domain. According to the admissible condition, the wavelet already
must be zero at the zero frequency. According to the regularity condition, the
wavelet must have a fast decay in frequency. Hence, the wavelet transform is a
bandpass filter in the Fourier plane, as described in Eq. (5.10).
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5.5. PHYSICAL WAVELET TRANSFORM

The wavelet transform is a multiresolution local signal analysis and was
developed mainly in the 1980s. Historically, the term wavelet was first intro-
duced by Huygens in 1678 to describe the secondary waves emitted from the
wavefront in his interpretation of diffraction. It is of interest to seek a possible
fundamental link [15] between Huygens wavelets and the wavelet transform
developed some 300 years later. At first glance, the Huygens wavelets and the
mathematical wavelets are different. The latter are designed to be local in both
the space and frequency domains and to permit perfect reconstruction of the
original signal. The wavelets must satisfy the admissibility condition and have
regularity.

However, as we shall show in the following, the Huygens wavelets are, in
fact, electromagnetic wavelets, proposed recently by Kaiser [16], and the
Huygens -Fresnel diffraction is, in fact, a wavelet transform with the elec-
tromagnetic wavelets [17]. The electromagnetic wavelets are solutions of the
Maxwell equations and satisfy the conditions of the wavelets. The optical
diffraction described by the fundamental Huygens -Fresnel principle is a
wavelet transform with the electromagnetic wavelet.

In the following subsection we introduce the electromagnetic wavelet and
show that the Huygens-Fresnel diffraction is the wavelet transform with the
electromagnetic wavelet. (Understanding this subsection requires a basic
knowledge of electrodynamics [18].)

5.5.1. ELECTROMAGNETIC WAVELET

An electromagnetic field is described in the space-time of 4D coordinates
r = (r, r0) e R4, where r is the 3D space vector and r() = ct, with c the speed of
light and t the time. In the Minkowsky space-time the Lorentz transform
invariant inner product is defined as

The corresponding 4D frequencies are the wave-number vector p = (cp, p0)eR4,
where p the 3D spatial frequency. For free-space propagation in a uniform,
isotropic, and homogeneous dielectric medium the Maxwell equations are
reduced to the wave equations, and it is easy to show that the solutions of the
wave equation are constrained on the light cone C in the 4D frequency space:
P2 — Po — c2\p\2 = 0, so that pQ = ±co with co/c = \p\, where co is the temporal
frequency.

The electromagnetic wavelet is defined in the frequency domain as [16]

H^(p) =2(co/c)2e(sa)/c)e~sm/ce~ip^ (5.13)
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where £ —- (4 t') is a 4D translation of the wavelet in the 4D space time, s is
the scalar scaling factor with a dimension of [M], 8(so)/c) is the step function
defined as

if f l<0,

and exp( — ipc,) is the linear phase related to the translation £ of the wavelet.
The electromagnetic wavelet defined in Eq. (5.13) is localized in the temporal
frequency axis by an one-sided window

There is no window in the spatial-frequencies domain in the definition of the
electromagnetic wavelet. However, the spatial and temporal frequencies are
related by the light cone constraint a)/c = \p\.

Expression of the electromagnetic wavelet in the space-time domain is
obtained with the inverse Fourier transform of Eq. (5.13).

"01' exp[ip-(r - £)], (5.14)

where C+ is the light cone with the positive frequencies with CD > 0 and
sw/c > 0, and d3p/(l6n3o)/c) is the Lorentz-invariant measure. To compute the
integral in Eq. (5.14), one needs to first put the translation £ = 0, that results
in the reference wavelet, or mother wavelet, h0>s(r), which is not translated but
only scaled by the scale factor s. Then, put r = 0 to consider the wavelet h0 S(Q)
and compute the integral on the right-hand side of Eq. (5.14), which is an
integral over a light cone in the 3D spatial-frequency space. For computing this
integral an invariance under the Lorentz transform should be used. Finally,
/i0,s(r)

 can be obtained from fc0iS(0) as [16]

and the h^s(r) is obtained from the reference wavelet h0s(r) by introducing
translations in space-time as

According to Eq. (5.15) the electromagnetic wavelet is localized in space
time. At the initial time f = 0 the reference wavelet with no translation = 0
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is located at the origin \r\ = 0, because it decays in the 3D space approximately
as r| 4, so that is well localized in the 3D space. When time progresses, the
wavelet spreads in the space from the origin as a spherical wave in an isotropic
and homogeneous medium.

The electromagnetic wavelet is a solution of the Maxwell equations, because
the light cone constraint and the invariance under the conformal group are
respected in the mathematical treatment of the wavelet. In addition, a direct
substitution of the expression in Eq. (5.15) into the scalar wave equation has
shown that this wavelet is a solution of the wave equation [19].

5.5.2. ELECTROMAGNETIC WAVELET TRANSFORM

The wavelet transform of a scalar electromagnetic field f(x) is an inner
product among the field and the wavelets, both in the frequency domain

(5.16)
o>/c

where d3p/(l6n3co/c) is the Lorentz invariant measure and the Fourier trans-
form of f(r] is expressed as F(p) = 2nS(p2) f(p) in order to show that F(p\ the
Fourier transform of the electromagnetic field, must be constrained by the light
cone constraint in the frequency space, p2 = 0, and f(p) is the unconstrained
Fourier transform.

The inner product defined in Eq. (5.16) is different from conventional
inner product. Beside the the Lorentz invariant measure in the integral, the
integrant on the right-hand side of Eq. (5.16) contains an additional multipli-
cation term: l/(co/c)2. This is because Eq. (5.16) is an inner product of two
electromagnetic fields: the signal field and the electromagnetic wavelet. Like all
physical rules and laws, the electromagnetic wavelet transform, should describe
permanencies of nature, and should be independent of any coordinate frame;
i.e. invariant-to-coordinate-system transforms, such as the Lorentz transform,
In fact, in 4D space-time the inner product must be defined as that in Eq.
(5.16). To understand the definition of the inner product of two electromag-
netic fields in the frequency domain as that in Eq. (5.16), we recall that
according to electrodynamics [18] electrical and magnetic fields are neither
independent from each other, nor invariant under the Lorentz transformation.
Instead, the wave equation for the vector potential and the scalar potential
takes covariant forms with the Lorentz condition. The square of the 4D
potential (\a0(p)\2 — |«(p)|2), where a0(p) is the scalar potential and a(p) is the
3D vector potential in the frequency domain, is invariant under the Lorentz
transformation. It can be shown [16] that the unconstrained Fourier transform
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of the electromagnetic field is related to the 3D potential vector by a relation
as f(p) — 2p0a(p), so that the integral

i r d3
P i

defines a norm of solutions of the Maxwell equations that are invariant under
the Lorentz transformation, because f(p)/p 0 with p0 = ± w has a dimension of
the vector potential a(p). The square module of the latter is invariant under the
Lorentz transformation, and the Lorentz-invariant inner products must be
defined according to the norm of field. That is the reason for the factor l/(co/c)2

on the right-hand side of Eq. (5.16), which is the definition of the electromag-
netic wavelet transform. On the other hand, in the definition of the electromag-
netic wavelet, we introduced a factor (co/c)2 in Eq. (5.13). As a result, the
wavelet transform defined in Eq. (5.16) is invariant under the Lorentz trans-
formation. The inner products defined in Eq. (5.16) form a Helbert space where
the wavelet transform is defined.

The scalar electromagnetic field /(r) may be reconstructed from the inverse
wavelet transform by [16]

f .
/(r) = d3tdshs,s(r)Wf(£,s), (5.17)

JE

where the Euclidean region E is the group of spatial translations and scaling,
which act on the real-valued space-time with ceR3 and seR i=- 0. The scalar
wavelet transform is defined on £, which is a Euclidean region in the Helbert
space.

According to Eq. (5.17), an electromagnetic field is decomposed as a linear
combination of the scaled and shifted electromagnetic wavelets. In this wavelet
decomposition in the space-time domain, the integral on the right-hand side
of Eq. (5.17) is a function of the time translation t' with a component of
c — (c , f ' )> while the signal /(r), on the left-hand side of Eq. (5.17), is not a
function of the time translation t'. We shall show below that, in fact, t' = 0
because the translations in the time and space domains are not independent
from each other, according to the electromagnetic theory [18].

The wavelet transform with the electromagnetic wavelet is a decomposition
of an electromagnetic field into a linear combination in the scaled and shifted
electromagnetic wavelet family, h^s(r). However, we must note that the
electromagnetic wavelet is a solution of the wave equation; its space and time
translations cannot be arbitrary, but must be constrained by the light cone in
the space- time c2*'2
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Let us consider, among the whole set of the electromagnetic wavelets, which
are translated in 4D space-time, two wavelets that are translated by (f ' i ,c , )
and (t'2, !2)- respectively, as two events. Their squared interval in 4D space time
is

dl,2 = c2[(t - t\) - (t - t'2)-]
2 ~~ |(r - I,) - (r - 12)1

2,

which is Lorentz invariant. When c2(t'2 — t\}2 = |£2 — £il2 anc* ^1,2 = ̂  one

wavelet propagating at the speed c results in the other wavelet. The two
wavelets are the same event. This lightlike separation is not relevant. When
d2.2 > 0, one can Lorentz-transform the two events into a rest reference frame
where <^ = |2>

 so that the two wavelets are at the same location, but are
observed at different instances t\ and t'2. This is the timelike separation. When
d-1,2 < 0, one can Lorentz-transform the two events into a rest reference frame
where t\ — t'2. One observes the two wavelets at the same instant. This is the
spacelike separation. Since the Euclidean region E supports full spatial trans-
lations, the wavelets are spacelike separated. They are all observed at the same
time. There should be no time translation of the wavelets, t' = 0, in the wavelet
transform of Eq. (5.17).

5.5.3. ELECTROMAGNETIC WAVELET TRANSFORM AND
HUYGENS DIFFRACTION

We now apply the wavelet transform to a monochromatic optical field.

f(r,t) = E(r)eJ<00t

with the positive temporal frequency co0 > 0. The unconstrained Fourier
transform of the monochromatic field is

ff(r, ct)0) = 2(o)/c) E(r) exp( -jp • x)d3r,

The wavelet transform of the monochromatic field is then, according to Eqs.
(5.16) and (5.13),

Wf(l, s) = E(l}ejiaot'e((.aQ$)e~s&\ (5.1.8)

where t' = 0, if we consider the wavelet family is spacelikely separated, as
discussed in the preceding. We take the temporal Fourier transform in both
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sides of the inverse wavelet transform shown in Eq. (5,17), and let the
time-frequency oj = o»0

£

f(t,t)e~Jiaotdt = d£ds dtWf(£,s)hfj(r,t)e-J<oat. (5.19)

On the right-hand side of Eq. (5.19) only the wavelet h^s(r,t) is a function
of time t. The temporal Fourier transform of the electromagnetic wavelet
described in Eq. (5.15) can be computed by the contour integral or by the
Laplace transform that yields

Ji- (v t\0~3™t dt — #f\YnVn2/>~'sa> ^S OfU'*r s I ' • > ' /*•" ***- ~~~ ~A 7 :5*~. j " ^~i V{ijUJj{.U t , \ */«^,v/1
,/! jr ̂  /-i •»* i \» /"

Combining Eqs. (5.18), (5.19), and (5.20) we obtain

1

The integration with respect to s may be computed as

ds6(sa)Q)e~2s(ao = -—

because co() > 0. Hence, we have finally

-^ e

|r - cl

where the wavelength x0 = 2nc/a)0. According to Eq. (5.21) the complex
amplitude E(r) of a monochromatic optical field is reconstructed from a
superposition of the monochromatic spherical wavelets, the centers of which
are at the points r — 1 and the amplitudes of which E(£) vary as a function of
3D space translation |. The coherent addition of all those spherical wavelets
forms the monochromatic electromagnetic field E(r). Equation (5.21) is indeed
the expression of the Huygens principle. Only the directional factor in the
Huygens-Fresnel formula is absent in Eq. (5.21). Another difference from the
Huygens- Fresnel formula is that Eq. (5.21) describes the convergent and
divergent spherical wavelets, which are incoming to and outgoing from the
localization point <*. The incoming wavelets were not considered in the
Huygens-Fresnel formula.
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Thus, we have shown that the optical diffraction is a wavelet transform of
a monochromatic optical field with electromagnetic wavelets. We have decom-
posed a monochromatic optical field into electromagnetic wavelet basis and
shown that the complex amplitude of the field is reconstructed by the inverse
wavelet transform, which is equivalent to the Huygens-Fresnel formula.
Hence, in the case of monochromatic field, electromagnetic wavelets are the
monochromatic spherical wavelets proposed by Huygens, and wavelet decom-
position gives the expression of the Huygens principle.

5.6. WIGNER DISTRIBUTION FUNCTION

5.6.1. DEFINITION

The Wigner distribution function is a mapping of a signal from the
space-coordinate system to the space-frequency joint coordinates system. The
space-frequency joint representation is useful for analysis of nonstationary and
transient signals, as discussed in Sec. 5.4.2. The Wigner distribution of a
function f(x) is defined in the space domain as

I / (x + | j /*
»/ \ '*""' /

Wf(x, ft>) = / x + /* x- exp(-Mx') dx',

which is the Fourier transform of the product of a signal f(x/2) dilated by a
factor of 2 and the inverted signal /*( — x/2) also dilated by a factor of 2. Both
the dilated signal and its inverse are shifted to the left and right, respectively,
by x along the x-axis. By the definition in Eq. (5.22) the Wigner distribution
function is a nonlinear transform and is a second-order or bilinear transfor-
mation. The Wigner distribution of a ID signal is a 2D function of the
spatial-frequency ca and the spatial shift x in the space domain.

The Wigner distribution function can be also defined in the frequency
domain and is expressed as

Wf(o), x) = -L F ((a + y j F* (u) - y j Qxp(jxco') dv, (5.23)
«/ \ / \ ** /

where F(co) is the Fourier transform of f(x). From Eqs. (5.22) and (5.23) one
can see that the definitions of the Wigner distribution functions in the space
and frequency domains are symmetrical.
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5.6.2, INVERSE TRANSFORM

The projection of the Wigner distribution function Wf(x, co) in the space
frequency joint space along the frequency co-axis gives the square modulus of
the signal f(t), because according to Eq. (5.22) the projection of Wf(x, co) along
the co-axis is

W f ( x , co) dco = / x + /* -x - exP( -J(OX>) dx' da) =

The projection of Wf(x, co) in the space -frequency joint space along the
space axis x gives the square modulus of the Fourier transform F(co) of the
signal, because according to Eq. (5.23) the projection along the x-axis is

i r c / '\ / r\
Wf(x, co) dx = — F f to 4- y ) F* ( co - ~- ) exp(jto'x) da)' dx = \F(co)

*/ */ \ / \ *"* /

In addition, we have the energy conservation of the Wigner distribution
function in the space-frequency joint representation:

I f i f f
— Wf(x, co)dxdco = — F(co)\2 dco = f(x)\2 dx.
In J J 2 n j J '

5.6.3. GEOMETRICAL OPTICS INTERPRETATION

Let f(x) denote the complex amplitude of the optical field. Its Wigner
distribution function Wf(x, o>) describes the propagation of the field in the
space-frequency joint representation, where the frequency co is interpreted as
the direction of a ray at point x.

The concept of spatial frequency is introduced in the Fourier transform. In
the optical Fourier transform described in Eq. (5.7), the spatial frequency is
defined as co — 2nu/Az, where u is the spatial coordinate in the Fourier plane.
Therefore, u/z is the angle of ray propagation. In this case, the spatial frequency
co can be considered the local frequency. When an optical field is represented
in the space-frequency joint space, its location x and local frequency must
obey the uncertainty principle. One can never represent a signal with an infinite
resolution in the space-frequency joint space, but can only determine its
location and frequency within a rectangle of size

AxAeo ^ 1/2.

This Heisenberg inequality familiar in quantum mechanics can be easily
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interpreted when one considers the local frequency as the ray propagation
direction. According to the physical diffraction when the light is localized by a
pinbole of a size Ax in the space, it would be diffracted within a range of
diffraction angles, Aco, which is inversely proportional to the pinhole size A.x.

5.6.4, WTGNER DISTRIBUTION OPTICS

The Wigner distribution function can be used to describe light propagation
in space in a similar way as geometrical ray optics does.

In Wigner distribution function interpretation, a parallel beam having only
a single spatial frequency /(x) = exp(za>0x) is a horizontal line normal to the
o)-axis in the space-frequency joint space, because

Wf(x, co) = exp(/to0(x + x72)) exp( — m>0(x — x'/2)) exp(icox') dx' — d(co — •(%).
«/

A spatial pulse passing through a location x0 is described as /(x) = S(x — x 0),
its Wigner distribution function is a vertical line normal to the x-axis in the
space- frequency joint space, because

x0 + x'/2)6(x — x0 — x'/2) exp(icox') dx' — d(x — x0).

In both cases we keep the localization of the signal in frequency and space,
respectively.

The Wigner distribution function definition in space, Eq. (5.22), and in
frequency, Eq. (5.23), which are completely symmetrical. The former Wigner
distribution function of /(x) is computed in space, resulting in Wf(x, co), and
the latter Wigner distribution function of the Fourier transform F(co) is
computed in frequency, resulting in \Vf(co, x). In the two equations, the roles
of x and co are interchanged. The Wigner distribution function is then rotated
by 90° in the space-frequency joint representation by the Fourier transform of
the signal.

When the optical field /(x) passes through a thin lens, it is multiplied by a
quadratic phase factor, exp( — inx2/tf), where / is the focal length of the lens.
The Wigner distribution function of the optical field behind the lens becomes

Wf(x,co) = /(x + x72)exp(-m(x + x72)2)/*(x-x72)
*/

x exp( — m(x —- x'/2)2) exp( — icox') dx'

= Wf(x, to + (2n/Af)x).
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Fig. 5.2. Space -frequency joint representation of an optical field by the Wigner Distribution
Function (a) A plane with single spatial frequency o>0, (b) A beam passing through a pinhole at
x0, (c) A beam passing through a lens, (d) A beam propagating in free space over a distance z.

This is the original Wigner distribution function sheared in the a> direction.
When the optical field /(x) simply propagates in free space over a distance

z, its Fourier transform will be multiplied by the transfer function of free-space
propagation, which is a phase factor [11], and becomes

F(OJ) exp(i'27tzv/l —((OA/2n)2/A) « F(w) i

where the term exp(i 2nz/A) in the right-hand side of the equation, correspond-
ing to a phase shift related to the propagation over distance z, can be
disregarded. Then the Wigner distribution function becomes

f
Wf(w, x) = F(co + co'/2) exp(-Uz(co + a)'/2)2/4n)F(co - w'/2)

x exp( — iAz(o) — a)'/2)2/4n) exp( — ixa>') d(Dr

Wf(co, x — Az(a/2n).
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This is the original Wigner distribution function sheared in the x direction.
When an image is magnified by the optical system with a factor of s, f i x )

becomes f(x/s), and the Wigner distribution function becomes

f
Wf(x, (o) = I /((x + x'/2)/s)/((x - x'/2)/s) GXp(-wjx')dx'

= sWj-(x/s, soj).

The original Wigner distribution function is then dilated along the x-axis in
the space and is shrunk along the co-axis in the frequency.

In geometrical optics, the relation between the input and the output of an
optical system is commonly described by

where (c, v) and (x, co) are the position and the propagation direction of the
rays in the output and input planes, respectively, and M is the ray propagation
matrix. According to geometrical optics, optical systems, such as those involv-
ing the Fourier transform, lens, free space, and magnifier, have ray propagation
matrices M as

M. =

M,=
1 1

2n/// 1

~s 0 "
0 Ms

respectively. These optical systems implement affine transforms in the (x, LO)
space.

According to the preceding calculation for the Wigner distribution func-
tions, when an optical field passes through an optical system, its Wigner
distribution function does not change the values, but they are modified by an
affine coordinate transform, which corresponds exactly to that given by the ray
propagation matrices in geometrical optics. One of the links between physical
optics and geometrical optics is then established. Both show that an optical
system performs affine transforms in the space-frequency joint space, in which
each location corresponds to the position and orientation of rays.

According to ray optics, when optical systems are cascaded, the ray
propagation matrices are simply multiplied. The cascaded optical system is
described by an overall ray propagation matrix. Similarly, in terms of the
Wigner distribution function, subsystems perform the affine transforms of the
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Wigner distribution functions. The overall system performs a cascade of the
affine transformations of the Wigner distribution functions.

5.7. FRACTIONAL FOURIER TRANSFORM

The Fourier transform is among the most widely used transforms in
applications for science and engineering. The fractional Fourier transform has
been introduced in an attempt to get more power and a wider application circle
from the Fourier transform.

5.7.1. DEFINITION

In the framework of the fractional Fourier transform, the ordinary Fourier
transform is considered a special case of unity order of the generalized
fractional order Fourier transform. When defining such a transform, one wants
this fractional Fourier transform to be a linear transform and the regular
Fourier transform to a fractional Fourier transform of unity order. More
important, a succession of applications of the fractional Fourier transforms
should result in a fractional Fourier transform with a fractional order, which
is the addition of the fractional orders of all the applied fractional Fourier
transforms; i.e. in the case of two successive fractional Fourier transforms

where FT* denotes the fractional Fourier transform of a real valued order a.
The additive fractional order property can be obtained when one looks for

the eigenfunction of the transform. For this purpose, one considers an ordinary
differential equation

f"(x) + 4n2[(2n + \}/2n - x2\f(x) = 0. (5.25)

Taking the Fourier transform of Eq. (5.25) and using the properties of the
Fourier transforms of derivatives and moments one can show that

F"(u) + 4n2[(2n + \)/2n - u2\}F(u) = 0,

where F(u) =• FT[/(x)] is the Fourier transform of f(x). Hence, the Fourier
transform of the solution also is the solution of the same differential as Eq.
(5.25). Indeed, the solution of Eq. (5.25) is the Hermite -Gaussian function
[20], expressed as

2 1 /4
[j/n(x) = —== Hn(^/2n x) exp( - nx2),
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where Hn is the Hermite polynomial of order n. Hence, the Hermite -Gaussian
function is an eigenfunction of the F"ourier transform [21] satisfying the
eigenvalue equation such that

FT(iltH(x)) = exp(-z>m/2)OA „(«)), (3.26)

where u is the frequency. The exp( — inn/2) = rn is the eigenvalue of the
Fourier transform operator.

In order to define the fractional Fourier transform one expands the validity
of Eq. (5.26) to meet a real value a, which can be inserted in the power of the
eigenvalue, such that the fractional Fourier transform of the eigenfunction
« x c a n b e written a s

In this condition, the additive fractional order property, Eq. (5.24), can be
observed.

One can define the fractional Fourier transform as an operator that has the
Hermite- Gaussian function as an eigenfunction, with the eigenvalue of
exp( ' — inctn/2). The Hermite-Gaussian functions form a complete set of orthog-
onal polynomials [20]. Therefore, an arbitrary function can be expressed in
terms of these eigenfunctions,

4,<M*),

where the expansion coefficients of f(x) on the Hermite-Gaussian function
basis are

The definition of the fractional Fourier transform can then be cast in the form
of a general linear transform

The fractional Fourier transform applied to an arbitrary function f(x) is
expressed as a sum of the fractional Fourier transforms applied to the
eigenfunctions «A«(X) multiplied with a coefficient An, which is the expansion
coefficient of f(x) on a Hermite-Gaussian function basis. The eigenfunctions
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ijsn(x) obey the eigenvalue equations of the Fourier transform. Using the
expression for An, we have

BJ(x, u)f(x) </x,

with the octh order fractional Fourier transform kernel functions

OC

Ba(x, w) =

After a number of algebraic calculations, one obtains

exp[ — in((j> — a)/4J

x/sin(a7r/2)

x exp[m(x2 cot(a7r/2) - 2xM/sin(arc/2)) + u2 cot(a7i/2)], (5.28)

B.(x, M) s

where the fractional order 0 < ja| < 2 and 0 = sgn(sin(a7r/2)). When a = 0 and
a = ±2, the kernel function is defined separately from Eq. (5.28) as

B0(x, u) = d(x •— u) and J3±2(x, u) = d(x + u),

respectively.

5.7.2. FRACTIONAL FOURIER TRANSFORM AND
FRESNEL DIFFRACTION

Let us consider now the Fresnel integral, Eq. (5.5), which describes propa-
gation of the complex amplitude /(x) under the Fresnel paraxial approxi-
mation

ikz f*

f(x') = £_ f(x) exp[-m(x2 - 27ixx' + x'2)//z] dx, (5.29)
'

where /(x) and /(x') are the complex amplitude distribution in the input and
output plane, respectively, which are separated by a distance z.

One now can compare the Fresnel diffraction, Eq. (5.29), and the fractional
Fourier transform, Eq. (5.27), and find out that the Fresnel diffraction can be
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formulated as the fractional Fourier transform. Let pt(x) and p2(x
r) denote the

complex amplitude distributions on the two spherical surfaces of the radii, R^
and R2' respectively. The complex field amplitude in the planes x and x' are
expressed with

/(x) = pt(

/(x') = p2(x')exp(mx'2//K2),

respectively, where /I is the wavelength. One introduces the dimensionless
variables, v = x/Sj and v' = x'/s2, where sl and s2 are scale factors. In order to
describe the Fresnel diffraction by the relationship between the complex field
amplitudes in the two spherical surfaces, we rewrite Eq. (5.29) as

exp(i27tz//l) . / x
p2(V) = r^— Si p ,(v)exp 2.s1s2vv

where

0, = 1 + z/JR,

Comparing this Fresnel integral formula with the definition of the fractional
Fourier transform, Eqs. (5.27) and (5.28), we conclude that the complex
amplitude distribution on a spherical surface of radius R2 in the output, p2(v'),
is the fractional Fourier transform of that on a spherical surface of radius Rl

in the input, /^(v), i.e.,

, exp(z'27rz//l) exp|J7t((/> — a)/4J
P-I(V ) = —

J/.Z

provided that

02s2/Az = t/jsf/'/z = cot(a7r/2) (5.30)

and

Sls2/lz = 1 /sin(«7t/2). (5.31)

Given the reference spherical surfaces Rls R2, and z we can compute gv and
02 and the scales st and s2 and the fractional order a, according to the
preceding relations.

A special case concerns the Fresnel diffraction of an aperture with a unit
amplitude illumination and the aperture complex amplitude transmittance f(x).
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In this case, K j -> oo, gl = 1; we let the scale parameter sl in the input be
chosen freely. The fractional order is determined by Eq. (5.30) as a function of
the propagation distance z:

an/2 = arctan(Az/A'?) (5.32)

and s2, R2 also can be computed from Eq. (5.30). Hence, from the aperture
z — 0 to z -> (X) at every distance z, the complex amplitude distribution on the
reference surface of radius R2 is the fractional Fourier transform of the
transmittance t(x), computed according to Eqs. (5.30) and (5.31) where the
fractional order a increases with the distance z, from 0 to 1, according to (5.32).
At the infinite distance, z -> oo, we have a -> 1 according to Eq. (5.32), the
Fresnel diffraction becomes the FraunhorfF diffraction, and the fractional
Fourier transform becomes the Fourier transform. Notice that if we measure
the optical intensity at distance z, the phase factor associated to the reference
spherical surface with radius R2 has no effect.

5.8. HANKEL TRANSFORM

Most optical systems, such as imaging systems and laser resonators, are
circularly symmetrical, or axially symmetrical. In these cases, the use of the
polar coordinate system is preferable, and the 2D Fourier transform expressed
in the polar coordinate system will lead to the Hankel transform, which is
widely used in the analysis and design of optical systems.

5.8.1. FOURIER TRANSFORM IN POLAR COORDINATE SYSTEM

The Hankel transform is also referred to as the Fourier-Bessel transform.
Let /(x, y) and F(u, v) denote a 2D function and its Fourier transform,
respectively, such that

F(u, v} = f ( x , y) exp( — i2n(ux + vy}) dx dy.

The Fourier transform is then expressed in the polar coordinates, denoted by
(r, 0) in the image plane, and by (p, r/>) in the Fourier plane, respectively, as

f2* f*
F(p, </>) = /(r, 0) exp(-/2rcrp cos(# - <p))r drdO. (5.33)

Jo Jo
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If the input image is circularly symmetric, f ( r , 8) is independent of 6; we have

POO f2n /*oe

F(p, <£) = f ( r ) r d r \ exp(-i2nrp cos(6 - $))d0 = f(r)J0(2nrp)rdr,
Jo Jo Jo

where J0() is the Bessel function of the first kind and zero order. Hence, the
Fourier transform F(p, </>) is the Hankel transform of the zero order of the
input image. According to the zero order Hankel transform, the Fourier
transform F(p, (j)) of a circularly symmetric input image is independent of r/>
and is also circularly symmetric. An example is when an optical beam is passed
through a disk aperture; the Fraunhofer diffraction pattern of the aperture is
the Airy pattern, which is computed as the Hankel transform of the zero order
of the disk aperture.

In general /(r, 9) is dependent of 6. In this case, we can compute the circular
harmonic expansions of /(r, 0) and F(p, </>), which are the one-dimensional
Fourier transforms with respect to the angular coordinates, as

fm(r) = —- j /(r, 9) exp( - /m0) d0

and

where m is an integer. fm(r) and Fm(p) are referred to as the circular harmonic
functions of the input image and its Fourier transform. Because both /(r, 9)
and F(p, <£) are periodic functions of period 2n, fm(r) and Fm(p) are, in fact, the
coefficients in the Fourier series expansions as

/(', ») = Z /«(»•) expO'm 0)

and

Ofj

F(p, 0) = X ^m(p) exp(zw^).
— TC.

Hence, we can find the relationship between the circular harmonic functions
of the input image and that of its Fourier transform, which is obtained by
computing the angular Fourier transforms with respect to 4> in both sides of
Eq. (5.33) and replacing the input image /(r, B) with its circular harmonic
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expansion; that results in

exp(-zm</>)d</> X fn(r)exp(in9)
o J 0 J 0 n = oo

(5.34)

dr,

where the Bessel function of the first kind and of order m is represented by

Jm(x) = — exp(/ma) exp(/x cos(a)) da

with a = 6 — (f).
The second equality in Eq. (5.34) is the definition of the nth order Hankel

transform. Hence, a 2D input function and its Fourier transform are related in
such a way that the Hankel transform of the circular harmonic function of the
input function is the circular harmonic function of its Fourier transform.

5.8.2. HANKEL TRANSFORM

Mathematically, the Hankel transform of a function f(r) is expressed as

Hm(p)= f(r}Jm(2nrp}r dr. (535)

If m > —1/2, then it can be proved that the input function can be recovered
by the inverse Hankel transform as

Hm(p)Jm(2nrp)pdp. (536)

All the optical systems that perform the optical Fourier transform, as described
in Sec. 5.3, perform the Hankel transform as described in Eq. (5.35), where f(r)
is in fact the mth order circular harmonic function of the input image, and
Hm(p) and is the mth order circular harmonic function of the Fourier transform
of the input image.
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5.9. RADON TRANSFORM

The Radon transform describes projection operation in computed tomog-
raphy (CT), radio astronomy, and nuclear medicine [22]. In tomography the
object of interest is 3D, which is sliced by a set of planes of projection.

5.9.1, DEFINITION

Let us consider one particular projection plane, where the object slice is
described as f(r, 9) in a polar coordinate system. Radiation passes through the
object under an angle of incidence, and is then recorded by a ID photodetector
array. The detected signal is a collection of the line integrals taken along the
optical paths, which is denoted by L(R, </>), where R is the distance from the
origin of the coordinate system to the path and (f> is the angle of the normal
path relative to the 9 = 0 axis, as shown in Fig. 5.3. The radiation is rotated
for a large number of incident angles 0. The phtodetector array follows the
rotation of the radiation and collects a set of projections, which may be
regarded as a 2D function, and is called the shadow, represented by the Radon
transform as

f ( r , 8) -K]rdrde, (5.31)

photodetector

Fig, 5.3. Optical Radon transform.
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where b is the Dirac delta function. This delta function incorporates the
parallel projection constraint such that the position r would kept on the path
f • R/R — R, where the direction of/? is normal to the path, as shown in Fig. 5,3,

One property of the Radon transform is symmetry as,

g(-R,<j)) = g(R, $ + K).

5.9.2. IMAGE RECONSTRUCTION

It is important now to examine the reconstruction of an object from its
Radon transform. This is the inverse Radon transform. One method of
reconstruction is based on the central slice theorem. The ID Fourier transform
of the projection g(R, (f>) with respect to R produces the Fourier transform of
the object /(r, 0), because using Eq. (5.37) this ID Fourier transform becomes

I 4>) exp(- i2npR) dR= \ /(r, 0) exp(-ilnupr cos(</> - f?))r dr d0
'o Jo

i2n(ux + vyj) dx dy — F(n, t>),

(5.38)

where x = r cos 0, y = sin 6 and w = p cos </>, y = p sin 0. The object can then
be recovered from F(x, y) by the inverse Fourier transform.

In the projection plane in image space, if for a given radiation projection
direction we rotated the Cartesian coordinate system (x, y) by the angle (f) to
(x', v'), the projection R = x', and integral (5.37) become ID, as

0(K,0)= |/(x',yW. (5.39)

Equivalently, if we rotate the Fourier transform in the frequency space by an
angle (f>, the frequency components (u, v) become (u', v'), and the integral in Eq.
(5.38) becomes

g(R, 0) e\p(-i2npR)dR - /(.x, /) e\p(~inu'x') dx'dy' = F(u', 0). (5.40)

This result shows that at each given projection angle, the ID Fourier transform
of the projection of a 2D object slice is directly one line through the 2D Fourier
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transform of the object slice function itself. Equation (5.40) is referred to as the
central-slice theorem. When rotating the angle </> the ID Fourier transform of
the projection, g(R, 0) gives the entire 2D Fourier transform of the object slice.
At each projection angle, the Fourier transform of the object slice is sampled
by a line passing through the origin (hence, the term central slice).

As a result, the inverse Radon transform with Eq. (5.38) gives the entire 2D
Fourier transform of the object, and the object itself. However, this reconstruc-
tion requires a coordinate transform and an interpolation of the Fourier
spectrum from the polar coordinates to the Cartesian coordinates.

The above-mentioned direct Fourier transform method is the simplest in
concept. Various methods exist in practice for reconstructing an image from
the shadow or Radon transform, such as the filtered back-projection algorithm
and the circular harmonic reconstruction algorithms using the Hankel trans-
form [23,24].

5.10. GEOMETRIC TRANSFORM

The geometric transformation, or coordinate transformation, is primarily
used for simplifying forms of mathematical operations, such as equations and
integrals. For example, it is easier to handle the volume integral of a sphere
body in the spherical coordinate system than in the rectangular coordinate
system. Geometric transformations can be implemented by an optical system
using a phase hologram [25, 26, 27]. The optical geometrical transform is
useful for redistributing light illumination [28], correcting aberrations and
compensate for distortions in imaging systems, beam shaping [29], and for
invariant pattern recognition [30]. Recently, the coordinate transformations
also have been applied to analyze surface-relief and multiplayer gratings by
reforming Maxwell electromagnetic equations [31].

5.10.1. BASIC GEOMETRIC TRANSFORMATIONS

The geometric transformation is a change of the coordinate system and is
defined as

r
x)(5[x -<p~»]</x, (5.41)

where f(x) is the input function and (p ~ l(u) is defined by a desired mapping
from a coordinate system x to another coordinate system u with

u = (p(x).
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Hence, the inverse coordinate transform is

x = (p~l(u}.

The original input can be recovered from its geometrical transform as

»] =/(x). (5,42)

(a) Shift transformation. This transformation is the simplest one of the
geometric transformations. The mapping is u — cp(x) = x + a and x = <p~1(w) =
u — a. Hence, the geometrical transformed function becomes F(u) = f ( u — a}.
The transformation shifts the input function to a distance, a, along the positive
x direction.

(b) Scaling transformation. When the mapping is in the form u = cp(x) — ax,
the geometric transform becomes the scaling transform. The input function is
magnified by a factor a, and the scaling transformed function becomes F(«) =
f(u/a).

(c) Logarithmic transformation. This transformation is used in scale-invari-
ant pattern recognition (see Exercise 5.12). The coordinate transform is u =
<p(x) = In x and the inverse transform is x = (p~l(u) = e". Hence, the geometric
transformed function becomes F(w) = f(e").

(d) Rotation transformation. This process is better described in 2D formula,
where we define two mappings as

u — (p^x, y) = x cos 6 + y sin 6

v — (p2(x, y) — —x sin 6 + y cos 6.

The geometrical transform of the input pattern /(x, y) is

F(u, v) = /[(w cos 9 — v sin 0), (u sin 8 + v cos #)],

which is found to be the original pattern rotated by an angle — 8.

(e) Polar coordinate transformation. This transformation is defined by the
mappings from the Cartesian coordinate system to the polar coordinate system as
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After the polar coordinate transform, a pattern f ( x , y) turns out to be

F(r, 0) = f(r cos 0, r sin 0).

This transformation has been used for rotational-invariant pattern recognition.

Example 5.1

Find the transformation between two functions:

/(x, y) = x2 + 4y2 and g(x, y) = 5x2 + 5y2 — 6xy.

Solution

From the contours determined by /(x, y) = 4 and g(x, y) = 4 in Fig. 5.4, we
can see that the transformation involves rotation and scaling. Assuming /(x, y)
is the rotation and scaling transformation of g(x, y), we have

/(«, i') = ,9
u cos 0 — u sin 0\ (u sin 0 + u cos 0

'u cos 9 — v sin 0V (u sin 0 + v cos 0\2

a / \ a

(u cos 0 — v sin 0\ (u sin 0 + i> cos 0
-6( —

= M2 + 4y2.

(a)

2 3

(b)

Fig. 5.4. (a) The contour of the functions /(x, y) = x2 + 4y2 = 4, (b) the contour of the functions
y(x, y) = 5x2 + 5y2 - 6xy = 4.
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The solution for this equation is 9 = rc/4 and a = v/2/2. Therefore, the
mappings in the geometric transformation are

u — (Pi(x, y) = ^—- (x cos 0 + y sin 6)

3; cos

Example 5.2

The log-polar transformation is a combination of the logarithmic trans-
formation and the polar coordinate transformation with the mapping as

u =

y
tan J ~~

It is a transformation from the Cartesian coordinate system to the polar
coordinate system; then the logarithmic transformation is applied to the radial
coordinate in the polar coordinate.

Derive the log-polar transformation of the two functions in Example 5, 1 .

Solution

We first process the polar transform by using inverse mapping, x = r cos 0
and v = r sin (9; that leads to

Fp(r, 0) = /(r cos 6, r sin 6) = (r cos #)2 + 4(r sin 0)2 = r2 + 3r2 sin20

GD(r, 9) = g(r cos 9, r sin 9) = 5(r cos Of + 5(r sin 9)2 - 6r2 cos 9 sin 0

2r2 + 6r2 sin2

4

We then execute the transformation by using r = exp u and y = 9

Flp(u, v) = Fp(exp u, v) — (exp u)2 + 3(exp u)2 sin2v — exp(2w) + 3 exp(2w) sin2i;

Glp(u, v) = Gp(exp u, v) = 2(exp u)2 + 6(exp u)2 sin2 I v — -

- exp[2(w - ln^/2)] 4 3 exp[2(w - ln^/2)] sin2 ( u - ? ) •
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(a) (b)

Fig. 5.5. (a) The contour of the functions Flp(u, v) = exp(2u) + 3 exp(2w) sin2v — 4, (b) the contour
of the functions Glp = exp[2(u - lnv/2)] + 3 exp[2(n - lnx/2)] sin2(p - n/4) = 4.

The two functions are shifted with respect to each other in the log -polar
coordinate system. The contours of Fpl(u, v) = 4 and Gpl(u, v) = 4 are shown
as Fig. 5.5. Casasent et al. use the log-polar transform for rotation and
scale-invariant optical pattern recognition [30].

5.10.2. GENERALIZED GEOMETRIC TRANSFORMATION

Some geometric transformations are not simply reversible, because the
mapping or the inverse mapping is not unique. For example, in the coordinate
transformation u = <p(x) = x2, the mapping is not invertible, because the inverse
mapping may be not unique as x = cp (u) — ̂ /u or x = <p l(u) — — *ju, and
is a one-to-two mapping. The geometric transformation must be a two-to-one
mapping. Two points in the x-plane could be mapped into a single point in the
w-plane.

In order to handle this two-to-one mapping, we extend the geometric
transformation definition to

In general, when the mapping is many points to one point, such as

(p(x) — u, as xeA, (5.43)
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generalized geometric transformations should be defined as

F(u) =-- f ( x ) dx. (5.44)
JA

Example 5.3

The ring-to-point geometric transformation is useful to transform concen-
trically distributed signals into a linear detector array, by mapping rings in the
x- y plane to the points along the v axis in the u-v plane. We execute the polar
transformations first. For an input f(u, v) we have

Fp(r, 8) = f(r cos 0, r sin 0).

According to the definition of the generalized geometric transformation, the
ring-to-point transform can be written as

F,p(r)=<bFJr,0)rd9,

where r = v x + y and the integral is computed along a circle of radius r.

5.10.3. OPTICAL IMPLEMENTATION

Many techniques exist to implement geometric transformations with optics.
A typical optic system for geometric transformation is shown in Fig. 5.6. The
input image is represented by a transparency and is illuminated by a collimated
coherent beam. A phase mask is placed behind the input plane, which
implements the geometric transformation.

The complex amplitude transmittance of the phase mask

t = exp[j</>(x, .y)]

is computed in such a way that the required coordinate system mapping is
proportional to its derivatives as:

( \ ~ . 'u — (f>i\x, y) — - -
2n ox

(5.45)
Af cl(f)(x, y)

v = (p2(x, y) =
2n ay
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Input Plane Phase Mask Output Plane
( H, V )

Fig. 5.6. The optical system for implementing geometric transformation.

Bryngdahl was the first to analyze this system [25]. In the optical system
shown in Fig. 5.6, the Fourier transform of the product of the input and the
phase mask is exactly produced in the output plane as

G(w, v) = /(x, y)exp(j'4>(x, y)) exp -j2n — y \dxdv. (5.46)

The concept of the stationary phase [32] is useful when computing this Fourier
transform. We rewrite Eq. (5.46) as

with

I
<-*

| f(x, y) exp | j — h(x, y, M, v)
A

/0(X, >') U V
h(x, y u, v) = — — x - - v-

2 7 1 / 7

dx dy,

(5.47)

In this type of the integral, as the wavelength A is several orders of magnitude
smaller than the coordinates u, v and x, y, the phase factor h can vary very
rapidly over x and y; as a result, the integral can vanish. The integral can be
fairly well approximated by contributions from some subareas around the
saddle points (x0, y0) where the derivatives of h are equal to zero and the phase
factor is stationary:

a/i
5x

a/j
ov

(5.48)



5.10. Geometric Transform '^9.1

because only in the regions of vicinity of the saddle points can significant
contributions to the value of the integral be established. From Eqs. (5.41) and
(5.48) we see that the required mapping from Eq. (5.45) is satisfied at the saddle
points.

In general, there is more than one saddle point. Therefore, the x -y plane is
subdivided into subareas, each containing only one saddle point. The output
intensity distribution only is taken into consideration; the geometric trans-
formed image is

This technique can be also understood as the phase mask,

exp( jnh(x, y; u, V)/A),

acts as a set of local gratings or local prisms which diffract /(x, y) to G(u, v) at
a set of subareas in the x-y plane where the phase is stationary.

Example 5.4

Find the phase mask amplitude transmittance for logarithmic transfor-
mation.

Solution

The mappings of logarithmic transformation are

u — (p^x) — In x

v = (p2(y) = ln >'•

As mentioned in Eq. (5.45), the phase of the mask 0(x, y) bears the relation

x, y) _ 2n
— — in x

dx /.f

d(b(x, y) 2n
_ , — _-5 ~~ irSy A/
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Comparing these two integrals of the above equations, we get

271
(f)(x. y) — — (x In .x — x + y In y — y).

4f

The amplitude transmittance for logarithmic transformation is

r 9 ~i
t(x, y) = exp j — (x In x — x + y In y — y) .

5.11. HOUGH TRANSFORM

The Hough transform is a specific geometrical transform (see Sec. 5.10) and
is a special case of the Radon transform (see Sec. 5.9). Although the definition
of the Hough transform can be derived from the Radon transform, the basic
distinction between them is that the Radon transform deals with the projection
of an image into various multidimensional subspaces, while the Hough
transform deals with the coordinate transform of an image. The Hough
transform is useful for detecting curves in an image and tracking moving
targets, and for many image-processing and pattern-recognition applications
[33].

5.11.1. DEFINITION

A straight line in the Cartesian coordinate system can be Hough-trans-
formed as given by [34]

H(8, r) = I | /(x, y)d(r - x cos 0-y sin 0) dx dy

(5.49)
1,
0, otherwise,

where

1, (x, y)erl = xcosO^ + y sin
f(x, v) = ,

[0, otherwise

is a straight line, as shown in Fig. 5.7. Thus, we see that a straight line is
transformed into a point (6l,rl) in the parameter space (6, r).
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\

Fig. 5.7. A straight line in (x, >') plane is Hough-transformed into a point in the parameter space

On the other hand, an arbitrary point <5(x — x0, 3; — y0) in the (x, y)
coordinate space can be Hough-transformed as given by

H(d, r) — \\ S(x — x0, y — y0)<5(r — x cos 6 — y sin 6) dx dy
J J

— d(r — x0 cos 0 — y0 sin 8),

which describes a pseudo-sinusoidal function in the (9, r) plane, as shown in
Fig. 5.8. In fact, a point in the (x, y) plane can be represented as an intersection
of many straight lines. Each line is mapped into a point in the ($, r) plane
according to its orientation and its distance to the origin of the (x, y)
coordinate system. All those points constitute a pseudo-sinusoidal curve.

5.11.2. OPTICAL HOUGH TRANSFORM

The optical system performing the Hough transform as suggested by Gindi
and Gmitro is shown in Fig. 5.9. The optical system images an input object

Fig. 5.8. A point in the (x, y) plane is Hough transformed into a pseudo-sinusoidal curve in the
(0, r) parameter space, where the points numbered by 1, 2, 3, 4, 5 correspond to the straight lines
in the (x, y) plane.
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F'ig. 5.9. A coherent optical system to perform the Hough transform.

and performs a one-dimensional Fourier transform in the vertical and the
horizontal directions by means of two cylindrical lenses, respectively. Thus, by
picking up the zero-order Fourier spectrum with a CCD camera, a line of
Hough transform can be obtained for a given value of 9. By rotating the Dove
prism, 9 can be scanned angularly, so that the Hough transformation can be
picked up by the linear CCD detector array at the scanning rate [35].

Although optical implementation for straight-line mappings with Hough
transforms works well to some extent, the space variance of the Hough
transform may create serious problems for generalized transformation. More-
over, the usefulness of the Hough transform depends on the accuracy of
mapping, and the performance of the optical system depends on the input
signal-to-noise ratio and clutter; there is also the multiobject problem. Most
Hough transforms have been performed in digital image processing.
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EXERCISES

5.1 Demonstrate the inverse Fresnel transform in Eq. (5.3) using the defini-
tion of the Fresnel transform in Eq. (5.2).
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5.2 Prove a spherical wavefront of a radius R, described as

in the x-y plane in the paraxial condition.
5.3 When using the local frequency concept to analyze the nonstationary

signal, the windowed Fourier transform, or Gabor transform, is widely
used.
(a) Find the mathematical definition of the Gabor transform.
(b) Prove the inverse Gabor transform for recovering the original signal.
(c) Compare the Gaussian window used in the Gabor transform with the

wavelet window.
5.4 The wavelet transform is mainly used for detecting irregularities in the

signal. The wavelet transform of a regular signal can be all zero. When a
signal is regular, its (n + 1) order derivative and the derivatives of orders
higher than (n + 1) are equal to zero. What property should the wavelet
have in order to ensure the wavelet transform coefficients of this signal
are all equal to zero ?

5.5 Prove that any electromagnetic waves, which are solutions of the Maxwell
equations, should be limited in the light-cone

P2 = pi - c2\p\2 = o.

5.6 According to the expression in Eq. (5.15) of the electromagnetic wavelets
in the 4D space-time, write down expressions for:
(a) The reference electromagnetic wavelet (mother wavelet).
(b) The family of wavelets with dilations and scaling in 4D space-time.

5.7 Show that the electromagnetic wavelets given by Eq. (5.15) can be
decomposed into

h(x) =h~(x) +h + (x),

where x = x(r, t) and

, ,h~(x) =

h+(x) =

2n2c4\r/c\

1

27rV|r/c|[|r/c|-t-03'

h~(x) converges to the origin and h+(x) diverges from the origin.
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5.8 Show the two wavelet components h~(x) and h+(x) are solutions of the
two equations

0- . j \ 9
— lt)~

-d2h + (x) + V2h + (x) = ——^-y.
' 77r(l - if)2

The right-hand side of the two equations represents the elementary
courant at the origin, which is generated by the converging wavelet h~(x)
and then generates the diverging wavelet h+(x), which is, in fact the
Huygens wavelet.

5.9 Write the Wigner distribution function of a summation of two signals,
f(x) + g(x), and show the cross-talk term, which indicates the bilinear
property of the transform.

5.10 Show that the Fourier transform of a circular harmonic function of an
image is equal to the circular harmonic function of the Fourier transform
of the image.

5.11 Show that the fractional Fourier transform can be optically implemented
by using a segment of certain length of the gradient index fiber lens.

5.12 Prove that Mellin transforms can be implemented by using Fourier
transforms after some geometric transformation.

5.13 Show that the phase mask must satisfy Eq. (5.47) with the saddle-point
method in the implementation of the mapping of the coordinate system
in Eq. (5.45).

5.14 Find the phase-mask amplitude transmittance for logarithmic polar trans-
formation.
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6.1. INTRODUCTION

Extraordinary developments during the last decade in microelectronics
fabrication technologies have provided the means to achieve submicron feature
size and accommodate millions of logic gates in a small volume. This shrinking
feature size in Si VLSI circuits manifests into short transit time and switching
speeds within the processor chip, allowing extremely fast intrinsic signal speeds.
However, preserving the integrity of the signals generated by these novel
devices while communicating among other chips on a system or PC board level
is becoming extremely difficult by electrical means (i.e., using conventional
metallic transmission lines and interconnects), and requires employment of
bulky, expensive terminated coaxial interconnections. High packaging density
and long on-board communication distances (> 10 cm) make even state-of-the-
art electrical interconnects unrealistic in some cases [1]. Several critical
problems exist for electrical interconnects in high-speed, large-area, massive
signal transmission. These include:

1. Impedance mismatch caused by multistage electrical fanouts.
2. Transmission reflection (noise) at each fanout junction as well as at the

end of each transmission line.
3. Electromagnetic interference with other interconnection lines and other

interconnection layers.
4. High transmission loss resulting in a large driving power [2,3].
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These fundamental problems translate into wide interconnection time band-
widths, large clock and signal skews, and large RC time constants. Even the
distributed line RLC time constant is often too large for chip-to-chip intercon-
nects and higher-level hierarchies. These factors are the cause of serious
bottlenecks in the most advanced electronic backplane interconnect proto-
types, such as IBM's backplane, in which the bottleneck occurs at 150
Mbit/sec. For existing high-speed buses, electronic limitations are even more
pronounced. For example, the VMEbus serial bus (VSB) is designed to transfer
data at 3.2 Mbit/sec. However, its speed degrades to 363 Kbits/sec when the
two communication points are separated by 25-m [4].

Sematech and the SIA (Semiconductor Industry Association) have pub-
lished road maps for the growth of electronics industries in the future. Based
on these road maps, even with the advancement of copper wiring and low-K
(dielectric constant) materials, electrical interconnection still is likely to experi-
ence a major bottleneck in the very near future [5]. Finding an optical means
to overcome this problem is a necessity. Implementation of optical components
to provide high-speed, long-distance (> 10 cm) interconnects has already been
a major thrust for many high-performance systems where electrical intercon-
nects failed to provide the bandwidth requirement. GHz personal computers
have already hit consumer markets. However, the slowness of transmitting
signals off the processor chip; for example, processor to memory, makes the
system bus speed (~ 133 MHz) significantly slower than the clock speed. As a
result, the bottleneck is the off-processor interconnection speed rather than the
on-chip clock rate that provides the references for arbitrating the data and
signal processing. Further upgrading the bus speed by electrical means is
difficult.

Continuous increase of bus speed is a challenging task for the microelec-
tronics industry due to the required distance and packing density. The speed
limit becomes more stringent as the interconnection distance increases. For
example, the dispersion-limited 1 GHz speed limit for an electrical interconnect
is confined to lengths not longer than a few millimeters, and the 100 MHz
speed limit holds for an interconnect length of only a few centimeters.
Employing optical interconnects for upgrading system bus speed has been
widely discussed in the computer industry. However, the major concern
regarding incorporating optical bus into high-performance microelectronic
devices and systems such as the board-level system bus is packaging incom-
patibility. Transmission of optical signals can provide tens of Gbit/sec with an
interconnection distance well above 10 cm, which is at least an order of
magnitude higher than electrical interconnects. However, electrical-to-oplical
and optical-to-electrical signal conversions impose serious problems in packag-
ing and in decreasing the latency of data processing. For example, conventional
microelectronic device interfaces may not be easily and inexpensively altered
to incorporate optical interconnects. While the speed advantage promised by
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optical interconnects will certainly provide handsome payoffs to the computer
industry, how to accommodate this in the existing systems architecture cost
effectively remains a major issue.

Machine-to-machine interconnection has already been significantly replaced
by optical means such as optical fibers, and interconnection distances from 1 m
to t()6 m have been realized. The present challenge is for interprocessor
memory interconnections, where the transmission bus line such as backplane
bus represents the most serious problem for upgrading system performance.
Therefore, major research thrusts in optical interconnection are in the back-
plane and board level where the interconnection distance, the associated
parasitic RLC effects, and the large fanout-induced impedance mismatch
impose the most serious problems in fulfilling bandwidth requirements. Optical
interconnection, in general, has been widely thought to be a better alter-
native for upgrading system performance. Optical interconnect approaches
can be divided into two main categories, free-space and guided-wave optical
interconnects. A number of free-space approaches have been proposed and
demonstrated. However, reliability and packaging compatibility of these dem-
onstrated optical interconnect systems [6, 7, 8] have impeded the integration of
optical interconnects into a real system. For example, the board-level optical
interconnections reported in [6] all use hybrid approach where both electronic
and optoelectronic components are located at the surface of the board. Such
an approach makes packaging difficult and costly. Furthermore, the employ-
ment of free space instead of guided-wave optical interconnections reported in
[6, 7, 8] makes the system vulnerable in harsh environments. On the other
hand, the guided-wave approach offers several inherent advantages over the
free-space approach. For example, in guided-wave interconnects all optical
components, including source and detector, can be fully imbedded in the
multilayer board, making them less sensitive to environmental variables, and
also leaving the top surface of the board available for other necessary electronic
components. This chapter describes the research being carried out at Micro-
electronics Research Center, University of Texas at Austin, and its collabor-
ators on similar guided-wave interconnects based on polymer waveguides
functioning as optical transmission bus lines.

To make optical interconnects acceptable to computer companies, it is
important to make the insertion of optics compatible with the standard PC
board fabrication process so that technology improvement can be achieved in
a cost-effective manner. The polymer-based optical bus can be employed to
upgrade interconnection speed and distance. High parallelism can be realized
by implementing a linear optical waveguide array. A board-level polymeric
channel waveguide array-based optical bus incorporating both transmitting
(electrical-to-optical) and receiving (optical-to-electrical) functions within the
embedded interconnection layers of the three-dimensionally (3-D) integrated
multilayer PC board involving both electrical and optical interconnections is
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Fig. 6.1. Fully embedded optical interconnection using thin-film transmitter and receiver w i t h i n u
PC hoard.

illustrated in Fig. 6.1. All the elements involved in providing high-speed optical
communications within one board are shown. These include a vertical cavity
surface-emitting laser (VCSEL), surface-normal waveguide couplers, a poly-
imide-based channel waveguide functioning as the physical layer of optical bus,
and a photoreceiver. The driving electrical signal to modulate the VCSEL and
the demodulated signal received at the photoreceiver are all through electrical
vias connecting to the surface of the PC board. In this approach, all the
areas of the PC board surface are occupied by electronics and therefore one
only observes performance enhancement due to the employment of optical
interconnections but does not worry about the interface problem between
electronic and optoelectronic components, unlike conventional approaches.
The approach described here presents two major opportunities. The first is
to accomplish the requirement of planarization necessary to provide three-
dimensional (3D) on-board interconnect integration through vias to fulfill the
required interconnection density. The board-level optical interconnection
layers can be sandwiched between electrical interconnection layers. Assurance
of the flatness and compatibility of the insertion of optical layers is crucial
to ensure a technology transferable to the computer industry. The second
opportunity is to provide compatible optical-to-electrical and electrical-to-
optical conversions, which are the major concerns for system packaging. This
approach will use fully embedded transmitters (electrical-to-optical) and re-
ceivers (optical-to-receiver) within the 3-D integrated board [9,10, 11]. For a
multilayer interconnection the optical components, including lasers, wavegu-
ides, couplers, and detectors, can be fully embedded. The input electrical signal
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driving the lasers and the output electrical signal from the photodetector can
be realized using conventional vias common to all electrical interconnects at
the board level. It is clear from the schematic shown in Fig. 6.1 that the
achievement of planarization helps the stacking of other electrical interconnec-
tion layers on top of the optical layer while the full embedding of the
transmitters (lasers) and receivers (detectors) makes the packaging 100%
compatible with microelectronic packaging on the surface of the PC board. In
this case, only electrical signals exist on the surface of the PC board and
therefore significantly ease optoelectronic packaging problems. The fully em-
bedded structure makes the insertion of optoelectronic components into
microelectronic systems much more realistic, considering the fact that the
major stumbling block for implementing optical interconnections onto high-
performance microelectronics is packaging incompatibility.

The research findings of the necessary building blocks for the architecture
shown in Fig. 6.1, polyimide-based waveguides, waveguide couplers, high-speed
thin-film transmitters using VCSELs, and thin-film receivers operating at
850 nm are described sequentially in this chapter. A board-level 1-48 clock
signal distribution for the Cray-T-90 supercomputer board is demonstrated
with a speed of 6 Gbit/sec. Finally, a polymer-based optical bus structure is
illustrated that has a full compatibility with existing board-level IEEE stan-
dardized buses such as VME bus and FutureBus.

6.2. POLYMER WAVEGUIDES

6.2.1. POLYMER MATERIALS FOR WAVEGUIDE FABRICATION

To provide system integration using guided-wave optical interconnections,
polymer-based material has many exclusive advantages. It can be spin-coated
on a myriad of substrates with a relatively great interconnection distance.
Many organic polymers are attractive microelectronic and optoelectronic
materials with potential applications as interlayer dielectric, protective over-
coat, a-ray shielding, optical interconnects, or even conductive electrical
interconnects. In addition to their ease of processing, they possess favorable
electrical and mechanical properties such as high resistivity, low dielectric
constant, light weight, and flexibility. Table 6.1 compares the advantages of
polymer-based devices with that of inorganic materials such as GaAs and
LiNbO3.

The required interconnection distance makes polymeric material, especially
polyimides, the best candidate for guided-wave applications. Inorganic ma-
terials such as LiNbO3, GaAs, and InP are good for small-size optical circuits
( — c m ) . However, board-level optical interconnects require interconnection



304 6. Interconnection with Optics

Table 6.1

Advantages of Polymers as Compared to Common Inorganic Photonic Materials

Features

Channel waveguide
Waveguide propagation loss
OEIC size
Channel waveguide packaging density

(channels/cm)
Implementation on other substrates
Fabrication cost

Polymer
based

Yes
<0.1dB/cm
Unlimited
Up to 1250

Easy
Low

GaAs

Yes
0.2-0.5 dB/cm
Limited
500

Difficult
High

LiNbO,,

Yes
< 0.1 dB/cm
Limited
333

Difficult
High

distances of tens of centimeters. Transparency at the operating wavelength,
thermal and mechanical stability, and compatibility with Si-CMOS processes
are the main requirements for a given polymeric material to be successfully
used in optoelectronic devices. Table 6.2 lists the optical properties of some of
the materials investigated in our laboratories, including photolime gel, com-
mercially available polyimides, and BCB (Cyclotenes). These polymers have
great potential for optical waveguide applications in optoelectronic devices due
to their favorable properties such as Si-CMOS process compatibility, planar-
ization, and patternability. Although photolime gel has a relatively low glass
transition temperature (~ 160°C), it is a very good test polymer due to its low
cost and ease of handling. Moreover, it forms a graded index waveguide
structure, and therefore waveguides can be formed on any suitable substrate.

Table 6.2

Optical Properties of Photolime Gel, Ultradel Polyimides (Amoco Chemicals), and
Cyclotenes (DOW Chemicals)

Refractive index («) (« Optical loss dB/cm (a.

Material 633 nm 850 nm IJOOnm 633 nm 850 nm UOOnm

Photolime gel
Ultradel 9020
Ultradel 9021
Ultradel 7501
Ultradel 4212
Ultradel 1608
Cyclotene502I

1.54
1.55

1.58
1.61
1.71 1.68
1.56

1.523
1.536
1.554

1.667

0.3
1.29
1.04
1.57

21.1
9.57

0.3
0.34
0.13

3.24
2.16

0.43
0.34
0.38
0.38
0.37

Cyclotene 3022 1.558 1.55 1.54
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On the other hand, Ultradel polyimides and Cyclotenes (BCB) are well known
for applications in electronic circuit boards as protective dielectric layers,
Further, they form good-quality optically transparent thin films. Compatibility
with the microelectronic fabrication process, however, is the thermal require-
ment for the polymer material to survive wire-bonding and metal deposition
processes. Ultradel polyimides from Amoco Chemicals stand out in this aspect,
as they exhibit thermal stability to above 400°C.

6.2.2. FABRICATION OF LOW-LOSS POLYMERIC WAVEGUIDES

In order to realize high-performance waveguide-based optical interconnects,
the optical polymeric waveguide must be designed and fabricated for low
scattering and bending losses. To fabricate such polymeric waveguide circuits,
we investigated three waveguide fabrication technologies [12-15]:

* Compression-molding technique,
' VLSI lithography technique, and
" Laser-writing technique.

Figure 6.2 shows the schematic diagrams of these three waveguide fabrica-

Fig. 6.2. Schematic diagrams of three polymeric waveguide fabrication technologies developed at
Radiant Research, Inc.
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tion technologies. The experimental results indicate that high-performance
polymeric waveguide circuits with waveguide propagation loss less than 0,02
dB/cm can be produced by using laser-writing technique. Compression-mold-
ing technique has demonstrated its uniqueness in producing three-dimensional
(3D) tapered waveguide circuits, crucial for obtaining efficient optical coupling
between the input laser diode and the waveguide circuit. Mass-producible
waveguides with excellent repetitiveness have been obtained by using VLSI
lithography technique, originally developed for fabricating very large scale
integrated circuits on silicon wafers,

6.2.2.1. Compression-Molding Technique

High-performance polymeric waveguides can be obtained at low cost with
compression-molding technique. The process of compression molding is
described by reference to Fig. 6.2. A two-piece mold provides a cavity having
the shape of the target polymer-based channel waveguide array. The mold is
heated to a desired temperature that is often above the glass transition
temperature. An appropriate amount of molding material, polymer waveguide
film in this case, is loaded into the substrate. The molding process is conducted
by bringing two parts of the mold together under pressure. The polymer film,
softened by heat, is thereby welded into the shape of the stamp. The molding
process is performed during the phase-transition period within which the
polymer film is deformable. The compression-molding technique has produced
polymeric waveguides with shape and sizes typically unachievable by other
methods.

A 45-cm-long polymer-based compression-molded channel waveguide on a
glass substrate is shown in Fig. 6.3. The light propagation is shown by
employing a microprism to couple a HeNe laser beam (0.6328 mm) into the
waveguide. Waveguide propagation losses as low as 0.5 dB/cm at 632.8 nm
have been obtained in these waveguides. The channel waveguide shown in Fig.
6.3 had a rib width (W) of 110 /im, a groove depth (T2) of 8 /mi, and a cladding

Fig. 6.3. A 45 cm long compression-molded polymeric waveguide working at 632.8 nm.
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Fig, 6.4. Photograph of compression-molded 3D tapered polymeric waveguides.

layer thickness (7"i) of 2 /mi. Another excellent example of waveguides
fabricated by compression-molding technique is an array of 3-D tapered wave-
guides with large-end cross section of 100/im x 100/.on, and small-end cross
section of 5 /tm x 5 /(m, as shown in Fig. 6.4.

A small section of the molded polymer waveguide is shown in Fig. 6.5, where
the 3D tapering is clearly indicated. The waveguide thus fabricated demon-
strated multiple modes without a cover cladding. However, it exhibits single
mode operation at the small end if a polymeric cladding layer is further
spin-coated on it. Such tapered waveguides have been proposed to bridge the
mode mismatch between two optoelectronic devices having different shapes
and sizes. The one drawback of the compression molding technique is the
initial cost of fabrication of the mold plunger. However, for large production
quantities it may turn out to be most cost effective as the same plunger can be
used again and again.

Fig. 6.5. Photo of a small section of the molded 3D linear tapered waveguide. The cross sections
of the two ends are also shown in the figure.
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6,2.2.2. Laser-Writing Technique

The laser-beam waveguide writing system has also been investigated for
fabricating high performance polymer-based channel waveguides. The laser-
beam writing system, shown in Fig. 6.2, consists of a dual-wavelength HeCd
laser (ll — 325 nm and 12 = 442 nm), beam-shaping optics, an electronic
shuttle, and a computer-controlled X-Y-Z translation stage with a stroke of
30 x 30 x 2.5 cm3. The stage translation speed is continuously adjustable
below 1.0 cm/s. The positioning resolution is 0.5 /im and 0.01 /«n for the X-Y
axes and Z-axis, respectively. The Z-stage is employed to precisely control the
focused laser beam sizes. Figure 6.6 shows a polymeric waveguide H-tree
structure fabricated on a silicon wafer.

The laser-beam writing technique is a straightforward process with minimal
equipment and steps; uses dry, precoated and quality-controlled materials, and
is amenable to large area exposures, as opposed to etching, molding, or
embossing procedures. The ability to progressively laminate and bond success-
ive layers to build up polymeric waveguide structures provides a significant
and essential attribute for performance, applicability, and manufacturability.
Using pressure- and temperature-controlled laminators with precoated mater-
ials adjusted for adhesion properties, bubble-free high-quality multilayered
bonded structures can be created.

6.2.2.3. VLSI Lithography Technique

The most commonly used technique for research and development of
polymer waveguide circuits is based on conventional photolithography orig-

Fig. 6.6. Photograph of a polymeric waveguide H-tree fabricated on a silicon wafer.



6.2. Polymer Waveguides 309

Input

Fig. 6.7. Photograph of a ten-meter-long polymeric waveguide circuit fabricated using photoli-
thography.

inally developed for the microelectronics industry. The standard VLSI lithog-
raphy techniques provide easy and reproducible results. Since the length of
waveguides is defined by photolithography, the waveguide length can be
precisely controlled with accuracy in the submicron range. Figure 6.7 shows a
10-meter-long polymeric waveguide circuit fabricated by this technique. The
waveguide propagation loss is about 0.2 dB/cm measured at 1 = 1064 nm.

A number of waveguide structures using polyimide planarization and the
above-described photolithography and laser-writing procedures have been
constructed. Figure 6.8 shows the cross-section scan of a typical waveguide.
Figure 6.9 shows microscope pictures of the various waveguide components.
Figure 6.9(a) shows a 3dB l-to-2 waveguide splitting structure. Figure 6,9(b)
shows the end portion of a waveguide. Figure 6.9(c) and (d) show the tapered
and curved waveguides.

4

3

2

1

a
-i
-50

C

Fig. 6.8. Cross-section scan of polyimide waveguide fabricated.
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(C) «0

Fig. 6.9. Microscope pictures of waveguide structure components, (a) A splitter, (b) The end
portion of a waveguide, (c), Tapered waveguide, (d) Curved waveguide.

6.2.3. WAVEGUIDE LOSS MEASUREMENT

Waveguide losses are important parameters in determining total insertion
loss for transmitters and receivers. Low-loss waveguides significantly ease
optoelectronic packaging. However, there is no simple technique available to
measure waveguide propagation loss with reasonable accuracy for integrated
optical waveguides that are fabricated on substrates. So far the most widely
used method is the sliding-prism measurement. In this technique, the optical
coupling prism is slid along the streak in the waveguide and the ratio of light
coupled in and out of the waveguide is measured as a function of the
propagation length. A second technique employs a moving fiber probe, in
which the optical fiber is traced along the streak and the light scattered out of
the waveguide is coupled into the fiber probe. These methods, however, suffer
from lack of accuracy and reproducibility because of the mechanical nature of
the measurement technique. The sliding-prism technique will also damage the
waveguide.

This section describes a semiautomatic method for quickly measuring
optical loss using a video camera combined with a laser beam analyzer. This
method does not require any mechanical alignment, leading to accurate and
reproducible measurements, and can be used with all kinds of waveguides
employed in this research. This technique is routinely employed in our
laboratories to characterize the propagation properties of polymer-based
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waveguides fabricated. This method exploits the light streak scattered out of
the optical waveguide for the propagation-loss measurement. A prism-film
coupler is used to excite the desired guided mode. The waveguide under test is
mounted on a precise six-axis prism coupling stage. A optical stop is used to
prevent light scattered from the edge of the input prism from overlapping the
light streak. A laser-beam profile analyzer (such as the Spiricon LBA-100A) is
set to observe the light streak of the excited mode in the waveguide from the
front. The output video signal from the camera is analyzed by the system to
provide waveguide propagation loss.

The peak intensity variations along the streak can be determined by
scanning along the propagation direction, and the loss value can be directly
acquired from the longitudinal change. However, this 1-D scanning applies
only to the straight guides; also, setting the sampling line along the streak
requires precise adjustment. Therefore, transverse scan is performed repeating
the same procedure along the streak. This procedure provides a 2-D intensity
distribution.

Figure 6.10 shows an image of the waveguide coupling using a prism. Both
the waveguide and prism were mounted on a prism-coupling stage. A Ti-
sapphire laser with an operating wavelength of 850 nm was employed. Figure
6.11 shows the 2-D light intensity profile along the streak. Repeating the
integration of the data along each sampling line, the longitudinal variation of
the mode power in the waveguide was obtained, as shown by the dots in Fig.
6.12. The solid line is the least-mean-squares fit to a decreasing exponential; the
slope of this line yields the power loss coefficient. In this case the propagation
loss of the TE0 mode is 0.21 dB/cm at 850 nm and 0.58 dB/cm at 632.8 nm.

In summary, this technique provides a nondestructive waveguide loss
measurement technique with excellent accuracy and sensitivity. This technique
has been used to measure the waveguide loss over a wide range (as low as <0.2
dB/cm to as high as > 10 dB/cm).

Fig. 6.10. Photograph of polymer-based waveguide coupling using a prism.
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Fig. 6.11, Two-dimensional light intensity profiles for a polymer-based waveguide with TE0 mode
excitation.

6.3. THIN-FILM WAVEGUIDE COUPLERS

Efficient input and output coupling is an important factor to be addressed
for reasonable performance from optoelectronic interconnects. Employment of
conventional coupling techniques utilizing prisms and lenses tends to be costly,
bulky, and very inconvenient from the packaging point of view and often puts
severe restrictions on planarization. To efficiently couple optical signals from
vertical cavity surface-emitting lasers (VCSELs) to polymer waveguides and
then from waveguides to photodetectors, two types of waveguide couplers,
grating couplers and 45° waveguide-coupling mirrors, can be employed. There
are tilted-profile grating couplers and 45° waveguide micromirrors. This
section gives a brief description of research results for both approaches.

6.3.1. SURFACE-NORMAL GRATING COUPLER
DESIGN AND FABRICATION

For the targeted applications, the planarized surface-normal coupler is the
most crucial element that needs thorough investigation. There are a large
number of publications about grating design [16-20]. However, the surface-
normal coupling scenario in optical waveguides has not been carefully inves-
tigated thus far. We are interested in a tilted grating profile in a planar
structure within a thin waveguide layer. The tilted grating profile greatly
enhances coupling efficiency in a desired direction. The gratings under investi-
gation are fabricated by well-established planar microfabrication processes,
such as photo and holographic lithographs. It is very important to conduct a
theoretical investigation first to determine the required grating profile par-
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Fig. 6.12. Scattered power versus the propagation length for a measured waveguide with TEr

mode launching at the wavelength of (a) 850 nm, (b) 632.8 nm.

ameters, such as tooth height, tooth width, and tilted angle, before starting any
manufacturing work. We have developed a new analytical method to simulate
the planarized tilted grating for waveguide coupling.

The phenomenon of grating-coupled radiation is widely used in guided-
wave optical interconnects. Very often coupling in a specific direction is
required. To achieve this unidirectional coupling, the tilted grating profile can
be used. Coupling efficiency can then be evaluated. A very important aspect of
manufacturing such couplers is the tolerance interval of the profile parameters,
such as tooth height, width, tilted angle, and so on. Gratings with very tight
intervals would be very difficult to manufacture and are practically useless.
Problem of gratings design have been described in many publications [16].
However, described numerical methods work well only when the grating
profile is relatively shallow, and fail when grating becomes deep. Thus, new
analytical methods which provide high numerical accuracy were developed.
Grating couplers with tilted parallelogram profiles demonstrate, as will be
shown below, very high coupling efficiency in certain directions.

6.3.1.1. Theoretical Formulation

Consider the grating structure shown in Fig. 6.13. For simplicity, we derive
the equation for the TE mode; however, in the case of TM mode, the resulting
equation is similar. A transverse electric (TE) mode guided E field is along the
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Fig. 6.13. The grating structure under consideration.

z-direction and satisfies:

,,
A-2(x, y)Es = 0, (6.1)

where the time dependence exp( — iwt) has been omitted, k(x, y) is the wave-
vector with k(x, y) = k0n(x, y), k0 = 2n/A, / is the free-space wavelength, n(x y)
is the index of refraction.

We can express field E, as a Floquet's infinite summation of partial waves:

Ez(x, y) exp(iamx), (6.2)

where am = a0 + m(2n/A.) and A is the grating period, a0 is a phase constant.
Outside the groove region, in the area y > h, using Rayleigh expansion we can
write

(6.3)

where /?m, = x/ k\ — a2
1, c5m = 1 when m = 0 and 0, otherwise.
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Below the groove region, in the area y > 0, the electric field can be written
for each corresponding m as:

Em 3 ( y } — Tm e x p( — ft m 2 y) (6.4)

where

a __ / p r r ~
Pm2 ~~ V K2 ~ ^1)12

Inside groove region 0 < y < /i, k2(x, y) is periodic in the x direction and can
be represented by a Fourier series:

k2(x, y) = V Cm(y) exp(27i/m.\7'A). (6.5)

Upon substituting Eqs. (6.2) and (6.5) into Eq. (6.1) and collecting all terms
with the same x-dependence, we can obtain an equation in the region
0 < v < h:

d2E (v)
—f^T1 ~ <£Em2(y) + £ Cm-q(y)Eq2(y) = 0. (6.6)

°y q

Equation (6.6) can be written in a matrix form of

E'2 = V(y)E2, (6.7)

where E2 is a column whose elements are Em2 and V(y) is a known square
matrix whose elements are defined by:

. , mentioned in manuscript
Art in box = - - (6'8)

The solution to Eq. (6.7) is subject to the boundary condition of Ez and
dEz/dy being continuous at y = h and y = 0. Taking into account the bound-
ary conditions we get:

E'm(Q) + i0m2JEm(0) - 0

E'm(h) - ifimlEm(h)



316 6. Interconnection with Optics

This can be written in matrix form as follows:

E'(h) + UhE(h) = S

E'(0) 4- U0E(0) = 0,

where C/0, Uh are diagonal known matrices whose diagonal elements are:

(6.9)

and S is a column matrix which in fact reduces to a number [5]m =
-2ijffexp(-j0/z). m = 0.

Solution

In the case when rectangular profile Fourier coefficients in Eq. (6.5) are
constants:

C..O)-<*, -* , ) exp — 2?t zm (6.10)

For the known height y, the tilted groove refractive index distribution can
be considered as the rectangular groove distribution by making a shift along
direction x as shown in Fig. 6.14: d(y) = y tan <p, where cp is the tilt angle.

According to the rules of Fourier transformation, a coordinate shift in the
original function creates a phase shift in the transformation result. Thus, the
tilted-profile coefficients can be written as:

,00 = exp(-2mm>> tan(<jo)/A)C Rm = Qxp(ymy)C Rm. (6.11)

Y

Fig. 6.14. Consideration of a tilted grating as a shifted rectangular grating.
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Matrix V(y\ in the case of a tilted grating, can be written as follows:

V(y) =Q(y)VRQ*(y\ (6.12)

where Q is diagonal matrix the elements of which are [<2L = exp(yjw), n =
1 , 2 , , . , , and the sign * means complex conjugation. Now, Eq. (6.7) can be
rewritten as

E"(y) = Q(y)VRQ(y)E(y). (6.13)

We can introduce a new matrix variable:

D(y) = Q(y)E(y). (6.14)

Derivatives of the Q matrix can be found:

Q'(y) = PQ(y), Q"(y) = P2Q(y), (6.15)

where P is a constant diagonal matrix,

[/*]» = niy.

Upon substituting Eqs. (6.13), (6.14) into (6.12) we have an equation

/)" + 2PD' + (P2 - VR)D = 0. (6.16)

This equation is a second-order differential equation with constant coeffi-
cients, and its general solution is

D = QXp(Wty)A + e\p(W2y)B, (6.17)

where exp is the exponential function from matrix (computation of this
function will be discussed below), A, B are constant matrices that are deter-
mined from boundary condition. In Eq. (6.17) matrix multiplication is non-
commutative; therefore, order of its fractions is important Wt, W2 matrices are
roots of a second-order matrix equation:

W2 + 2PW + (P2 - VR) = 0 (6.18)



3 1 8 6. Interconnection with Optics

The boundary condition in Eq. (6.9) can be written as

D'(h) + (Uh - P)D(h) = Q(h)S
(6.19)

D'(0) + ( f / 0 -P)D(0) -0.

Using Eqs. (6.17) and (6.19) we can find constant matrices A, B:

A = (Wl + Uh - P)~\W2 + Uh - P)B

B=[_(W2 + Uh-P)Qxp(W2h)

- (wi + UH - P}Z*P(WMW, + uh - pr'(W2 + uh - P)TlQhs
(6.20)

The above equation gives an exact analytical solution in the case of a tilted
grating. In the case of a rectangular grating, Wl and W2 matrices are

To calculate exponential function in Eq. (6.20) we can factorize Wv and W2

matrices:

where Om is a diagonal matrix the elements of which are the eigen-values of
Wm, and Zm is an orthogonal matrix whose columns are eigen-vectors of Wm.
Using exponential function series and matrix factorization we can write:

00 (W h\k °° (7~1W7 }khk
— \vvmn> V^ V-^m vvm^m) n _ y-

\ — — Z<m

Jc!

Thus, the exponential function in Eq. (6.20) is: exp(Wmh) = Zm
 1OmZOT,

where Om is a diagonal matrix the elements of which are [Q]n = exp(Q,nh).
Coefficients Rn and Tn in Eqs. (6.3), (6.4) can be found from condition of E,
being continued at y — h and y = 0. Energy in the nth diifracted, reflected, and
transmitted orders can be found

ER = R*Rncos<xnl

ET= T*Tncosxn2

where * means complex conjugate.
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To check the precision of numerical calculations the energy balance can be
used. This criteria takes the form

6.3.1.1. Numerical Results

The numerical results presented below are obtained utilizing Eqs. (6.20) and
(6.21). The diffraction grating period is selected to make the angle of the first
diffraction order a1 equal to a defined value (for example, the bouncing angle
of a waveguide) and cut all other higher-diffraction orders. In reflected light,
only zero-order diffraction exists. All linear sizes are measured in wavelength
value. The diffraction grating has a period 0.9 of the wavelength value.
Substrate refractive index is assumed to be 1.5. Tooth width is selected to be
one-half of the grating period. Figure 6.15 is a plot of coupling efficiency in
different diffraction orders versus tooth height (in /mi) in the case of a
rectangular grating profile. It can be seen that coupling efficiency in this case
is low. Figure 6.16 is a plot of coupling efficiency in different diffraction orders
versus tooth height (in /im) in the case of a tilted grating profile. The tilt-angle
of 32° was defined to obtain maximum coupling efficiency in the first diffraction
order for the predefined first-order diffraction angle. This plot shows high
coupling efficiency in the first diffraction order. In Fig. 6.17 coupling efficiency
is shown as a function of tooth tilt-angle for the optimal tooth height of 1.1 /im.
Figure 6.18 is a plot of coupling efficiency versus tooth width. The tooth width
is changing from 0 to 0.9 /mi, which is the grating period value. Tooth tile-angle

-"0" order reflected-*—"0" transmitted
diffraction diffraction

-"1" transmitted
diffraction

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
Tooth Height ( u r n )

Fig. 6.15. Plot of coupling efficiency versus tooth height for a rectangular grating profile.
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equals the optimal one and tooth height is also optimal. When tooth width
equals zero or period value, only zero-order reflection and refraction radiation
exists. When tooth width is between 0.4 /mi and 0.6 jum, coupling efficiency into
the first diffraction order is very high. This value diapason allows the gratings
to be made with a relatively large tooth width tolerance interval. In the above
case, allowable error equals 0.1/0.5 = 20%, which is very good. The results
demonstrate optimum values of gratings parameters to maximize coupling in
one diffraction order.

6.3.1.2. Experimental Results

6.3.1.2.1. Tilted Grating Profile Fabrication

It is clear that to provide effective free-space-to-waveguide and waveguide-
to-free-space conversions, the mierostructure of the surface-normal grating
coupler shall be tilted to provide the needed phase-matching condition at one
waveguide propagating direction. The tilted angle of the grating corrugation
determines the vertical component of the grating K vector to be built to
provide the required phase-matching condition. In the following, fabrication of
the tilted waveguide grating and some experimental results are described. The
schematic diagram for the fabrication process is shown in Fig. 6.19.

The polyimide waveguide can be fabricated on different substrates, such as
PC board. Si, glass, and others, by spin coating. To fabricate polyimide
waveguides, an A600 primer layer was spin-coated first on the substrate with
a spin speed of 5000 rpm, and prebaked at 90°C for 60 seconds. The Amoco
polyimide 9120D was then spin-coated with a speed of 2000 rprn. A final curing
at 260 C in nitrogen atmosphere was carried out for more than three hours.
Typical thickness of the waveguide was 7 jum. The planar waveguide has also

(a)

(d)

(a) coating: pofyimide, Al, photoresist (b) hologram exposure, develop

(Q) BCI3/SiCl4 RIE (d) oxygen tilted RIE

Fig. 6.19. Schematic of the fabrication process of tilted grating in polyimide waveguide.
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been successfully fabricated on Si substrate by inserting a high index polyimide
layer (n — 1.56-1.76) between the 9020D cladding layers.

To form the tilted grating pattern on the polyimide waveguide, we used a
reactive ion etching (RIE) process with a low oxygen pressure of 2KPa to
transfer the grating pattern on the aluminum layer to the polyimide layer. In
order to get the tilted profile, a Faraday cage was used [21]. Microstructures
of the tilted grating having a periodicity varying from 0.5 mm to 3 mm have
been fabricated.

In order to fabricate the grating coupler by reactive ion etching (RIE), a thin
aluminum metal mask must be fabricated on top of the polyimide-based planar
guide. For this purpose, a 500 Angstroms aluminum layer was coated on top
of the waveguide by electron beam evaporation, followed by a thin layer of
5206E photoresist. The grating patterns on photoresist were recorded by
interfering two beams of the A = 442 nm He-Cd laser line. The recording
geometry is shown in Fig. 6.20. In order to record a grating with a period of
A, the cross-angle 6 of the two interfering beams was determined through the
formula of sin($/2) = (A/A). The laser intensity was about 2 mW/cm2 and the
recording time varied from 1 minute to 2 minutes. After the sample develop-
ment, a postbake at 120°C for 30 minutes was carried out. Two typical SEM
pictures of the cross section of the photoresist patterns under different exposure
and development times are shown in Fig. 6.21. It was also found that increasing
exposure or development time any further might not enhance the contrast of
the grating pattern on the photoresist.

laser beam
mirror

sample

Fig. 6.20. Schematic for recording a hologram on photoresist.
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Fig. 6.21. SEM pictures of the cross section of photoresist grating patterns, (a) 1 minute exposure,
30 seconds development, (b) 1 minute exposure, 60 seconds development.

To transfer the photoresist grating patterns to aluminum, we used RLE to
etch the aluminum in the opening window of the photoresist pattern. The gases
used were BCl3/SiCl4 with a pressure of 20 millitorr. However, there were still
some photoresist residuals in the grating grooves, which could block the
aluminum RIE process. In order to clean these residuals, an additional step of
RIE etching using oxygen was applied before removing the Al layer. The
conditions used in the experiment were RIE power of 150 W, oxygen pressure
of 10 millitorr, and oxygen flow rate of 15 seem. The resulting characteristic
etch rate of photoresist under this condition is 2000 A/min.

To form the tilted grating pattern on the polyimide waveguide, we used a
RIE process with a low oxygen pressure of 10 millitorr to transfer the grating
pattern on the aluminum layer to the polyimide layer. The characteristic
etching rate of 9120D under the power of 100 W is shown in Fig. 6.22, which
indicates an etching rate of 0.147 ^m/min. In order to get the tilted profile, a
Faraday cage [21] was used. The sample inside the cage was placed at an angle
of 32 with respect to the incoming oxygen ions. The final step was to remove
the aluminum mask by another step of RIE process. The microstructure of the
tilted grating is shown in Fig. 6.23 from a scanning electron microscope (SEM)
picture. The grating period can be turned from 0.6 jum to 4 /im by changing
the recording angles of the two-beam interference. From the theoretical result
in Fig. 6.18, one can see that the coupling efficiency can be increased if the
refractive index difference between the guiding layer and the cladding layer is
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Fig. 6.22. The etching rate of Ultradel 9120D polymer by oxygen in a RIE process.

increased. Following the same fabrication processes as above, tilted gratings
have been successfully made on other high-index polymers such as 1608D
polyimide. Figure 6.24 is a SEM picture of the profile of the tilted grating on
1608D polyimide.

6.3.1.2.2. Input and Output Coupling Results

The schematic of coupling a surface-normal input light into a waveguide
using the device fabricated is shown in Fig. 6.25(a), together with an experi-

Fig. 6.23. SEM picture of the 4-micron period tilted grating.
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Fig. 6.24. SEM picture of the grating on 1608D polyimide.

mental photograph in Fig. 6.25(b). The grating is designed to surface-normally
couple the laser beam into the 9120D polyimide waveguide with an operating
wavelength at 1.3 /mi. The coupling into the planar waveguide with unidirec-
tional propagation can be clearly observed with a measured efficiency of 5%.
The coupling efficiency is relatively low because the difference between the
refractive index of the guiding and cladding layers of the waveguide is very
small ( — 0.015) in the case of 9120D polyimide. This experimental result is
consistent with theoretical calculation based on the coupled-mode theory, as
shown in the curve in Fig. 6.18. Furthermore, the calculated results indicate

Surface-normal input light

Guiding mode

(a)

Fig. 6.25. (a) The schematic of coupling of a surface-normal input light into a waveguide using the
tilted grating, (b) The experimental photograph of coupling a surface-normal input laser into the
9120D polyimide waveguide.
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Fig. 6.26. Photograph of surface-normal output coupling.

that increasing the refractive index difference and optimizing the microstruc-
ture of the grating could significantly improve coupling efficiency.

The demonstration of surface-normal output coupling is shown in Fig. 6.26.
The 1.3 /zm laser light was coupled into the guided mode by prism coupling
and coupled out of the waveguide by grating. The length of output coupling
grating is ~3 mm. From the surface scattered light intensity of the guiding
path, the output coupling efficiency is estimated close to 100%. This is simply
due to the longer interaction length associated with the longer output grating
length. If multiple output grating couplers are employed along the waveguide
and the grating parameters (i.e., depth, length, etc.) are adjusted such that the
coupling efficiencies of the output gratings increase along the waveguide
propagation direction, the uniform multistage optoelectronic interconnect can
be realized,

6.3.2. 45 SURFACE-NORMAL MICROMIRROR COUPLERS

Another method of waveguide coupling utilizes total internal reflection
mirrors, which are relatively wavelength insensitive and can be easily manufac-
tured using reactive ion etching and photolithography. The input coupling
efficiency of a micromirror coupler can be higher than 90% when a profile-
matched input source is employed.

Figure 6.27 shows the main processing steps for fabricating the polymer
channel waveguide array and 45° TIR micromirror couplers. Two-layer struc-
tured channel waveguides are first formed using standard processing steps
described in the previous section. The 45° TIR micromirror couplers are
formed within the channel waveguide by the reactive ion etching (RIE)
technique. The detailed procedure is described below

6.3.2.1. Fabrication Procedure

I . Formation of the Mask to Perform RIE Process
RIE (reactive ion etching) is used to form the 45° slanted surface acting as

the micromirror coupler at the end of the waveguide channel. To make the RIE
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Fig. 6.27. Procedure to fabricate a channel waveguide with 45 TIR micromirror coupler.

etching selective, a aluminum hard mask is formed covering the whole sample
before RIE etching. The procedure of forming the RIE mask is as follows:

1. The sample is coated with a 300-nm-thick layer of aluminum film using
a CHA e-beam metal deposition system.

2. The aluminum layer is patterned by photolithography. A thick photo-
resist is required to cover the height difference between the top of the
channel and the substrate. AZ9260 is a good photoresist for this purpose.
It is important to ensure that the photoresist covers the entire sample
surface without bubbles or other defects. A mask having an array of
50 /mi x 50/im square windows with a spacing of 250 /mi is carefully
aligned with the waveguide channel array at the position where the 45
micromirror couplers are to be formed. UV-exposure is performed and
pattern is developed using appropriate developers.

3. The window pattern in the photoresist layer must be transferred to the
aluminum layer. To do this, the sample is soaked in aluminum etchant,
washed with DI water, and blow-dried. The aluminum within the
windows must be completely etched away.

4. Finally, the photoresist is removed by soaking the sample in photoresist
stripper until the residual AZ9260 is dissolved; washing with DI water
and blow-drying leaves a layer of aluminum with square windows at the
waveguide ends. This patterned aluminum layer acts as a hard mask in
the RIE process.
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//. Reactive Ion Etching
RIE processes are combinations of both physical (sputtering) and chemical

etching actions. Basically, the physical component of the etching process
provides better anisotropy on the side walls, but results in inferior surface
quality; whereas, chemical etching tends to produce smooth etched surfaces but
creates curved side walls. The extent of each etching action can be adjusted
through optimizing the RIE conditions to obtain the best result; i.e., to have
both straight side walls and smooth surface quality. To make physical etching
dominant, the conditions can be selected with low pressure, high RF power,
and use of a less reactive ion. Similarly, chemical etching can be enhanced
through increasing the pressure, lowering the RF power, or using more reactive
ions. In our process, the optimized RIE conditions are chamber pressure 15
mTorr, RF power 150 W, and O2 (etchant gas) flow rate 10-SCCM (cubic
centimeters per minute at standard temperature and pressure). A special holder
is used to hold the sample with a 45° slope angle with respect to the electrode
in the RIE chamber. The ion stream coming down vertically to the sample
bombards the polymer through the windows in the aluminum film at a 45
angle with respect to the substrate. The aluminum mask does not wear down
and protects the other parts against RIE. Two parallel 45° slanted side walls
are formed in the desired position and direction under each opening window
after RIE etching. A Faraday cage is used to cover the sample and the holder
during the etching. A modified Faraday cage having a 45° tilted grid surface,
which can change the direction of the ion stream by 45°, can be used to put
the sample horizontally on the electrode and cover the area to be etched with
the cage, with the tilt surface perpendicular to the direction along which the
micromirror is to be etched. With this method, a larger sample can be
processed and etched more uniformly.

III. Aluminum Removal
In the final step, the aluminum mask is removed through wet etching.

The micromirror couplers fabricated by the above procedures were exam-
ined using a-step and SEM. Usually with the conditions given above, 120
minutes of etching results in a 7-micron etching depth, which is sufficient to
terminate the waveguide layer with a 45° TIR micromirror coupler. The SEM
(scanning electronic microscope) is used to inspect the etching profile and the
surface quality. The sample to be inspected is cut into small pieces to meet the
size requirement of the SEM specimen holder. The sample is tilted to a proper
angle to view the cross section and obtain the information of the etched profile.
The quality of the 45° sloped surface can also be checked through SEM under
a proper viewing angle and magnification. The SEM micrograph of the cross
section of a 45° microcoupler is shown in Fig. 6.28 and a photograph showing
a waveguide mirror coupler acting as a input coupler is shown in Fig. 6.29.
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Substrate lOiim
Fig. 6.28. THE SEM micrograph of the cross section of the 45° microcoupler.

6.3.2.2. Output Profile of Micromirror Coupler

The output profiles from one of the 45° microcouplers are shown in Fig.
6.30(a), (b), and (c). These figures correspond to z — 100 fan, z = 1 ram and
z = 5 mm, respectively, where z is the distance from upper surface of the
coupler to the point of observation. The output coupling efficiency of this 45°
microcoupler is nearly 100%. The half width at half maximum (HWHM) of
the output profile at the microcoupler is about 60 /mi, which is comparable
with the active region of a silicon-based photodetector having a bandwidth of
6 GHz [22]. If the photodetectors are mounted close to the microcouplers,
most of the light can reach the photodetectors and thus the coupler-to-detector
coupling efficiency can be very high.

The output profile from the 45° microcoupler can be determined using
diffraction theory. According to Fresnel approximation [23,24], the near field
distribution U(x, y) is given by:

exjp(.//cz)
JZA

A
2z

Fig. 6.29. A planar polyimide waveguide with waveguide mirror.
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Fig. 6.30. Output profiles from the 45" surface-normal microcoupler. (a) z = 100 pm (experiment),
(b) z = 1 mm (experiment), (c) z - 5mm (experiment), (a') z = 100/<m (theory), (h') z — I mm
(theory), (c') z = 5mm (theory).

where U(£, r\) is the complex amplitude of the excitation at point (£, ?j) on the
45° microcoupler, U(x, y) the complex amplitude of the observed field at point
(x, y), k the magnitude of the wave vector, and z the distance from the upper
surface of the 45° microcoupler to the point of observation. However, direct
integration based on Fresnel approximation fails for a small z due to the fast
oscillations of the Fresnel factor. A modified convolution approach was used
to calculate the U(x, y) and output profiles. Theoretical output profiles at
z — 100 /im, z = 1 mm, and z = 5 mm from the 45° microcoupler are shown in
Fig. 6.30(a'), (b'), and (c'), respectively. In these calculations, the input to the
microcoupler was assumed to be the fundamental mode of the waveguide. This
is a reasonable assumption, since the most of the energy in a multimode
waveguide remains confined to the fundamental propagating mode. Note that
the input is in the TEM00 mode. Compared to Fig. 6.30(c'), the side lobes in
Fig. 6.30(c) are not clear due to the poor contrast of the image. As z becomes
larger, the output light diverges faster in the direction that corresponds to the
smaller dimension of the 45° microcoupler. There is a good agreement between
the theoretically simulated and experimentally observed output profiles.

Figure 6.31 shows a SEM micrograph of the mirror coupler integrated to
an array of channel waveguides. The measured output coupling efficiency is



6.4. Integration of Thin-Film Photodetectors

Fig. 6.31. A SEM picture of a mirror coupler integrated with a polymer channel waveguide and
i n p u t l ight coupling in a planar polyimide waveguide with a waveguide mirror.

nearly 100% for a waveguide mirror coupler due to total internal reflection.
Considering the implementation of thin-film vertical cavity surface-emitting
lasers and Si-photodetectors onto a board involving 3-D interconnection
layers, we need to use a very short working distance (~ few /an to tens of /an)
in the surface-normal direction. This restriction makes the 45° waveguide
mirrors the best approach for this purpose.

6.4. INTEGRATION OF THIN-FILM PHOTODETECTORS

In the context of board-level optical interconnect applications, we determine
the thin-film MSM photodetector to be the most appropriate because it can
provide a very high demodulation speed, due to the fast transit time of
electron hole pairs, and it can be directly integrated onto target systems.
Moreover, compared to the vertical structure of a PIN diode, the structure of
the MSM photodetector makes it much easier to integrate it with microwave
planar waveguide circuits. Recent research on distributed traveling-wave MSM
photodetectors reveals the possibility of making optoelectronic hybrid inte-
grated circuits, where optical channel waveguide and microwave coplanar
waveguide (CPW) coexist on the same substrate [25]. This is an important
feature for the architectural design of optical interconnects, because it can
provide better integration level and simplify the configuration.

Further, MSM structure can function as a switching device by biasing it
appropriately [26]. This specific attribute can be extremely helpful to recon-
figure the interconnect topology. The switching capability is a consequence of
the energy-band structure of the MSM junction, in which a potential well
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Fig. 6.32. (a) SEM photograph of the MSM photodetector with 2/an finger width and spacing.
(b) Polymer channel waveguide array aligned with MSM photodetector array.

exists. To overcome this potential well to produce photoresponse, the bias
voltage applied to the detector has to be larger than a threshold value that is
determined by

y. ^^Lrf!
bias 2g

where Nd is the donor impurity density in n-type semiconductor region, d is
the width of the depletion region, qe is the electron charge.

MSM photodetectors have been fabricated on thin Si wafers and GaAs
substrates with rough back surfaces. The thin film ensures that the photo-
generated electron-hole pairs are only created in the high field region, making
high-speed operation feasible. Also, the rough back surface scatters the light
and traps it inside the thin film to compensate for otherwise low quantum
efficiency. Figure 4.32(a) shows 2-/mi fine lines of the electrode pattern
employed for MSM detector fabrication. Since we intend to develop an
optoelectronic interconnection employing this structure, we integrated the
polyimide channel waveguide array with a 1 x 12 GaAs MSM photo detector
array through 45° TIR micromirror couplers. First, we fabricated the high-
speed MSM photodetector arrays on the GaAs substrate. The fabrication
procedures for 1 x 12 MSM photodetector arrays are as follows. First, the
100-nm-thick SiO2 was deposited on the surface of semi-insulating LEG
grown GaAs (100) wafer by plasma-enhanced chemical deposition (PECVD).
Then the interdigitized electrode pattern was formed by conventional photo-
lithography technique and part of the SiO2 was etched away using 1:6 oxide
etch ant. The interdigitized gold electrodes were formed by first depositing
100 nm gold directly on the surface of the GaAs wafer using electron beam
evaporation and then lifting it off to form the Schottky contacts. The inter-
digitized contact fingers have the same 2-/mi width and spacing, resulting in a
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relatively photosensitive area of 50%. Finally, the metal pad for probing the
device was fabricated by evaporating 100 nm Cr/Au. Each photodetector
fabricated has an active area of 50 /mi x 50 /.an. Following the detector array
fabrication the polymer channel waveguide array is fabricated on the substrate-
containing photodetector array such that the active area of detectors overlaps
with the waveguide output couplers. A photograph of a portion of the
integrated system is shown in Fig. 6.32(b). Then 45° TIR micromirror couplers
are formed on each channel at the position directly above the active area of
the photodetector. Such integration facilitates precise alignment of the light
coupler with the receiver, and helps avoid difficult optical alignment and
packaging processes.

The DC I-V characteristic of the MSM photodetector was measured to
obtain the dark current before integrating with the polyamide waveguide array,
We used a HP4145B semiconductor parameter analyzer to measure the dark
current of the device. The device fabricated has a low dark current of 4.6 pA
under 5 V biasing voltage. The DC I-V characteristic of one of the photodetec-
tors is shown in Fig. 6.33. To characterize the integrated system, we polished
the input ends of the channel waveguides and used a single mode fiber to
butt-couple the light into the waveguide. When the light propagating in the
channel waveguide arrives at the 45° TIR micromirror couplers, it is reflected
onto the MSM photodetector beneath the coupler. The frequency dependence
of the photoresponse of the MSM photodetector and polyimide waveguide is
measured by using an HP 8702 spectrum analyzer operating over a frequency
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Fig. 6.33. I V characteristic of one of the photodetectors prior to integration.
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Fig. 6.34. The frequency response of integrated MSM photodetector and polyimide waveguide
with 45 TIR mirror. The 3dB bandwidth is 2.648 GHz.

range from 9kHz to 26 GHz. The light source for frequency response
measurement is a Ti:sapphire mode-locked laser operating at 800 nm with a
pulse width of about 150fs and a repetition rate of 76 MHz. The laser power
is attenuated from its original 200 mW to 10 mW before it is coupled into the
waveguide array. An ampere meter is serially connected between the contact
probe and the biasing DC power supply. A 40 GHz ground-signal-ground
(GSG) microwave probe is used for the device contact. The biasing voltage is
provided by a DC power supply (Model E3611A, HP, Inc.) through a
100k -18 GHz biasing tee (Model 5550B, Picosecond, Inc.). The pulsed laser
light is butt-coupled into the input end of the waveguide array through a bare,
cleaved-end, single mode fiber. At the output end the guided light is reflected
from the 45° microcoupler onto the active area of the photodetector. The
optical input pulses and the complete measurement system are calibrated using
a 30 GHz bandwidth photodetector module (Model D-15, Newport, Inc.). The
3dB bandwidth of a single MSM detector is 2.648 GHz, as shown in Fig. 6.34.

6.5. INTEGRATION OF VERTICAL CAVITY SURFACE-EMITTING
LASERS (VCSELs)

We chose 850 nm to be the operating wavelength because of the availability
of high-performance vertical cavity surface-emitting lasers (VCSELs) [27].
These laser devices, compared to conventional edge-emitting lasers, offer a very
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low threshold current with much less temperature sensitivity, moderate optical
power (few mW), very high direct modulation bandwidth (>14 GHz), wide
operating temperature range ( — 55 to 4-125 C), and ease of packaging in an
array configuration due to their unique surface-normal output nature. To
provide a high coupling efficiency using the proposed waveguide couplers, the
control of the emitting aperture and of the wavelength are pivotal and make
VCSELs the best choice due to the large separation of the adjacent longitudi-
nal modes implied by the short cavity length. To provide the required fanouts
with a bit-error rate of 10"9 at the required speed, a VCSEL with enough
modulated power is needed to accommodate all losses including the — 3 dB
power margin. Planar configuration of VCSELs allows these devices to be
fabricated and wafer-scale tested with conventional microelectronics manufac-
turing processes. The unique surface-normal emitting nature of the device
allows us to use exactly the same packaging scheme for coupling light from a
VCSEL into a waveguide as that used for coupling light from a waveguide into
a photodetector.

The important aspects of the VCSEL for fully embedded board-level optical
interconnects applications are its very thin laser cavity, typically less than
1.0 /im, and its surface-normal emitting characteristic. Table 6.3 gives a Epi-
layer structure of a 3 QW (quantum-well) VCSEL. If the substrate of the
VCSEL is removed, a very thin VCSEL enables the formation of a fully
embedded optical interconnection, as depicted in Fig. 6.1. However, VCSELs
in this embedded scheme are surrounded with a thermal insulator such as
polymer; therefore, generated heat builds up within the embedded layer. This
necessitates consideration of efficient heat-removal methods. Intrinsically, heat
generated in a thin VCSEL will be more rapidly transported to the surfaces of
the VCSEL than in the case of a thick VCSEL. A forced heat-removal method
using via and thermoelectric cooler (TEC) can be the best choice for effective
cooling. Via, which feed electrical current to the VCSEL, can be used
simultaneously as a heat conduction path.

For a parallel channel interconnection, an 850-nm linear VCSEL array with
12 independently addressable lasers with 250-/«n separation will be employed.
To incorporate the VCSEL array in the fully embedded architecture, the
VCSEL array has to be thin enough to build such a 3-D structure. There are
two methods to make thin-film VCSELs; chemical mechanical polishing and
epitaxial liftoff [28, 29, 30]. A mechanically polished thin VCSEL array is
shown in Fig. 6.35(a) and (b). Figure 6.35(a) shows a section of the 12-channel
VCSELs array, and Fig. 6.35(b) shows the SEM picture of the mechanically
polished thin VCSEL array where the thickness of the GaAs is measured to be
42/tm. An ?i-ohmic contact was fabricated on the polished side using
Cr(40 nm)/Au(200 nm) and annealed at 350 C for 20 sec.

Substrate removal using epitaxial liftoff is based on extremely selective
etching (> 109) of AlAs in dilute hydrofluoric acid. The epitaxial liftoff process



336 6. Interconnection with Optics

Table 6,3

Layer Structure of a VCSEL

Layer

GaAs
AlGaAs

GaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
GaAs
AlGaAs
GaAs
AlGaAs
GaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
AlGaAs
GaAs

Al(x)GaAs
fraction

M

0.00
0.90

0.00
Grade

0.90
Grade

0,15
Grade
0.90
0.60
0.30
0.00
0.30
0.00
0.30
0.00
0.30
0.60

Grade
0.90
0.98
0.98

Grade
0.15

Grade
Grade

0.90
Grade
Grade
0.15

Grade
0.90

Grade
Grade

Grade
0.15
0.00

Optical
thickness

AM

A/4

A/4

4/./4

A/4

A/4

A/4

A/4

A/4

A/4

Physical
thickness

[/'m]

625.0000
0.0400

0.0500
0.0100

0.0100

0.0100

0.0920
0.0100
0.0070
0.0100
0.0070
0.0100
0.0070
0.0100
0.0920
0.0100

0.0200
0.0200
0.0180

0.0090
0.0090

0.0090
0.0090

0.0090

0.0090
0.0090
0.0090

0.0200

Doping
level

Dopant [cm"'3]

Si

Si
Si
Si
Si
Si
Si
Si

C
c
C
c
c
c
c
c
c
c
c
c
c
c
c
c

c
c

Zn

1-3E18

1-3EJ8
1-3E18
1-3E18
1-3E18
1-3E18
1-3EJ8
1-3E18

3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
3-5E18
>5.0E19

Type

n +

n

n
n
n
n
n
n
n
nid
nid
nid
nid
nid
nid
nid
nid
nid
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
P +

Comments

Substrate
Sacrificial

layer
Buffer
1/2 n-DBR

n-DBR
32 x

Spacer
Barrier
Quantum well
Barrier
Quantum well
Barrier
Quantum well
Barrier
Spacer

p-DBR

p-DBR
21 x

p-DBR

Cap layer
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(a) (b)

Fig. 6.35. (a) SEM picture of a section of a linear thin-film VCSEL array with 12 elements, (b)
Mechanically polished VCSELs (substrate thickness ~42/im, and emitting aperture 15/un).

is pictorially shown in Fig. 6.36. The epitaxial liftoff method has the advantages
of reproducibility and mass productivity. To adapt the epitaxial liftoff method,
VCSEL devices should be fabricated on the top of the AlAs sacrificial layer,
which is located between the bottom DBR and the GaAs substrate.

Epitaxial liftoff process for VCSELs (with reference to Fig. 6.36)

1. Etch a donut-shaped 2-fim mesa using wet etchant. It defines oxidizing
regions to confine current. In the next step, lateral oxidization in a
furnace (465°C, water vapor introduced) is performed until the desired
laser aperture is reached (15/mi diameter).

SserKicA
iaywr

Fig. 6.36. Epitaxial lift-off process for VCSEL integration.
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2. The donut-shaped mesa is rilled with SOG (Spin On Glass) to provide
low contact pad capacitance (it ensures high-frequency operation), better
planarization for metalization, and enhanced mechanical strength (help-
ful in thin VCSEL applications).

3. This step involves metalization and binding to a temporary superstrate
(sapphire). Next, the p-contact is formed by depositing a layer of
(Ti/Pt/Au), and the VCSEL is attached on a temporary sapphire super-
strate using Crybond"11.

4. In this step the GaAs wafer is lapped ti l l 250/tm (625 /mi —»• 250 /mi) and
back side etch holes are etched.

5. Finally, substrate is removed by introducing HF through etched hole
from backside and etching the sacrificial layer away.

Output laser power and current versus voltage characteristics of the VCSEL
before and after polishing down to 42-/mi thickness were measured, and the
result is shown in Figs. 6.37 and 6.38. The VCSEL array was mounted on
gold-coated substrate using an InGa eutectic alloy. Threshold current and
threshold bias voltage are measured before thinning to be 5.8mA and 1.7V,
respectively, after thinning they should be 6.0mA and 1.2 V, respectively. After
polishing to its final thickness, there is no significant change in optoelectrical
characteristics. The L-I curves showed that there was no kink. The current
versus voltage (I-V) curve showed that the series resistance after thinning
(200 Q) was smaller than that of the original (300 Q) at threshold voltages.

O
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Fig. 6.37. I V characteristic of a commercially obtained VCSEL before and after thinning process
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Slight increase of threshold current after thinning is due to the increasing of
dislocation density during mechanical polishing of VCSEL. However, the slope
efficiency is almost the same.

If the epitaxial liftoff method is employed to remove substrate, substrate will
be removed without any increase in the dislocation density. The series
resistance of the VCSEL was reduced from 300 to 200 Q because of the reduced
substrate thickness. Series resistance of the VCSEL can cause serious problems
in embedded-type packaging. Resistance generates heat, increasing the tem-
perature of the VCSEL; this may cause a drop in emitting efficiency. Thermal
problems in packaging are relieved by reducing series resistance and by
attaching a heat sink. However, a large heat sink cannot be used in embedded-
type packaging. Further, the VCSEL is surrounded by poor thermal conduc-
tors such as polyimides or other dielectric materials. Therefore, small series
resistance is necessary for embedded-type packaging because it generates less
heat. Another merit of this approach (using thin substrate) is that heat is
removed faster through a thin substrate.

6.6. OPTICAL CLOCK SIGNAL DISTRIBUTION

For a multiprocessor computer system, such as a Cray T-90 supercomputer,
it is difficult to obtain high-speed (> 500 MHz) synchronous clock distribution
using electrical interconnections due to large fanouts (48 x 2) and long
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interconnection lengths (>15 cm) [31-35]. A fanout chip is required to
provide massive electrical fanout. The synchronous global clock signal dis-
tribution is highly desirable to simplify the architecture and enable higher-
speed performance. High-speed, large-area massive fanout optoelectronic inter-
connects may overcome many of the problems associated with electrical
interconnects in this interconnection scenario [31-38]. An array of novel
optical interconnect architecture has been proposed and then demonstrated by
earlier researchers [38, 39,40], which may partially satisfy the above require-
ments for a massive clock signal distribution in intraboard and interboard
hierarchies.

This section describes a guided-wave optoelectronic interconnect network
for optical clock signal distribution for a board-level multiprocessor system.
For comparison, the electrical interconnect network of the clock signal
distribution for a Cray T-90 supercomputer at the board level currently
employed and the corresponding implementation of optical interconnection are
shown in Fig. 6.39(a) and 6.39(b), respectively. Figure 6.39(a) shows the
existing 500 MHz l-to-48 clock signal distribution (one side) realized in one of
the 52 vertically integrated layers within the Cray T-90 supercomputer board.
To further upgrade the clock speed, an appropriate optical interconnect
scheme, shown in Fig. 6.39(b) has to be incorporated to minimize electrical
interconnection-induced unwanted effects. An integrated board-level optoelec-

Electr ical Fanout N e t w o r k

( a ) ( b )

Fig. 6.39. Schematic diagrams of massive clock signal distribution networks using (a) an optical
waveguide H-lree and (b) an electrical transmission line network.
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Ironic interconnection layer is constructed using the building blocks mentioned
earlier. Such a guided-wave optoelectronic interconnect network is inserted
into the Cray supercomputer boards to become an additional optical intercon-
nection layer among many other electrical interconnection layers. As a result,
the future supercomputer system may have a clock speed more than ten times
higher than current systems.

Our approach is to construct an additional optoelectronic interconnection
layer (OIL) for the high-speed optical clock signal distribution using polymer-
based guided-wave devices. The selection of the guided-wave approach is
mainly based on system alignment and reliability concerns. Si-CMOS process
compatibility and planarization of the OIL are the two major technical
concerns. As shown in Fig. 6.39(a), a polymer-based waveguide H-tree system
is employed to replace the existing electrical fanout interconnect network
shown in Fig. 6.39(b). The optical clock signal delivered by an optical fiber is
coupled into the OIL using an input surface-normal waveguide coupler, and
distributed throughout the board by the polymer-based channel waveguide
network. The distributed optical clock signal at each fanout end will be
coupled into a corresponding photodetector by an output surface-normal
grating coupler.

The building blocks required to facilitate such an optical H-tree system (Fig.
6.39(a)) include high performance low-loss polymer-based channel waveguides,
waveguide couplers, l-to-2 3 dB waveguide splitters and 90° curved waveguide
bends. These components allow the formation of a waveguide H-tree for the
required optical clock signal distribution, where all the optical paths have the
same length to minimize the clock skew problem. The employment of optical
channel waveguides and surface-normal waveguide couplers provides a com-
pact, mechanically reliable system. Due to the massive fanouts (48) over a large
area, waveguide propagation loss must be minimized while waveguide grating
coupling efficiency has to be maximized. These two factors are very important
to ensure enough optical power at the end of the photodetectors for high-speed
operation. While fiber-optics technology has been successfully implemented
among cabinets as replacements for coaxial cable point-to-point link, its
application inside a cabinet on the board-level system is severely limited due
to the bulkiness of fibers and fiber connectors and significant labor and cost
involved in parallelism of the interconnects. Recent achievements in plastic
fiber-based optical interconnects have demonstrated an optical interconnect
from a centralized light source to 1.-to-many direct fanouts within one board.
Several Gbit/sec optical signal transmission has been demonstrated experimen-
tally [41,42,43]. While having the advantages of low loss and easy implemen-
tation of the optical layer, this type of interconnect has an intrinsic drawback
in intraboard optical interconnections. The alignments of laser to fiber and
fiber to detector are difficult to achieve. In the context of optical clock signal
distribution, alignment of 48 plastic fiber to 48 independently addressed
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photodetectors cannot be easily achieved. Polymer optical waveguide technol-
ogy, on the other hand, is particularly suitable for intraboard interconnects
applications for its large area waveguide formation, and each lithography layer
is precisely aligned. This can be viewed as an optical equivalent of electrical
printed wiring board technology in which the fabrication cost is independent
of the interconnect functionality and complexity. In order to take advantage of
the polymer waveguides, we must be capable of implementing optoelectronic
devices such as laser diodes and photodetectors in the same PC board package
The polymer waveguides can be fabricated, integrated, and packaged into the
board with the fully embedded architecture shown in Fig. 6.1; the insertion of
optical interconnects becomes an acceptable approach to upgrade microelec-
tronics-based high-performance computers.

An optical H-tree fanout network based on polyimide channel waveguides
was fabricated for optical clock signal distribution in a Cray multiprocessor
supercomputer board. The original design of the Cray T-90 supercomputer was
based on an external laser diode modulating at 500 MHz which went through
a l-to-32 waveguide star coupler to provide a system clock to 32 different
boards of the supercomputer. At the edge of each board, the optical clock was
converted to an electrical clock signal. The l-to-48 fanouts of all 32 board were
realized through delay-equalized electrical transmission lines. The communica-
tion distance of these clock lines within each board is as long as 32.6 cm, which
makes the further upgrade of the clock speed to GHz level unrealistic. To
release such a bottleneck, we demonstrate an optical clock signal distribution
using the building blocks mentioned in the previous sections. Polyimide
waveguides are employed as the physical layer to bridge the system clock
optically to the chip level. As a result, the distance of electrical interconnection
to realize the system clock signal distribution at the GHz level will be
minimized at the chip level instead of board level. The H-tree structure is
selected to equalize the propagation delays of all 48 fanouts. Due to the
relatively short interconnection distance, the waveguide is multimode with a
cross section of 50 /mi wide and 10/mi deep. The horizontal dimension of the
waveguide is to match the 50-/«n multimode glass fiber, and the vertical
dimension can be matched with a three-dimensional tapered waveguide [13].
Both tilted grating couplers and 45° TIR mirror couplers are fabricated to
efficiently couple light in and out of the H-tree waveguide structure. A 45J TIR
mirror provides better coupling efficiency and a shorter interaction length to
fulfill such a coupling. Figure 6.40(a) shows the broadcasting of the optical
signal through the H-tree structure at 632.8 nm. Forty-eight well defined light
spots are coming out surface-normally. Figure 6.40(b) uses a fabricated l-to-48
H-tree waveguide structure operating at 850 nm. All 48 surface-normal fanouts
are provided through 45° TIR waveguide mirrors. Based on the loss measure-
ment, a VCSEL with enough modulated power is needed to compensate —2
dB coupling loss, — 6 dB waveguide propagation loss, — 17 dB fanout loss, — 3
dB bending loss, and — 3 dB power margin. The H-tree waveguide structure is
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Fig. 6.40. Polymer waveguide H-tree showing optical broadcasting at (a) 632.8 nm and (b) 850 nm.

employed to equalize the propagation delays of different locations where
Si-based clock detectors were located. The process of investigating the feasibil-
ity of further reducing the bending losses by using curved waveguides, which
have lower bending losses than the present structure, is being studied.

To ensure the polyimide waveguide material can function as the physical
layers of optical bus and also the interlayer dielectric, a multilayer test
structure is made. Three electrical interconnection layers and three metal layers
are formed. Each polyimide layer is 37 /.im thick and metalized vias are formed
to provide vertical interconnect involving different layers. A cutaway perspec-
tive of the MCM structure and a micrograph of the MCM cross section
showing multilayer polyimide thin-film dielectrics with metalized electrical vias
is shown in Fig. 6.41, where the planarized electrical interconnection is shown
in white. The bottom layer is the PC board.

6.7. POLYMER WAVEGUIDE-BASED OPTICAL BUS STRUCTURE

Unlike the optical interconnect, the electrical interconnect on the board
level has two serious problems that significantly limit the data transfer speed.
They are signal propagation time delay and skew between parallel bus links.
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Fig, 6.41. Electrical vias showing vertical integration involving multiple polyimide layers.

These problems become more significant when the linear dimension of a board
increases.

Propagation time does not affect the maximum data rate of an uncompelled
asynchronous block transfer (such as the source-synchronous block transfer
[SSBLT] proposed for addition to the VME bus standard). However, it does
limit other types of bus transactions: address transfers, handshake single-word
transfers, bus contention, and so on. Estimates have been made by Sweazey
[44] of the sustained throughput; i.e., the data transfer rate averaged over a
time that is long compared to the duration of a single transaction. Assuming
that bus overhead is 200 ns per read and 100 ns per write operation, and
assuming reads outnumber writes by 2 to 1, Sweazey calculated the sustained
throughput as a function of block transfer speed (burst speed) and of the
number of bytes per transfer. For 64-byte transfers, the calculated sustained
throughput is 196 MB/sec for a burst rate of 400 MB/sec, and 384 MB/sec for
infinitely rapid block transfers. The propagation speed for the electronic bus is
at present greatest for backplane-transceiver logic (BTL) backplanes such as
FutureBus: about 0.18 c (c is the speed of light in vacuum), giving a 15 ns
round-trip time for a 40 cm backplane. This cannot decrease by much, since it
is based on the extremely low driver capacitance of 5 pf/driver provided by
BTL.

Uncompelled block transfers are limited by bus line skew. The principal
cause of this is speed variations (time jitter) between transceiver chips. This
jitter is at least 5 ns, even for a well-designed set of transceivers. This means
that there will be a total skew between data lines and strobes of up to 20 ns
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from transmission to receiver latching. In addition, there may be skew in the
transmission lines themselves, due to unequal capacitive loading, unequal
distances to ac grounds, or for some other reason. (FutureBus transmission
lines are purposely skewed to ensure that data arrive before strobe.) These
skews limit the attainable transfer rate to 40 mega transfers/sec or 160 MB/sec
for a 32-bit bus. Electronic bus lines are not typically terminated in matched
impedance, since this would require the drive currents to be too high.
Therefore, the bus line will not settle until all end reflections have subsided
(several round-trip times). By contrast, polymer bus lines may be terminated
in antireflection coatings, suppressing end reflections and reducing settling time
to zero.

6.7.1. OPTICAL EQUIVALENT FOR ELECTRONIC BUS
LOGIC DESIGN

Before discussing an optical backplane design in its entirety, we must
present optical equivalents of necessary bus components, such as bidirectional
transmission lines, stubs, transmitters, and receivers. Further, optical equival-
ents of line voltage, logic levels, and open-collector and tristate line driving and
receiving must be derived. Once these issues are resolved, the way will be clear
for defining an optical bus that is fully compatible with existing IEEE
standardized bus protocol.

The optical equivalent of a PC board trace is a polymer-based optical
waveguide. A very important consequence is the ability to provide modulation
using VCSELs and demodulation using photoreceivers for the same board
where the polymer waveguide is located. An unloaded (no boards attached) PC
board trace has a typical signal propagation speed on the order of 0.6 c. The
speed drops to below 0.2 c for a fully loaded bus line. The polymer, which forms
the optical waveguide, has an index of refraction n = 1.5. The optical signal
propagation speed is c/n = 0.67 c, similar to that of the unloaded electronic bus
line.

It is important to note, however, that there is no optical analogue to driver
capacitance from attached boards, which causes loading of electronic bus lines.
Therefore, the optical signal speed retains the same high value regardless of the
presence or absence of line drivers in the system. This means that the optical
bus round-trip delay time will be lower by a factor of 3 than that of the
electronic bus. A connection to an electronic bus line takes the form of a stub
or tee junction in the PC board trace; usually, such a stub connects to a line
transceiver. The optical equivalent of a stub is high-efficiency waveguide
couplers, such as tilted gratings or 45° TIR waveguide mirrors, which allow
light from a second waveguide to be coupled into the optical bus line, and
low-efficiency coupling, used to couple light out of the bus for detection. The
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Fig. 6.42. The optical equivalent of a bidirectional electronic bus line driven by open-collector
drivers (3-D coupling involving TIR holograms is not shown). Communication between one
master (e.g., processor) and two slaves (e.g., memories) is clearly indicated (boards are not shown).
Commands from the master to slaves 1 and 2 are carried out using the bottom and the top polymer
bus lines, respectively. In this specific scenario, the master is broadcasting signals that are received
by slaves 1 and 2, and the high power margin of the operation is preserved.

key feature of the couplers is that while light is injected from the stub with high
efficiency, light propagating in the bus line and passing the coupling is almost
unaffected by it (<1% fanout). This is not the case, however, for light
propagating in the other direction, which suffers high losses at the coupler.

Because of this, an optical waveguide with stubs attached is necessarily
unidirectional. The optical equivalent of an electronic bus line thus involves
two parallel optical waveguides, each carrying light in the opposite direction
as depicted in Fig. 6.42. Optical waveguide signals can be detected at much
lower levels than the level of transmission. For instance, a VCSEL can easily
provide 5 mW modulated power, while a photodetector (e.g., a p-i-n diode)
can detect a 5 ^W signal at 5 Gbit/sec. This implies high fanout capability; i.e.,
many receivers can be connected using low-efficiency couplings to a bus line
driven by one transmitter. Figure 6.42 shows the optical equivalent of a single
bidirectional electronic bus line. The drive current provided by each electronic
transceiver powers the corresponding laser diode, the output of which is split
and injected into both waveguides. Each photodiode detects light from either
waveguide, since the low-efficiency couplings lead to waveguide segments
which are merged with a unidirectional coupler. Each photodiode current
powers the corresponding electronic receiver.

The scheme in Fig. 6.42 may be considered fully equivalent to an electronic
bus line driven by open-collector drivers, terminated in pull-up resistors, if the
following identification is made:

* The state in which no light is present on either waveguide (no laser diode
is operating) corresponds to the unasserted electronic line which is pulled
high by the pull-up resistors; and

* The state in which there is light in both waveguides (one or more laser
diodes are operating) corresponds to the asserted (low-level) electronic
line.

Note that there is no optical effect corresponding to the wire-OR glitch.
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Optical Bus State
Light in Upper Waveguide Pair
Light in Lower Pair
No Light
Light in Both Pairs

Tri-State Logic State
Asserted High
Asserted Low
Disconnected (High Impedance)
No Equivalent

Fig. 6.43. The optical equivalent of tristate bidirectional electronic bus line.

When two diodes are on, and one turns off, every detector continues to receive
light from the other as long as it remains on. This is because the optical powers
from two diodes simply add in the waveguide; any detected nonzero power
(above a characteristic noise threshold) corresponds to the asserted line state.

The analogue to resistive transmission line termination is treatment of the
ends of the optical waveguides on a PC board so that the reflected power is
zero. This is done by implementing an antireflection coating or by fabricating
the waveguide ends at the Brewster angle, with an absorptive beam dump
outside the waveguides. If this optical isolation is done, settling-time effects are
removed. Note that the optical bus line just described has exactly two states:
light present (low) and light absent (high). This suffices, as just described, to
represent a two-state open-collector-driven line exactly. However, it is insuffi-
cient to represent a tristate-driven line: a tristate driver has an asserted-high
state, which is distinguishable from the disconnected state. Where the tristate
line must be exactly emulated, the corresponding optical bus line can consist
of a pair of the lines just described, that is, four optical waveguides, with a
separate laser diode and a separate photodiode for each pair (see Fig. 6.43). In
this case, the state with no light in any waveguide represents the disconnected
state (no device asserting) as before, while the state with light present in the
top pair (for example) indicates the asserted-high state, and that with light in
the lower pair, the asserted-low state. Note that this scheme overrepresents the
tristate line, as there is a fourth state with light in both pairs of waveguides.
The optoelectronic circuit can be integrated into a fully embedded optical
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interconnection layer, as shown in Fig. 6.1. Each bus line consists of two
optical waveguides, one OIC per plug-in board, couplings and stub wave-
guides, and power and ground lines (metal traces) to power the OICs.

6.8. SUMMARY

This chapter described necessary building blocks of the board-level guided
wave optical interconnection. All elements involved in providing high-speed
optical communications within one board were demonstrated. These include a
vertical cavity-surface emitting laser (VCSEL), surface-normal waveguide
couplers, a polyimide-based channel waveguide functioning as the physical
layer of optical bus, and a photoreceiver. The driving electrical signal to
modulate the VCSEL and the demodulated signal received at the photoreceiver
can be applied through electrical vias connecting to the surface of the PC
board. In such an approach, all the areas of the PC board surface are occupied
by electronics and therefore one only observes performance enhancement due
to the employment of optical interconnections but does not worry about the
interface problem between electronic and optoelectronic components, unlike
conventional approaches.

A l-to-48 optical clock signal distribution network for a supercomputer
board was described. Further experimental results on a 12-channel linear array
of thin-film polyimide waveguides, VCSELs (42 ^m, can be made as thin as
8 jum), and silicon MSM photodetectors (10 ^m) suitable for a fully embedded
implementation are provided. Two types of waveguide couplers, tilted gratings
and 45° total internal reflection (TIR) mirrors, are fabricated within the
polyimide waveguides. A waveguide bus architecture was presented which
provides bidirectional broadcasting transmission of optical signals. Such a
structure is equivalent to such IEEE-standardized bus protocols as VME bus
and FutureBus.
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EXERCISES

6.1 Explain why single mode waveguides can support high-speed optical
signals over longer length as compared to multimode waveguides.

6.2 What are the factors limiting the transmission speed in an optoelectronic
interconnect? In your opinion, which are most crucial and why?

6.3 What is the phase-matching condition in the context of waveguide grating
couplers?
(a) Show the phase matching in grating couplers with tilted grating

profile.
(b) What do you expect if the gratings are not tilted?

6.4 The figure below shows the cross section of a channel waveguide with a
45 micromirror coupler, which can surface-normally couple the light
from the VCSEL underneath into the waveguide. The refractive indices
of the bottom cladding layer, the waveguide layer, and the top cladding
layer are n1? n2, and n3, respectively. The thickness of each layer is shown
in the figure. Calculate the reflectivity of the 45° micro-mirror. Assume
the 45° tilted surface is perfectly smooth and uniform, the mirror area
covers the aperture of the VCSEL, and the divergence is negligible.

i
14,

A

VCSEL

6.5 In the question above assume n{ — n^ = 1.5, and n2 — 1.58. Estimate the
optimum mirror angle for coupling.
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6.6 The figure below shows a structure of a multilayer optical interconnect
The output power of the VCSEL is p0, the power of the light coupled into
the waveguide n1 through the 45° mirror ml is pt, and p2 is the light
power coupled into waveguide n2 through mirror m2. The refractive index
and thickness of each layer are shown in the figure. Design a structure so
that pjp0 = 20% and p2/p0 = 50%.

T
VCSEL

6.7 Find the atomic density for the zinc-blende silicon. The crystal lattice of
silicon is the face-centered cubic (FCC) illustrated in the figure below.
The lattice constant of silicon at room temperature is 5.43 A. Though
different sizes and colors are used for the sphere for illustration purposes,
they actually represent the same kind of silicon atoms.

Find the surface atomic density for the (100) plane of zinc-blende silicon
(illustrated below).
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6.9 A Ge detector is to be used for an optical communication system using a
GaAs laser with emission energy of 1.43 eV. Calculate the depth of the
detector needed to be able to absorb 90% of the optical signal entering
the detector. The absorption coefficient a is given to be 2.5 x 104 cm~ l.

6.10 An optical intensity of 10 W/cm2 at a wavelength of 0.75 /mi is incident
on a GaAs detector. Calculate the rate at which electron-hole pairs will
be produced at this intensity at 300 K. If the electron-hole combination
time is 10~9 s, calculate the excess carrier density. The absorption
coefficient of GaAs at 0.75 jum is 7 x 103 cm"1. 0.75 yum wavelength is
equivalent to a photon of 1.65 eV.

6.1.1 Consider a long silicon p-n junction that is reverse biased with a
reverse-bias voltage 2 V. The diode has the following parameters (all at
300 K):

Diode area,
p-side doping
n-side doping
Electron diffusion coefficient
Hole diffusion coefficient
Electron minority carrier lifetime
Hole minority carrier lifetime
Electron-hole pair generation rate

A

Nd= 1016cm~3

£>„ = 20 cm2/s
Dp = 12cm2/s

GL= 102 2cm^3s !

Calculate the photocurrent.
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6.12 Consider a typical avalanche photodiode with the following parameters:

Incident optical power P*PA — 50 mW
Efficiency ;/de, = 90%
Optical frequency v = 4.5 x 1014 Hz
Breakdown voltage VR — 35 V
Diode voltage V = 34 V
Dark current /0 = 10 nA
Parameter n' for the multiplication = 2

Assume that the series resistance is negligible. Calculate:
(a) Multiplication factor.
(b) Photoflux.
(c) Photocurrent.



Chapter 7 Pattern Recognition with Optics

FRANCIS T. S. Yu
PENNSYLVANIA STATE UNIVERSITY

The roots of optical pattern recognition can be traced back to Abbe's work*
in the 1870s, when he developed a method that led to the discovery of spatial
filtering to improve the resolution of microscopes. However, optical pattern
recognition was not actually appreciated until the complex spatial filtering
work of Vander Lugtf in the 1960s. Since then, techniques, architectures, and
algorithms have been developed to construct efficient optical systems for
pattern recognition.

Basically, however, there are two approaches in the optical implementation
of pattern recognition the correlation approach and the neural net approach.
In the correlation approach, there are two frequently used architectures: the
Vander Lugt correlator (VLC) and the joint-transform correlator (JTC),
discussed briefly in Chapter 2. In this chapter, we address some of the basic
architectures, techniques, and algorithms that have been applied to pattern
recognition. The pros and cons of each approach will be discussed. Because of
recent technical advances in interface devices (such as electronically address-
able SLMs, nonlinear optical devices, etc.), new philosophies and new algo-
rithms have been developed for the design of better pattern recognition
systems.

* Reference I .
** Reference 2.
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7.1. BASIC ARCHITECTURES

7.1.1. CORRELATORS

In terms of correlation detection, optical implementation for pattern recog-
nition can be accomplished either by using Fourier-domain complex matched
filtering or spatial-domain filtering. Correlators that use Fourier-domain
matched filtering are commonly known as VLCs contrast to spatial-domain
filtering in the JTC. The basic distinction between them is that the VLC
depends on Fourier-domain spatial filter synthesis (e.g., Fourier hologram),
whereas the JTC depends on spatial-domain (impulse-response) filter synthesis.
In other words, the complex spatial detection of the Vander Lugt arrangement
is input scene independent, while the joint-transform method is input scene
dependent. The basic optical setup of these two types of correlators is depicted
in Figs. 7.1 and 7.2, as repeated here from Chapter 2 for convenience. A
prefabricated Fourier-domain matched filter H(p, q) is needed in the VLC,
whereas a matched filter is not required in the JTC but a spatial-domain
impulse response h(x, y) is needed. Although the JTC avoids spatial filter
synthesis problems, it generally suffers from lower detection efficiency, particu-
larly when applied to multitarget recognition or targets imbedded in intense
background noise. Nonetheless, the JTC has many merits, particularly when
interfaced with electronically addressable SLMs.

The JTC has other advantages, such as higher space-bandwidth product,
lower carrier frequency, higher index modulation, and suitability for real-time
implementation. Additional disadvantages include inefficient use of illumina-
ting light, larger transform lens, stringent spatial coherence requirements, and
the small size of the joint transform spectrum. Nonetheless, these shortcomings
can be overcome by using hybrid architectures, as will be discussed later.
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Fig. 7.1. A Vander Lugt correlator (VLC).
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Fig. 7.2. A joint-transform correlator (JTC).

7.1.2. NEURAL NETWORKS

Digital computers can solve some classes of computational problems more
efficiently than the human brain. However, for cognitive tasks, such as pattern
recognition, a 3-year-old child can perform better than a computer. This task
of pattern recognition is still beyond the reach of modern digital computers.

There has been much interest in the implementation of associative memory
using optics, much of it centered around the implementation of neural
networks (NNs). The associative memory is a process in which the presence of
a complete or partial input pattern directly results in a predetermined output
pattern. The neural network shown in Fig. 7.3 is one of the possible implemen-
tations for associative memory. A neural network attempts to mimic the real
structure and function of neurons, as shown in Fig. 7.4. However, it is not
necessary to exactly mimic a human brain in order to design a special-purpose
cognitive machine, just as it is not necessary to exactly imitate a bird in order
to make a flying machine. In view of the associative-based neuron model of
Fig. 7.4, it is, in fact, a matrix^vector multiplier for which a single-layer NN
can be implemented by optics, as will be shown later.

7.1.3.

It is apparent that a purely optical system has drawbacks which make
certain tasks difficult or impossible to perform. The first problem is that optical
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Interconnection
Weights

Input
Neurons

Output
Neurons

Fig. 7.3. A single-layer fully interconnected neural network.

systems are difficult to program, in the sense of programming general-purpose
digital computers. A purely optical system can be designed to perform specific
tasks (analogous to a hard-wired electronic computer), but cannot be used
when more flexibility is required. A second problem is that a system based on
Fourier optics is naturally analog, which often makes great accuracy difficult
to achieve. A third problem is that optical systems by themselves cannot easily

Interconnection
Weights

Input

Signals
putput
Signals

Neuron

Fig. 7.4. A mathematical model of a neuron.
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/, , SIM 3 CCD array

detector

Microcomputer

Fig. 7.5. A hybrid optical VLC.

be used to make decisions. Even the simplest type of decision making is based
on the comparison of an output with a stored value. Such an operation cannot
be performed optically without the intervention of electronics.

Many deficiencies of optical systems happen to be strong points in their
electronic counterparts. For instance, accuracy, controllability, and program-
mability are some obvious traits of digital computers. Thus, the idea of
combining an optical system with its electronic counterpart is rather natural
as a means of applying the rapid processing speed and parallelism of optics to
a wider range of applications.

We will show a few commonly used hybrid-optical architectures, as applied
to pattern recognition. F'or convenient discussion, these architectures are
repeated in Figs. 7.5, 7.6, and 7.7, respectively. In view of these figures, we see
that optical- electronic interfacing devices such as SLMs and CCD cameras are
used. Remember, the operations of VLC and JTC are basically the same. There
are, however, some major distinctions between them. For example, the spatial
filter synthesis (Fourier hologram) in the VLC is independent of the input scene,

LCTV
CCD,

Microcomputer

Fig. 7.6. A hybrid JTC.
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Fig. 7.7. An LCTV optical neural network.

whereas the joint-transform filter is dependent. Since the joint-transform
hologram is dependent on the input scene, nonlinear filtering is difficult and
may lead to false alarms and poor performance in the presence of noise.

The performance of the LCTV-based NN needs to be mentioned. The
lenslet array provides the interconnection between the memory matrix or the
interconnection weight matrix (IWM) and the input pattern. The transmitted
light field after LCTV2 is collected by an imaging lens, focusing at the lenslet
array and imaging onto a CCD array detector or camera. The array of detected
signals is sent to a threshholding circuit and the final pattern can be viewed at
the TV monitor or sent back for the next iteration. The data flow is primarily
controlled by the microcomputer. Thus, the LCTV-based NN is indeed an
adaptive optical NN.

Another hybrid architecture using an optical disk is worth mentioning, as
shown in Fig. 7.8. As we know, a single input pattern might require correlation
with a huge library of reference patterns before a match is found. Therefore,
the lack of large-capacity storage devices that can provide high-speed readout
is still a major obstacle to practical optical correlation systems. Optical disks
(ODs), developed in recent years as mass-storage media for many consumer
products, are excellent candidates for this task. We shall now illustrate an
OD- based JTC for the continuing effort to develop a practical pattern
recognizer. The system employs an electrically addressable SLM to display the
input pattern, and an OD to provide a large volume of reference patterns in
the JTC, shown in Fig. 7.8. A target captured by a video camera is first
displayed on SLM1. A beam expansion/reduction system is then used to reduce
the size of the input m times. One of the reference patterns on the OD is read
out in parallel and magnified m times by another set of expansion lenses. The
joint transform is done by transform lens FL1 and the joint-transform power
spectrum (JTPS) recorded on the write side of SLM2. After FL2 Fourier
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Fig. 7.8. An optical-disk based JTC OD.

transforms the JTPS, the resulting correlation is recorded by a CCD camera,
The operation can be seen as the OD advances to the next reference pattern,
and so on, until a match is found.

If binary patterns of 200 x 200 pixels are to be recorded, each pattern will
occupy an 0.2 x 0.2mm2 on the OD. If a 0.01 mm spacing is assumed between
adjacent blocks, then more than 27,000 reference patterns can be recorded on
a single 120mm diameter OD. To estimate the sequential access time for a
block of 0.2 x 0.2 mm2 on a standard OD, assume that the average revolution
speed is 1122 r/min and the average radius is 40mm, and that all the images
are scanned sequentially on each consecutive band of the OD. The minimum
access time is approximately 40 ̂ s. To further estimate the operating speed of
this system, assume that the write side of an optically addressed ferroelectric
liquid SLM is used as the square-law detector, the response time of which is
between 10/is and 155/is. Thus, we see that to complete one correlation
process should take 40-155/ts. This is equivalent to performing more than
6400 correlations per second, a number that can hardly be matched using
current electronic counterparts.

Advances in photorefractive (PR) materials have stimulated interest in
phase-conjugate correlators for pattern recognition. Although SLMs can be
used to display complex spatial filters, current state-of-the-art SLMs are
low-resolution and low-capacity devices. On the other hand, PR materials offer
real-time recording, high resolution, and massive storage capacity; all desirable
traits for multiplexed matched filter synthesis. Thick PR material has high
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Qtfri)

Fig. 7.9. A wavelength-multiplexed RC.

storage capacity, but the shift invariant property is limited by the Bragg
diffraction condition. This can be minimized by using a thinner crystal;
however, diffraction efficiency and storage capacity is substantially reduced.
For high storage capacity, high diffraction efficiency, and a large shift invari-
ance, a reflection-type wavelength-multiplexed PR matched filter can be used.
A reflection-type matched filter correlator (RC) is depicted in Fig. 7.9, in which
a z-cut PR crystal is used for matched filter synthesis. The matched filter is
recorded by combining the Fourier spectrum of an object beam qi(xj with a
reference plane wave from the opposite direction. Correlation can be done by
inserting an input object q2(

x2) at plane x. The output correlation distribution
can then be observed at plane x3. In order to separate the reading beam q2(

ri)
from the writing beam, the reading beam can be made orthogonally polarized
to the writing beam by using a polarized beam splitter. The insertion of a
polarizer P at the front of plane x3 is to prevent the polarized writing beams
from reaching the output plane.

7.1.4. ROBUSTNESS OF JTC

One of the major distinctions between VLC and JTC is that VLC uses a
Fourier-domain filter and JTC uses a spatial-domain filter. We note that the
VLC filter is input signal independent, while JTPS is input signal dependent,
which produces poor diffraction efficiency under intense bright background or
a multitarget input scene. Nevertheless, these shortcomings can be easily
mitigated by the removal of the zero-order diffraction by means of computer
intervention, as will be discussed later. The major advantages of the JTC are
the flexibility to operate and robustness to environmental perturbation.

If we assume the Fourier-domain matched filter is transversely misaligned;
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for example, by Aa and A/?, in the Fourier plane, as given by

H(a. - Aa, /i - A/?),

the output correlation distribution can be shown as

R(x, y) *, y) exp i — (xAa + <g) F(x, y),

(7.1)

(7.2)

where <g) denotes the correlation operation. Thus, we see that the larger the
transversal misalignment of the Fourier-domain filter, the higher the degrada-
tion of signal detection will be.

On the other hand, JTC will not pose any major problem of the spatial-
domain filter h(x, y) transversal misalignment, since the fringe visibility of the
JTPS is independent of the filter translation. As for the longitudinal misalign-
ment of a VLC, the effects can be evaluated by referring to Fig. 7.10. We
assume that the input object and the filter plane are longitudinally displaced
by <5j and <32, respectively. The corresponding complex light distribution at the
Fourier plane can be evaluated by the following integral equation:

g(a, ft) zz C exp

• exp i — - (ax + fiy) dx dy,

/(x, v) exp i — -5 ----- ---—(x2 + y2)
-

(7.31
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Fig. 7.10. Misalignment in the VLC setup.
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in which we see that a quadratic phase factor is introduced, where

As long as the misalignment <5S are sufficiently small, the longitudinal filter
misalignment in a VLC is not as severe as the effect due to transversal
misalignment. In other words, by using long focal length of the transform
lenses, one would have a better longitudinal displacement tolerance. Since JTC
is insensitive to longitudinal input plane alignment and transversal filter
alignment, we see that JTC is more robust to the environmental factors, as
compared with VLC. Additionally, JTC is more flexible to operate and the
spatial-domain matched filter synthesis is easier to synthesize. Our discussion
on pattern recognition by means of correlation detection will be mostly
addressed to the JTC architectures.

7.2. RECOGNITION BY CORRELATION DETECTIONS

7.2.1. NONCONVENTIONAL JOINT-TRANSFORM DETECTION

The JTC has higher space-bandwidth product, lower carrier frequency,
higher index modulation, and suitability for real-time implementation, but also
displays inefficient use of illumination and a required larger transform lens,
stringent spatial coherence, and small size of the joint-transform spectrum. A
quasi-Fourier-transform JTC (QFJTC) that can alleviate some of these
limitations is shown in Fig. 7.11, in which the focal depth or focal tolerance is
given by

(7.4)

To illustrate the shift-invariant property of the QFJTC, an input object such
as that shown in Fig. 7.12a is used. The JTPS is recorded as a photographic
transparency, which can be thought of as a joint-transform hologram (JTH).
By performing a Fourier transform of the recorded JTH with coherent light,
the cross-correlation distribution can be viewed as shown in Fig. 712b, where
autocorrelation peaks indicating the location of the input character G are
detected. Representative experimental results obtained using the QFJTC with
the input object and reference functions are shown in Fig. 7.13a. Three JTHs
for <5 = 0, 3 = //10 = 50mm, and (5 = f/5 = 100mm are shown in Fig. 7.13b,
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Fig. 7.11. A quasi-Fourier transform JTC (QFJTC).
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Fig. 7.12. (a) Input object and reference function, (b) Output correlator distribution.
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Fig. 7.13. (a) Input and reference objects, (b) Joint-transform holograms.

which illustrates that the size of the JTP enlarges as d increases. Figure 7,14
illustrates that the correlation peak intensity increases as 3 increases, while the
size of the correlation spot decreases as d increases. Thus, we see that the
QFJTC can indeed improve the signal-to-noise ratio (SNR) and the accuracy
of detection.

Moreover, to alleviate the lower diffraction efficient in a JTC, the readout
correlation operation can be easily modified, as shown in Fig. 7.15, in which

6 = 0 f/5= 100mm

8 = 0 50 mm 100mm

Fig. 7.14. (a) Output correlation spots, (b) Output correlation distributions.
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Fig. 7.15. A high-light-efficient JTC.

we see that the JTPS as detected by the joint-transform operation can be
actually replicated into an N x N spectral array on SLM2. The corresponding
amplitude transmittance distribution of the replicated JTPSs can be written as

T(pt q) = 2 cos[2x0(j> - ndj]}. (1.5)

We see that the overall correlation diffraction efficiency can be written as

ISU(x,y)®f(x,y)']2dxdy
l/R$$\u(x,y)\2dxdy

(7.6)

which increases about N2 times.
Let us provide a result, which was obtained by replicating the JTPS into

3 x 3 arrays. The correlation spots under the coherent and partial coherent
readouts are shown in Fig. 7.16. We see that the correlation intensity under the
coherent readout is higher and sharper than the one obtained under the partial
coherent readout. However, the output signal-to-noise ratio seems to be lower
as compared with the partial coherent case. As discussed in Chapter 2, JTCs
can perform all the processing operations that an FDP can offer. The
high-efficiency JTC can also be used as a generalized image processor.
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(o) (b)

Fig. 7.16. Output irradiance obtained with a 3 x 3 replicated JTPS array, (a) Using coherent
readout, (b) Using partial coherent readout.

7.2.2. NONZERO-ORDER JOINT-TRANSFORM DETECTION

The most important aspect of using hybrid optical architecture is the
exploitation of the parallelism of optics and the flexibility of the electronic
computer. JTC is known to be more robust with easy implementation, but the
conventional JTC suffers from poor detection efficiency, particularly for multi-
target and high-background noise environments. These drawbacks are pri-
marily due to the existence of the zero-order spectra. The zero-order spectrum
can be easily removed, however, by simple computer intervention.

Let us look at the JTPS, as obtained from the joint-transform duty cycle as
given by

q] = \F(p, q)\2 + \R(p, q}\2 + F(p, q}R*(p, q)

•exp(-2Dc0p) + F*(p, q)R(p, q) (7.7)
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Fig. 7.17. (a) Objects input to the JTC, (b) Output correlation profile from the NOJTC, (c) Output
correlation profile from the CJTC.

where F(p, q) and R(p, q) are the Fourier spectra of f ( x , y) and r(x, y),
respectively. It is apparent that if one removes the zero-order JTPS, the on-axis
diffraction can be avoided. Since the zero-order correlations are derived from
the power spectra of f ( x , y) and r(x, j;), these terms can be eliminated from the
recorded JTPS. For example, if we record the power spectral distributions of
F(p, q)\2 and \R(p, q)\2 before the joint-transform operation, then these two
zero-order power spectra can be removed by computer intervention before
being sent to the correlation detection operation. Notice that the nonzero-
order JTPS (NOJTPS) is a bipolar function that requires a write-in phase-
modulated SLM for the correlation operation. Thus, the output complex light
field can be written as

r*(oc -2.x0,0)<8> +r(-a - 2x0, - (7.8)

in which we see that the zero-order diffractions have been removed.
Let us show a result obtained from the NOJTC, as depicted in Fig. 7.17, in

which the input scene represents a set of targets embedded in a noisy terrain.
The input correlation peak intensities as obtained from the NOJTC are shown
in Fig. 7,17b; a pair of distinctive correlation peaks can be easily observed. For
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comparison, the output light distribution as obtained from the conventional
JTC (CJTC) is provided in Fig. 7.17c. We see that the correlation peaks have
been overwhelmed by the zero-order diffraction.

In summary, besides the removal of the zero-order diffraction, there are
other benefits of using NOJTC; for example, high diffraction efficiency and
better utilization of SLM pixel elements. Despite these benefits, there is a small
price to pay; NOJTC requires additional steps to capture and store the
zero-order power spectra.

7.2.3. POSITION-ENCODING JOINT-TRANSFORM DETECTION

The JTC can perform the convolution of two functions without using a
Fourier-domain filter, and it can also be used as a general optical processor.
Even though the JTC usually has a lower detection efficiency, the architecture
has certain merits. For instance, it does not have the stringent filter alignment
problem as does VLC. It is suitable for real-time implementation and more
robust to environment perturbation. To realize a spatial-domain filter in a
JTC, complex function implementation is often needed. It is, however, possible
to obtain complex-valued reference functions with an amplitude-modulated
SLM.

It is well known that a real function can be decomposed into c^, + c2
fl>i,

and a complex function can be decomposed into tj</>0 + t'202/3 + r3<^4/3, where
t-j, c2, and c3 are nonnegative coefficients, and <pk = exp(m/c) are elementary
phase vectors. The decompositions can be optically realized with position
encoding, as illustrated in Fig. 7.18.

A proof-of-concept experiment is shown in Fig. 7.19. Position-encoded
letters U£T and "F" are shown in Fig. 7.19a and the corresponding output
correlation distribution is shown in Fig. 7.19b. The autocorrelation peaks for
detecting F can readily be seen; they were measured to be about twice as high
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>C2
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X FOB
\
\ /T

• r '^
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-> J^
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Fig. 7.18. Optical realization of (a) real value and (b) complex value representations with a
position encoding method. CCL: coherent coliminated light; FOD: first-order diffraction.
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(a)

Fig. 7.19. Position-encoding JTC. (a) Position-encoded inputs, (b) Output correlation dis t r ibut ion.
Conventional JTC. (c) Inputs, (d) Output correlation distribution.

as the cross-correlation peaks. For comparison, without using position encod-
ing, Fig. 7.19c is presented to a CJTC, and the corresponding output correla-
tion distribution is shown in Fig. 7.19d, in which it fails to differentiate the
letters. Thus, we see that position encoding can readily improve pattern
dlscnminabilit}'.

7.2.4. PHASE-REPRESENTATION JOINT-TRANSFORM DETECTION

Due to the availability of phase-modulating SLMs, phase-encoded inputs to
a JTC are relatively convenient to implement. The CJTC offers the avoidance
of filter synthesis and critical system alignment, but it suffers from poor
detection efficiency for targets embedded in clutter, bright background noise,
and multiple targets. A phase-encoded input can alleviate some of these
shortcomings. Phase representation of an intensity /(x, y) can be written as

(7.9)

where T\_ ] represents a monotonic real-to-phase transformation. By denoting
as the lowest and highest gray levels of an intensity object, theGmin and Gmax
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phase transformation can be written as

T\J(x, y)] = - 2n. (7.10)

Applied to the JTC, the phase representation of the input can be written as
pf(x + a, y) + pr(x — a, y), where pr(x, y) — el<pr(x'y) represents the phase refer-
ence function. The corresponding output cross-correlation peak intensities is

C(±2«,0) = pf(x, y)pr*(x, y) dx dy
2

2= \A\2 7.11)

for cpr(x, y) = T[/(x, j;)], and A is a constant proportional to the size of the
reference function.

The phase representation JTC (PJTC) is indeed an optimum correlator,
regardless of nonzero-mean noise; that is,

SNR < El\PFn(p, q)^ dpdq. (7.12)

The equality holds if and only if <f>r(x, y) = T[/(x, >')], where £[] denotes the
ensemble average and Fn(p, q) is the noise spectrum. Thus, the PJTC is an
optimal filtering system, independent of the mean value of the additive noise.

A CJTC often loses its pattern discriminability whenever a false target is
similar to the reference function or the object is heavily embedded in a noisy
background. For comparison, let the two images of an M60 tank and a T72
tank be embedded in a noisy background, as shown in Fig. 7.20a, where an
M60 tank is used as the reference target. The corresponding output correlation
distributions are shown in Figs. 7.20b and c, in which we see that CJTC fails
to detect the M60 tank.

7.2.5. ITERATIVE JOINT-TRANSFORM DETECTION

Hybrid JTC is known for its simplicity of operation and real-time pattern
recognition. By exploiting the flexibility of the computer, iterative operation is
capable of improving its performance. In other words, it is rather convenient
to feedback the output data into the input for further improvement of the
operation.

Here we illustrate the iterative feedback to a composite filtering (as an
example) to improve detection accuracy. Let us assume that the input scene to
a JTC contains N reference patterns and a target 0(x, y) to be detected, as
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Fig. 7.20. (a) Input objects to the JTC. Output correlation results, (b) obtained from the CJTC, (c)
obtained from PJTC.

written by

t(x, y) = r(x, y) (7.13)

where

r(.x, y) =

and r,-(x, y) is assumed the individual reference pattern centered at (a-t, ft,), and
vv(i') represents an iterative feedback weight coefficient for each r,(.x, y) with an
initial weight value equal to 1. By joint-transforming t(x, y), the corresponding
JTPS is given by

JTPS = \R(p, q}\2 + |0(p, q)\2 + R*(p, q)0(p, q) , q).

In the feedback iteration, JTPS is nonlinearized and inverse-transformed to
obtain the output correlation, for which the feedback coefficient w'(z') was
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calculated by multiplying the preceding w(i) with the normalized correlation
peak intensity p;/pmax, where p{ is the correlation peak intensity for r,-(.x, y)
together with the target 0(x, y), and pmax = max{pf-, i = 1, . . . , N] is the highest
peak intensity among them. By properly choosing a certain nonlinear function
to the JTPS, the monostable convergence of this iteration can be achieved.

The proposed filtered iteration not only suggests that the weight coefficients
w(i) be fed back to the reference patterns but also implies that the teed back
coefficients can be used to weight the composite filter. Since the feature of a
reference pattern can be enhanced with an intensity compensation filter (ICF);
i.e., the reciprocal of the reference power spectrum, the composite filter can be
obtained by linearly combining all the ICFs contributed by each reference
pattern; that is,

A' is
J-f(n n\ _(p'q} ~

where T denotes the thresholding operation with tt as the threshold value, and
Kt is the iterative feedback weight coefficient for the filter.

To determine r£, we assume that only one reference pattern [assuming
r,-(x, y)"] is present and the target 0(x, y) is equal to r{(x, y). f, can then be
adjusted until the sharpness of the output autocorrelation profile meets a
certain requirement; e.g., the optimum sharpness under noisy constraint.
Another way of determining tt is to solve the following equation:

<r2(ti)/n
2(tl) = C (7.15)

where C is a user-provided parameter, f,i(t{) and a(t^ are the mean and the
standard deviation of \Rt(p, q^/T^R^p, q)\2}t.\ i.e., the cross-power spectrum
of the reference and the object (now equal to the reference function) compen-
sated with the ICF. a2(t-)/ii2(t^ is inversely proportional to the ratio of peak
intensity to the average background intensity, whereas the range for parameter
C is usually chosen from 0.01 to 1. Ki is initialized such that all the ICF have
the same average intensity. The new weight coefficient K't is equal to the
preceding coefficient Kt times the normalized correlation peak intensity /?,-/Pmax-
The iteration process can be summarized as follows:

1. Compute all the ICF.
2. Initialize the reference and filter weight coefficients.
3. Compute the composite filter (combine all the weighted ICF).
4. Forward the Fourier transform of the target and reference functions.
5. Capture the JTPS and multiply it by the composite filter.
6. Inverse the Fourier transform of the filtered JTPS.
7. Analyze the correlation output for decision making.
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Fig. 7.21. (a) Reference patterns with a noisy input, (b) Obtained from the CJTC, (c) Output
correlation after first iteration, (d) Output correlation after second iteration.

8. If the correlation output requirement is not met, update weight coeffi-
cients for reference and filters and repeat steps 3 to 7, and so forth.

Let us assume the input to a nonzero JTC represents a set of letters; "B",
"C", "O," and "Q" are the reference targets with a noisy target "C," as shown
in Fig. 7.2la. The corresponding output correlation using a CJTC is shown in
Fig. 7.2 Ib, in which we see that CJTC fails to detect the target. Figures 7.2 Ic
and 7,2Id show the results obtained with the first and second iterations,
respectively, in which we see that detection of letter "C" is rather visible.

By exploiting the flexibility operation of computers, signal detection reli-
ability can be improved by continuous iteration.

7.3. POLYCHROMATIC PATTERN RECOGNITION

There are essentially two approaches to polychromatic correlation detec-
tion; one uses the VLC and the other uses JTP. We will describe these two
approaches independently.
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7.3.1. DETECTION WITH TEMPORAL FOURIER-DOMAIN FILTERS

The technique is similar to exploiting the coherence content from an
incoherent source for partially coherent processing, as described in Sec, 2.8. Let
us consider that a conventional VLC is illuminated by a red, green, and blue
(RGB) coherent plane wave. A color image transparency in contact with a
sinusoidal grating is assumed at the input plane. The spectral distribution at
the Fourier domain can be written as

g.b g,b / /•; \
S(«, ft; A) = £ SH(o, /?; /„) + £ Sn a ± Po, ft, (1.16)

where (a, //) denotes the spatial coordinate at the Fourier plane, / is the focal
length of the transform lens, and Sr(a, p1), Sg(x, /?), and Sb(tx, ft] are the
corresponding color Fourier spectra. It is trivial to see that the red, green, and
blue color spectra are scattering diffracted along the a axis. Since the transpar-
ency is spatial frequency limited, the RGB spectra are physically separated in
the Fourier domain by using a sufficiently high sampling frequency p0.

A set of RGB matched filters (called temporal Fourier holograms) can be
synthesized by this interferometric technique of Vander Lugt, as written by

//„(«, p0,

7.17)

•cos :—-
[ 2n

where x0 is an arbitrary carrier spatial frequency, Ks are appropriate propor-
tionality constants, and Sn(a, /?) = \Sn(x, f$}\ exp[z'0n(a, p1)], are the primary
color image spectra. If these temporal matched spatial filters are inserted in the
Fourier domain, as illustrated in Fig. 7.22, the complex light distribution at the
output plane of the VLC would be

/it \- lA — \ |~c / v "\A PYT^^/fl VIt/\A! y} — /.; L^fiv-^? y/ CAFV'FOA/
n — r

+ sn(x, y) exp(/p0;c) * sa(x - x0,3;) exp(/p0x) (7.18)

+ SB(X, y) exp(/p0x) * SB(-X + x0, y) exp(ip0x)],

in which the last term represents the RGB image correlations that will be
superimposely diffracted at x = x0.

For experimental demonstration, a color image transparency of a campus
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Sr{a,/3) O

Sg(a,j8) E3

Stop
Band

Fig. 7.22. Multicolor Fourier-domain filtering, //r, Wf f , and Hh are red, green, and blue color-
matched spatial filters.

street scene (in gray level) is shown in Fig. 7.23a. Figure 7.23b shows the
polychromatic detection, in which a blue correlation spot representing the
location of the blue van and a red spot representing the stop sign are observed.

7.3.2. DETECTION WITH SPATIAL-DOMAIN FILTERS

Liquid crystal-TV (LCTV) has been widely used in optical processing. By
exploiting the inherent polychromatic structure of the LCTV pixels, polychro-
matic target detection can be developed in a JTC. The LCTV we consider is a
color LCTV (Seiko Model LVD-202) with 6 lines/mm resolution, which can
be used as the spatial-carrier frequency. The enlarged liquid crystal-pixel array
is shown in Fig. 7.24a. If the LCTV panel is illuminated by coherent red, blue,
and green light, the dispersed spectral distribution at the Fourier domain is
shown in Fig. 7.24b. For simplicity, let us consider a red reference signal
fr(x, >'), with blue, green, and red object images displayed on the LCTV panel,
as written by

*(x, v) = /P(x, y + c; Ar) + fr(x, y - c; A,) + /„(*, y -d; Ah) + /ff(x, y-e; A,),

(7.19)
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Fig. 7.23. (a) A black-and-white picture of a color object transparency. The stop sign is red and
the van is blue, (b) Corresponding correlation detections. In reality, the correlation spot for the
van is blue and for the stop sign, red.

Fig. 7.24 (a) Color pixel array in a color LCD panel, (b) Spectral distribution of the LCTV panel
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Fig. 7.25. (a) Input reference blue E (right) and object images (blue E, lower left; red E. upper lef t) .
(b) Output distribution.

where t(x, y) represents the amplitude transmittance of the LCTV panel and r,
d, and e are arbitrary constants. The corresponding JTPS can be shown as

, q}\2 = 2|Fr(pr,<?P)|2 + \Fb(pb,qb)\
2

+ F2(pf, qr- Ar) exp(icqr) +

= A + 2Fr|
2cos(cY/,.),

\Fg(pgtqg)\
2

2(pr, qr\ Ar) exp(- icq,.)

(7.20)

in which we see that fringe modulation occurs only if the spectral content of
the target signal matches the spatial content of the reference target. By
displaying the polychromatic JTPS back on the LCTV panel for the correla-
tion operation, the output light field would be

= Af + Rr(x - 2c) + Rr(x + 2c), (7.21)

where a pair of red correlation peaks diffracted at the output plane occur at
x = ± 2c, and Af represents the zero-order diffraction. For demonstration, we
provide a black-and-white photo of the input functions as shown in Fig. 7.25a,
in which a blue letter E is used as the reference target. The other letters in red
and blue are used as input targets. The color JTPS was captured by a color
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CCD and then sent back to the LCTV panel for correlation operation. Figure
7.25b shows the output distribution, in which two distinctive blue spots can
easily be detected.

7.4. TARGET TRACKING

One interesting feature of using a hybrid-optical JTC is adaptivity; for
example, the reference scene and the dynamic input scene can be continuously
updated.

7.4.1. AUTONOMOUS TRACKING

By continually updating two sequential input scenes which display side-by-
side at the input domain of a JTC, it is possible to track a moving target. Let
us consider the two sequential scenes that are displayed with a video frame
grabber on the input SLM, with the previous and the current frames positioned
in the upper and lower half of the SLM. This is represented mathematically by

f, - 1 1 * - x<. i,y-yt-i-j)
 and ft\ "/ \

(7.22)

where 2a is the height of the display unit, t and t — 1 represent the current and
previous time frames, and (dx, 3y) is the relative translation of the target. The
complex light field at the Fourier domain can be shown to be

T(u, v) = Ft^ !(«, v) exp < —i2n wx ( _ , + v yt_ j ,(u, v)

• exp •{ —i2n \ u(xt_ ^ + dx) + v { y r_ l + Sy — - (7.23)

If the detected JTPS is sent back to the SLM for the correlation operation, the
output light distribution can be written as

C(x, y) = Rttt(x, y)+Rt-ltt- ^x, y) + /?,.,_ t(x - <5x, y + 5y - a)

+ /?,_ lif(x — ̂ x, y — dy + a),
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Fig. 7.26. Optical digital interface diagram.

where

represents the correlations of fm and /„, which are diffracted at jq = <5x,
J;i — (<5y — #), and x2 = <5x, y2 = ( — dy + a), respectively. If the angular and
scale tolerances of the JTC are approximately ± 5° and +10%, and the motion
of the target is relatively slow as compared to the processing cycle of the
correlator, then ft_± correlates strongly with /,. Two high-intensity correlation
peaks are diffracted into the output plane to locations given by

xt = (x,_ ! + x,), yt = (yt_ , + v, + a). (7.25)

A simple C language program can then be used to evaluate the target position.
A block diagram of the system configuration is shown in Fig. 7.26. In spite of
hardware limitations, the system constructed ran at approximately 1.2 cycle/s.
It is possible for the hybrid system to run at half the video frame frequency,
which is \ x 30 = 15 cycles/s, if specialized support hardware is used.

To demonstrate the performance of tracking, we assume a situation where
a camera mounted on a moving space vehicle is focused on a fixed target on
the ground for automatic navigation. As the space vehicle approaches the
target, the detected scene changes continuously, the target size appears larger,
and the scene's orientation and shape change due to the motion of the vehicle.
Using computer-aided design graphics, a 3-D treelike model was created as a
simulated target on the ground. Nine image sequences, simulating the changing
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Fig. 7.27. (a) A sequence of nine images are recorded, simulating the exact scenes as captured by
a camera mounted on a moving space vehicle. A total of nine images were taken but only frames
1, 5, and 9 are shown, (b) Tracked positions of the ground target as seen from the vehicle's
coordinate frame.

scene viewed by a moving space vehicle, are shown in part in Fig. 7.27a. The
JTC tracking system has little difficulty in correlating targets from different
frames, even though the target in the first and the last frame look different.
Figure 7.27b shows the tracked locations of the target as seen from the vehicle.

7.4.2. DATA ASSOCIATION TRACKING

Previously we discussed autonomous tracking for a single target by continu-
ously updating the sequential frames on the input SLM of a JTC. We assumed
the processing cycle of the system is sufficiently short; then a target will look
much the same after a few sequential frames, and hence strong correlation
signals will be generated at the output plane. The position measurements of the
correlation peaks can be interpreted as the average velocities of the targets
within a tracking system. Based on these measurements, the dynamic states of
the targets can be updated. Since multiple correlation peaks are generated in
a multitarget tracking problem, a data association algorithm can be employed
to associate each correlation peak to the correct paths of the targets' motion.
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The adaptive property of this system enables the tracking of targets under
change in orientation, scale, and perspective during the course of their
movement.

Let /"(.\, >'), n = \ to IV, be the targets in an image sequence, each of which
are moving independently. Two sequential scenes are displayed on the input
plane of a JTC such that the previous frame (k — 1) and the current frame (k)
are positioned in the upper and lower halves of the SLM, respectively. The
corresponding image function is given by

(7.26)

where 2« is the height of the active aperture of the SLM, (Xfc-i,}i- 1) are the
locations of the targets in the k — 1 frame, and (c>xk, dy*) are the relative
translation of the targets from the k — I frame to the k frame. The correspond-
ing JTPS is then introduced as modulation at the input plane SLM for the
correlation detection cycle. The output complex light distribution is given by

N N

av ,,\— V V' J}m,n tv i vm n .. , ..m ..n \
A' 3'' ~" 2_ 2^ K>< - 1 -fc - "X + Xk - 1 "~ Xfc - 1 ' ̂  + >fe ~ 1 ~ ^fc ~ 1 )

n = 1 m = 1

A< JV

+ E I

m v" _1_ ^Sv" i' J_ iim

k- i ~ •Xk- 1 + oxk, y + yk

(7.27)

where

RW(x - a, }.' - jS) = ./H-X, ^) (8) /fc'
!(rx, y) * <5(x - a, y - /?)

is the correlation function between /fc
m and /k" located at (a, /?).

Note that the autocorrelation functions R%'$ and K^'" l i k _ j are located at the
origin of the output plane. The correlation between the same target in the k
and the k — 1 frames, given as Rk;k _ l, is diffracted around (5x1,5x1 + ®) and
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(-<5x2, -<5yfc ~ a)- Tne rest °f tne terms OT.'k-i and Kgi" for m ^ ") represent
the cross-correlation functions between target m and target n. In this multiple-
target tracking problem, we have assumed that the targets in any single input
frame do not look alike, so the cross-correlation functions Rk$-i and R™£
generate much weaker correlation signals than that generated by the function
R^k- i- Furthermore, the size and the gray level of the targets are also assumed
to be relatively congruous with each other, so the intensities of the autocor-
relation peaks generated from jRJf;?- 1, n = 1 to N, are not significantly different.

By translating the coordinate origin from the optical axis to (0, a), the
correlation peaks that are generated from the same target in the k — 1 and the
k frames are then located at (dx"k, dy^) in the new coordinate system. If these
correlation peaks are associated with the proper target motions, the locations
of the targets in the k frame are given by

x"k = xj|_ ! + <$*£, yn
k = tf_ i + dyl n=ltoN. (7.28)

The preceding equation shows that the new locations of the targets in the k
frame can be updated based on their locations in the previous frame and the
position measurements of the correlation peaks. It is apparent that the k and
k + 1 frames can be sent to the input plane in the next tracking cycle, so that
multiple targets can be tracked simultaneously on a near real-time basis.

Note that the position of the correlation peak in the new coordinate system
represents the average velocity of a target during the sampling interval <5f; i.e.,

i- = Sx/fa, J = dy/dt. (1.29)

Therefore, with a constant sampling interval and assuming that the sensor is
not skewing or panning, the new coordinate system represents the plane of
average velocity. For example, targets moving with constant velocity produce
stationary correlation peaks, targets moving with constant acceleration gener-
ate correlation peaks that are located at equally separated intervals on a
straight line, and correlation peaks located at the origin of the new coordinate
plane correspond to stationary objects or background scene. In our demonstra-
tion, multiple targets are traveling at different velocities and in different
directions; thus, the correlation peaks generated are located at different
positions at the velocity plane.

In general, the motion of the targets can be represented by dynamic models,
which are governed by well-known laws of physics. Unpredictable changes in
target motions, commonly called maneuvers, can also be treated as gradual
changes of motion parameters, if the sampling interval is sufficiently short
compared with the maneuver time. Therefore, it is not difficult to associate the
measurements in the velocity plane with the targets, based on the past history
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of the targets. Any prior knowledge of the targets before tracking will also be
helpful in this association process. For example, if one target is known to travel
much faster than the others, its correlation peak is more likely to be located
farther away from the origin in the velocity plane than those of slower ones.

In the following, a parameter-based data association algorithm using a
Kalman filtering model is described. Assume that the sampling interval dt is
sufficiently short that the dynamic parameters (velocity, acceleration, angular
velocity, etc.) of the targets are fairly consistent within a few sequential frames.
Thus, given the dynamic parameters of a target in the k frame, the parameters
in the next frame should be rather predictable. Let z(k) be the measurement at
the k frame and z(k\k — 1) be the predicted measurement in the k frame, based
upon the information evaluated up to the k — I frame. Then the innovation (or
measurement residue), defined as

v(k) = z(k) - z(k\k - 1), (7.30)

can be used to evaluate the likelihood of association between z(k) and the
target under consideration. In stochastic models, one would evaluate the
normalized squared distance D from the measured z(k) to the current track,

D-v'S~lv (7.31)

where v' is the transpose of v and S is the innovation covariance of the target,
which is basically the variance of the estimated states. The values of
z(k\k — 1), S, and the like can be evaluated by applying a standard Kalman filter
to the dynamic model. (The use of Kalman filtering in stochastic modeling is
a well-known subject on its own and will not be discussed here.)

A data association process can be carried out as follows:

Step 1: At the A' — 1 frame, the dynamic parameters of the N targets are
determined at track 1 to N.

Step 2: At the k frame, N new measurements are made, given as a,h,..., N,
The normalized square distances are then computed:

Dla - v'laSilvla, D}h = v\hSi '? ' , ;„. . . ,etc. ,

and similarly for D2a, D2b,..., D3a,..., and so on.
Step 3: The most likely association is given by choosing the possible combina-

tion of Ds that yields the minimum sum.

To initiate the tracker, all the measurements in the first few tracking cycles
are used to set up multiple potential tracks. Tracks that have inconsistent
dynamic parameters are dropped until only a single track is assigned to each
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Fig. 7.28. (a) Motion sequence of three targets: helicopter and jet, moving from bottom to top;
airplane, stationary, (b) Final results obtained after 11 tracking cycles. The actual locations of the
targets at each of the tracking cycles are also given for comparison. The initial locations of the
paths were assigned at the correct positions in this figure through manual interaction.

target. Recall that the measurement in each cycle is the average velocity of a
target during the sampling period. Therefore, dynamic parameters can be
assigned quickly in a few cycles; only two or three cycles are needed to
determine targets with constant velocity or constant acceleration. The tracking
scheme discussed so far, however, does not determine the initial positions of
the targets in the first frame nor identify the measurements to the targets due
to the nature of this adaptive correlation scheme. Therefore, an initial acquisi-
tion scheme is needed to perform this task before the start of the adaptive
tracker. This can be done by using prestored reference images located at fixed
positions at the image plane. (Further analysis of the initial target acquisition
technique is beyond the scope of this section.)

To demonstrate the ability of the tracking algorithm, a motion sequence of
three targets was generated, as shown in Fig. 7.28a, for which a target tracking
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model can then be set up for the continuous operation of the JTC. A computer
program has been written to control the joint-transform process as well as the
data association process. To initiate the coordinate, the system was first set to
run with a stationary object as input, and the position of the correlation peak
thus generated was assigned as the origin of the velocity plane coordinate. The
tracking program was then set to run autonomously with the motion sequence.
Figure 7.28b shows the actual location of the targets at each step of the
tracking cycle. A relatively simple hybrid JTC is capable of tracking multiple
targets rather accurately.

7.5. PATTERN RECOGNITION USING COMPOSITE FILTERING

Classical spatial matched filters are sensitive to rotational and scale vari-
ances. A score of approaches to developing composite-distortion-invariant
filters are available. Among them, the synthetic discriminant function (SDF)
filter (as described in Sec. 2.6.4) has played a central role for 3-D target
detection. The original idea of SDF can be viewed as a linear combination of
classical matched filters, where the coefficients of the linear combination are
designed to yield equal correlation peaks for each of the distorted patterns.
Since the dynamic range of an SDF is large, it is difficult to implement with
currently available SLMs. On the other hand, the bipolar filter has the
advantage of a limited dynamic range requirement and can be easily implemen-
ted with commercially available SLMs. Since the bipolar filter has a uniform
transmittance function, it has the advantage of being light efficient. Several
attempts have been made to construct bipolar SDF filters. However, binariz-
ation of SOF filters is not the best approach, since there is no guarantee that
the SDF will be valid. Nevertheless, iterative approaches to optimize the
bipolar SDF have been reported.

On the other hand, a simulated annealing (SA) algorithm (Sec. 2.6.5) as
applied to the design of a bipolar filter is relatively new. A bipolar filter, as we
will discuss, is in fact a spatial-domain filter, and can be directly implemented
on an input phase-modulating SLM in a JTC. To demonstrate the performance
of an (SA) bipolar composite filter (BCF), sets of out-of-plane- oriented T72
and M60 tanks, shown in Fig. 7.29a, have been used as target and antitarget
training sets. The constructed BCF, using the SA algorithm, to detect a T72
tank is shown in Fig. 7.29c. If the input scene to the JTC shown in Fig. 7.30a
is used (a BCF for detecting the T72 tank is located on the right-hand side),
the output correlation distribution can be captured, as shown in Fig. 7.30b. We
see that targets (T72 tanks) can be indeed detected from the noisy terrain,
although T72 and M60 tanks are very similar.



388 7. Pattern Recognition with Optics

Fig. 7.29. (a) Out-of-plane rotation training images: M60 tanks and T72 tanks, (b) A bipolar
composite filter to detect a T72 tank.

7.5.1. PERFORMANCE CAPACITY

Strictly speaking, an n x n pixel array bipolar spatial filter has 2"2 images.
However, in practice, a bipolar spatial filter may not memorize such a great
number of training images. The reality is that some of the pixel elements would
not be utilized in the synthesis. Thus, the actual capacity of a composite filter
is to accommodate the largest possible number of training images, by which
the effective pixels are efficiently used.

To look at the performance capacity of a composite filter, we focus our
attention on correlation peak intensity detection. By setting the traditional
3 dB criterion, the performance capacity of SABCF can be defined as given by:

PC (number of training images) = minimum of <J^arget ^ Q-5It"*«-™*
DR ^ 1.3,

(7.32)
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Fig. 7.30. (a) Input scene, (b) Output correlation distribution.

where

DR = ^l^^ (7.33)
'antitarget — max

is known as the target discrimination ratio, /target -min is the minimum correla-
tion peak intensity of the target set, and /antitarget -max is the maximum
correlation peak intensity of the antitarget set. The reason for using the
combined criteria is that, although the correlation peak intensity (CPI) is
primarily used to evaluate the capacity of the composite filters, we also have
to consider the discrimination ability of these filters; that is, the DR should also
be used as a criterion to evaluate the capacity of the filters. Thus, we see that
these two criteria will be simultaneously used for the evaluation of performance
capacity.

To investigate performance capacity, a set of 32 x 32, 64 x 64, and 128 x 128
pixel-element SABCFs are synthesized using the same target and antitarget
images. This set of SABCFs is constructed with and without the antitarget set,
respectively. By implementing this set of SABCFs respective to the JTC,
normalized correlation peak intensities (CPIs) as a function of number of
training images have been plotted. We have seen that the CPIs montonically
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Fig. 7.31. Performance capacity as a function of pixel element.

decrease as the number of training images increases. We have also seen that
the filters synthesis using both target and antitarget sets have higher detection
performance, as compared with those filters not using the antitarget set. As
anticipated, we have also seen that the set using a higher pixel element offers
higher performance capacity.

Similarly, the target discrimination ratio (DR) (i.e., the reliability of detec-
tion) as a function of training images can also be obtained, in which we see
that higher pixel-element SABCFs perform better. To conclude our observa-
tions, a plot of performance capacity is provided in Fig. 7.31. We see that the
capacity increases as the number of pixel elements increases, and the ones that
used both target and antitarget sets offer higher performance capacity.

7.5.2. QUANTIZATION PERFORMANCE

Limited dynamic range of a SA spatial-domain composite filter is one of the
merits of practical implementation in a JTC; simplicity and realism. We now
demonstrate the performance of quantized composite filters (QCFs), as applied
to a JTC. Instead of synthesizing the composite filter into bipolar form, we
have synthesized the filters into 2JV + 1 quantized gray levels. The SA algo-
rithm for this quantized-level filter synthesis can be briefly described as follows:

Determine the effective and noneffective pixels of the training sets.
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2. Noneffective pixels are randomly assigned with equal probability within
the interval [-N, N], where n - 0, ± 1, ±2, . . . , ± N, and 2N + 1 is the
number of quantized gray levels.

3. Assign the desired correlation profiles for the target and the antitarget
sets (i.e., Wl and Wa).

4. Set a desired allowable error value (e.g., a 1 % error rate is used).
5. Assume the initial QCF has 2N + 1 randomly distributed gray levels,

and the initial system temperature is T. For example, the initial kT for
the desired correlation energy is given in step 3.

6. Calculate the initial system energy E, which can be determined by its
mean-square-error analysis between the desired and the actual correla-
tion profiles, as given by

E = Z j (T
w = l UJ

- M"(JC, >'))2 + (0"m(*, y) - Wa(x, .y))2] dx dy

where 0^ and 0£, are the actual target (auto) and the antitarget (cross)
correlation profiles, where the subscript m represents the mth training
image.

7. By perturbing one of the effective pixels, a new system energy can be
calculated. If the new system energy decreases (e.g., A£ < 0), the
perturbed pixel is unconditionally accepted; otherwise, the acceptance is
based on the Boltzmann probability distribution.

8. Repeat the preceding steps for each of the effective pixels until the
system energy is stable.

9. Then decrease the system temperature to a lower value and repeat steps
7 and 8, and so forth.

1 0. By repeating steps 7 to 9, a global minimum energy state of the system
(i.e., the filter) will eventually be established. The system reaches the
stable condition as the number of iterations increases beyond 4 x M,
where M is the total number of pixels within the QCF.

Notice that the QCF is a spatial-domain filter; the effective pixels are
basically the image pixels of the training sets. We have assumed that the
noneffective pixels are randomly distributed within the interval [ — JV, ATJ, so
they would not actually affect the output correlation peak intensity. This makes
the QCF immune to background disturbances. To further optimize the noise
performance, a bright background can be added into the antitarget training
sets for SA QCF synthesis.

One of the major objectives in designing a QCF is to improve discrimina-
bility against the similar targets; namely, the antitarget set. The pixel value of
the QCF is intentionally designed to have low-quantization levels, which can
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be actually implemented in a commercially available SLM. One important
aspect of pattern recognition is detectability, which can be defined as the
correlation peak intensity- to -sidelobe ratio, as given by

detectability ^ ^L- . (7,34)
* sidelobe

The other aspect of pattern recognition is accuracy of detection, which can
be determined by the sharpness of the correlation profile, such as

accuracy = -E2i_ s (7.35)
M)

where

rr
/ 0 = |R(x,j;)|2rfx4', (7.36)

«/ «/

and jR(x, y) is the output correlation distribution. The major objective of using
a SA composite filter is to improve discriminability against similar targets. By
using the conventional Fisher ratio (FR),

FR A )} ~ E{I2(0)}\2

' { " / j

discriminability among similar targets can be differentiated, where ^ and I2

are the correlation and the cross-correlation peak intensities, respectively. In
other words, the higher the FR would be, the higher the target discriminability.
Another major objective for design of an SA filter is reliability of the target
detection, which can be defined by the following discrimination ratio:

reliability = DR 4 Zi , (7.38)

where It and 7; denote the correlation and the cross-correlation peak inten-
sities, nl and n2 represent the target and the antitarget sets, respectively, and
min and max are the minimum and the maximum values that belong to the
corresponding set. In other words, the higher the DR, the higher the reliability
of target detection.

One of the advantages of using SAQCF is that the filters are positive real
function filters, unlike the bipolar filter, which can be directly implemented in
an amplitude-modulated SLM. By using the same training sets as shown in
Fig. 7.29, several QCFs, for N — 3, 5, . . . , 17 quantized levels, have been syn-
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Fig. 7.32. (a) Detectability and (b) accuracy as a function of quantization level.

thesized. We have subsequently implemented this set of QCFs in a JTC, by
which the detectability and accuracy of detection as a function of quantized
levels are plotted in Figs. 7.32a and b, respectively. We see that both
detectability and accuracy improve as the quantization level increases. How-
ever, they slow down somewhat when the quantization level is higher than 10
levels. We have also plotted the discriminability and the reliability of detections,
as shown in Fig. 7.33. We see that both discriminability and reliability improve
as quantization level increases, but discriminability levels off as N > 10.

Since Fisher ratio (FR) is affected by background noise, we have added 21
random noise levels into the test targets. In other words, the noisy background
is formed by independently adding a zero-mean Gaussian noise to each pixel
element of the test target. The FR for different quantization levels as a function
of noise standard deviation is plotted in Fig. 7.34. Note that target discrimina-
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Fig. 7.33. (a) Discriminability and (b) reliability as a function of quantization level.

bility performs better for higher quantization levels, and it decreases rather
rapidly as the standard deviation of the noise increases. Also note that, as the
quantization level increases, the improvement of the FR tends to level off, as
shown in Fig. 7.33a.

7.6. PATTERN CLASSIFICATION

Artificial neural pattern classifiers can be roughly classified into four groups:
global discriminant classifiers, local discriminant classifiers, nearest neighbor
classifiers, and rule-forming classifiers. In this section, we focus on nearest
neighbor classifiers (NNCs) that perform classifications based on the distance
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Fig. 7.34. Discriminability as a function of noise standard deviation for different gray levels.

among an unknown input and previously stored exemplars. They train
extremely fast, but require a large amount of computation time on a serial
processor for classifications, and also require large amounts of memory. While
the memory requirement might be alleviated by rapid development of VLSI
technologies, the calculation would still be limited by the bottleneck of serial
processing. On the other hand, by taking advantage of free-space interconnec-
tivity and parallel processing of optics, a hybrid JTC can be used as an NNC.

7.6.1. NEAREST NEIGHBOR CLASSIFIERS

A typical NNC is presented in Fig. 7.35, in which the first layer is the
inner-product layer and the second layer is the maxnet layer.

Inner-Product Layer

Let |wm(x), m = 0,1,. . . , M -- 1, x — 0, 1 , . . . , N — 1 }• be the interconnection
weight matrix (IWM) of the inner-product layer, where M and JV are the
numbers of stored exemplars and input neurons, respectively. When an
unknown input u(x) is presented to the inner-product layer, the output will be

= Z (7.39)
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Fig. 7.35. A nearest neighbor classifier (NNC).

The preceding equation can be written as

N-l

wm(a + x)u(x), m = 0, 1, . . . , M — 1, (7.40)

which yields the correlation process as given by

y«(*) = *»(*) ® «(*), m - 0, 1 , . . . , M - 1, (7.41)

where ® represents the correlation operation. The correlation peak tells which
pattern the input belongs to and how much it has shifted relative to the trained
pattern. While correlation-based processing may not be attractive for electronic
processors, it is rather a simple matter for optical correlators.

MAXNET

After the inner-product operation, a winner-take-all operation is needed to
locate the hidden node with the maximum inner product. A winner-take-all
network using the adaptive thresholding maxnet (AT-maxnet) is shown in Fig.
7.36, in which the output of the maxnet is a function of an adaptive threshold,
as given by

where B(t) denotes an adaptive threshold value at the the tth iteration.
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Fig. 7.36. The AT-maxnet.

The threshold 0(t) is controlled by the number of nonzero output nodes.
Underthresholding would give rise to multiple nonzero nodes, while over-
thresholding would reject all the nodes. Therefore, the maximum hidden node
can be extracted by simply adjusting the threshold value 6(t) in each iteration.
Let us denote 6min and $max to be the rejection and the maximum threshold
levels, respectively. By denoting d(t) the threshold level at the t th iteration, and
k the number of nonzero output nodes, as given by

(7.43)

the adaptive thresholding strategy can be formed as follows:

1. Set 0(0.) = em{n.
(a) Terminate the process if k = 0, which means the input pattern does

not belong to any of the stored exemplars.
(b) Terminate the process if k = 1, which means that the maximum node

has been found.
(c) Set t = 1 and go to step 2 if k > 1.

2. Set

then the threshold value for the f th iteration is

6(t - 1) + <50(r), k > 1,
0 ( r - l ) - < 5 0 ( f ) , fe = 0
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3, Terminate the iteration process when k=\ or f = log2[(0max — 0min)/A#],
where t is the iteration number, and A$ is the minimum value that the
AT-maxnet can resolve.

Notice that in the AT-maxnet, only a maximum number of

iterations is needed to make a decision, which is independent of the number of
stored exemplars. For example, given $max = 256, Omin = 0, and A<5 = 1, less
than eight iterations are needed to search for the maximum node. Furthermore,
the AT-maxnet can tell when multiple maximum nodes occur by checking
whether k is greater than one or not, after Iog2[(0max — 0min)/A0] iterations,
while the conventional niaxnet cannot.

7.6.2. OPTICAL IMPLEMENTATION

It has been shown in a preceding section that transforming real-valued
functions to phase-only functions offers higher light efficiency and better
pattern discriminability in a JTC. Let

(vm(x), m = 0 ,1 , . . . , M - 1, x = 0 ,1 , . . . , N}

be a set of exemplars. The phase representation of vm(x) is given by

/"* f
min ^rnax

where T[-] represents a gray-level-to-phase transformation operator, Gmin =
minm>s[i;m(x)}, and Gmax = maxm<x{vm(x)}. The phase-transformed IWM of the
inner-product layer can be written as

wm(x) - exp{zT[um(x)]}, m = 1, 2, . . . , M, x = 1, 2, . . . , N.

Thus, the inner product between wm(x) and the phase representation of the
input w(x) can be expressed as

Pcm = I exp{iTOm(x)] - /TTXx)]}.

To introduce the shift-invariance property, the preceding equation can be
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Fig. 7.37. An input arrangement for the JTC--NNC.

written in a correlation form as

N

E exp{[T[i?m(x + a)] - /T[w(x)]}. (7.44)

The correlation between the phase-transformed IWM and input pattern u(x)
can be easily realized by using a phase-modulated SLM. Notice that when
binary input exemplars are used, this phase-transformed NNC is actually the
Hamming net. In other words, the Hamming net is a special case of the
proposed phase-transformed NNC.

Let the size of the stored exemplars be Nx x Ny. The joint input to the JTC
is illustrated in Fig. 7.37, in which a set of Mx x My exemplars are displayed
on the left-hand side. The corresponding phase representation can be written as

Mx - 1 My

/(x, y) = £. mxmy(x + mxbx, y + myby) expO'prc + iqn)wb(x, y)

pu(x - (7.45.)

where (bx,by) and (dx,dy) are the dimensions shown in the figure and
pu(x, v) exp{iT[ti(x, >?)]}.

The corresponding nonzero-order JTPS can be shown as

NJTPS=4 Z I Wmxmy(p,q)PU(p,q)
mx = 0 my = 0

MX - 1 Mv- 1

cos[«50WH(p,

+ 4 W;(p-7t ,<!-7r)Pl7(p,<3f) , (7.46)
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Fig. 7.38. The output correlation distribution from the JTC-NNC.

where

M*u(P, q) = Qmxmy(P* Q) - 6U(P> 4) + P(bxmx + dx] + q(bymy + dy\

dBbu(p, q) = Ob(p - TT, q - n) - 0u(p, q) + pdx + qdy,

and 9S are the corresponding phase components. Thus the output correlation
between u(x) and {wmxiny(x, y)} can be written as

y

pc(x, y) = Z Z w>nxmy(x + mxbx,y + myby) (g) pu*(x - rfx, j' - ^,)

TT + iqn) (x) pw*(x — dx, y — rfy). (7.47)

mx = 0 my — 0

+ wb(x, y)

Since wmxMy(x, y) and wb(x, y) are physically separated, the cross-correlation
between wb(x, y) and pu(x, y) can be ignored. As shown in Fig. 7.38, the
correlation between the input pattern and each exemplar will fall in a specific
area with the size of Nx x Ny. The highest correlation peak intensity within
that area represents a match with this stored exemplar. The shift of the input
pattern cannot exceed Nx x Ny; otherwise, ambiguity occurs. Nevertheless, the
full shift invariance is usually not required in 2-D classified applications. For
instance, in character recognition, the shifts are usually introduced by noise in
the segmentation process. Thus, the number of pixels shifted is often quite
limited.

For demonstration, the input to the phase-transform JTC is shown in Fig.
7.39a, in which the Normal Times New Roman "2" is a segmented character
to be classified. By using the nonzero order JTC, the corresponding output
correlation distribution is shown in Fig. 7.39b. The autocorrelation peak
intensity has been measured to about 10 times higher than the maximum
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Fig. 7.39. (a) Input to the JTC -NNC, where a normal Times New Roman "2" is used as the input
character, (b) Output correlation distribution.

cross-correlation peak intensity. The grids provided show the region of interest
for each character.

7.7. PATTERN RECOGNITION WITH PHOTOREFRACTIVE OPTICS

Recent advances in photorefractive (PR) materials have stimulated interest
in phase-conjugate correlators for pattern recognition. Although SLMs can be
used to display complex spatial filters, current state-of-the-art SLMs are
low-resolution and low-capacity devices. On the other hand, PR materials offer
real-time recording, high resolution, and massive storage capacity; all desirable
traits for multiplexed matched filter synthesis.

7.7.1. DETECTION BY PHASE CONJUGATION

In most optical correlators the input objects are required to be free from
any phase distortion. The input objects are usually generated by an SLM.
However, most SLMs introduce phase distortion, which severely degrade
detection performance. Other problems are that the autocorrelation distribu-
tion is too broad and the cross-correlation intensity is too high. These result
in low accuracy and reliability of detection. To improve performance, the input
target can be pre-encoded, for which the inherent nonlinearities in phase
conjunction can be used for the encoding process. Let us consider a four-wave
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MICROCOMPUTER

Fig. 7.40. Experimental setup. BS, beamsplitter; A/, mirror; Q, quarter-wave plate; A, analyzer: /_,,
imaging lens; L2, transform lens; P,,, output plane.

mixing JTC, as shown in Fig. 7.40, in which the object beam is applied at the
input of a JTC. This configuration has two major advantages:

1, The phase distortion due to the input SLM can be compensated for by
the conjugated wavefront.

2. The modulation produced by the phase conjugation can be used to
improve the accuracy of detection.

Since the readout beam is adjusted beyond the coherent length with respect to
the writing beams; the setup is essentially a two-wave mixing configuration.
Notice that the expanded collimated beam is divided into three paths. The first
one is directed toward the PR crystal serving as the reference beam; the second
beam is used to illuminate input objects Ot and 02, which are imaged onto the
crystal; and the third beam (directed by Ml, M5, and M4) serves as the readout
beam. Thus we see that the reconstructed beam from the crystal is imaged back
to the input objects for phase removal. After passing through the input objects,
the beam is then jointly transformed in the output plane, P0 via a beamsplitter,
BS3. We notice that a half-wave plate, Q, is used to rotate the polarization of
the readout beam and an analyzer, A, is used to reduce the light scattered from
the optical elements in the system.
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It is t r iv ia l the object beam can be written as

403

0(x, y) exp[i0(x, j') #i(x — b, y) exp[/c/>1(x - />, y)]

+ 02(x + /?, y) expf>/>2(x + b, y)],
(7.48)

where 015 02, 0l5 and 4>2 are the amplitude and phase distortion of the input
objects, respectively; b is the mean separation of the two input objects; and Ot,
02 are assumed positive real. At the image plane (i.e., the crystal), the object
beam is given by

(7.49)

where M represents the magnification factor of the imaging system; L = s ~ j\
where s is the image distance and / is the focal length of lens L^ and k =
27r//, where A is the wavelength of the light source.

Thus, the reconstructed beam emerging from the crystal is given by

A Z
M ' M

exp exp
M' M

(7.50)

Notice that this expression does not represent the exact phase conjugation of
Eq. (7.49). The amplitude distribution of O'(x, y) deviates somewhat from,
0(x, y), which is primarily due to the nonlinearity of the crystal. However, a
phase shift 9(x, y) between the phase conjugation and the reconstructed beam
is also introduced, which is independent on the intensity ratio of the object
beam and the reference beam. The reconstructed beam, imaged back on the
object plane, can be written as

<9'(.x, y) exp[ — /Y/>(x, y)] exp[/0(x, y)].

After passing through the input objects, the complex light distribution becomes

0(x, y)0'(x, y) exp[/0(jc, y)], (7.5 1 )

which removes the phase distortion </>(x, y) of the input objects. By joint-
transforming the preceding equation, a phase-distortion free JTPS can be
captured by the CCD2.

For demonstration, a pair of input objects, shown in Fig. 7.41a, has been
added with random phase noise (e.g., shower glass). Figure 7.41b shows the
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Fig. 7.41. (a) Input objects, (b) With phase compensation, (c) Obtained from CJTC

output correlation spots as obtained with the preceding phase-conjugation
detection. For comparison, the result obtained without using phase compensa-
tion is shown in Fig. 7.4 Ic; it fails to detect the target object.

7.7.2. WAVELENGTH-MULTIPLEXED MATCHED FILTERING

We discussed Bragg diffraction-limited correlators in Chapter 2, in which we
showed that a reflection-type thick-crystal filter performs better. Added to high
wavelength selectivity, a wavelength-multiplexed matched filter can be realized.

For convenience, we recall this reflection-type correlator (RC) as depicted
in Fig. 7.42, in which qt and q2 represent the input scene and reference target,
respectively. Besides the Bragg limitation, the PR crystal also imposes a
focal-depth limitation, as given by

f\2

2/( f
b

(7.52)

where b is the width of the reference target, / is the focal length, and 1 is the
illuminating wavelength. It is apparent that focal depth within the crystal
should be limited by

(7.53)
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8o(x) -> x
output plane

Fig. 7.42. A PR-based RC. g0(x), reference target; gt(x), input scene; /c(), reference beam.

where v\ is the refractive index of the PR crystal, and /' is the apparent (or
actual) focal length, which is given by

(7.54)

Thus, the allowable thickness of the PR crystal filter is limited by

t = 25' (7,55)

in which we assume that the thick-crystal filter is centered at the apparent focal
length /'. By using the coupled-wave theory, the output correlation peak
intensity can be shown as

\g0(x)\2 sine
-b/2

nt S(x0 — S)
dx

The width of the sine factor is given by

„, 2^/'2

st

(7.56)

(7.57)

To maintain a high correlation peak intensity, the target width should be
adequately small, such as
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for which we have

It can be written as

bt
(7.58)

(7,59)

in which the shift tolerance of the target is inversely proportional to the square
root of the thickness of the PR filter. Since the reflection filter has very high
angular selectivities, the target-shift limitation is somewhat sensitive to the
target translation. In other words, by making the thickness, t, sufficiently small
the shift tolerance in an RC can be made sufficiently high. Nevertheless,
reducing the thickness of the PR filter also decreases storage capacity.

To demonstrate the shift tolerance of the RC, a 1 cm3 Ce:Fe doped LiNbO3

crystal has been used for the reflection-type matched-filter synthesis. By tuning
the wavelength at A/t = 0.1 nm per step with 10 sec per exposure, a set of
wavelength-multiplexed reflection-type matched filters is synthesized. After
constructing the PR filter, an input target can be used to reconstruct the
reference beam by simply scanning the wavelength of the light source. If the
input target is matched with one of the recorded matched filters, a sharp
correlation peak can be detected by a CCD camera. Thus, we see that
multitarget detection can be done by tuning the wavelength of the light source
so that the spectral contents of the multiplexed filter can be exploited.

For shift-invariant demonstration, a set of English letters, shown in Fig.
7.43, are used as the training targets for the wavelength-multiplexed matched
filter synthesis. Notice that each letter is centered on the optical axis and
recorded separately during the construction of the PR filter. The corresponding

Fig, 7,43. (a) The input training objects and (b) the corresponding restructed images: / — 670.0 nm,
670.1 nm. 670.2 nm, 670.3 nm, and 670.4.
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Fig. 7.44. Output correlation peak intensities show shift invarianee and the spectra! content,

reconstructed holographic images obtained with the specific spectral line are
shown in Fig. 7.43b. To test the shift invarianee of the PR filter, the five input
letters are inserted at the input plane at the same time. Notice that these letters
have been shifted with respect to the recorded PR filter. The corresponding
correlation peak intensities for each spectral line are detected by a CCD
camera. By properly thresholding these detected peak intensities, a set of
correlation peaks corresponding to the recorded spectral contents is obtained,
as depicted in Fig. 7.44. From these results, we see that the PR-based RC can
indeed preserve the shift invarianee by using a wavelength-multiplexed reflec-
tion-type PR filter.

7.7.3. WAVELET MATCHED FILTERING

Wavelet transform (WT) analysis is a viable alternative to Fourier trans-
forms for optical pattern recognition. The WT has been utilized for multi-
resolution image analysis and in optical implementations. The 2-D WT of a
signal is given by

ay, bx, hy)
(7,60)

y)h*h(x, y)clxdy,
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where the superasterisk represents the complex conjugate of the wavelet, which
is defined as

(7.61)

This function is obtained by translating and dilating the analyzing wavelet
function h(x, y). Thus, the WT can be written as

by)h* (—, — dx dy'

arav

• s(x, y) (x)

(7,62)
x y'

which is essentially the cross-correlation between the signal and the dilated
analyzing wavelet. Furthermore, h(x/ax, y/ay) can be interpreted as a bandpass
filter governed by the (ax, ay) dilation. Thus, both the dominant frequency and
the bandwidth of the filter can be adjusted by changing the dilation of
h(x/ax, y/ay). In other words, the WT is essentially a filtered version of the
input signal s{(x, y). The correlation of two WTs with respect to the input
signal is an estimation of the similarity between the two signals. Due to the
inherent local feature selection characteristic of the WT, the wavelet matched
filter (WMF) generally offers a higher discriminability than the conventional
matched filter (CMF). Although implementing the WMF in conventional VLC
and JTC has been reported, the WMF can be synthesized with a PR-based
Fourier-domain correlator.

We first illustrate WMF construction. If we let the WT target signal s(x, y)
be

w(ax, a.,, bx, bv) = ~-7= s(x, y) <g) h* ( — , — ) , (7.63)
^/axay \<*x «,/

the corresponding Fourier-domain representation is

W(p, q) = -^= S(p, q)H*(p, q). (7.64)
Vflxfly

Similarly, the Fourier-domain representation of the WT reference signal
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vv r ( f l v , t f v , /> v ,& } , ) can be written as

WJp, q) = ^jL= Sr(p, q)H*(p, q). (7,65)

It is trivial that a conventional WT matched field (CMFW) is

CMFM,(p, q) = W*(p, q). (7.66)

If the wavelet signal w(ax,ay,bx,by) is inserted in the FDP, the complex light
field behind the CMFW, can be written as

W(p, q)W*(p, q) = S,(p, g)WMF(p, q), (7.67)

where

WMF(p, q) = (l/axay)S*(p, q)\Ha(p, q}\2 (7.68)

is defined as the wavelet matched filter. Thus, we see that WMF can be
synthesized by conventional interferometric technique with appropriate spectra
wavelet modulus \Ha(p, q)\2.

The generation of WMFs is the key issue in the construction of a PR-based
WT correlator, as shown in Fig. 7.45. The scaled moduli of the wavelet spectra
can be sequentially generated by the SLM located at the back focal plane of
lens LI; the emerging light field can be synchronously imaged onto the crystal
by the imaging lens L2. Thus, a large number of WMFs can be recorded in the
PR crystal as a set of reflection holograms by means of angular multiplexing.
The light intensity within the crystal can be written as

/ = £ \Sr\HJ2 + Rn|2, (7.69)

where Sr and Hn are the Fourier transforms of the reference signal and the
dilated analyzing wavelets, respectively; Rn is the reference beam; and JV is the
total number of wavelets. If a target signal s is inserted at the input plane, as
shown in Fig. 7.45b, the reflected reconstructed light field from the crystal will
be

\H\4+ |/g2 + S,S* £ \H\2RH + SfSr \H\2R*.
n = 1 n - 1 / n = 1 n = 1

(7.70)
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Fig. 7.45. An optical wavelet correlator using a PR crystal, (a) Reflection-type WMFs synthesis,
(b) Correlation with a PR WMF.

Thus, by inverse Fourier transforming this equation, the correlation between
the w, and wr can be obtained from the second term. If the input signal s is
identical to the reference signal sr, an array of autocorrelation peaks can be
observed at the back focal plane of lens L3.

To demonstrate feasibility, a fingerprint, shown in Fig. 7.46a, is used for
synthesis of the WMF. Since the typical fingerprints are circular striated-type
patterns, a Mexican-hat-type analyzing wavelet is used. Inserting the finger-
print transparence at the input plane of the PR -based correlator gives the
output correlation distribution, shown in Fig. 7.46b. We see that a sharp
correlation peak can be detected. For comparison, the output correlation
distribution as obtained by a conventional matched filter is depicted in Fig.
7.46c, in which we see that the WMF performs better.
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(a)

(b) (c)

Fig. 7.46. (a) Input objects. Output correlation distributions (a) obtained from a WMF (aK — 0,05.
«v = 0.05), and (b) using a CMF.

7.8. NEURAL PATTERN RECOGNITION

Strictly speaking, there are generally two kinds of neural networks (NNs),
supervised and unsupervised. In supervised learning, a teacher is required to
supply the NN with both input data and the desired output data, such as
training exemplars (e.g., references). The network has to be taught when to
learn and when to process information, but it cannot do both at the same time.
In unsupervised learning, the NN is given input data but no desired output
data; instead, after each trial or series of trials, it is given an evaluation rule
that evaluates its performance. It can learn an unknown input during the
process, and it presents more or less the nature of human self-learning ability.
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Hopfield, Perceptron, error-driven back propagation, Boltzman machine,
and interpattern association (IPA) are some of the well-known supervised-
learning NNs. Models such as adaptive resonance theory, neocognitron,
Madline, and Kohonen self-organizing feature map models are among the
best-known unsupervised-learning NNs. In the following subsection, we first
discuss a couple of supervised learnings.

7.8.1. RECOGNITION BY SUPERVISED LEARNING

The Hopfield and interpattern association NNs, presented in Sec. 2.9, are
typical examples of supervised learning models. For example, if an NN has no
pre-encoded memory matrix (e.g., IWM), the network is not capable of
retreiving the input pattern. Instead of illustrating a great number of supervised
NNs, we will now describe a heteroassociation NN that uses the interpattern
association algorithm.

The strategy is to supervise the NN learning, so that the NN is capable of
translating a set of patterns into another set. For example, we let patterns A,
B, and C, located in a pattern space, to be translated into A', B', and C',
respectively, as presented by the Venn diagrams in Fig. 7.47. Then a hetero-
association NN can be constructed by a simple logic function, such as

/ = A A (B v C) /' = A' A (B1 v C)

II = B A (Tv~C) //' = B' A (Arv~C)

II! = C A (A v B) ///' - C A (A' v B')

IV = (A A B) A C IV = (A A B') A C

V = (B A C) A B V = (B' A C') A ~A'

VI = (C A A) A B VI' = (C' A A') A ~B'

¥11 = (A A B A C) A 0 VII = (A' A B' A C') A 0

where A , v and stand for the logic AND, OR, and NOT operations,
respectively, and 0 denotes the empty set.

For simplicity, we assume that A, B, C, A', B', and C' are the input-output
pattern training sets, as shown in Fig. 7.48a. Pixel 1 is the common pixel of
patterns A, B, and C; pixel 2 is the common between patterns A and B; pixel
3 is the common between A and C; and pixel 4 represents the special feature
of pattern C. Likewise, from the output pattern, pixel 4 is the special pixel of
pattern B', and so on. A single-layer neural network can therefore be construc-
ted, as shown in Fig. 7.48b. Notice that the second output neuron representing
the common pixel of patterns A', B', and C has positive interconnections from
all the input neurons. The fourth output neuron, a special pixel of B', is
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Fig. 7.47. Heteroassociation. S, a and S2 are the input and output pattern spaces.

subjected to inhibition from both input neurons 3 and 4, and so on. The
corresponding heteroassociation memory matrix is shown in Fig. 7.48c, for
which 1,0. — 1 represents the excitory, null, and inhibitory connections. The
memory matrix is partitioned into four blocks, and each block represents the
corresponding output neurons. For illustration, we show a supervised hetero-
association NN, as obtained from the optical NN of Fig. 7.7. A set of Arabic

a i
1 0

(a)

nput Neurons Output Neurons

In te rconnec t ions
—— Exc i t a t i on

— — i n h i b i t i o n

(b)
(c)

Fig. 7.48. Construction of an heteroasociative IWM (HA IWM). (a) Input-output training sets,
(b) A tristate NN, (c) Heteroassociation IWM.
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(b)

Fig. 7.49. (a) Arabic-Chinese numerics training sets, (b) Positive (left sides) and negative (right
sides) parts of the heteroassociation IWM for Chinese to Arabic numerics translation, (c) Positive
(left sides) and negative (right sides) parts of the HA IWM for Arabic to Chinese, (d), (e), Partial
input patterns to the corresponding input patterns to the corresponding output translations.

and Chinese numeric numbers are presented to the NN. Their heteroassoci-
ation memory matrices for translating Arabic to Chinese numeric numbers and
Chinese to Arabic numeric numbers are shown in Fig. 7.49. The corresponding
translated results from Chinese to Arabic and Arabic to Chinese numerics for
partial input patterns are shown in the figure. Thus, we see that NN is
inherently capable of retrieving noisy or distorted patterns. In other words, as
long as the presented input pattern contains the main feature of the supervised
training patterns, the artificial NN has the ability of retrieving the pattern (in
our case the translated pattern), as does a human brain.

7.8.2. RECOGNITION BY UNSUPERVISED LEARNING

In contrast with supervised learning, unsupervised learning (also called
self-learning) means that the students learn by themselves, relying on some
simple learning rules and past experiences. For an artificial NN, only the input



7.8. Neural Pattern Recognition 41

data are provided, while the desired output result is not. After a single trial or
series of trials, an evaluation rule (previously provided to the NN) is used to
evaluate the performance of the network. Thus, we see that the network is
capable of adapting and categorizing the unknown objects. This kind of
self-organizing process is, in fact, a representation of the self-learning capability
of a human brain.

To simplify our discussion, we will discuss here only the Kohonen's
self-organizing feature map. Kohonen's model is the best-known unsupervised
learning model; it is capable of performing statistical pattern recognition and
classification, and it can be modified for optical implementation.

Knowledge representation in human brains is generally at different levels of
abstraction and assumes the form of a feature map. Kohonen's model suggests
a simple learning rule by continuously adjusting the interconnection weights
between input and output neurons based on the matching score between the
input and the memory matrix. A single-layer NN consists of N x N input and
M x M output neurons, as shown in Fig. 7.50. Assume that a set of 2-D vectors
(i.e., input patterns) are sequentially presented to the NN, as given by

(7.71;

where t represents the time index and (i,./) specifies the position of the input
neuron. Thus, the output vectors of the NN can be expressed as the weighted

Output space: MxM output neurons

Input space: NxN input neurons

Fig. 7.50. A single-layer Kohonen NN.
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Memory space:

Fig. 7.51. Memory vectors in the memory matrix space.

sum of the input vectors,

N N

mmj(t)x y (f ), = 1 , 2, . . . , M, (7.72)

where ylk(t) represents the state of the (/, fe)th neuron in the output space and
mlkij(t) is the interconnection weight between the (i, ;)th input and the (/, fc)th
output neurons. The preceding equation can also be written in matrix form, as
given by

ylk(t) = mlk(t)\(t),

where mlk(t) can be expanded in an array of 2-D submatrices, as shown in Fig.
7.51, Each submatrix can be written in the form

m•IklN

mlk2l(t) mlk2N

m(fcJVl (0 mlkNN\

(7.73)

where the elements in each submatrix represent the associative weight factors
from each of the input neurons to one output neuron.

Notice that the Kohenen model does not, in general, specify the desired
output results. Instead, a matching criterion is defined to find the best match
between the input vector and the memory vectors and then determine the best
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matching output node. The optimum matching score dc can be defined as

dc(t) 4 j|x(t) - mc(t}\\ = mm{dlk(t)} = min {||x(f) - m/fc(OII}, (7.74)

where c = (I, fc)* represents the node in the output vector space at which a best
match occurred. denotes the Euclidean distance operator.

After obtaining an optimum matching position c, a neighborhood Ne(t)
around the node c is further defined for IWM modification, as shown in Fig.
7.52. Notice that the memory matrix space is equivalent to the output space,
in which each submatrix corresponds to an output node. As time progresses,
the neighborhood Nc(t) will slowly reduce to the neighborhood that consists
of only the selected memory vector mc, as illustrated in the figure.

Furthermore, a simple algorithm is used to update the weight factors in the
neighborhood topology, by which the similarity between the stored memory
matrix mlk(t) and the input vector \(t) increases. Notice that the input vectors
can be either binary or analog patterns, while the memory vectors are updated
in an analog incremental process.

Prior to the optical implementation, a few words must be mentioned.
Referring to the optical NN of Fig. 7.7, LCTV1 is used to generate the IWM
and LCTV2 is for displaying the input patterns. They form a matrix-vector
product operation (i.e., the interconnection part). The output result emerging
from LCTV2 is then picked up by a CCD array detector for maxnet operation,
which can be obtained by microcomputer processing. Notice that the data flow
in the optical system is controlled primarily by the computer. For instance, the

Fig. 7.52. Neighborhood selection in the memory matrix space using Kohonen's self-learning
algorithm: the initial neighboring region is large. As time proceeds, the region shrinks un t i l it
reduces to one memory submatrix.
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(b)

Fig. 7.53. (a) Input patterns, (b) Initial memory matrix space with random noise, (c) Final memory
matrix representing a feature map.

IWMs and the input patterns can be written onto LCTV1 and LCTV2, and
the computer can also make decisions based on the output results of the NN.
Thus, we see that the illustrated optical NN is indeed a programmable and
adaptive network.

For demonstration, four 8 x 8 pixel binary patterns (i.e., a tree, a dog, a
house, and an airplane), shown in Fig. 7.53a, are sequentially presented to the
optical NN. Figure 7.53b shows the initial memory matrix, which contains 50%
random binary pixel elements. The output pattern picked up by the CCD
camera must be normalized and the location of the maximum output intensity
can be identified by using the maxnet algorithm. The memory submatrices in
the neighborhood of the maximum output spot are adjusted based on the
adaptation rule of the Kohonon model. In other words, changes of the memory
vectors can be controlled by the learning rate. Thus, we see that the updated
memory matrix can be displayed on LCTV1 for the next iteration, and so on.
After some 100 sequential iterations, the memory matrix is converged into a
feature map, shown in Fig. 7.53c. The centers of the feature patterns are located
at (1,8), (7,1), (7,7), and (1,1), respectively, in the 8 x 8 memory matrix. In this
sense, we see that the NN eventually learned these patterns after a series of
encounters. It is, in fact, similar to one human early life experience: when in
grade school, our teachers ferociously forced us to memorize the multiplication
table; at that time we did not have the vaguest idea of the axiom of
multiplication, but we learned it!

7.8.3. POLYCHROMATIC NEURAL NETWORKS

One interesting feature of optical pattern recognition is the exploitation of
spectral content. There are two major operations in NN, the learning phase and
the recognition phase. In the learning phase, the interconnection weights among
the neurons are decided by the network algorithm, which can be implemented
by a microcomputer. In the recognition phase, the NN receives an external
pattern and then iterates the interconnective operation until a match with the
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stored pattern is obtained. The iterative equation for a two-dimensional NN is
given by

where Ulk and l/,; represent the 2D pattern vectors, Tlkij is a 4D IWM, and /
denotes a nonlinear operation, which is usually a sigmoid function for
gray-level patterns and a thresholding operator for binary patterns.

A polychromatic neural network (PNN) is shown in Fig. 7.54, where two
LCTVs are tightly cascaded for displaying the input pattern and the IWM,
respectively. To avoid the moire' fringes resulting from the LCTVs, a fine-layer
diffuser (e.g., Scotch tape) is inserted between them. To match the physical size
of the IWM, the input pattern is enlarged so the input pattern pixel is the same
size as the submatrix of the IWM. This is illustrated in Fig. 7.55. The
summation of the input pattern pixels with the IWM submatrices can be
obtained with a lenslet array by imaging the transmitted submatrices on the
CCD array detector. By properly thresholding the array of detected signals, the
result can be fed back to LCTV1 for the next iteration, and so on.

The liquid crystal panels we used happen to be color LCTVs, for which the
color pixel distribution is depicted in Fig. 7.56. Every third neighboring RGB
pixel element is normally addressed as one pattern pixel, called a triad.
Although each pixel element transmits primary colors, a wide spectral content
can be produced within each triad. If we denote the light intensity of the pixel
element within a triad as IR(x,y\ I G ( x , y ) , and 7B(x, y), the color image
intensity produced by the LCTV is

/(.x, y) , y) + ]G(x, y) + /B(x, y). (7.76)

White
Light
Source

Fig. 7.54. A polychromatic NN using cascaded color LCTVs.
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Fig. 7.55. Display formats, (a) For input pattern, (b) For the IWM.

A block diagram of the polychromatic neural network (PNN) algorithm is
illustrated in Fig. 7.57. A set of reference color patterns is stored in the NN;
then each pattern is decomposed into three primary color patterns, which are
used as the basic training sets. For the learning phase, three primary color
IWMs should be independently constructed, allowing a multicolor IWM to be
displayed on LCTV2. If a color pattern is fed into LCTV1, the polychromatic
iterative equation is

Ulk(n B

(7.78)

To demonstrate the PNN operation, we used a heteroassociation polychro-
matic training set, as shown in Fig. 7.58. By implementing the heteroassoci-
ation model, as described in Sec. 7.8.1, a multicolor IWM is converged in the
network. When a red color A is presented to the PNN, a corresponding red
Chinese character is translated at the output end. Similarly, if a blue Japanese
Katakana is presented, then a blue color A will be observed. Thus, the PNN
can indeed exploit the spectral content for pattern recognition.

0000

Fig. 7.56. Pixel structure of the color LCTV.
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Fig. 7.57. Block diagram representation of the polychromatic NN algorithm.

Polychromatic Training Set

Blue Red

Polychromatic
Neural Network

Blue Red

Output

Fig. 7.58. A heteroassociation polychromatic NN.
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EXERCISES

7.1 Suppose that the resolution of the SLMs is given by 100 lines/mm and
the CCD array detector is given as 20 lines/mm. Referring to the FPD of
Fig. 7.5, compute the space-bandwidth product of the hybrid-optical
processor.

7.2 Assume that the spatial frequency content of the SLM1 is given as 10
lines/mm. Calculate the space-band width requirement for the SLM2 for
a Vander Lugt spatial filter. Assume that the focal length of the transform
lens is 400 mm.

7.3 Assume that K number of input objects are displayed on the input LCTV
panel of a JTC, shown in Fig. 7.6, as given by

/(x, y) = £ fk(x ~ afc, y — bk),
* = i

where (afc, frfc) denotes the locations of the input objects. The LCTV has an
inherent grating structure so that its amplitude transmittance can be
written as

t(x, y) = f(x, y)g(x, >>),

where g(x, y) represents a two-dimensional grating function of the LCTV.
(a) Compute the output complex light distribution.
(b) Identify the output auto- and cross-correlation terms of part (a).
(c) To ensure nonoverlapping distributions, determine the required loca-

tions of the input functions.
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7.4 To avoid overlapping cross-correlation distributions, the symmetric loca-
tions of the object functions on the LCTV should be broken; for example

f(x, y) = fi(x -a,y-b) + f2(x, y - b) + f3(x - a, y) + /4(,x, y + b).

Determine the output cross-correlation distributions.
7.5 The optical disk-based joint-transform correlator (ODJTC) of Fig. 7.8

can be represented by the block diagram of Fig. 7.59, where FL represents
the Fourier-transform system and PBS is the polarized beam splitter. Let
f(x, y) and g(mx, my) be the input and the magnified OD reference
function, respectively. Assume that the 2-f Fourier-transform system is
used in ODJTC
(a) Determine the relationship between the focal lengths FL1 and FL2.
(b) Assuming that the space bandwidth of the input and the reference

OD functions are identical, compute the requirement of the Fourier-
transform lenses.

(c) Letting the space-bandwidth product of part (b) be W, determine the
required incident angle 6 formed by the input and the reference
beams. (Hint: Consider the focal depth of the Fourier-transform lens.)

7.6 One of the basic constraints of the ODJTC is the continuous movement
of the OD reference functions. For simplicity, assume that the motion of
the OD reference is restricted to the meridian plane perpendicular to the
optical axis of FL1 of Fig. 7.8.
(a) Calculate the transmittance of the OD-based JTPS.
(b) Assuming that the allowable tolerance of the shifted fringes is limited

to 1/10 cycle, calculate the allowable displacement of the OD during
the operation cycle.
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7.7 Consider the ODJTC as depicted in Fig. 7.59. Assume that the input
function is located behind the joint-transform lens FL2 and also that the
focal length of FL2 is /2.
(a) Calculate the Fourier spectrum of/(x, y) at the SLM.
(b) To match the quadratic-phase factors of the input and reference OD

function, determine the location of the OD.
(c) Compute the position tolerance of the OD. Assume that m — 10,

SBP - 200, h = 20 mm, and A = 0.5 //m.
7.8 Note that line and continuous tone patterns can be encoded onto the

optical disk in the pit array, thus allowing the enclosed OD patterns to
be addressed in parallel. Assume that the encoding is in binary form.
(a) Describe two encoding techniques for the OD images.
(b) Are the techniques in part (a) suitable for both binary and gray-scale

image patterns? Explain.
7.9 Referring to the ODJTC of Fig. 7.60, the duty cycle of the LCTV is 33 ms

and the response time of the SLM is about 10 to 155/*m. Suppose that
the disk size is 120mm in diameter and that it is rotating at lOOOrpm.
Further assume that the OD pattern size is about 0.5 x 0.5 mm2 with
0.01 mm spacings, and that the patterns are recorded between radii of 30
and 55 mm within the disk. Calculate the average operating speed of the
system.

7.10 If we use a 3-in color LCTV with 450 x 220 pixel elements and assume
that the independent addressable pixels are 2 x 2 color pixel elements:
(a) Evaluate the number of fully interconnected neurons that can be built

using this LCTV.
(b) If the number of output neurons is assumed to be 10, what would the

input resolution requirement be?
7.11 Let the size of a 450 x 2220-pixel LCTV panel be 6 x 4 cm2. If the

LCTV is used to display the memory matrix (IWM) in an optical neuron
network:
(c) Compute the number of lenses required in the lenslet array for the

fully interconnected network.

Detector

Fig. 7.60.
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(d) If the focal length of these lenses is 50 mm, compute the required
diameter of the lenses to match an input pattern of 2 x 2 cm2.

(e) Assuming that the diffraction angle of the diffuser is 18°, and the
transmittance of the LCTVs is 10 percent, estimate the power budget
of the ONN.

7.12 Refer to the misalignment limitations for the VLC and JTC as discussed
in Sec. 7.1.4.
(a) Evaluate the transversal (filter) tolerance for these correlators.
(b) Sketch the correlation performance as a function of shifted filter

plane.
7.13 Write an implicit correlation-detection equation as function of longitudi-

nal misalignment for the VLC and JTC, respectively. Sketch the correla-
tion performances for these correlators.

7.14 Consider a quasi-Fourier transformer as shown in Fig. 7.61, in which h is
the width of an input object.
(a) Calculate the corresponding focal depth of the processor.
(b) Evaluate the allowable object displacement.
(c) Comment on your result.

7.15 Refer to the unconventional JTC of Fig. 7.62. Evaluate the allowable focal
depth 3 and incident angle 6, respectively, where b is the spatial width of
the input objects.

7.16 Besides the trivial advantages of improving detection efficiency and SLM
pixel utilization, show that the intrapattern correlations (which produce
false alarms) can be eliminated by a nonzero-order JTC.

7.17 Show that a nonzero order JTC can also be achieved by using phase-
shifting technique. In other words, by changing the sign of the reference
function, a nonzero-order JTPS can be obtained by subtraction. Compare
with the nonzero-order JTC in Sec. 7.2.2.

object function

Monochromatic
Plane Wave

reference function

Fig. 7.61.
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Fig. 7.62.

7.18 (a) State the advantages of using a nonzero-order JTC as compared with
the conventional JTC.

(b) What is the price paid to gain these advantages?
7.19 Pattern discriminability is probably one of the most important criterion

used for optical pattern recognition, which is defined by the signal-to-
clutter ratio as given by

SCR
API
CPI

where API is the autocorrelation peak intensity and CPI is the maximum
cross-correlation peak intensity. Show that phase-encoded JTC can
indeed improve the SCR (i.e., SCR > 1).

7.20 Most of the SLMs are amplitude-modulated devices. To improve the
performance of pattern detection, one may use the position-encoded JTC.
Illustrate that the position-encoded JTC can indeed improve pattern
discriminability.

7.21 One of the major advantages of using a hybrid JTC is adaptivity, by
which iterative processing can be performed. Conventional JTC suffers
strong background noise, which produces low diffraction efficiency. We
assume two targets are embedded in random bright background terrain,
which produces poor correlation peak intensities at the output plane.
Show that higher correlation peak intensities can be produced by con-
tinuous JTC-iterative processing.
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7.22 Using a colinear RGB coherent illumination:
(a) Sketch a Fourier-domain polychromatic processor by which the

multitarget set can be detected.
(b) If temporal spatial filters are being encoded with the Vander Lugt

interferometric technique, sketch and explain the procedure for how
those filters can be synthesized.

(c) By proper implementation of the filters of part (b) in the Fourier
domain of part (a), show that polychromatic target detection can be
indeed obtained at the output plane.

7.23 To synthesize a set of temporal holograms (i.e., matched filters) for
polychromatic pattern detection in a VLC, one can use spectral disper-
sion with an input-phase grating. Assume the spatial-frequency limit of
the polychromatic target is 10 hz per min, focal length of the transform
lenses is 300 mm, and wavelengths of the RGB light source are 600 nm,
550 nm, and 450 nm, respectively.
(a) Calculate the sampling frequency requirement of the phase grating.
(b) Sketch the interferometric setup for the filter synthesis.
(c) What would be the spatial-carrier frequency of the set of matched

filters?
(d) Evaluate the output polychromatic correlation distribution.

7.24 Assume a color LCTV is used at the input plane of a VLC; the pixel
structure is shown in Fig. 7.24.
(a) Sketch a diagram to show that a set of RGB matched filters can be

interferometrically synthesized at the Fourier domain.
(b) Evaluate the recorded matched filters.
(c) Evaluate the output polychromatic correlation distribution.

7.25 Refer to LCTV panel of Fig. 7.24.
(a) Show that isolated RGB-JTPS can be captured by a color CCD

array detector.
(b) If one replicates the RGB-JTPS in the LCTV panel for correlation

operation, show that high efficient polychromatic correlation detec-
tion can be obtained.

(c) If we assume that the RGB-JTPS is replicated into N x N arrays,
what would be its correlation efficiency?

(d) Is it possible to use partial-spatial-coherent RGB light for JTC
correlation detection of the replicated JTPS arrays of part (c)? What
would be the spatial-coherent requirement of the light source?

(e) Comment on the correlation peak intensity and noise performance by
using a strictly coherent and a partial-spatial-coherent source.

7.26 Refer to the autonomous target tracking of Sec. 7.4.1. The location of the
correlation peak as a function of the target's translation in the x direction
is plotted in Fig. 7.63(a). Considering the limited resolution of the array
detector, find the minimum speed of the target that can be properly



Exercises 429

10 20 30 40 50
Target Translation: x-direction (mm)

(a)

0 10 20 30 40 SO 60

Target Translation: y-direction (mm;

(b)

Fig. 7.63.

tracked using the JTC of Fig. 7.6, if the duty cycle of the JTC is 0.05 sec.
7.27 Refer to the role of the correlation peak position as a function of target

motion in Fig. 7.63.
(a) Determine the aspect ratio of the image array.
(b) Assuming that the target is revolving in a circular path and the

system is set to run autonomously, calculate the tracking errors after
five revolutions.

7.28 Refer to Sec. 7.4, and consider the dynamic state of the target at the kth
frame as given by

x(k)

The velocity and the acceleration of the target can be handled by the JTC
system of Fig. 7.6. Describe a Kalman filtering procedure so that
multitarget tracking can be performed by the proposed hybrid-optical
JTC.
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(a)

7.29 A target training set is provided in Fig. 7.64(a).
(a) Using a simulated annealing algorithm, synthesize a bipolar compos-

ite filter (SABCF).
(b) Evaluate (by computer simulation) the normalized correlation peak

intensity (NCPI) as a function of training targets.
(c) Plot the NCPI and the discrimination ratio (DR) as a function of

training targets.
7.30 Repeat the preceding exercise for a 16 x 16 pixel frame, and compare

your result with the 8 x 8 pixel frame.
7.31 If the antitarget set of Fig. 7.64(b) is included for the synthesis,

(a) Evaluate the SABCF.
(b) Plot the NCPI and DR as a function of training targets.
(c) In view of the preceding results, comment on the performance

capacity for using both target and antitarget sets.
7.32 Refer to the target and antitarget sets of Figs. 7.64(a) and (b).

(a) Synthesize a 3-level SA composite filter.
(b) Plot the NCPI and DR as a function of training targets.
(c) Compare part (b) with the results obtained in the preceding exercise.

7.33 To demonstrate the shift-invariant property of the JTC-NNC in Sec. 7.6,
we have shifted the input "2" upward and left by 8 x 8 pixel, is shown in
Fig. 7.65. Assume that the SLM has 640 x 480 pixels, and each letter is
fitted within a 32 x 32 pixel window.
(a) Show (by computer simulation) the output correlation as obtained

from a binarized JTPS.
(b) What would be the allowable shift of "2" without causing any

possible classified error?
7.34 To investigate the noise performance of the JTC-NNC of Sec. 7.6, assume

that the set of input characters in the preceding exercise is embedded in
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an additive white Gaussian noise with a standard deviation of a = 60,
and a = 100, as shown in Fig. 7.66.
(a) Show (by computer simulation) the output correlation distributions

for both cases.
(b) By defining the signal-to-clutter difference (SCD) for the pattern

classification criterion,

SCD -API -CP1,

where API and CPI are the auto- and cross-correlation peak intensities,

(a) (b)

Fig. 7.66.
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plot SCD as function of character number for o — 60 and a = 100,
respectively.

(c) Comment on the results obtained in part (b).
7.35 Assume that a 10-mm-thick LiNbO3 photorefractive crystal is used for

a transmission-type hologram, and that the wavelength of the light source
A = 514 nm and the writing angle is about 45°.
(a) Compute the allowable reading angular deviation.
(b) Repeat part (a) for a reflection-type hologram.
(c) Draw a vector diagram to represent the reading direction for the

two-grating structure in a photorefractive crystal using the same
reading wavelength. Assume the same amplitude is used and that the
angular separation is denoted by A0.

7.36. Refer to the spatial division scheme shown in Fig. 7.67 where (a) shows
the recording setup and (b) shows the reading setup. Assume that the
SUM has 256 x 256 pixel arrays and that the pixel size at P (the
interconnection pattern) is about 50 pm. Calculate the minimum angular
separation between the object illuminator beams B and B'. Notice that
the illuminating wavelength is assumed A — 480 nm.

7.37 Refer to the reflection-type matched filtering in Sec. 7.7. State the major
advantages of using this type of photorefractive crystal filter. Are there
any major disadvantages? Explain.

Q
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7.38 Refer to the compact joint-transform correlator of Fig. 7.40. Assume that
a 10-mm- thick LiNbO3 crystal is used for the joint-transform filter and
that the illuminating wavelength is A — 500 nm. If the object separation
is about 2/i = 10 mm and the focal length of the transform lens is 300 mm,
calculate the maximum allowable width of the object.

7.39 Assume that the distribution of a target signal is Gaussianly distributed
as given by

~

271(7

(a) Evaluate the corresponding wavelet matched filter (WMF).
(b) Evaluate the output correlation distribution, if one uses ax — ay = <j,

and ax — ay = 2a, respectively.
(c) If the input target is embedded with an additive white Gaussian noise

AT = cr/2, calculate the output signal-to-noise ratios for part (b).
7.40 A set of English letters {BPRFEHL} is to be stored in an 8 x 8 neuron

network.
(a) Construct a Hopfield memory matrix.
(b) Construct an IPA memory matrix.
(c) Show that the Hopfield model becomes unstable, but that the IPA

model can recall the letters with unique certainty.
(d) What is the minimum number of letters in this set that can be stored

using the Hopfield model?
7.41 Estimate the minimum number of patterns that can be stored in an

N x N neuron Hopfield network:
(a) For 8 x 8 neurons.
(b) For 64 x 64 neurons.

7.42 (a) Repeat the preceding exercise for the IPA model.
(b) Compare the results with those obtained from the Hopfield model.

7.43 Considering the input-output training set of Fig. 7.68 and using the IPA
model,
(a) Develop a one-level heteroassociation neuron network.
(b) Construct a heteroassociation IWM.
(c) Estimate the number of storage patterns for a 4 x 4 neuron hetero-

association network.
7.44 (a) Develop a computer program using the IPA model for a heteroassoci-

ation neural network.
(b) If the input- output patterns of Arabic numerals (1,2,3) are to be

translated into Roman numerals (I, II, III}, construct a heteroassoci-
ation IWM for 8 x 8 neurons.

(c) Construct a heteroassociation IWM to translate (I, II, III} as { 1, 2, 3}.
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Fig. 7.68.

(d) Show that the partial input of an Arabic numeral will produce the
correct Roman numeric translation.

7.45 (a) What are the major differences in operation between the Kohonen
and the Hopfield neural nets?

(b) Describe the effects and the strategies for selecting the neighborhood
Nc(t) in a Kohonen neural net.

7.46 Assume that the initial memory matrix in a Kohonen neural net is
distributed by the 50% random noise shown in Fig. 7.53(b). A training
set of Roman letters {A, B, C, X] is to be stored in the self-organizing
neural net, in which a linear learning speed is used, where a(0) = 0.02 and
a = 0.00005.
(a) Simulate the memory matrix space after 200 iterations.
(b) Repeat part (a) for 400 iterations.
(c) Compare the results of parts (a) and (b).

7.47 Refer to the polychromatic neural network of Fig., 7.58.
(a) Simulate a polychromatic heteroassociation IWM for pattern trans-

lations.
(b) Show (by simulation) if a partial input of "red" A will result in the

correct translation of a "red" Chinese character, as shown in this
figure.
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8.1. DIGITAL INFORMATION STORAGE

Energy and mass are the fundamental physical quantities. Time and space
are the fundamental physical dimensions. The pattern of the distribution of
energy over time or space generates information. By this definition, any object
continuously generates new information. Energy is transmitted from a source
and finally is detected by a detector. The transmitted energy of desired
information is known as the signal. The detected energy from unwanted
information is called noise. Human beings are the ultimate detector for
detecting information and translating it to meaningful abstract knowledge.
Information storage involves a medium that stores the spatial energy pattern
at a given time, and represents the stored pattern at a later time. A spatial-
energy pattern can always be converted into a temporal pattern by a scanning
process.

As was mentioned by Yu [1], light is not only part of the stream of energy
that supports life, but also provides us with an important source of informa-
tion. Information storage with optics, or simply optical storage, as we use this
term throughout this chapter, is the medium that is able to store the pattern
of light intensity. Upon stimulation, the medium presents back a pattern of
light intensity identical to the previously stored pattern.

As mentioned above, information is a pattern of fluctuating energy. The
signal is the desired information that propagates from one site to another and,
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therefore, is dynamic. However, data, which is the formatted information, is
static. If the fluctuation of the energy is measured continuously and is
represented by a real number, it is an analog signal. On the contrary, if it is
measured in a discrete way and is represented by an integer, it is a digital
signal. In other words, a digital signal is sampled and quantized.

A signal is meaningful only after it is detected. The accuracy of the
interpretation of a received signal depends on the ability of the detector to
resolve two positions and also two values. In the context of optical information
processing and storage, energy is in the form of light intensity and the detector
is a photodetector that converts light intensity into an electric signal. The
resolving power for a given position is determined by the pixel size of the
detector, while the resolving power for intensity is determined by the sensitivity
of the detector. By taking both the smallest separable distance and the smallest
separable intensity as units, any analog signal is indeed converted into a digital
signal because it is unavoidably sampled and quantized by the detector.

Nevertheless, what is commonly called a digital signal is not the quantized
signal but the binarized signal. Quantized values are represented by integers
such as 0,1,2,3,. . . ; however, binarized values are represented by binary
numbers; i.e., 0 and 1 only. Binary numbers use a base of 2 while decimal
numbers use a base of 10. For example, decimal 1 is 1 in binary, 2 is 10, 3 is
11, 4 is 100, 5 is 101, etc. The length of a binary number is represented in bits,
which stands for a binary unit. Thus, 1 is one bit, 10 and 11 are two bits, 100
and 101 are three bits, etc. Since there are only two states, 0 or 1, for binary
data, it is easy to restore the distorted binary data to the correct data by
applying a threshold at 0.5. Provided that information is stored in a binary
form in optical storage, the amount of stored information can be represented
in bits. For illustration, if a tiny photographic film can store just a picture of
a checkerboard with 64 black-and-white squares, the storage capacity is 64 bits.

8.2. UPPER LIMIT OF OPTICAL STORAGE DENSITY

It is well known from diffraction theory [2, 3] that a lens can focus light to
a spot that is limited by the diffraction. This spot is sometimes called an Airy
disk, which has a central bright spot surrounded with ring fringes. The
diameter of the central bright spot of the Airy disk is

0 = 2.44^ A, (8.1)

where / and D are the focal length and the diameter of the lens, and /, is the
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wavelength of light. In practice, one may take an approximation

Q x L (8.2)

For further simplification, one may consider that an area of A2 is required
to store a bit optically. Thus, the upper limit of storage capacity for a 2-1)
medium is

(8.3)

By considering the third dimension, one may similarly infer that a volume of
A3 is required to store a bit in a bulk optical memory, and the upper limit of
the storage capacity for 3-D medium becomes

. (8.4)

Instead of an image, we may alternatively record its Fourier-transform
hologram as the memory. The original image would appear when the holo-
gram is illuminated with the same reference beam as it was recorded. A
hologram has a total area of a x a, and the size of its smallest element is / x /,.
The image is holographically formed by a Fourier-transform lens. Recalling
Fourier analysis [2, 3, 4], the smallest element A x A will determine the size of
the image that is proportional to I/ A x I/A, and the size of the hologram a x a
will determine the size of the smallest element of the image, which is propor-
tional to I/a x I/a. Correspondingly, the storage capacity of a hologram is

SCH = -75 . (8.5)
A~

The storage capacity of the image is

SC-l-!£-?- ( 86 )5C, - i / f l 2 - _ (8.6)

The storage density of 2-D medium is the same; that is, I/A2, regardless of
whether there is a direct bit pattern or a hologram. However, as we will find
in a later section, the density of near field optical storage is higher than the
limit set by the diffraction, since no diffraction occurs in near field optics.

When a bulk holographic medium is used to make a volume hologram, it
can be multiplexed by n holograms. The maximum multiplexing is

(8,7)
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where d is the thickness of the volume hologram. By combining Eqs. (8.5) and
(8.7), the storage capacity of a volume hologram can be calculated as follows:

a21 A2 Volume ,.)
VH d/A /.3

Referring to Eqs. (8.8) and (8.4), the upper limit of the storage density for a
3-D medium is I/A3 regardless of whether we record directly the bit pattern
plane by plane in the 3-D storage or we record and multiplex each individual
volume hologram. This principle was first formulated by van Heerden in 1963
[5-6].

8.3. OPTICAL STORAGE MEDIA

Prior to discussing the architecture of optical storage, this section overviews
commonly used materials for optical storage. Only the basic storage mechan-
ism of each material is discussed in this section.

8.3.1. PHOTOGRAPHIC FILM

Photographic, or silver halide film is the most popular medium for storing
an image. A photographic film or plate is generally composed of a base made
of transparent acetate film or a glass plate, and a layer of photographic
emulsion. The emulsion consists of a large number of tiny photosensitive silver
halide grains which are suspended more or less uniformly in a supporting
gelatin. When the photographic emulsion is exposed to light, some of the silver
halide grains absorb optical energy and undergo a complex physical change;
that is, grains that absorb sufficient light energy are immediately reduced,
forming silver atoms. The aggregate of silver atoms in the silver halide grain is
called a development center. The reduction to silver is completed by the
chemical process of development. Any silver halide grain containing an
aggregate of at least four silver atoms is entirely reduced to silver during
development. The grains that have not been exposed or that have not absorbed
sufficient optical energy will remain unchanged. If the developed film is then
subjected to a chemical fixing process, the unexposed silver halide grains are
removed, leaving only the metallic silver particles in the gelatin. These
remaining metallic grains are largely opaque at optical frequencies, so the
transmittance of the developed film depends on their density.

Silver halide emulsions can be used to produce phase as well as amplitude
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modulation [7]. In order to produce phase modulation, it is necessary to
obtain the final image in the form of grains of a transparent dielectric
compound (such as silver halide) instead of the opaque metallic silver. This can
be achieved by bleaching, following the development process, to remove the
silver image from the emulsion. The remaining silver halide is then desensitized,
The desensitized silver halide modulates the phase of light passing through i t .

8.3.2. DICHROMATED GELATIN

Gelatin is traditionally made from the parts of cows that people do not eat
[8]. If one takes all the gristle, hooves, and bone and boils them for a long
time, they end up as glue. If this glue is further refined, the final product is
gelatin. Gelatin can absorb a very large amount of water and still remain rigid;
in other words, it swells in water. Gelatin film is not intrinsically sensitive to
light. Nevertheless, through chemical sensitization, usually by adding ammo-
nium dichromate ([NH4)]2Cr2O7), it is possible to induce changes in the
gelatin that make it light sensitive.

The mechanism of the photochemical process which occurs when the
dichromated gelatin is exposed to light is not well understood [7,8,9],
However, it is generally accepted that absorption of light is by the Cr6+ ion,
and that reduction occurs to Cr3 + ions. As a result of reaction with the gelatin,
the gelatin molecular chains in the regions exposed to more light have more
cross-linking. These regions swell less when immersed in water, and, if rapidly
dehydrated by exposure to alcohol, differential strains are produced between
regions of maximum and minimum swelling. These strains modify the local
index of refraction.

Gelatin film can be prepared by dip-coating and doctor-blading on a
substrate. Since a photographic plate contains gelatin in the emulsion, an
alternative approach is to remove the silver halide from the emulsion of a
commercial photographic plate; e.g., Kodak 649F. As mentioned in the
previous subsection, the silver halide can be removed by washing the unex-
posed photographic plate in fixer and then water.

8.3.3. PHOTOPOLYMERS

Polymerization is a process in which two or more molecules of the same
substance unite to give a molecule (polymer) with the same composition as the
original substance (monomer), but with a molecular weight which is an integral
multiple of the original. Of the many methods available for polymerizing a
substance, one important method involves the use of light; hence the term
photopolymer [7,10]. In a photopolymer, the required state of polymerization
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can be accomplished either through direct interaction of light with the polymer
itself, or through an intermediary such as a photosensitizer.

A commercially available photopolymer contains a monomer and a photo-
sensitizer incorporated with a polymeric binder to form a soft film [11], During
exposure, partial polymerization of the monomer occurs to an extent that is
dependent upon the local intensity of the recording radiation. Since the
distribution of the remaining monomer is not uniform, diffusion of monomer
molecules takes place during and after exposure to regions of low concentra-
tion. The polymer molecules effectively do not move. After polymerization and
diffusion are completed, diffraction efficiency can be considerably increased by
a uniform postexposure using a fluorescent light. The postexposure may also
desensitize the photosensitizer. The refractive index modulation is produced by
the variations in polymer concentration.

8.3.4. PHOTORESISTS

Photoresists are organic photosensitive materials that are commonly used
in photolithography for the fabrication of integrated circuit (1C) chips. There
are two types of photoresists, negative and positive. After exposure to light,
negative photoresists become insoluable in solvent due to polymerization or
other processes. The areas which were not exposed to light are washed away,
leaving a pattern of the exposed image. On the other hand, positive photo-
resists become soluble in the solvent because of depolymerization or other
processes due to the action of light. An image or holographic interference
pattern is recorded as a surface relief pattern of the photoresist layer. The
resulting surface relief patterns enable preparation of reflection holograms
through aluminum coating and mass duplication of holograms through em-
bossing [8,12], The developed photoresist can also be used uncoated as a
phase hologram [12].

8.3.5. THERMOPLASTIC FILM

Thermoplastic film, also known as a photoplastic device, involves the
surface deformation of a transparent layer such that the phase of the light beam
passing through the layer will be modulated. The essential elements in the
thermoplastic process are the creation of an electric field pattern inside the
thermoplastic layer, which is a copy of the incident optical pattern, and the
pulse heating of the thermoplastic layer, which causes the thermoplastic to be
molded according to the electric field pattern [13].

The device is composed of a glass substrate that is coated with a transparent
conducting layer (tin oxide or indium oxide), on the top of which is a layer of
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photoconducting material, followed by a layer of thermoplastic. For the
photoconductor, poly-n-vinyl carbazole (PVK) sensitized with trinitro-
fluorenone (TNF) can be used with an ester resin thermoplastic [14].

Before exposure, the thermoplastic layer is charged by a corona device while
the transparent conducting layer on the glass substrate is grounded. The
positive ions from the ionized air are deposited on the surface of the thermo-
plastic layer. The voltage is capacitively divided between the thermoplastic and
photoconducting layers. After the charging process, the thermoplastic layer can
be exposed to the signal light. The illuminated region displaces the charge from
the photoplastic interface to the transparent conducting layer through the
photoconducting layer, which in turn reduces the surface potential of the outer
surface of the thermoplastic. The thermoplastic layer is then recharged to the
original surface potential. The electric field across the thermoplastic increases
in the illuminated area as a result of the second charging, although the surface
potential is now uniform. The thermoplastic is developed by raising its
temperature to the softening point and then rapidly reducing it to room
temperature. Surface deformation caused by the electrostatic force then pro-
duces a phase recording of the intensity of the input light. This recording can
be erased by raising the temperature of the thermoplastic above the melting
point, thus causing the surface tension of the thermoplastic to flatten the
surface deformation and erase the recording.

8.3.6. PHOTOREFRACTIVE MATERIALS

Holographic storage in lithium niobate (LiNbO3), which is a photorefrac-
tive crystal, was first demonstrated by Chen et al, in 1968 [15]. Photorefractive
materials are crystals that contain electron traps. Exposure of photorefractive
materials to light excites electrons from traps to the conduction band, where
electrons can freely move. The free electrons diffuse thermally or drift under
applied or internal electric fields and become retrapped, preferably in regions
of low-intensity light. The space charge buildup continues until the field
completely cancels the effect of diffusion and drift; i.e., the current is zero
throughout. The resulting charge distribution modifies the refractive index of
the material by the linear electro-optic effect.

The electron traps are generated by intrinsic defects and residual impurities.
The sensitivity of the crystal can be dramatically increased by adding iron to
the crystal lattice. For example, Fe2O3 is added when a crystal of lithium
niobate (LiNbO3) is grown by means of the Czochralski process. Iron enters
the crystal lattice as Fe2 + and Fe3 + ions. These two species of iron ions are
initially evenly distributed throughout the crystal. When Fe2+ is exposed to
the input light, an electron is excited to the conduction band of the crystal
lattice, and Fe2+ becomes Fe3 + . Migration of electrons occurs in the conduc-
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tion band of the crystal until they become trapped once more by Fe3 + ions in
the low-intensity regions.

8.3.7, PHOTOCHROMIC MATERIALS

Photochromic materials have two distinct stable states A and B called color
centers, since they are associated with absorption bands Ax and A2, respectively
[16]. When illuminated with light of lt, the material undergoes a transition
from stable state A to B. After the transition is completed, the material is no
longer sensitive to kv The absorption band of the material has shifted to A2.
Thus, optical data can be written using light of ij and read out using light of
12. However, when the material is illuminated with light of /12, the process
reverses and the material reverts to its stable state A from B. The reversal may
also occur naturally in the dark or it may be caused by heating.

Inorganic photochromic materials are often insulators or semiconductors
with a large energy gap between the valence and conduction bands. The
presence of imperfections in the crystal lattice or impurities cause the appear-
ance of additional localized energy levels, A and B, within the bandgap. When
the material is exposed to light of /1? electrons are excited from level A into
the conduction band and then captured by electron traps in level B. The
trapped electrons can be returned to level A by irradiating the material with
light of /U, which is the energy required to excite an electron from level B into
the conduction band. Since /2 > /L 1 5 in the thermally stable state, traps A will
be occupied in preference to traps B.

Holograms may be recorded in photochromic materials either using A t or
A2. The recorded hologram can be read using the same wavelength / j or A2.
The reading process is rather complex, and involves refractive index modula-
tion, which accompanies absorption modulation [17]. In organic photo-
chromic materials, the effect generally involves a change of molecular structure,
such as cis-trans photoisomerization. Isomers are compounds possessing the
same composition and the same molecular weight, but differing in their
physical or chemical properties. Cis-trans isomerism is due to different arrang-
ments of dissimilar atoms or groups attached to two atoms joined by a double
bond. While the change in refractive index of photochromic materials is usually
small, photochromism in cis-trans isomers of stilbene and other organic
materials can produce relatively large refractive index changes [18 j.

8.3,8. ELECTRON-TRAPPING MATERIALS

Electron-trapping or ET materials [19] are similar to photochromies in the
sense that they both have two reversible stable states A and B that can be
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switched by the absorption of light of /.j and A2. In contrast to photochromies,
the stimulated emission of /3 from ET material is utilized as output instead of
the absorption of the reading light of A2. An example of an ET material is
SrS:Eu,Sm. The mechanism of light emission is as follows: Both the ground and
excited states of each impurity (Eu and Sm) exist within the bandgap of the
host material (SrS). Blue writing light (A{ — 488 nm) excites an electron in the
ground state of Eu2 + into its excited state. Some of the electrons at this higher
energy level of the Eu2+ tunnel to the Sm3+ ions, where they remain trapped
until stimulated by an infrared reading light of A2, The Sm2+ ions so formed
are thermally stable deep traps of about 1.1 to 1.2 eV. Such a material has to
be heated to about 250°C before the electrons are freed. Upon stimulation with
an infrared reading light (/t2 = 1064 nm), trapped electrons then tunnel back
to the Eu ions, resulting in the characteristic Eu2 + emission {/3 = 615 nm)
when the electrons return to the ground state.

In addition to ET materials [19] that were originally developed as infrared
light sensors, an ET material using Eu-doped potassium chloride (KCl:Eu) has
also been reported [20]. The specimen of KCl:Eu was first irradiated with
ultraviolet light at about 240 nm. When the specimen was stimulated with
visible light of 560 nm, intense emission with a peak at about 420 nm was
observed.

8.3.9. TWO-PHOTON-ABSORPTION MATERIALS

The significance of two-photon absorption in optical storage has been known
for some time [21]. However, recent application of two-photon-absorption
materials to 3-D optical storage is usually associated with the work of
Parthenopoulos and Rentzepis [22]. Two-photon-absorption materials work
in a very similar way to ET materials. They require a write beam to record the
data, and a read beam to stimulate the excited parts of the material to radiate
luminescence. However, instead of only one photon, two-photon-absorption
materials require two photons for the transition from the ground state to the
stable excited state, and also another pair of photons to stimulate the excited
state to return to the ground state. These two photons could have the same
wavelength, although photons with different wavelengths are preferred. The
two-photon-absorption phenomenon is generally known as photon gating,
which means using a photon to control the behavior of another photon [23].

An example of a two-photon-absorption material is spirobenzopyran [22].
The mechanism of two-photon absorption is as follows: The molecule is
initially at the SI state. By simultaneously absorbing a photon at 532 nm and
another photon at 1064 nm, the molecule is first excited to the S2 state and
then stays at the stable S3 state. Upon absorption of two photons at the
reading wavelength of 1064 nm, the molecule is excited to the S4 state, which
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is unstable. The excited molecule immediately evolves to the stable state S3
with emission at about 700 nm. In this mechanism the written data can be read
without erasure. However, the real mechanism may involve other effects, since
the written data has been observed to be partially erased when it is read out
[24]. To completely erase the written data, the two-photon-absorption mater-
ial must be heated to about 50°C or irradiated with infrared light. By raising
the temperature, the molecules in the S3 state revert to the original state SI.
Note that ET materials also demonstrate two-photon absorption [25].

8.3.10. BACTERIORHODOPSIN

Bacteriorhodopsin is a biological photochromic material [26]. It is the
light-harvesting protein in the purple membrane of a microorganism called
Halobacterium halobium. This bacterium grows in salt marshes where the salt
concentration is roughly six times that of seawater. Bacteriorhodopsin film can
be made by drying isolated purple membrane patches onto a glass substrate or
embedding them into a polymer. The use of bacteriorhodopsin-based media is
not restricted to the wild-type protein. A set of biochemical and genetic tools
has been developed to greatly modify the properties of the protein.

Bacteriorhodopsin is the key to halobacterial photosynthesis because it acts
as a light-driven proton pump converting light energy into chemical energy.
The initial state of bacteriorhodopsin is called the B state. After absorption of
a photon at 570 nm, the B state changes to the J state, followed by relaxation
to the K and L states. Finally, the L state transforms into the M state by
releasing a proton. The M state is a stable state, which can be driven back to
the B state by absorption of a photon at 412 nm and capturing a proton.
Reversing the M state to the B state can also be performed by a thermal
process. The B and M states are the two distinct stable photochromic states in
bacteriorhodopsin. Instead of absorption of a photon at 570 nm and 412 nrn
for each transition between the two states, the simultaneous absorption of two
photons at 1140 nm and two photons at 820 nm can also stimulate the
transition [27].

8.3.11. PHOTOCHEMICAL HOLE BURNING

In photochromism, the absorption of light at Al changes the absorption
coefficient at A2, and vice versa. The material has only two absorption bands
at A j and x2, of which only one can be in the activated condition. On the other
hand, in photochemical hole burning, a large number of absorption bands,
theoretically as large as from /i^ to A1000, can exist at the same time and the
same position [28,29].
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The absorption frequencies of dye molecules (impurities) embedded in a
solid optical matrix are generally shifted due to their interaction with the
surrounding matrix. The absorption lines of the dye molecules give rise to a
broad continuous inhomogeneous optical absorption band. The dye molecules
undergo photochemical reactions when they are irradiated by light of a certain
frequency. After the material sufficiently absorbs optical energy at A1? the
material can absorb no more light at Al. In other words, the A j absorption
band is bleached out, so that a spectral hole appears in the broad in-
homogeneous absorption band. The spectral hole can be read using light of the
same wavelength AI. Similar to two-photon absorption materials, two photons
at A2 and A3 may be used at the same time for writing, while a photon at A { is
used for reading [23]. At the present time, the main difficulty of these materials,
organic or inorganic, is that they must be kept at a very low temperature
(<100K) .

8.3.12. MAGNETO-OPTIC MATERIALS

Magneto-optic (MO) materials store binary information as upward and
downward magnetization [30,31]. The most commonly used MO medium is
a thin film of a manganese bismuth (MnBi) alloy. The recorded data is read
out using a linearly polarized laser beam, which undergoes a small rotation
because of the Faraday or Kerr effect. The polarization of the beam is rotated
to the left or right, depending on whether the magnetization is upward or
downward. In the transmissive Faraday effect, the rotation angle is propor-
tional to the film thickness. In reflective readout, there is a rotation of the
polarization through the Kerr effect. This Kerr rotation is a sensitive function
of the incidence angle. The Kerr rotation seldom exceeds 1 . In principle, the
intensity modulation can be obtained by applying an analyzer.

Ferromagnetism is a property of some substances that are able to retain
magnetization when the external magnetizing field is removed. In ferromag-
netic materials, the magnetic moments of their atoms are aligned in the same
direction. When ferromagnetic materials are heated over a temperature called
the Curie point, atoms start a random motion due to the temperature. The
magnetic moments are in random orientation, and the materials become
paramagnetic. To write binary data onto MnBi film, the temperature of the
MnBi medium at the data spot is raised in excess of the Curie point of the
material (180°C to 360°C). The spot is heated by a focused laser beam. During
cooling from the Curie point, the magnetization of the spot can be determined
by an applied external magnetic field.

At room temperature, the MO medium is resistant to changes in magnetiz-
ation. The reverse magnetic field required to reduce the magnetization of the
recording material is called coercivity. The coercivity of MO film at room
temperature is quite high. Some materials, such as phosphorus-doped cobalt
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(Co[P]) exhibit a strong temperature dependence of the coercivity. At a
temperature of about 150°C, the coercivity is decreased by a factor of 3 from
that at room temperature. Thus, binary data can be written with a suitable
field-applied coincident with the laser heating pulse that raises the temperature
of the heated spot to 150°C (which is lower than the Curie point). Once cooled,
the data will not switch because of the surrounding magnetic field, and thus
only the area heated above 150°C is affected.

8.3.13. PHASE-CHANGE MATERIALS

Phase-change recording uses differences of reflected intensity to distin-
guish recorded binary data [30, 32]. The principle underlying optical recording
using phase-change materials is the controlled, reversible switching of a spot
between two states, usually the amorphous and crystalline states. In contrast
to liquid and gaseous states, solids are bodies having constant shape and
volume. However, a distinction is made between crystalline and amorphous
solids. In a crystalline solid, the constituent atoms are in a periodically
repeated arrangement, whereas the atoms are in a random pattern in the
amorphous state. The stored data on the phase-change thin film can be read
by passing a light beam through the thin film. The amorphous state is
transparent while the crystalline state is opaque. On the other hand, the data
can also be read by detecting the reflected light. The reflectivity of the
crystalline state can be four times that of the amorphous state.

A distinctive class of amorphous solids are glasses, which are amorphous
solids obtained by cooling from a melt. Upon slowly cooling below the melting
temperature, Tm, the liquid freezes and becomes a crystalline solid. However, if
the liquid is rapidly cooled from the melting temperature down to the glass
transition temperature, Ts, crystallization cannot occur. Instead, an amorphous
solid or glass is formed. In principle, to switch from the amorphous state to
the crystalline state, the spot is heated by a laser beam to a temperature well
above Tg, but just below Tm. The material then has sufficient time to crystallize
when it cools to room temperature through Tg. To revert from the crystalline
state to the amorphous state, the spot is heated by a laser beam to a
temperature above Tm. In this case, glass will be formed provided that after the
light pulse ends the material is cooled rapidly from Tm to Tg to prevent
crystallization.

8.4. BIT-PATTERN OPTICAL STORAGE

This and successive sections will overview architectures for optical storage.
Information to be stored and later recalled is a string of bits. Thus, the
information is 1-D, which is related to electronic information processing
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systems such as computers and other communication equipment. However,
this 1-D information is formatted in 2-D or 3-D in an optical storage system
in order to achieve the maximum storage density allowed. A straightforward
method for storing the optical information represented by a bit pattern is to
record the bit pattern directly.

8.4.1. OPTICAL TAPE

A siring of bits can be recorded on a tape. The drawback of a tape system
is that the data cannot be quickly accessed at random. The tape must be
wound from the beginning before the desired data can be read. Optical tape is
traditionally applied to movie film to store the movie's sound track.

8.4.2. OPTICAL DISK

The most successful optical storage medium is the optical disk. Figure 8.1
shows the basic structure of an optical disk. The recorded signal is encoded in
the length of the pit and the spacing of pits along the track. The distance
between two adjacent tracks (track pitch) is 1.6 /mi. The width of a pit is equal
to a recording spot size of 0.5 to 0.7 /mi. The light source used in an optical
disk system is usually a GaAlAs semiconductor laser diode emitting at a
wavelength of 0.78 to 0.83 /mi. The spot size of the readout beam is determined
by the numerical aperture (NA) of the objective lens. Typically, //NA = 1.55
is chosen, so the effective diameter of the readout spot is approximately 1 /mi,
The spot size is larger than the width of a pit, but a single readout spot does
not cover two tracks.

8.4.2.1. Read-Only Optical Disk

For a read-only optical disk, such as a compact disk for music recording
(CD) or a read-only memory compact disk for computers (CD-ROM), the

light spot

Fig. 8.1. Basic structure of an optical disk.
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recorded data cannot be changed after the disk is manufactured. The process
of optical pickup is as follows: When there is no pit, the light will be fully
reflected to the detector. When there is a pit, the focused beam will cover both
pit and the surrounding land. Both pit and land are coated with high-
reflectivity material such as aluminum (Al), so light is reflected from both the
pit and the land. The depth of the pit is made such that the phase difference
between the reflected light from a pit and the land is n. Consequently, there is
destructive interference at the detector, and less light is detected. The pit: depth
is typically 0.13 /mi.

8.4.2.2. WORM Optical Disk

A WORM (write once, read many times) disk consists of either a
polycarbonate or hardened glass substrate and a recording layer made of a
highly reflective substance (dye polymer or tellurium alloy). As with other
optical disks, the recording layer is covered by clear plastic to protect the
recording medium. WORM disk systems use a laser beam to record data
sequentially. A write beam burns a hole (pit) in the recording medium to
produce a change in its reflectivity. In contrast to the previously discussed
read-only optical disk or CD, the WORM optical disk modulates directly the
reflected intensity of the readout beam.

8.4.2.3. Magneto-optic Disk

An erasable and rewritable optical disk is best represented by a magneto-
optic (MO) disk. The MO disk makes use of MO recording material that at
room temperature is resistant to changes in magnetization. The magnetization
of the material can be changed by placing it in a magnetic field and heating it
to its Curie point, about 180°. To erase and to write new data onto a MO disk,
the heat of the write laser beam brings the recording material to the Curie
point. A bias magnet then reverses the magnetization of the heated area that
represents a bit. A low-power linearly polarized laser beam can be used to read
the data on the MO disk. According to the Kerr magneto-optic effect, the
polarization of the reflected readout beam will be rotated to the left or right,
depending on whether the magnetization of the recording material is upward
or downward. At the present time the typical rotation is less than 1 .

8.4.3. MULTILAYER OPTICAL DISK

While an optical disk is a 2-D optical storage device, a multilayer optical
disk is in the class of 3-D optical storage. A new structure for an optical disk
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Fig. 8.2. Multilayer optical disk.

having up to six layers for a read-only disk and up to four layers for a WORM
disk is also available [33]. There reportedly appear to be no fundamental
hurdles for read-only disks with 10 to 20 layers. Several formatted thin-disk
substrates are physically stacked with spacers into a single multilayer optical
disk. To change from one layer to another, the optical pickup refocuses the
objective lens to the new layer. The layers are separated by at least 100 ̂ m so
that other data surfaces are well out of focus. With the layers about 100 jum
apart, the laser beam could spread over 10,000 times more area on a layer
adjacent to the layer in focus, depending on the NA of the focusing lens.

Each disk layer must be partially transparent so that the laser can penetrate
all the layers in a stack. Each surface, however, must also be reflective enough
so the data can be read. On average, the surface would reflect only 5% of the
incident light. For comparison, a read-only optical disk reflects about 95% of
the incident light. The electronic part of the system should be modified to
amplify the output signal of the photodetector to a level compatible with
standard optical drives. At normal optical disk storage densities, a 10-layer
disk would store 6.5 gigabytes of information (a single layer stores 650
megabytes). A multilayer optical disk is schematically shown in Fig. 8.2.

8.4.4. PHOTON-GATING 3-D OPTICAL STORAGE

The objective of 3-D storage is to arrange and store a string of bits in a 3-D
structure. A book is a good analogy for 3-D storage. The 1-D bit pattern is
first arranged in a 2-D format called page memory. The stack of page memories
forms a 3-D storage medium. While we may freely open a book to select a page
to read, we cannot mechanically open a 3-D optical storage medium to select
a certain page or layer. A first approach to 3-D storage—a multilayer optical
disk —was discussed in the previous subsection. Depending on the separation
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between the two layers, the laser beam diameter on the adjacent layer may
significantly increase and the intensity may drop accordingly. This can be
easily applied to an optical disk, because both writing and reading are based
on a sequential mechanism. There is only one laser spot at a time. When a page
memory is written or read in parallel, there are many bright laser spots at the
same time. On the adjacent layers, although an individual laser spot is blurred,
there is a possibility that those blurred laser spots overlap and the super-
imposed intensity is as high as a single focused spot.

In order to be able to select a page, a switch is required to activate only a
layer at a time. The switch could be a photon-gating process in which the
writing and reading of the optical memory requires two photons at the same
site and the same time. By using a laser beam (first photon) to image the page
memory onto the selected layer and providing another laser beam (second
photon) to the selected layer only, we can selectively write or read a layer.

This scheme is best suitable for two-photon-absorption materials
[22,24,25]. The principle of this architecture is schematically shown in Fig. 8.3.
Note that the 3-D storage is a bulk transparent media made from a two-
photon-absorption material lacking a delineated layered structure. The acti-
vated layer is formed optically by illuminating the bulk medium from the side
with a sheet of light. The sheet of light is formed by focusing a collimated light
using a cylindrical lens. An experimental demonstration with one activated
layer in the bulk medium was performed recently by Hunter et al. [24].
Alternatively, the stored data can be read sequentially spot by spot instead of
a parallel reading of the whole layer. This will eliminate the difficulty of
forming a uniform sheet of light. The sequential reading architecture can also

Activating
Light

Cylindrical
Lens

Write-in
Beam

Page
Memory

Imaging Lens Two-Photon Imaging Lens
Absorption
Material

Fig. 8.3. Architecture of 3-D optical storage using two-photon-absorption materials.
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be applied to bacteriorhodopsin [27]. However, instead of a luminescence
output, a generated photovoltage is detected as the output signal from the 3-D
storage device [27].

8.4,5. STACKED-LAYER 3-D OPTICAL STORAGE

In contrast to photon-gating 3-D storage that uses a bulk medium without
a delineated layered structure, stacked-layer 3-D optical storage really consists
of a stack of layers. This architecture can be represented by 3-D storage based
on ET materials [34].

The concept that a stack of ET layers can form a 3-D optical storage device
is schematically depicted in Fig. 8.4. The formatted 2-D page memory can be
written by properly imaging the page composer onto a specific layer with blue
laser light at 488 nm. Similar to multilayer disks [33], it had previously been
calculated [34] that the diameter of the out-of-focus spot on the neighboring
layer would be 200 times larger and the intensity would be reduced by 40,000
times. However, when 1000 x 1000 bits are written in parallel, the out-of-focus
spot may overlap and superimpose. The superimposed spots may generate
serious cross-talk noise.

This cross-talk problem can be overcome by using the coding and decoding
technique given in Figs. 8.5(a) and (b), respectively. Since bits 1 and 0 consist
of the same number of bright and dark pixels, the blurred 1 and 0 coded

Blue
Write-In
Beam

Cladding / Cladding \ Cladding

Fig. 8.4. Architecture of 3-D optical storage using ET materials.
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BitT if (a+d) - (b+c) > 0

Bit "0" if (a+d) - (b+c) < 0

(b)

Fig. 8.5. (a) Coding and (b) decoding of bit "1" and bit "0" in 3-D optical storage using ET
materials.

pattern contributes uniform intensity on other layers except the layer in
focus.

To read the page memory stored in a specific layer, a sheet of 1064-nm
infrared light is addressed to the ET layer from the side of the stacked-layer
storage. The individual 4-10-/mi-thick ET thin films together with transpar-
ent cladding layers form a slab waveguide. Since the infrared reading light is
launched into the edge of the ET thin film, the infrared reading light will
propagate and be trapped inside the waveguide. The orange luminescent
emission (615 nm) corresponding to the written page memory at that layer will
be produced as a result of the infrared stimulation. Since the luminescent light
is emitted in all directions, part of it will transmit through all layers and arrive
on an array detector.

A 3-D optical storage device consisting of five layers of ET thin films has
already been demonstrated experimentally [35]. Figure 8.6(a) shows the
encoded binary input patterns of five ET layers using the coding method
shown in Fig. 8.5. Figure 8.6(b) shows the output patterns of five ET layers
following the reading method described in the previous paragraph. The direct
output patterns suffer from cross talk. However, the decoded binary outputs
can be corrected as shown in Fig. 8.6(c). There is also a possibility of
deactivating the ET thin film by applying an electric field across it.
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(a)

(b)

Fig. 8.6. Experimental results of 3-D optical storage using ET materials, (a) Encoded binary input
patterns for five layers, (b) Retrieved output from each of the five ET layers, (c) Successfully
decoded binary output patterns from (b).
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Fig. 6. Continued.

8.4.6. PHOTOCHEMICAL HOLE-BURNING 3-D STORAGE

In photochemical hole-burning optical storage [23,28,29], the third dimen-
sion is frequency instead of depth or thickness. Thus, the storage may look like
an ordinary single-layer optical disk or photographic plate, but the storage
capacity can be as high as 1000 times that of single-layer disks. Currently, the
media should be kept at a very low temperature, typically less than 100 K. This
makes it impractical at present. The application of photochemical hole burning
to optical storage is somewhat like the change from black-and-white to color
photography. Consequently, low-cost and stable semiconductor lasers would
be needed that must be tunable over a fairly large frequency range and must
operate in single mode. Lasers fulfilling these requirements are still under
development. Nevertheless, holography in photochemical hole-burning media
has also been proposed recently [36].

8.5. HOLOGRAPHIC OPTICAL STORAGE

In optical signal processing [2,4], it is widely known that an image can be
recorded either directly on a photographic plate or in a hologram. The
hologram records the interference pattern generated by the image and a
reference beam. The hologram can then be reconstructed to produce the
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original image. This section reviews techniques to store a bit pattern in a
hologram.

In the previous section, we learned that a 3-D storage in principle consists
of multilayers whether there is a delineated layered structure (ET material) or
not (two-photon absorption). When a specific layer is selected to be written or
read, other layers must be effectively deactivated. The signal light interacts with
only the selected layer and passes all other layers unaffected. This is analogous
to selecting a page while reading a book.

In holographic 3-D optical storage, the input 2-D page memory is coded
and distributed to the entire storage space. If we consider that the storage
consists of layers, the page memory is stored in every layer with different
coding. When the stored page memory is going to be read, every layer is read,
and no layer is deactivated. With proper decoding, the stored page memory
can be reconstructed. Instead of reading a book, this is analogous to imaging
a cross section of the human body by employing computer tomography.
However, no computer is needed to reconstruct a volume hologram.

8 ,51 . PRINCIPLE OF HOLOGRAPHY

Holography was originally invented by Gabor [37] in 1948 to improve
electron microscope images. Holography is a technique to record and to
reconstruct wavefronts. Consider that we are in a room looking at an object,
such as a flower, through a window. The light from the flower must transmit
through the window to form an image on our retinas. If we could record the
light at the window plane, then by reproducing the recorded light we would be
able to see the flower, although there is no window. This cannot be done by
traditional photographic techniques, because the recording medium is sensitive
only to energy or light intensity and is not sensitive to phase. The light from
the flower at the window plane is represented by its wavefront that has both
amplitude and phase. The artificial window can only be made by recording and
reconstructing the wavefront at the window plane. The wavefront can be
recorded and later reconstructed by recording the interference pattern of the
object wavefront and a reference wavefront [37]. Holography has been
improved and made practical by Leith and Upatnieks [38], who introduced
the concept of carrier frequency in 1962.

The principle of holography can be described briefly as follows. The
recorded intensity on a hologram is

\0 + R\2 = \0\2 + \R\2 + OR* + 0*R, (8.9)

where O and R are complex amplitudes of object and reference beams,
respectively, on the hologram plane. The symbol * indicates a complex
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conjugate. The amplitude transmittance of the hologram (which is a developed
photographic plate) is proportional to the recorded intensity. When the
hologram is illuminated by a reconstructing laser beam, which is the same as
the reference beam when it was recorded, the wavefront of light transmitted
through the hologram is given by

\O + R\2R = \0 2R + (K|2R + 0\R 2 + 0*R2. (8.10)

The third term is of particular interest. If R represents a plane wave, Rf is
constant across the photographic plate, and the third term is proportional to
the complex amplitude 0 that is the original wavefront of the object on the
hologram plane. It is important to note that following the scheme introduced
by Leith and Upatnieks [38], propagation directions of the first, second, and
fourth terms of Eq. (8.10) are separated from the propagation direction of the
wavefront represented by the third term. Thus, in principle, the artificial
window discussed previously can be realized using a hologram.

8.5.2

Basic engineering concepts of holographic storage were introduced in the
1960s [39,40,41], following the publication of van Heerden's seminal papers
[5,6]. For bit-pattern storage such as conventional high-density microfiche,
even a small dust particle on the film can create a missing portion on the
record, and the missing information can never be recovered. However, when
using holograms for high-density recording, a scratch or dust on the film will
not destroy information but merely causes a slight increase in the noise of the
reconstructed image, so that no particular portion of the recording is lost [42],
Consider that the information to be recorded is a string of bits, this string of
bits being first arranged in a 2-D format called page memory. It is advantage-
ous to record the Fourier-transform hologram of the page memory because the
minimum space bandwidth is then required and the information about any one
bit of the page memory is spread over the hologram plane [43].

In the simplest optical system, the page memory is displayed on a page
composer which is a spatial-light modulator. A collimated coherent beam is
modulated by the spatial-light modulator. The modulated light then passes
through a lens that performs the Fourier transform of the page memory on the
focal plane of the lens. A holographic medium records the interference pattern
of a reference beam and the Fourier transform of the page memory on the focal
plane. If the same reference beam is incident onto the recorded hologram, the
Fourier transform of the page memory will be produced. The page memory
can be reconstructed by passing its Fourier transform through another lens.

Equation (8.10) shows that only the same reference beam as was employed
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when the hologram was recorded will reconstruct the object. This characteristic
provides multiplexing capability. A number of holograms can be recorded
successively with reference beams having different incident angles on the same
holographic plate. A specific angular reference beam would reconstruct only
the object that was recorded with it at a certain position. Note that other
objects are reconstructed at shifted positions. The multiplexing hologram can
also be produced with reference beams having specific wavefronts [44]. The
wavefront is generated by passing a plane wave through a phase-only spatial-
light modulator. In fact, this phase modulator can also generate a wavefront
similar to that of an oblique plane-wave reference beam.

Since the page memory must be displayed on a spatial-light modulator, and
the reconstructed image of the page memory must be read by an array detector,
the size of the page memory is restricted by the state of the art of the spatial-
light modulator and the array detector. The size of the page memory is also
restricted by the size of lenses and other optical elements used in the system.
Based on today's technology, it should be realistic to construct a page memory
that is 1000 x 1000 in size. Assuming the wavelength of light, A, is approxi-
mately 1 /irn, a page memory in principle could be stored in an area of 1 mm2

either in a bit pattern or holographically.
The capacity of plane holographic storage might be larger than 106 bits,

while the string of bits arranged in a page memory has only 106 bits.
Consequently, many page memories can be stored in a plane hologram. As
mentioned previously, one may apply angular multiplexing technique to
superimpose a number of holograms on the same plate. However, larger optics
and higher laser power are required to cover the whole holographic plate at
one time. It is more practical to record each page memory in a tiny
subhologram. Subholograms form an array on the holographic plate. A laser
beam deflector is able to select a specific subhologram. In other words, a page
memory is retrieved by addressing the read beam to a selected subhologram
using the deflector. Figure 8.7 depicts the schematic diagram for plane
holographic storage. Needless to say, the object beam in the recording is also
deflected accordingly to form the subhologram array on the plate.

The experiment using an erasable magneto-optic MnBi thin film to record
a 8 x 8 bit page memory was demonstrated by Rajchman in 1970 [45]. The
MnBi thin film modulates the polarization of the read beam based on the
Faraday effect and the Kerr effect in the transmissive and reflective modes,
respectively. Note that the polarization modulation is actually phase modula-
tion in two polarization directions. Thus, a MnBi thin film acts as a phase
hologram and no analyzer is required in the reconstruction.

Instead of using beam deflectors, subholograms may be recorded on a
moving media [46]. In fact, holographic disks consisting of 1-D subholograms
have been experimentally demonstrated. The prototypes of a WORM holo-
graphic disk using a photographic plate and an erasable holographic disk using
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Fig. 8.7. Reference beam being addressed by a deflector to a subhologram on a holographic plane
to retrieve a page memory.

a photorefractive layer were built by Kubota et al. in 1980 [47] and Mikaelian
et al. in 1992 [48], respectively.

8.5.3. STACKED HOLOGRAMS FOR 3-D OPTICAL STORAGE

Several plane holograms can be stacked together in a layered structure to
form a 3-D optical storage medium if it is possible to selectively activate any
layer. In photon-gating 3-D storage using two-photon-absorption materials,
the gating photon activates the layer. In stacked-layer 3-D storage using ET
materials, the stimulating infrared that propagates in the thin film activates the
layer. In stacked hologram 3-D storage, an electric signal can activate the
selected layer.

8,5.3.1. Stack ofSBN Layers

Strontium barium niobate (SrxBa{1 x JC)Nb2O6), which is commonly abbrevi-
ated SBN, is a photorefractive material that can be used for generating a
hologram. Thaxter and Kestigian demonstrated in 1974 that the sensitivity of
SBN in hologram recording and the diffraction efficiency in hologram recon-
struction could be controlled by an applied electric field [49]. The sensitivity
of a pure SBN crystal (Sr0 75Ba0 25Nb2O6) is quite low for recording a
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hologram. However, when an external electric field of about 5 x 10s V/m is
applied across the crystal in the proper direction, the sensitivity is significantly
increased and enables the recording of a hologram. It is believed that this
applied field aids the rate of photoionized charge separation by providing a
drift field. The drift current attained under conditions of an applied field is
significantly larger than the average diffusion current driven solely by the
spatial variation of the photoionized charge density.

The recorded hologram can be made latent by applying an electric pulse
that generates an electric field of about 105 V/m that is opposite to the field
used for enhancing the recording sensitivity during recording. In the latent
state, the diffraction efficiency of the reconstructed hologram is very low. The
applied field causes a change of the charge distribution such that the hologram
no longer diffracts the read beam. The change remains after the applied field is
removed. However, the original charge distribution is not lost. The effect of the
original charge is only suppressed and can be returned and even enhanced by
applying an electric field of about 5 x 105 V/m opposite to the suppressing
field and in the same direction as the field for enhancing the recording.
Therefore, a stack of transparent SBN holographic layers with separated
electric switches can be used as a 3-D optical storage device. Note that
electrodes are at the edges of the SBN layer.

8.5.3.2. Stack of PVA Layers

Some organic photochromic materials, including azo-dye-doped polyvinyl
alcohol (PVA), are sensitive to the polarization of light [50]. A hologram can
be recorded and reconstructed using only light with certain polarization.
Recently, a 3-D storage device formed by a stack of PVA layers and polariz-
ation rotators has been proposed by Chen and Brady [51].

In this 3-D storage, the PVA layer is used to store the hologram. Each PVA
layer is covered by a polarization rotator that consists of a liquid crystal layer
sandwiched between a pair of transparent electrodes. It is well known [2] that
a liquid crystal polarization rotator can rotate the polarization of the incident
light by 90° when no voltage is applied to the electrodes (on state). If voltage
is applied, the liquid crystal polarization rotator will not affect the incident
light (off state).

Consider that the incident light polarization is 0 and the PVA layer
requires 90 polarization for activation. When the liquid crystal polarization
rotators are in the off state, the incident light passes through the polarization
rotators and the PVA layers unaffected. To activate a selected PVA layer, the
liquid crystal polarization rotator just before it is turned on so as to rotate the
light polarization by 90°. After passing the selected PVA layer, the next liquid
crystal polarization rotator is also set on and rotates the polarization by 90
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once again, to return the light polarization to 0°. Therefore, the reconstructed
light is transmitted through the rest of layers unaffected.

8.5,4. VOLUME HOLOGRAPHIC 3-D OPTICAL STORAGE

We have discussed a hologram that records the wavefront from a flower
using a window analogy. Through the window we can see not only a flower
but many other objects as well. The window can transmit wavefronts from an
infinite number of objects, since photons represented by wavefronts do not
interact with each other. However, only a limited number of wavefronts can be
recorded on a hologram because the wavefronts must be recorded in interfer-
ence patterns, and only a limited number of patterns can be recorded
depending on the resolution and dynamic range of the hologram. Obviously,
the larger the hologram is, the larger the storage capacity will be.

In contrast to conventional imaging that has to store the light pattern on a
plane, the holographic technique transforms a 2-D pattern into a 3-D interfer-
ence pattern for recording [5,6, 52, 53]. The recorded 3-D interference pattern,
which is known as a volume hologram, can be transformed back to the original
2-D object pattern in the reconstruction process. Consequently, the storage
capacity can be increased significantly by recording the interference pattern in
a 3-D medium. Since a volume hologram acquires the properties of a 3-D
diffraction grating, the reconstruction is subject to Bragg's condition. The
reconstruction beam with the same wavelength must be at the same angle as
the reference beam in the recording. Contrary to a plane hologram that can be
reconstructed from almost any angle, the reconstruction beam of a volume
hologram will fail to produce the object wavefront at any angle except the
recording angle.

Holographic storage techniques usually apply the same beam for writing
and reading, or different wavelengths of light for writing and reading provided
that Bragg's condition is satisfied, regardless of whether it is a plane or volume
hologram. Therefore, there is almost no difference in the architectures of plane
or volume holographic storage.

It is interesting to note that in ordinary applications, a plane hologram is
used to produce the 3-D display of an object. On the other hand, in digital
optical storage applications, a volume hologram is used to record and display
a 2-D page memory.

The first prototype of 3-D holographic optical storage with an ingenious
engineering design was demonstrated by D'Auria et al. in 1974 [54]. It
was based on the architecture shown in Fig. 8.7. However, each tiny
plane subhologram was replaced by a volume subhologram employing
Fe- doped lithium niobate. With an additional deflector (not shown in
Fig. 8.7), their ingenious design enabled the reference beam (which was
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also the read beam) to arrive at the tiny volume subhologram with a rotat-
able angle. Thus each tiny subhologram could be angular-multiplexed with
many page memories. The area of the subhologram was 5 x 5 mm2, and its
thickness was 3 mm. Ten 8 x 8 bit page memories were multiplexed in a
subhologram.

The cubic subholograms mentioned above can be replaced with SBN fibers
[55, 56]. The diameter of the fibers is approximately 1 mm and they are about
4 mm long. Thirty to fifty page memories can be multiplexed and stored in an
SBN fiber. Hundreds of fibers are arranged in a near-fiber-touching-fiber
configuration, much like in a conventional microchannel plate. A merit of this
approach is that a high-quality SBN crystal fiber is easier to grow than a bulk
crystal. On the other hand, with constant progress of enabling technologies,
Mok et al. successfully demonstrated the storage of 500 holograms of images
consisting of 320 x 220 pixels in a 1 cm x 1 cm x 1 cm Fe-doped lithiun niobate
crystal [57] and then 5000 holograms in a 2 cm x 1.5 cm x 1 cm Fe doped
lithium niobate crystal [58].

Recently, 3-D holographic optical storage was demonstrated using both
wavefront and angular multiplexing [59]. Wavefront multiplexing is achieved
by passing the reference beam through a phase-only spatial-light modulator
that displays a specific phase pattern. The computer-generated phase patterns
for multiplexing are orthogonal to each other. Angular multiplexing is pro-
vided by tilting the hologram. Thirty-six orthogonal phase patterns were
generated using a computer based on a specific algorithm. The hologram was
recorded at three angles. A total of 108 holograms were successfully recorded,
six of which are shown in Fig. 8.8.

8.6. NEAR FIELD OPTICAL STORAGE

The resolution of an image displayed on a computer monitor is restricted
by the size and number of pixels that constitute the display. For example, a
liquid crystal display may have about 1 million pixels (1000 x 1000); each pixel
is about 10 /im x 10 fim. Similarly, images we see in the real world are also
limited by the size and number of light-sensitive cells in our retinas. We have
about 120 million photoreceptor rod cells of 2 /on in diameter that are highly
sensitive in dim light but insensitive to colors, and about 6 million photorecep-
tor cone cells of 6 /urn in diameter sensitive to colors but insensitive at low light
levels. If the image detail cannot be resolved by photoreceptor cells in the
retina, to clearly see the image, it must be magnified optically before entering
our eyes. This is normally done using an optical microscope.

However, there is a natural limitation that a microscope cannot magnify an
image arbitrarily and infinitely. The resolution limit of a lens is determined by
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Fig. 8.8. Experimental results of wavefront and angular multiplexing. Two outputs from 36
patterns stored in (a) the first, (b) the second, and (c) the third angular position.

the Rayleigh criteria, as follows.

(8.11)

where Q is the diameter of the central spot of the Airy disk as given in Eq. (8.1),
Q/2 is the Rayleigh resolution limit, / is the focal length of lens, D is the
diameter of lens, and A is the wavelength of light. We cannot keep increasing
D to decrease Q/2 to zero, because, in practice, / and D of a lens are not
independent. When / is made small, D will be limited by the curvature of the
lens surface, which is, in turn, determined by /

The Rayleigh criteria are based on the diffraction pattern of a circular
aperture, which is commonly known as the Airy disk. Q/2 is actually the radius
of the first-zero ring of the Airy disk. We must not consider that the highest
spatial frequency passing through the optical system is (Q/2)"1 or D/1.22//L
which could be larger than I/A. Spatial frequencies higher than I/A. cannot
propagate far, as will be shown in the following paragraph.

We first look at the optical field /(x, y,z) provided that f(x, y, 0) is known.
The optical field f(x, v, z) satisfies the wave equation as follows [4]:

(V2 + k2)f(x,y,z) = (8.12)
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Substituting /(x, y, z) with its Fourier components yields

(V2 + k2) -0.

Notice that (x, v) is the two-dimensional space domain, and («, v) is the
two-dimensional spatial-frequency domain. Changing the order'of integration
yields

d2

(2mu}2 + (2niv)2 + ~ + k F(u,i>, z)e2ni(ux+vy} du dv = 0. (8.14)

Since the Fourier transform (or inverse Fourier transform) of zero is also zero.
one obtains

(8. .15)(2muY + (2niv)2 + —. + k2 F(u, v, z) = 0,
r\'7 *• I

Remember k = 2n/l; one finally gets a wave equation for F(u, v, z) as follows:

2

- ;/(M

The solution is

Notice that

/(x, y, z) * /(x, y, 0)eizk^i-*V + t=2).

Equation (8.17) indicates that F(w, v, z) is a propagating wave, if

1

(8.16)

2 2

(8.18)

(8.19)

However, for

(8.20)

F(w, t\ z) is no longer a propagating wave, but is an evanescent wave. Thus,
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spatial frequencies higher than I/A decay in a very short distance, and never
reach the image plane.

To collect the information carried by spatial frequencies higher than I/A, the
detector must be placed very close to the object, before the evanescent wave
disappears. To transfer the high-frequency information over a significant
distance, the evanescent wave must be converted into a propagating wave. This
is done by placing a small aperture in the near field, where evanescent waves
are present. The small aperture, which is smaller than A, will convert the
evanescent wave to a propagating wave by scattering. In practice, the small
aperture is formed by a tapered fiber, and the light passing the aperture is
propagating in the fiber to the detector. Furthermore, the aperture can be
scanned to form a two-dimensional image. The image resolution now depends
on the size of the aperture and the distance from the aperture to object.

Although the concept of near field optics can be traced back to 1928 [60],
it was not demonstrated until the mid-1980s [6.1,62], when the technologies
for fabricating small apertures and for regulating the distance between the
aperture and the object, and the scanning process became mature enough.

According to the Babinet principle [3], the diffraction effect generated by a
very small aperture is the same as that of a needle tip (a needle tip is the
negative image of a small aperture). Thus, instead of a very small aperture, a
needle tip can also be brought in close proximity to the object. The light
scattered by the tip is the same as the light collected through the aperture.

Near field optical storage typically uses an aperture probe, which is a
tapered fiber [63]. The fiber is first placed into tension and then heated by a
pulsed CO2 laser, causing the fiber to stretch in the heated region and cleave,
leaving a conically shaped fiber with a 20-nm aperture at the end. Because the
fiber is narrowed at the end, it no longer works as a waveguide, and to keep
the light inside the fiber, it is necessary to aluminize the outside of the conically
shaped region. This is done by obliquely depositing aluminum on the side walls
of the fiber, while avoiding covering the 20-nm aperture at the end. Betzig et
al. [64] first demonstrated near field magneto-optical recording in a Co/Pt
multilayer film using 20-nm-aperture tapered fiber. A 20 x 20 array of 60-nm
domains (magnetic spots) written on 120-nm center-to-center spacing was
demonstrated. This corresponds to a storage density of 45 Gbit/in2. The
wavelengths of writing and reading light were 515 nm and 488 nm, respectively.
Consequently, the storage density of near field optical storage can go beyond
the upper limit of storage density dictated by diffraction optics.

The drawback of tapered fiber is that most of the power is lost through heat
dissipation in the tapered region of the fiber, because it is no longer a
waveguide. Typically, output powers of up to 50 nW out of 100-nm aperture-
tapered fiber at 514.5 nm can be obtained for 10 mW power input to the fiber.
Thus the efficiency is 5 x 10^3. To overcome this problem, the facet of a laser
diode was metal-coated and then a small aperture (250 nm) was created at the



References 453

metal coating [65]. The small-apertured laser diode directly delivers optical
power to the near field substrate with unity efficiency. Light not passing
through the aperture will be recycled in the laser diode and no energy is
wasted.

8.7, CONCLUDING REMARKS

This chapter gave a brief overview of the basic mechanisms of materials that
have been employed to store optical information or light patterns. The
fundamental architectures for 3-D optical storage were discussed in detail. The
architecture for 2-D bit pattern optical storage and the 2-D holographic
storage were described. Novel near field optical storage that can store a bit in
an area smaller that the wavelength of light was also presented. The aim of this
chapter has been to present a broad survey of information storage with optics.
The main objective of the research in optical storage is to realize an ideal device
that can store a bit in an area of A2 or smaller, or a volume of A3 or smaller.
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EXERCISES

8.1 (a) How are binary numbers 1 and 0 represented optically in intensity,
amplitude, phase, and polarization?

(b) How are intensity, amplitude, phase, and polarization representing
binary numbers stored in optical storage?

8.2 In a camera, the focal length of the lens is 5 cm and the diameter of the
stop is 2 cm. What is the diameter of the central spot of the Airy disk
when the camera is illuminated with a collimated beam from a sodium
lamp with A = 589 nm?

8.3 (a) How many bits can be stored in an optical storage of A4 paper size
(21.5 cm x 27.5 cm) using a laser diode that emits light at HeNe
wavelength of 633 nm?

(b) If the capacity of a CD-ROM is 650 Mbytes, the A4 paper size optical
storage is equivalent to how many CD-ROMs?

8.4 (a) Using the same laser diode, how many bits can be stored in a 3-D
optical storage having 1 cm3 volume?

(b) To how many CD-ROMs is it equivalent?
8.5 (a) The resolution of a photographic plate is 1000 Ip/mm. What is the

size of the photosensitive silver halide grain?
(b) If our eyes can see a spot as small as 0.2 mm, at what magnification

we will see the grain structure of the photographic plate?
8.6 (a) Can we use a dichromated gelatin film for photography? Explain why.

(b) Can we use a dichromated gelatin film for optical storage? If no,
explain why not; if yes, explain how.

8.7 (a) In photopolymers, what information of light is stored: Intensity,
amplitude, phase, or polarization of light?

(b) In the same photopolymers, is the information of light stored as the
intensity transmission, amplitude transmission, phase modulation, or
polarization rotation property of the material?

8.8 (a) Do photoresists modulate the phase of light due to their local
thickness or local refractive index?

(b) Why can photoresists coated with aluminum modulate reflected
light?

8.9 What is the advantage of thermoplastic film as compared with dichro-
mated gelatin, photopolymer, and photoresist films?
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8.10 (a) A photorefractive crystal modulates the phase of light due to its local
refractive index. Is the local refractive index proportional to the
intensity, amplitude, phase, or polarization of the exposing light?

(b) Does the recording process in a photorefractive crystal involve
developing and fixing steps such as that in a photographic plate?

8.11 A pattern A is recorded into a photochromic material using A,, and then
read out using A2. Show that the output pattern at /2 is (1 — A).

8.12 A pattern A is first recorded into an ET material using blue light
(xl = 488 nm). When a pattern B is projected into the ET material using
infrared light (A2 = 1064 nm), the ET material emits orange-color light
(A3 — 615 nm) with a pattern C. What is C in terms of A and B?

8.13 (a) An ET material is first exposed to uniform illumination of /n = 488
nm, then to a pattern A of A2 = 1064 nm, and finally to a pattern B
of/2 = 1064 nm, to produce an emission of pattern C at /3 = 615 nm.
What is C in terms of A and B?

(b) An ET material is first exposed to uniform illumination of /,t = 488
nm, then to patterns A and B successively at the same wavelength
/., = 1064 nm, and finally to uniform illumination of /12 = 1064 nm,
to produce an emission of pattern C at /3 = 615 nm. What is C in
terms of A and B!

8.14 Explain why a two-photon-absorption material can be read without
erasure while the readout of an ET material will erase the stored
information.

8.15 Which of the following statements is correct?
(a) Bacteriorhodopsin emits light at 570 nm upon light stimulation at

412 nm.
(b) Bacteriorhodopsin modulates the amplitude of light passing through

it.
(c) Bacteriorhodopsin modulates the phase of light passing through it.
(d) Bacteriorhodopsin modulates the frequency of light passing through

it.
8.16 After bleaching out, spectral hole-burning material can be read at the

beached-out band A j . Is the readout at A± erasing the stored information?
8.17 (a) Do we need polarized light for writing information into magneto-

optic material? Explain why or why not.
(b) Do we need polarized light for reading out the stored information

from magneto-optic material? Explain why or why not.
8.18 Does phase-change material modulate the intensity, phase, or polariz-

ation of the readout light?
8.19 The following figure shows the basic pickup optics for a CD system (LD:

laser diode; PBS: polarizing beam splitter; /L/4: quarter-wave plate).
Assuming that the laser emits linearly polarized light, show that in
principle, we can collect the reflected light 100%.
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LD

Disk

Detector

8.20 (a) Why does the size of the readout beam have to be larger than the
width of the pit on a CD?

(b) On the other hand, why does the beam size have to be smaller than
the size of the pit on a WORM and an MO disk?

8.21 The following figure shows the surface structure of the CD. Determine the
pit depth d, in terms of the wavelength of light /, and the refractive index
of the clear coating n. If A = 0.78 /mi, and n = 1.5, what is dl

Clear Coating

Land
Pit

8.22 If bit 1 at a MO disk rotates polarization of light by 1°, and bit 0 does
not rotate polarization of light, what are the output intensities of bit 1
and bit 0 by placing a polarization at 0° and 90° relative to the original
polarization of readout beam? (Hint: Use Malus's law.)

8.23 A laser beam is focused onto a layer of a multilayer optical storage
forming a spot with l-/mi diameter as shown in the following figure. If
the layer separation is 50 /mi and the NA of the focusing lens is 0.45, what
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is the approximate diameter of the beam at the adjacent layer? What is
the approximate ratio of the area at the focused layer to the adjacent
layer?

NA=0.45

50

.24 To read a page memory in photon-gating 3-D optical storage, the sheet
of light is formed by focusing a collimated light using a cylindrical lens,
as shown in the following figure.
(a) Show that the 3-D storage capacity is limited by the depth of focus

of the focusing cylindrical lens.
(b) If the depth of focus is ad, where d is the layer thickness, and the 2-D

storage density is 1 ̂ m ~2, what is the maximum 3-D storage capacity
of a cube of 1 x 1. x 1 mm3?

Cylindrical Lens

1 mm

1 mm
.25 Based on Exercises 8.23 and 8.24, explain why for photon-gating 3-D

optical storage we prefer high NA for the write-in and readout spherical
lenses, and low NA for the activation cylindrical lens.
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8.26 For stacked-layer 3-D optical storage using ET materials, show that the
NA of the addressing cylindrical lens is

where nl is the refractive index of the ET thin film, and n2 is the refractive index
of the cladding layer.

8.27 Why is a photoplastic device good for a hologram but not appropriate
for photographic uses?

8.28 A thin-phase grating can be made using a photoplastic device. The
thin-phase grating can be expressed as

t(x, y) — exp[za co$(2nby)~] = £ i"Jn(&) cxp(in2nby),

where Jn is the Bessel function of the first kind and the nth order, and a is a
constant. Show that the maximum efficiency is 33.9%. (Hint: Use a Bessel
function table.)

8.29 The amplitude transmittance of a grating recorded on a photographic
plate can be expressed graphically in the following figure. What is the
diffraction efficiency when the photographic plate is illuminated by a
plane wave?

1 Amplitude

Sinusoidal
Function

8.30 What is the optical gain of ET thin film? Assume the quantum efficiencies
of ET thin film to blue and infrared exposures are 10% and 5%,
respectively.

8.31 Can we employ an ET thin film to record and reconstruct a hologram?
Explain why or why not.

8.32 We want to write a hologram into a photorefractive crystal that has a
sensitivity of 200 nJ//mi2 using an Ar laser with 10 mW output at 488 nm.
Assume all the laser light can be utilized and focused onto an area of
0.5 x 0.5 mm2. How long is the required exposure time?

8.33 Assume that a photorefractive crystal is employed as holographic storage
that stores a 1000 x 1000 bit pattern for a computer. The stored pattern
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is read out by a laser beam. The reconstructed holographic image is
detected by a CCD with the same 1000 x 1000 pixels, as shown in the
following figure. Each pixel is 10 x 10 /mi2, and the sensitivity is 10 6

W/cm2. If the diffraction efficiency of the hologram is 10%, what is the
minimum laser power required to read the memory?

Hologram Zero Order Beam

CCD

L-' Reconstructed Beam

Readout Beam

8.34 We have a sinusoidal pattern on a transmissive plate with period 1/4 and
unity contrast. The plate is illuminated with a uniform light. What is the
contrast at the plane A/100,1/10,1/2,1, and 101 away from the plate?

8.35 Repeat Exercise 8.34 for a sinusoidal pattern with period 1/20,
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In this chapter, we review the recent advancements in parallel optoelectronic
signed-digit computing. We begin by discussing signed-digit number systems,
including modified signed-digit, trinary signed-digit, quaternary signed-digit,
and negabinary signed-digit representations. Then, we cover the parallel arith-
metic algorithms and architectures, fast-conversion algorithms between the
signed and unsigned number systems, encoding, and sample experimental veri-
fication via optoelectronic implementation. The parallelism of the algorithms
and the architectures are well mapped by efficiently utilizing the inherent
parallelism of optics. By exploiting the redundancy of the signed-digit number
systems, addition and subtraction can be completed in fixed steps independent
of the length of the operands. The table lookup, content-addressable-memory,
symbolic substitution, and parallel logic array approaches to optical comput-
ing can utilize the benefit of optics in parallel information processing and may
lead to powerful and general purpose optoelectronic computing systems.
Digital optical systems can be built by cascading two-dimensional planar
arrays interconnected in free space. The proposed algorithms and architectures
show great promise, especially with the development of optical interconnection,
optoelectronic devices, and optical storage technology.

475
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9.1. INTRODUCTION

The ever-increasing demand for high-speed computation and efficient pro-
cessing of large amounts of data in a variety of applications have motivated
the advancement of large-scale digital computers. Conventional computers
suffer from several communication problems such as the Von Neumann
interconnection bottleneck, limited bandwidth, and clock skew. The bandwidth
and clock skew limit processing speed and add design complexity to the
system. Communication bottlenecks at the architectural, bus, and chip levels
usually come from the utilization of time multiplexing to compensate for the
inability of electronics to implement huge interconnections in parallel. The
sequential nature of data transport and processing prevents us from building
high-performance computing systems. To overcome these bottlenecks, single-
instruction multiple-data (SIMD)-based and multiple-instruction multiple-
data (MI MD)- based architectures have been investigated. However, such
architectures still suffer from interconnection bottlenecks. Another promising
approach is to incorporate the attractive features of optics with those of digital
computers [1-7], yielding a hybrid optoelectronic computer system.

Optics has several advantages over electronics, including ultrahigh process-
ing speed, large bandwidth, massive parallelism, and noninterfering propaga-
tion of light rays. As a result, the application of optics has been widely
investigated for arithmetic and logical processing, image processing, neural
networks, data storage, interconnection networks, and ultrafast system bus.
From the viewpoint of data representation, currently available optical proces-
sors can be classified into two categories, analog and digital; from the
operational viewpoint, they are classified into numeric and nonnumeric pro-
cessors. In earlier periods, optics was used to process only analog signals.
However, in the last two decades, tremendous advances in nonlinear optoelec-
tronic logic and switching devices have invigorated the research in digital
optics.

Digital computing has excellent features including flexibility in computation,
easy implementation, minimal effects of noise, and lower requirement of devices
to identify two states of signal. Various optoelectronic systems have been
demonstrated, including the pipelined array processor using symmetric self-
electro-optic-effect devices (S-SEED) [8], optical cellular logic image proces-
sor [9], and the programmable digital optical computer using smart pixel
arrays [10,11]. Digital optical circuits can be constructed by cascading
two-dimensional (2D) planar arrays of logic gates using free-space interconnec-
tions. These programmable logic arrays can be used to implement various
complex functions, such as arithmetic and logical operations in constant time.

Recent advances in the algorithms, architectures, and optoelectronic systems
that exploit the benefits of optics have led to the development of high-
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performance parallel computing systems. Since optical interconnections and
neural networks will be discussed elsewhere in this book, this chapter focuses
on parallel optical architectures and algorithms suitable for optical implemen-
tation. Parallel optical logic and architectures will be presented in Sec. 9.2.
followed by a review of various number systems and arithmetic operations in
Sec. 9.3. Section 9.4 is focused on parallel signed-digit algorithms, and number
conversion is discussed in Sec. 9.5. Several optical implementation examples are
given in Sec. 9.6, and a summary is presented in Sec. 9.7.

9.2. PARALLEL OPTICAL LOGIC AND ARCHITECTURES

A typical optical logic system is shown in Fig. 9.1. The input data are
optically encoded and sent to the switching element for processing. The optical
output can be obtained with a decoder. A logic operation itself is nonlinear. It
can be performed by linear encoding with nonlinear optical devices, or
nonlinear encoding with linear optical elements, or nonlinear encoding with
nonlinear optical switches. The optical system has the inherent feature of
performing 2D space-invariant logic in parallel so that SIMD processing can
be easily realized. By programming the logic array, any combinational logic
operations can be achieved. If the encoder, the switching element, or the
decoder is space variant, we can perform space-variant logic, or perform
multiple logic operations on the 2D data in parallel, or perform different logic
operations in different areas. This corresponds to MIMD- processing based
systems.

9.2.1. OPTICAL LOGIC

Nonlinear optical switching elements are array devices, which include the
Pockels readout optical modulator (PROM) [12] based on the Pockels effect,
liquid crystal switch [13], twisted nematic liquid crystal device [14], variable
grating liquid crystal device [15], liquid crystal light valve (LCLV) [16],
microchannel spatial-light modulator (SLM) [17], liquid crystal televisions

Encoded Switched

Encoder

Optical
Signal Logic

Switching
Unit

Optical
Signal r

Decoder
Input I 1 S'gnal o u Mgnai I 1 Output
."ESV Encoder — » Switching *\ Decoder *->

I Unit j

Fig. 9.1. Schematic diagram of an optical logic switching system.
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Fig. 9.2. Liquid crystal electro-optic switch for logic operations [13].

[18], magneto-optic SLM [19,20], electron-trapping device [21,22,23], inte-
grated optical waveguide [24,25], etc. Other optical logic implementations
utilize optoelectronic devices and optical fibers [26], two-beam coupling effect
in photorefractive crystals [27], interference using 2D array of diffractive
optical elements [28], and liquid valve and holographic elements [29]. Non-
linear devices based on multiple- quantum-well and optical bistability include
S-SEED [8,30], bistable etalons by absorbing transmission (BEAT) [31], and
the vertical surface transmission electrophotonic device (VSTEP) [32].

For example, the optical logic gate using the liquid crystal electro-optic
switch [13] is shown in Fig. 9.2. Polarized light entering a liquid crystal cell in
the absence of any applied voltage is twisted by 90° on exit. An electrical field
£j applied across the liquid crystal cell causes the polarized light to go through
without being twisted. This property permits the liquid crystal cell to be used
as an electro-optic switch. All sixteen logic functions can be realized by using
various configurations of polarizers and liquid crystal cells. The XOR and
AND operations are shown in Fig. 9.2. Figure 9.3 shows the basic operational
principle of a magneto-optic SLM (MOSLM) [19,20]. Two MOSLM arrays
are aligned in series and switched individually. Each MOSLM provides two
linearly polarized output states at 0° or 10°. Therefore, three-level polarization
output (0°, 10°, or 20°) can be obtained from two cascaded MOSLMs. XOR
and AND operations can be easily performed. Operations of the other logic
functions have been presented in [19].
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Fig. 9.3. Multiplicative configuration of optical logic gate using magneto-optic SLM [20].

For logic operations with nonlinear encoding and linear systems, polariz-
ation encoding was used in imaging systems [33], and theta modulation was
applied in linear filtering systems [34] where the image pixels are represented
by grating structures of different angles. Later, scattering [35], anisotropic
scattering [36], and polarization encodings [37] were also employed in linear
filtering systems. In addition, binary data can also be encoded with different
grating frequencies [38] or with orthogonal gratings [39].

Spatial encoding has been extensively used in various optical logic systems.
For example, a parallel optical logic gate array implemented by an optical
shadow-casting technique [40] is shown in Fig. 9.4. It is designed for the 2D
parallel logic operations of the corresponding pixels of images A and B (Fig.
9.4[c]). In the architecture of Fig. 9.4, dual-rail spatial encoding (Fig. 9.4[a])
is used; i.e., a binary value is represented by a bright-dark pattern. Such spatial
encodings can be realized with a birefringent crystal and an SLM [41]. The
two images are first separately encoded into spatial patterns and then overlap-
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(a)

(b)

(c)

Fig. 9.4. Optical shadow casting for parallel optical logic [40]. (a) Encoding (left) and overlap of
the input, (b) Operation of one cell, (c) Parallel operation on 2D images.

ped to compose a coded image as the input. The coded image is illuminated
by a point-source array and projected onto the screen. The sampled image
obtained from the decoding mask contains the logical output of all the coded
pixels. The optical shadow-casting technique offers parallel processing capabil-
ity with simple optical setup as well as programming capability by appropri-
ately configuring the point-source array. Using the encoding scheme and a
2 x 2 LED source array (Fig. 9.4[b]), each coded pixel having four subcells
can be expanded on the screen to a pixel having a pattern of 3 x 3 subcells.
The decoding mask contains open windows at the center of each subcell. The
detected signal can be represented by

= <x-(a-b) (d-b] + 6 - ( a - b ) . (9.1)
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By controlling the ON or OFF state of each LED, all logical operations can
be obtained. Each switching state of the LED array corresponds to one logical
operation. This technique has been extended to perform logical operations of
multiple variables [42,43]. Shadow-casting with a source array is equivalent
to the generation of multiple copies of the coded image and an overlap of the
multiple images. Therefore, with spatial encoding, parallel optical logic oper-
ations can also be performed by multiple imaging using a lenslet array and
decoding mask [44]. The output may have the same format as the encoded
input, thus making the system cascadable. On this basis, a compact logic
module using prisms and polarization elements can be implemented [45].

Parallel logic operations can also be performed by use of nonlinear encoding
and nonlinear devices, such as polarization encoding and two-beam coupling
in a photorefractice crystal [46], birefringence spatial encoding and field-
enhanced effect of BSO crystal [47], hybrid intensity-polarization encoding
and liquid crystal device [48].

9.2.2. SPACE-VARIANT OPTICAL LOGIC

The simplest way to perform space-variant logic operations is to utilize the
spatial encoding-decoding method [49], By appropriately encoding and over-
lapping the 2D input data, all logical operations can be obtained by decoding
at prescribed subcells of the output pixel. The decoding mask can be space
variant so that space-variant logic operations can be performed in parallel.
This scheme has been extended to perform space-variant signed logic oper-
ations in arithmetic operations [50]. To reduce the number of decoding masks,
several subcells of a coded pixel can be used for decoding in parallel [51]. By
using additional polarization encoding in an optical shadow-casting system
[52], a higher degree of freedom can be obtained, and logical operations on
multiple variables can be processed with a smaller encoding area. Various
logical operations can be obtained by changing the decoding mask. This
method can also be used for parallel multiple logical operations on binary and
multiple-valued variables by incorporating a space-variant polarized decoding
mask [53,54,55]. Space-variant operations can also be realized by using
multiple source arrays [56] and by using different encoding in different areas
of the output pixel [57].

9.2.3. PROGRAMMABLE LOGIC ARRAY

A programmable logic array is a structure for implementing an arbitrary
general-purpose logic operation [58]. It consists of a set of AND gates and a
set of OR gates. With the help of coding of the input signal, various
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combinations of the coded signals can be generated to provide a set of output
functions. The combination is specified by the connection pattern in the AND
and OR gate arrays. In optics, AND logic is readily performed when light is
transmitted through the modulators representing the inputs, and an OR
operation is performed by collecting the light from several inputs to a common
detector. An optical programmable logic array can be constructed by using
AND and OR logic arrays interconnected by optics. The logic arrays are
programmed by enabling or disabling certain interconnections in the arrays,
arid any logic functions can be implemented in the form of sum of products.
Such an optical programmable logic array processor can be constructed by
using 2D SEED arrays interconnected by a multistage interconnection net-
work such as Banyan, crossover, or perfect shuffle, as shown in Fig. 9.5. All
products are formulated by several stages of AND gate arrays and sums of the
particular products are generated by several stages of OR gate arrays. Binary
masks are used to select different optical paths among the gate arrays.
Feedback paths are imaged back to the system with a vertical shift so that each
row is imaged onto a different part of the masks at each iteration. However,
this implementation requires a large number of gates. To alleviate this problem,
space-invariant optical interconnections may be used.

The AND operation can also be realized by NOT and NOR operations. For
example, using De Morgan's law, the logic function operation F = AB + CD

Interconnect Maik

Fig. 9.5. A digital optical computing system composed of optically interconnected programmable
logic arrays [58].
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elector
array

Fig. 9.6. Free-space programmable logic array based on a crossbar switch [7. 11].

can be expressed as

(9,2)

Thus, the AND operation can be implemented by inverting the input first, then
performing the OR operation, and finally inverting the ORed outputs. The
final sum of product is obtained by performing the OR operation on all the
product terms. Therefore, a sum of products can be achieved by a NOT-OR-
NOT-OR sequence. Correspondingly, an optical programmable logic array
can be constructed based on a crossbar interconnection network, as shown in
Fig. 9.6 [7,11]. The switch SLM can be dynamically programmed to imple-
ment various operations. In this architecture, a LCLV is used for NOT
operation, and all the products are collected in the detector using a cylindrical
lens. A control unit constructed with free-space holographically interconnected
1-nanosecond-latency optoelectronic NOR gates is presented in [59]. Figure
9.7 shows a crossover interconnected OR-NOR gate array for a serial adder
[58].

Recently, a logic array processing module using an electron-trapping (ET)
device has been proposed (Fig. 9.8) [23]. The ET device has the advantages of
high resolution, nanosecond response time, and high sensitivity. The ET device
fabricated can be made from Eu- and Sm-doped CaS. Both ground and excited
states of the impurities exist within the bandgap of the wide-bandgap host
material. Short-wavelength visible light, such as blue, excites electrons from the
ground state of Eu which are then transferred over to Sm. The electrons can
remain in the ground state of Sm for a long time. But subsequent exposure to
infrared light excites the trapped electrons to the excited state of Sm. Then the
electrons transfer to the excited state of Eu and emit red light while returning
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Fig. 9.7, Mapping terms to state (s) and output (z) functions for a dual-rail serial adder using
crossover interconnects and OR-NOR logic.

to the ground state of Eu. The ET device possesses the inherent capability of
performing OR and NOT functions. The OR operations on two-dimensional
arrays are done in parallel by sequentially writing the binary arrays to be
operated onto the device with enough energy to cause the device to saturate.
When the device is read with infrared light, the output luminescence shows the

SLM2 SLM3

Beam Splitter SLMi I I SLM4
ETFilm

Detector
Array

IR

Fig. 9.8. Optical configuration for parallel logic operations using an electron-trapping device [23],
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result. The NOT operations on the binary array A are performed (a) by
uniform blue illumination and (b) with infrared illumination. The operational
procedure for the remaining 14 binary logic functions of two variables has been
reported [60]. With this module, all the intermediate results are stored in the
ET device itself. This feature eliminates the feedback and optoelectronic and
electro-optic conversion operations for complex logical operations.

9.2.4, PARALLEL ARRAY LOGIC

A cellular logic processor is well suited for optics because of its 2D data
arrangement and parallel processing capability [61]. A cellular processor is
generally composed of an ^-dimensional interconnected cell structure. The
state of a cell is represented by a function of the state of the neighboring cells.
Both array logic and symbolic substitution can be considered as special cases
of cellular logic.

Optical parallel array logic [62] is an extension of optical shadow-casting
logic. In optical shadow-casting, encoding of the images and configuration of
the source array correspond to the input encoding and combination of the
coded signals in programmable logic array, respectively. Thus, optical shadow-
casting algorithms can be easily modified to handle cellular logic operations.
Figure 9.9 shows a schematic diagram of procedures of optical array logic,
which consists of coding, discrete correlation, sampling, and decoding. Discrete

Coding Correlation Sampling Inverted-OR

Coding Rule Output

Fig. 9.9. Optical array logic processing [62].
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correlation is a cross-correlation between a coded image and an operation
kernel. The operational kernel is regarded as identical to the switching pattern
of the source array in shadow-casting. To implement arbitrary neighborhood
logical operation, multiple discrete correlations are usually required. Here,
decoding may include logical inversion and sum operations. The logical
neighborhood operations can be described by the following equation:

i,j= S O I !
k = I m = - L n=

where /(a, b) is a two-variable binary logic function operating on the (i + m)th
and ( j + n)th pixels of matrices A and 0, L specifies the size of neighborhood
area (2L + 1) x (2L + 1), and K corresponds to the number of discrete
correlations. Each product term corresponds to an operational kernel and the
logical sum of the product terms is equivalent to a combination of the
operational kernels. With the powerful programming ability of optical array
logic, it has been used for numerical processing, imaging processing, database
management, and similar computation-intensive applications. With advances
in optoelectronic devices and integration technology, the high-speed vertical-
cavity surface-emitting laser (VCSEL) array can be used as an image emitter,
the CMOS photodetector array can be used for detection, and ferroelectric
liquid crystal SUM can be used for dynamic filters specifying the correlation
kernels [62].

9.2.5. SYMBOLIC SUBSTITUTION

Symbolic substitution is a 2D parallel pattern transformation logic [63-69].
The logic functions are defined by substitution rules. A substitution rule
consists of a search pattern (the left-hand side of the rule) and a scribe pattern
(the right-hand side of the rule). Actually, the substitution rules are the spatial
representations of a logical truth table. For example, with the dual-rail spatial
encodings for 1 and 0 shown in Fig. 9.10(a), the symbolic representation of the
substitution rules for binary half-addition is depicted in Fig. 9.10(b), where the
left-hand side of the rule shows the bit pair to be operated and the right-hand
side the intermediate sum (bottom) and carry (top). In truth-table look-up
algorithms, each of the reduced minterms can be treated as a search pattern
while the corresponding output can be treated as a scribe pattern. Since the
substitution rules can be designed arbitrarily and each cell of the output
pattern can be used for different functions, symbolic substitution can be
employed as a versatile tool for space-invariant and space-variant logic
operations, arithmetic operations, and image processing operations. It is
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Fig. 9.10. (a) Dual-rail spatial encoding for 1 and 0, (b) Symbolic substitution rules for binary
half-addition.

realized in two stages: recognition and substitution. In the recognition stage,
all the occurrences of the search pattern in the 2-D input plane are marked in
parallel. In the substitution stage, the scribe pattern is substituted in all the
locations where the search pattern is found. In its operation, the recognition
usually comprises the procedures of replicating, shifting, superimposing of the
input pattern and thresholding [64]. The substitution phase is functionally
similar to the recognition phase except for thresholding. Symbolic substitution
can be performed by coherent correlator architectures, shown in Fig. 9.11. The
first correlator (P1-P3) performs the recognition phase and the second

Ll L2 L3 L4

A

\J

P2 .

/

A

V

P3 ,

/

A

U

P4 s\

/
A

V

/-

}
Recognition Threshold Substitution „
„., ™ r- 1 OutputFilter Device Filter r

Correlator 1 (Recognition) ( l Correlator 2 (Substitution) l

Input

Fig. 9.11. Basic cascaded correlator architecture for symbolic substitution [70].
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correlator (P3-P5) performs the substitution phase. In Fig. 9.11, plane PI is
Fourier-transformed by lens LI onto plane P2, where a matched spatial filter
that represents the Fourier transform of the encoded search pattern is placed.
Thus, at P2 the product of the Fourier transform of the input and that of the
search pattern is formed. This product is further Fourier-transformed by lens
L2 to produce the correlation intensities at P3. The peak intensities indicate
the presence of the search pattern. The correlation peaks can be thresholded
by using an optically addressed SLM. In the second correlator (P3-P5), the
Fourier transform of the substitution pattern is put at P4 and a substitution
pattern will appear at each location that corresponds to the occurrence of the
search pattern. This implements a single symbolic substitution rule. To perform
multiple substitution rules in parallel, multichannel correlator architectures can
be used.

Recently a novel approach which combines recognition and substitution into
a single step has been proposed [70]. In this technique, symbolic substitution is
formulated as a matrix-vector (M-V) multiplication for each pair of input
recognition digits (the input vector x) and the associated pair of output
substitution digits (the output vector y). The M-V multiplication is written as
y = MX, where y is the L x 1 output vector (substitution pattern), x is the K x 1
input vector (recognition pattern), and M is an unknown K x K recall matrix.
This M-V equation is solved for the matrix M that satisfies all the possible
input and output digit pairs of a truth table. The operation can be implemented
by a single stage correlator. (An example will be shown in Sec. 9.6.1.)

9.2.6. CONTENT-ADDRESSABLE MEMORY

All arithmetic algorithms can be implemented either by logic operations or
by truth-table look-up (shown in the following Section). For the truth-table
look-up implementation, parallel architectures such as location-addressable
memory (LAM) [71], content-addressable memory (CAM) [72,73,74], or
symbolic substitution can be used. It has been pointed out that a CAM is more
efficient than a LAM in terms of processing speed because a CAM implements
the truth-table look-up by directly addressing its content rather than its
location. In this scheme, the digit combinations of the input numbers are
compared with the predetermined reference digits for generating the corre-
sponding outputs. Therefore, the main objective in CAM implementation is to
minimize the number of minterms and computational steps while ensuring a
minimum number of variables in a minterm. For example, for different addition
algorithms, one can choose the optimum algorithm in terms of the speed
minterm product. Both coherent [74] and incoherent CAM architectures have
been proposed [72,73]. Examples of incoherent CAM implementations will be
shown in Sec. 9.6.2.
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9,3. NUMBER SYSTEMS AND BASIC OPERATIONS

Various number systems and corresponding algorithms suitable for optical
implementation have been investigated. Theses number systems can be categor-
ized as binary and nonbinary. In the binary category, number systems with
positive radix such as 2's complement and that with negative radix, named
negabinary, were studied. The nonbinary systems include mixed radix, residue,
and signed-digit number representations. In this section, we briefly discuss the
basic operations of binary number systems and review the operations of
nonbinary number systems.

9.3.1. OPERATIONS WITH BINARY NUMBER SYSTEMS

9.3,1.1. Positive Binary Number System

In conventional binary number systems with radix 2, three representations;
namely, sign magnitude, 1's complement, and 2's complement, were used to
encode a bipolar number. In signed-magnitude representation, the most
significant bit (MSB) is identified as the sign of the number, 0 for positive and
1 for negative numbers. In each step of the operations, the MSB needs to be
dealt with separately. Therefore, it is not suitable for parallel computation. In
1's complement representation, a negative number is formed by a bit-by-bit
complement of the corresponding positive number. This produces two possible
representations for 0, which is not desired. In 2's complement representation,
a negative number is formed by adding 1 to its 1's complement representation.
This technique eliminates the two representations of zero otherwise encoun-
tered with 1's complement representation, and a single addition or subtraction
can be performed without any special concern for signs. Thus, 2's complement
representation is widely used in digital computing. A 2's complement number
may be represented by the following equation:

X = ~-xN^2N'-1 + £ xf2',x,.e{0, 1}, (9.4)
i = 0

where x ^ _ j is the sign bit. A fractional number can be represented with
negative indices.

Addition is the most fundamental arithmetic operation. Addition of two
/V-bit numbers A and B can be performed by using half-adders or a full-adder
in N iterations. The half-adder is a two-input/two-output logical circuit. The
truth table corresponding to its two inputs at and />,-, and the outputs,
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Table 9.1

Truth Table for Binary Half-Addition

intermediate sum s( and carry ci+1 to the next higher position, is shown in
Table 9.1. The logical functions are found to be

S = fl 0 b;,

(9.5)

With N half-adder array, the addition can be completed in JV iteration. The
full-adder is a three-input/two-output logical circuit. At the ith bit position, it
accepts two bits of the operands, a{ and b{, and a carry ct from the lower bit
position and generates a sum bit s{ and carry ci+ t. The truth table is shown in
Table 9.2. The logic equations are

s, = a,- 0 h-, © c,.,
(9.6)

ci+i = aib-l + atCi + b^ = aibi + (ai® 6.)c,..

It takes N periods for a carry to propagate from the least significant bit (LSB)
to MSB. This approach is called ripple-carry addition.

Table 9.2

Truth Table for Binary Full-Addition

0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

0
0
0
1
0
1
1
1

0
1
1
0
1
0
0
1
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For optical implementation, all the two-input logic gates described above
can be used for the half-adder. The full adder can be constructed by two
two-input logic gate or by a three-input logic gate. In addition, half-adders
based on wavefront superposition [75] and threshold logic [76] have been
proposed. Full-adders using spatial encoding and phase conjugation [77],
SLM and polarizing elements [78], liquid crystal television [79], and photo-
refractive four-wave mixing [80] have also been suggested. A bit-slice digital
optical computing prototype using directional coupler and optical fiber delay
line has been demonstrated [81]. With free-space optical interconnection, a
pipelined addition module based on symbolic substitution was proposed [82].

The conventional binary number system has a strong interdigit dependency
on carry propagation, and serial addition does not fully employ the parallelism
of optics. In order to reduce the time delay caused by the serial carry
propagation, several approaches of advancing carries have been proposed. In
the first approach [83, 84], the carry bits at all positions are generated a priori
by the carry look-ahead technique so that the addition can be performed in
three steps. To illustrate the principle of carry look-ahead addition, we
introduce two auxiliary functions:

where G and P are called the carry generation and propagation functions
respectively. If G, is true, it means a carry will be generated at the ith position.
If P,. is true, it means that a carry c{ from the lower position will propagate to
the higher position. Then Eq. (9.6) can be written as

Consider a 4-bit module; we have

(', = GQ + P0C0,

c2 = G, + PlC] - G, + G0P, + P,P0c0, (9.9)

<-3 = G2 + P2c2 = G2 + G,P2 + G0P,P2 + P2P,P0c0.

If we define GM and PM to be the carry generation and propagation functions
of the module, the output carry of the module is then

COM = GM + PMCO, (9.10)
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in which
GM = G3 + P3G2 + P3P2G, -f P.P2P1G0,

PM = P3P2P1P0.

PM is true when a carry enters and passes through the module, and GM is true
when the carry generated to the highest position (c4) comes from the module
itself. In addition, the carry bits at all positions can be obtained in parallel with
P, and G,, and the sum bits can be obtained in parallel according to Eq. (9.8).
Several optoelectronic implementations [85^ 88] have been proposed, includ-
ing use of nonholographie optoelectronic content-addressable memory [88].

Another scheme to speed up the operation is the higher-order modular
approach [43,89,90], which deals with several bit pairs in parallel; however,
the operation time is still dependent on the length of the bit string. The third
scheme for high-speed addition is the combinational logic approach with
AND-OR-NOT operations [91]. All the output bits are represented by
combinational logic and are obtained in parallel. The matrix-vector architec-
ture can be used for optical implementation. These techniques are mainly
suitable for shorter bit strings, and become extremely complex with larger bit
strings. Some other special number systems such as the modified trinary
number system [92] and redundant binary number system [93] were also used
to represent positive numbers.

9,3.1.2. Negabinary Number System

Negabinary is one of the positional number systems with the fixed base — 2
[42, 55, 94, 95]. In this system, any analog quantity X, has one and only one
representation of a (JV + M) -bit string xw_ l... xlx0x_ t ...x_M:

N- 1

X= X «.-(-2)'', ««e{0,1}, (9.11)
i = - M

in which the digits with nonnegative subscripts constitute the integral part, and
those with negative subscripts constitute the fractional part. The representation
is unique; i.e., there is a one-to-one correspondence between X and x,-. Note
that the digits carry not only magnitude but also polarity information. The
signs of the weight assigned to each digit change alternately. When i is even, it
is positive; when i is odd, it is negative. This property enables us to represent
any bipolar number without a sign bit. It is this property that gives an
advantage to performing negabinary arithmetic not at word level but at digit
level. If a is positive then the most significant 1 must be in the even-indexed
position, while the highest 1 being an odd index digit implies a negative.
Moreover, the largest positive X is one having all its even index bits equal to
1 and odd index bits 0, i.e., ...1010101. The smallest negative value a is
...0101010. For even N, the representable number range is [2(1 — 2N)/3,
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(2N — l)/3], while for odd N, the representable number range is [2(1 — 2A ~ 5 )/3,
(2N+ l — l)/3]. Although the interval is asymmetrical, using N negabinary bits
can accommodate 2N integers. The negabinary complement operation is
discussed in [108].

9.3.1.2.1. Half-Addition and Half-Subtraction

Because of the special characteristic of the negabinary number system, it is
helpful to use symbolic substitution for negabinary arithmetic operations [55].
Assume A and B are two negabinary numbers to be operated, and a{ and bt

are their ith bits respectively.
Half-addition: For the 1-bit addition of a, and b{, there are four combi-

nations; namely, ( (a t b^ — (0, 0), (0, 1), (1, 0), and (1,1). It is obviously seen that
the first three combinations are carry free and the sums of these pairs are 0, i,
and 1, respectively. However, the fourth combination of bits (1,1) will generate
a carry-out. As described above, the signs of adjacent bits in negabinary are
different, so the carry produced at one bit position should be subtracted from
the sum of the next higher bit. It is therefore termed a negative carry (marked
t ' j + j . This can be concluded easily from the identical equation:

(1 + 1)(- 2)' = 0(-2); - l(-2)i+ '. (9.12)

The truth table is shown in Table 9.3.
Half-subtraction: When two bits at and bt are taken for subtraction, three of

the four combinations; namely, (fl£, bf) = (0,0), (1,0), (1, 1), do not yield any
carry, and their sums equal to 0, 1, 0, respectively. (For the sake of unity,
difference of two operands is also called sum.) Nevertheless, the combination
(0, 1) will generate a positive carry-out (defined as ci+1 + ), with the sum being
1. This is due to the fact that

The truth table is shown in Table 9.4.

Table 9.3

Truth Table for Negabinary
Half-Addition [55]

0
0
1
1

0
1
0
1

0
0
0
1

0
i
1
0
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Table 9.4

Truth Table for Negabinary
Half-Subtraction [55]

0
0
1
1

0
1
0
1

0
1
0
0

0
1
1
0

9.3.1.2.2. Negabinary Symbolic Addition/Subtraction

Consider the symbolic substitution rules necessary for negabinary addition. In
the first iteration, the corresponding digits of a,- and bt are added in parallel. So the
truth table of half-addition is available for each bit position. The four substitution
rules can be obtained from Table 9.3 and are illustrated in Fig. 9.12(a). The two
digits are placed one over the other, and each column including a{ and 6f is
replaced by a new two-column pattern including the sum st and the negative carry
c^+ j to the next higher bit position. The numerical values rather than their spatial
encoding are used. This operation will generate a sum string s(1) and a negative
carry string c~(1) (the number in the parenthesis defines the iteration time).

In the second iteration, the two digits to be added in each column come
from s\l) and cf(1). In fact, the addition between the sum s\1} and the negative
carry c - ' ( l ) is a negabinary half-subtraction. According to Table 9.4, the four
substitution rules are listed in Fig. 9.12(b). Consequently, another sum string
s(2> and a positive carry string c+ < 2 ) are produced.

0

cf+l

0
0 1-

1
1 1

1

C+i+i

0 0
1

(a) (b)

Fig. 9.12. Substitution rules for negabinary (a) half-addition, and (b) half-subtraction.
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For the third iteration, it is easily seen that the two digits to be added in a
column originate from sp* and cf(2\ The half-addition rules in Fig. 9.12 can
be applied, resulting in the sum string 43> together with the possible negative
carry ct~

<3). As analog to the second iteration, in the fourth iteration the
half-subtraction symbolic substitution rules are used. Therefore, the half-
addition and half-subtraction rules are used alternately, and for odd-time and
even-time iterations, respectively.

In reference to negabinary addition, one notices readily that for negabinary
subtraction, the half-subtraction rules should be employed first and then the
half-addition rules. This procedure will continue until no positive and negative
carries occur.

9.3.1.2.3. Unified Symbolic Arithmetic for Addition and Subtraction

Generally speaking, both addition and subtraction can be performed easily
by using two sets of substitution rules, one for half-addition and the other for
half-subtraction. It is possible to combine the two sets of rules into one by
introducing both positive and negative carries at the same time [55]. If we
define the left-hand side of the rules containing the pixels sf'~~l) , Q+O'"I) and
ff °'~ !) and and the right-hand side of the rules containing s\s\ c/Vf and c^+{\
the two sets of double-in-double-out rules can be merged into one set of
triple-in triple-out substitution rules. Since the condition that both c* and c-"
equal to 1 does not happen, there are only six combinations for the nega-
binary triple-in variables. The unified arithmetic truth table and the corre-
sponding symbolic substitution rules are shown in Table 9.5 and Fig. 9,13.
respectively.

The initial values of the three digit strings sj0), cf(0\ cf(0) should be assigned
before the addition and subtraction are performed. For addition, the augend a
can be viewed as the initial sum, and the addend b can be viewed as the initial
positive carry; while for subtraction, the minuend a can also be taken as the
original sum, and the subtrahend b can be taken as the original negative carry.
Thus, for addition and subtraction we can write the following conditions.

1 0
0—*

ct

0 0
I , 0—* 0
cf+i

cr+i

0 0
Si

1 0
1 1 I-—* 0

0 1

0 0
1 — »
0 0

0 1
0 — *
1 0

0 0

0 0
1—» 0
1 0

Fig. 9.13. Substitution rules for unified negabinary arithmetic [55].
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Table 9.5

Truth Table for Unified Negabinary
Addition/Subtraction [55]

0
0
1
i
0
0

0
0
0

0
1
1

0
]
0
I
0
1

0
0
0
0
1
0

0
0
0
1
0
0

0
1
1
0
1
0

For addition:

,, + (0) _ L
LI ft-,

,,-(0) A /;
<-i ~ U, (I —

For subtraction:

-M, 1,0,

(9.Ha)

-1).

= a,,

(9.14b)

-1,0, !,...,#- 1).

After the initialization, both addition and subtraction of two numbers can be
carried out in parallel by the successive use of the same substitution rules listed
above. At each iteration, at least 1 bit of the final result for a pair of operands
can be obtained. Therefore, a unified symbolic arithmetic for addition and
subtraction has been established.

For clarity and without the loss of generality, addition of the 4-bit integral
numbers A = (3)10 = (0111)_2 and B — ( — 6)10 = (1110)_2, and subtraction
of the numbers A =(-3)10 = (1101)_2 and B = (-9)10 = (1011)_2 are illus-
trated below:

- 6 1 1 1 0
3 0 1 1 1
0000

0000
1 0 0 1

0 1 1 0

0 1
0 1 0 1

0 0
1 1 0 1 (=-310)

0000

-3 1 1 0 1
) -9 1 0 1 1

0 0 1 0
0 1 1 0

0000

0 0
0 0 1 0

0 1
1 1 0 1 0

(=610)



9.3. Number Systems and Basic Operations 497

LED
pattern

o o
o o

Encoding pattern
Si Cl d

Decoding
mask

0 Has
FISH

Input SiACiACi Shadowgram Output

Fig. 9.14. Polarization optical shadow-casting design for a unified negabinary arithmetic unit [55].
The input c* (positive carry), c^ (negative carry), and .s, (sum bit) generate the output c/t,.,
(positive carry to the next bit position), cf+} (negative carry to the next bit position), and the new
sum bit s,-.

Using the unified symbolic substitution rules in Fig. 9.13, the addition and
subtraction are executed in parallel. From Eq. (9.11), it is understood that the
range of representable 4-bit integral numbers expands from —10 to 5; i.e.,
[ — 10, 5]. In the addition example, there is no overflow. However, in the
subtraction example, a positive carry is generated out of the MSB at the third
step. As described earlier, the arithmetic operation is performed at the digit
level, so this does not create any problem. One can continue to utilize the
symbolic substitution rules for the final result (the fourth step). By using spatial
and polarization encoding and space-variant decoding technique, a polariz-
ation optical shadow-casting system has been designed to perform negabinary
symbolic addition and subtraction [55]. The encoding and decoding patterns
are shown in Fig. 9.14.

Negabinary addition and subtraction can also be performed directly by
binary logic operations. According to Table 9.5, the binary logical expressions
for a full-adder and full-subtractor can be obtained as shown in the following
equations.
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For addition:

(9.15)

For subtraction:

a, ® bf © c © cr

fl,-fr,-e7 + (a-b, + afi^cf cf , (9.16)

93.1.2.4. Higher-Order Negabinary Addition

In the above-mentioned 1-bit negabinary addition, the addition of two Is
generates a negative carry to the next higher bit position. If the carry
generation is limited to be positive, twin carries will be generated to the next
two higher bit positions according to the following identity [42,95]:

I -(-2) '+ l-(-2)' ' = 0 - ( - 2 ) f + 1 •(-2)I '+1 + l - ( -2) ' + 2. (9.17)

The logical function is given by

(9.18)

The nature of the twin-carry generation in negabinary is different from other
number system algorithms and matches well the representation of higher-order
symbolic addition.

Consider a 2-bit-wide module with the inputs ai+^a{ and hi+lbt (Fig.
9.15 [a]). The outputs contain a 2-bit sum si+ js,- and a 2-bit carry c, + 3c! + 2. The
output-input relation can be represented by a higher-order substitution rule,
as shown in the right side of the figure. The operands «,•+[«,• are placed over
the other operands bi+1bt, and in the output pattern, the lower row corre-
sponds to the sum si+ is,- and the upper row corresponds to the carry c! + 3c,-+2.
There are 16 total combinations for the four input bits; the 16 substitution rules
are listed in Fig. 9.15(b). With dual-rail spatial encoding, the number of
reference patterns can be reduced [95]. An optical implementation based on
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(a) bi+ibi^ji iai {")°° >0 0 01 ,"° 10 ,'" uv 1 1 I i oo"~* oo oo 01 oo 10 oo"
_t__i—i_jL a a c- *c- ? °° °° 01 B1 10 O D il

'*' * » l **2 01 01 01 10 01 11 01"
bi*ibi * i+ i* i o o _ _ ^ o o 01 _^oo i"_^ii n

io~* 10 10 ~* 11 10 * OB 10

oo 11 01 11

Fig, 9.15, Negabinary higher-order addition [95]. (a) Basic module, (b) Substitution rules.

an incoherent correlator has been shown. The logical function can be written as

'i "i VL/ ^ i -

ai+1 i + 1 - > .

As an example, multiple additions can be performed using shadow-casting
logic with spatial encoding and a 4 x 4 source array [42]. Note that in some
cases, the twin-carry mechanism leads to a nonending sequence of carries to
the left, but once the carry passes out the MSB of the operands, the remaining
result is correct. For example, this occurs for the addition of 11 + 11, with the
final sum being 10.

9.3.2. Operations with Nonbinary Number Systems

For operands encoded in nonredundant positional number systems such as
the positive binary [96-101], 2's complement [102-105], signed-magnitude
[106], negabinary [94, 107, 108, 109], and imaginary [110, 111] systems, inter-
mediate results of addition and multiplication can be obtained in parallel based
on the mixed-radix representation. In this approach, addition is done digit-
wise, and multiplication is done through the well-known technique called
digital multiplication via convolution (DMAC). Since convolution can exploit
the advantages of optics in parallel two-dimensional data processing, inner-
product and outer-product DMAC algorithms have been proposed and
implemented through various optical systems. However, this cannot guarantee
carry-free computation where the burden of carry propagation is transferred to
electronic postprocessing requiring fast conversion from the mixed radix to its
original binary format [112, 113, 114].

In the residue number system approach [115-120], a set of relatively prime
numbers (mN_ j , . . . , wt, m0) called moduli are chosen to represent integers. An
integer X is represented by a digit string x v ~ i . . - x{x0 of which each digit .xr is
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the residue of X divided by m;:

xt = X modulo m,- = \a\mit (i = 0, 1,. , ., N - 1). (9.20)

The range of the numbers to be represented is determined by the product of
the moduli:

It can be directly utilized for carry-free addition, subtraction, and multiplica-
tion, because the operations on different moduli can be performed in parallel:

Pi — |P|m; = \a * h m, = \af * frjm,-, (9,22)

where * represents an addition or a multiplication, and P is the sum or
product. Subtraction can be transformed to addition by complementing the
subtrahend with respect to the moduli. However, this technique also suffers
from several disadvantages. For example, since different moduli operations are
performed for different digits, it is not suitable for SIMD space-invariant global
optical operations and the processing complexity is asymmetrically distributed.
Moreover, decoding of the final result from residue to binary or decimal is
rather complicated, and the increased time delay may offset almost all of the
time saved in eliminating carries.

The signed-digit number system allows us to implement parallel arithmetic
by using redundancy. The modified signed-digit (MSD) number system [70, 71,
72, 74, 121-145] has been widely studied. It confines the carry propagation to
two adjacent digit positions and thus permits parallel carry-free addition and
borrow-free subtraction of two arbitrary length numbers in constant time.
Higher radix signed-digit number systems [73, 146-160] permit higher infor-
mation storage density, less complexity, fewer components, and fewer cascaded
gates and operations. Consequently, various parallel algorithms involving
single as well as multiple computational steps have been proposed for MSD,
trinary signed-digit (TSD) [146-154], and quaternary signed-digit (QSD) [73,
155 160] number systems. Among these algorithms, a two-step receding
technique [138, 139, 140, 149, 152, 153, 154, 156, 157, 160] has been recently
introduced in which the operands are first receded so that the second step
operation is carry free. Moreover, negabinary number system [55, 94, 95, 108,
109, 160, 161], using —2 as the base, possess the particular superiority of
uniquely representing both positive and negative numbers without a sign bit.
Recently, a two-step parallel negabinary signed-digit (NSD) arithmetic has
been proposed [160]. The negabinary numbers can be directly input for
operation since negabinary is a subset of NSD.
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The proposed signed-digit algorithms can be operated on all operand digits
in parallel. This parallelism allows the aforementioned algorithms to be
efficiently mapped on the parallel cellular optical computing architecture
[17]. Consequently, these algorithms have been integrated in the parallel
architectures via symbolic substitution, logic array processing, and matrix
matrix multiplication, all of which are powerful techniques for two-dimensional
array data processing. For optoelectronic implementation, truth-table-based
content-addressable memory (CAM), shared CAM, coherent and incoherent
optical correlators, and nonlinear logic gates have been employed. In these
systems, the signed digits can be encoded by spatial position, intensity, and
polarization states.

Clever utilization of parallel optical cellular array architectures may lead to
an even more powerful optoelectronic computing system. Spatial-light modu-
lators (SLMs) with high processing speed, high resolution, and high contrast
are being developed for processing the input, intermediate operands, and
output operands. In the near future, the ultrahigh processing speed, parallelism,
massive data rates from optical memory, and superior processing capabilities
of optoelectronic technology can be fused to produce the next generation of
optoelectronic computers.

9.4. PARALLEL SIGNED-DIGIT ARITHMETIC

9.4.1. GENERALIZED SIGNED-DIGIT NUMBER SYSTEMS

The aforementioned MSD, TSD, and QSD representations are all subsets
of the previously defined signed-digit number system where the radix r can be
greater than 2. With the introduction of the NSD number system, it is
necessary to define a generalized signed-digit (GSD) number representation in
which the radix r can be either positive or negative. In the GSD system, a
decimal number X can be defined as

X= x;r',^e{-a,..., -1,0, l , . . . , a ) , (9.23)

where a is a positive integer. In this system, the number of elements of the digit
set is usually greater than |r| resulting in redundant representation; that is, there
is more than one representation for each number. The redundancy also
depends on the selection of a and the minimum and maximum values of a are
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a ! •
tvt in

|r|+ i
2 '

i '

odd

r even. (9,24)

n = i r l — 1"max I' I J '

For the GSD system |r| ^ 4, this gives the digit sets

i ~ ~ f l m i n > ' ' - ' — 1, 05 1, • • • •> amin{
 an(l '( ~ a

min' • • • ' ~ 1, 0, 1, . . . , «nlaji/.

respectively. All number systems can be expressed in terms of the GSD
notation, as discussed in the following subsections.

9.4.1.1. MSD Number System [36-59]

For MSD numbers, r = 2, a — 1, and the digit set is (1,0, 1], where the
overbar indicates the logical complement; i.e., 1 = — 1. The redundant binary
representation was originally proposed by Avizienis [121] and introduced to
optics community by Drake et al. [71]. For example, the decimal number 5
can be represented in MSD by (1101)MSD, or (101)MSD, or (1011)MSD, or
(lTOlT)MSD, etc. The negative value of an MSD positive number can be
obtained by complementing each digit of that number. The complement of 1
is 1 and the complement of 1 is 1, while the complement of 0 is 0. For example,
the decimal number — 5 can be represented as (1101)MSD. Thus, subtraction can
be performed by complementing the subtrahend and then applying the
addition operation.

9.4.1.2. TSD Number System [60-68]

In this case, r = 3, a — 2, and the digit set is (2,T,0,1,2). The degree of
redundancy usually increases with the increase of radix. For illustration,
consider the following TSD numbers and their corresponding binary and
decimal representations:

(22)3 =(1000)2 =(8)10,

(222222222222222)3 =(1101 1010 1111 00100110 1010)2 = (14348906)j0.

In the first example, we observe that at most we need 4 bits to represent a
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2-digit TSD number. In the second example, we need a maximum of 24 bits to
represent a 15-digit TSD number. In the two examples cited, the TSD number
system requires 50 to 37.5% fewer digits than the binary number system, which
may result in substantial saving of memory space.

9.4.1.3. QSD Number System [69-75]

The QSD is an element of the GSD number system with r = 4, a = 3 (higher
redundancy), and the digit set is (3, 2, 1,0, 1, 2, 3}. For instance, one of the
above decimal numbers can be encoded in QSD as

(312233021222)QSD = (1101 1010 1111 00100110 1010)2 = (14348906)10,

which requires fewer digits compared to the binary, MSD, or TSD number
systems. For minimum redundancy [156] with a — 2, the digit set is
{2,1,0,1,2}.

9.4.1.4. NSD Number System [76]

In contrast to the aforementioned signed-digit number systems, the NSD
representation uses a negative radix —2, with the digit set {1,0,1). The only
difference between NSD and MSD lies in the radix. The advantage of the NSD
system is that negabinary numbers can be directly used for parallel NSD
arithmetic operations, because the NSD number system can uniquely represent
a bipolar number without a sign and it is a subset of GSD number system. For
example, the decimal number ( —486)10 can be represented by (1001101110) ^ _ 2 .

Since the advent of optical signed-digit computing in 1986, a large number
of parallel algorithms and architectures have been proposed. In the following,
the basic arithmetic operations of addition, subtraction, multiplication, and
division are summarized in terms of the signed-digit number systems used. All
the algorithms of multiplication and division are developed on the basis of
addition or subtraction.

9.4.2. MSD ARITHMETIC

MSD arithmetic operations, such as addition, are carried out by generating
transfer and weight digits which are also known as the intermediate sum and
carry digits, respectively. Assume xi and y{ are the digits of the two operands
X and Y at the ith digit position. Addition of the two digits at each position
complies with the following basic rules:

xi + yi = 2ci+l +sh (9.25)
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where c,+ 1 and st are the intermediate carry digit and sum digit, respectively,
and they are also usually written as the transfer digit ti+ 1 and the weight digit
w(, respectively. By exploiting the redundant representations of the sum 1 4 0
and 1 + 0 and using the property that 1+1 = 0, a carry can be absorbed
within two digits of its left neighbor. According to the number of steps needed
to yield the final sum, the algorithms for MSD addition can be classified into
three main categories: the three-step approach, two-step approach, and one-
step approach. According to the digit sets to which the intermediate carry and
sum belong, the algorithms can be classified into the digit-set- nonrestricted
approach and the digit-set-restricted approach. In the former approach, the
intermediate carry and sum are selected from the entire MSD set {1,0, 1 }, while
in the latter approach, the intermediate carry and sum digits are restricted to
the sets {1,0} and (0, 1), respectively. Subtraction can be implemented by first
digit-by-digit complementing the subtrahend and then performing addition:

x - y = x + Y = X (x,. + T-;). (9,26)
i = 0

The truth tables and the minimized minterms for the subtraction operation
can be easily obtained by following the same procedure used for addition.

9.4.2. 1 . Digit-Set- Unrestricted Addition/ Subtraction

9,4.2.1,1. Three-Step MSD Addition/ Subtraction

In this category [70, 71, 122-130], the first stage generates a transfer and a
weight string in parallel. These weight and transfer digits are then used to
generate a second set of transfer and weight digits. The first two operations
eliminate the occurrences of the (1,1) and (1, T) pairs at the same digit position,
so that the third-stage digitwise addition of the weight and transfer digits
becomes carry free. Therefore, the addition of two arbitrary MSD numbers can
be completed with three steps in constant time, independent of the operand
length.

MSD addition can be realized by an array of trinary logic elements, as
shown in Fig. 9.16, which depicts the addition of two five-digit MSD numbers
A and B. In Fig. 9.16, logic elements T and W are used in the first stage while
logic elements T1 and Wl are used in the second stage. The final sum S is
obtained in the third stage by applying the logic element T. The truth tables
for the above-mentioned four logic functions are shown in Table 9.6. Bocker
et al. [122] effectively transformed these truth tables into symbolic substitution
rules. Thus, a total of 33 = 27 rules corresponding to the nine input combina-
tions at each stage are required. A closer look at the truth tables corresponding
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Fig. 9.16. Three-step MSD adder array for the addition of two five-digit numbers [71].

to the second and third stages reveals that five entries are identical. Therefore,
the substitution rules can be reduced to 17 [123]. Recently, Zhou et al. [130]
also studied multi-input three-stage MSD addition.

The truth tables can also be realized by logic operation [127, 128, 129]. W
is the complement of W1 while T is the logical OR of T1 and W1. Therefore,
it is possible to achieve MSD addition by realizing only the T1 and W1 logical
elements. Looking at the logic element W1, the output W^ is actually an XOR
operation with the sign of the digit remaining unchanged. On the other hand,
the truth table of logic element T1 shows that T1 corresponds to a logical
AND operation in binary logic, with the sign of digits retained in the output.

Table 9.6

Truth Tables for the Three Logic Elements Employed in the Three-Step MSD Adder [71]

T w

I
0
1

I
1
0

1
0
1

0
1
1
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As a result, the logical operations required in MSD addition can be considered
as the signed version of that in traditional binary addition.

9.4.2.2.2. Two-Step MSD Addition/Subtraction

The previous algorithm used two steps to guarantee that the third-step
addition is carry free. The first two steps can be combined into a single step
operation. For example, Li and Eichman [74] suggested the conditional
symbolic substitution rules, where in addition to the digit pairs 0,6,- to be
substituted, a lower-level digit pair ai_1bi_l is used as the reference digits. In
the second step, the transfer and weight digits are added to yield carry-free
addition. The data flow diagram for this two-step addition is shown in Fig.
9.17. To implement the two-step algorithm with a content-addressable memory
(CAM), the truth tables are first classified in terms of the nonzero outputs 1
and 1. The minterms for the nonzero outputs are then logically minimized
using a suitable minimization technique such as the Karnaugh map or the
Quine-McClusky's algorithm [6]. The minimized minterms are listed in Table
9.7 where, in each four-variable minterm, the two first- (second) column digits
denote the variables a^b^a^^b^^^}, respectively. The symbol d implies a
complete don't-care digit for 1, 0, and 1, whereas the symbol dx implies a
partial don't-care for digits x and v.

Example: 10TTl010TOlT(1433lo) + iTTlOOTlOl 10(758,0)

Stage 1: iTTOlOOOOllT^ (T)
^010010011101 (W)

Stage 2: lTOOlT00100Tl(219110),

where the symbol (/> indicates a padded zero.

Input
Operands

Stage 1 I T.W I I T. w

Stage 2

T.W

ai bi

T. w

Fig. 9.17. Five-digit MSD addition configuration in two steps.
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Table 9.7

Reduced Minterms for the MSD Addition [74]. The d Denotes a Do Not Care Digit

Logic Output Minterms Logic Output Minterms

T I Id Id0] Odn, W
Id, Od01, Id01

1 Id ld()T OdoT
Id, OdoT, ld()T

i 1 1 Id Ol Od Id ol Odof
Od, 01, Id, 11, OdoT, ld()T

1 11 Id 01 Od Id0] Od(M
Od, 01, Id, 1 1 , Od(H. !d0.

Later on, Cherri and Karim [131,132] modified the above-mentioned
two-step conditional arithmetic. The truth table can be arranged into two
halves with each half having identical outputs. The two halves are separated
by judging whether the less significant digit pair of MSD is binary or not. On
this basis, a reference bit g£-_ l is introduced such that when the less significant
digit pair is binary, gi_1 = 1; otherwise, g^^l = 0. The modified truth table is
shown in Table 9.8 where only three digits instead of four are needed as inputs
to each of the T and W elements. The second-step operation is an addition
operation, as discussed in the previous section. The logically minimized
minterms for generating the 1 and 1 outputs for this two-step addition
technique is shown in Table 9.9.

Recently, the above algorithm has been further modified and implemented
through binary logic operations [134]. With the programming of the reference
digits, addition and subtraction can be performed by the same logic operations.
With reference to Table 9.8, the truth table for subtraction can be obtained
(Table 9.10). However, the reference bit #,•_., is true when a{_^ and the
complement of b^i are binary; otherwise, gi_l=Q. To avoid the logic

Table 9.8

Modified Conditional Truth Table for the First Step MSD Addition [131]

0;-i 0
1

1 0

1 0

0
1

1 0

1 0

0

0

0

0

0

0

1 1
0 1

1 0
1 0

1(1) 01(0/10(1) 00(1) 11(0),/11(0) 10(0)/01(0) 11(0)
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Table 9.9

Reduced Minterms for MSD Addition Rules Shown in Table 9.3 [131]

Minterms Minterms
Function

T

S

Output

1
i

1
1

(a,W

d01ll, ldo j l , I ld0 1

doTlO, ldoT0, l l d ( ) ]

01, 10
01, 10

Function Output

W 1
1

(a&Fi)

Od,T0, d i r OO
O d l T l , d j T O I

operations with signed digits, a closer look at the truth tables reveals that it is
necessary to introduce another reference bit, h{. For addition, /?f is true if both
df and bf are negative. For subtraction, hf is true if both at and the complement
of bi are negative. A key feature of this definition is that we only need to
consider the unsigned binary values of ai and bt, independent of their signs.
This greatly simplifies the logical operations. Another advantage of this
definition is that both addition and subtraction operations can be expressed by
the same binary logic equations. In the first step, the required binary logic
expressions at ith(i = 0, 1, . . . , N — 1) digit position for the two arithmetic
operations are given by:

for f,.,

output "1": aibidi + (a, 0 ̂ 0,-- 1, (9.27)

output "T": ht + fo ® b^iHi _ , . (9.28)

output 'T ' l foefcftei- i , (9.29)

output "T": fo e&;)0i_i . (9-30)

where 0_ l — 1. In the second step, the transfer and weight digits are added at

Table 9.10

Modified Conditional Truth Table for the First Step MSD Subtraction [134]

ti+l

9 i - i 0 0
1 0

Wi
0
0

' i + I

0
0

VV'j

0
0

',+ ,

0
1

W',. t ; 4. j W;

l T l
1 0 1

<,+ 1 ^

1 0
1 0

f, t l w/
T o
1 0

11(0)/11(0) 00(1) 01(1)/10(1) J0(0)/01(0) 11(1) 11(0)
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Table 9.11

Truth Table for the Second Step
MSD Addition/Subtraction [134]

t,

0 0 (1) 0
0 1 (1) 1
1 0
0 1 (0) I
T 0
\_ T (0) 0
T i

each position in parallel to yield the final sum S or the difference D of the two
operands without carries. The truth table is shown in Table 9.11. The logic
functions for the final sum 5 and D can be obtained by defining a binary
reference bit g\ which is true for positive f, and wt:

for s, and dt,

output'T'r^ew.Vi, (9.31)

output "T": (t, 0 w,-)^. (9.32)

The logic operations required for the 1 and 1 outputs of S are the same as those
for the 1 and 1 outputs of W in the first step, respectively.

Therefore, both addition and subtraction can be performed in parallel by
the same binary logic operations. This offers the advantage that through data
programming we can perform space-variant arithmetic computation by space-
invariant logic operations. The data flow diagram of the scheme is shown in
Fig. 9.18. Additionally, in comparison with the approach [135] (to be described
below) in which the MSD arithmetic was performed with binary logic via
separating the positive and negative digits, the adoption of the reference bits
yields simpler logical expressions, thus reducing the system complexity.

For example, consider the following illustrations for addition and subtrac-
tion using the proposed algorithm:

Addition: Al + Bl Subtraction: A2 - B2

Al: lOTIllTT (89,0) A2: TOl l IT lG (-9010)

Bl: llT01lTO(17010) B2: lOTOll l l (111,0)
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a2 "2 al "1 aO "o

Fig. 9.18. Data flow diagram for the two-step MSD addition/subtraction implemented by binary
logic operations [134].

Binary input:
Al: 10111111
Bl: 11101110
Gl: 11001100
HI: 00100010

Tl: 10T01_Ol00
Wl: 0010IOOOT
Gl': 1101 01000

S:

A2: 10111110
B2: 10101111
G2: 01110000
H2: 10001100

T2: TOIOTTOO^
W2: <£0001000l
G2': 011100110

D: T0100TOOT(-20110)

By mimicking the binary-coded ternary representation [135], a MSD digit can
be represented by a pair of bits; i.e., 1MSD = [1,0], 0MSD = [0,0] = [1,1],
IMSD=[0,1]. So MSD numbers can be encoded as A = [_Al,A2], B =
[#!, J52], and their sum as S = [515 S2]. Then

S = [Si,S2] = LA,,A2] + [BlfB2] = {[A^AJ + [Bl50]} + [0, B J.

(9.33)

Therefore, an MSD addition can be decomposed into a two-stage operation
[136]. In the first stage, the partial sum Z = [Zl, Z2] = [41, AT] + [Bl, 0] is
computed. The second-stage operation can be transformed into that of the first
stage by an exchange operation as shown in the following equation:

S = [SI, S2] = E.x{[Z2, Zl] + [B2,0]}, where £x[.x,y] = [y,x]. (9.34)

By analyzing the truth table, the /"th digit of Zl and Z2 can be expressed by
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binary logic operations:

''" . *"1 '"' "l "! ' l '"1' (9.35)

where © indicates the Exclusive-OR logic operation. In reality, this scheme
requires more than two steps.

9.4.2.1.3. Receded Two-Step MSD Addition/Subtraction

Another important approach for two-step addition is based on the receding
of the MSD numbers (RMSD), which was proposed by Parhami [137] and
introduced to optical computing by Awwal [138] in 1992. If there are no two
consecutive Is or Is in an MSD number, then it is possible to perform
carry-propagation-free addition. Accordingly, by exploiting the redundancy of
the MSD number system, we can derive a truth table for receding the input
binary or MSD number to achieve limited carry-free addition (see column ut

of Table 9.12). The receding algorithm converts a given MSD number X into

Table 9.12

Recording Truth Table for MSD Numbers [138,139] where «;, vt, and w. Correspond to the
RMSD, the First and the Second SRMSD Algorithms, Respectively

XIX.,XJ_2.XI_3

ITTd
TToT
TToi
IT id
TlOO
Told
fOOd
To id
TlTd
TlOf
TlOO

TlOi
11 Id
OTTd
oToT
0100
0101
Olid
OOdd

«,

0
0
1
1
1
1
T
T
T
T
0
0
0
T
T
0

0
0
0

Vj

0
0
1
1
0
1
1
T
T
T
0
0
0
I
T
T
0
0
0

wi

0
0
1
1
1
1
I
I
I
T
I
0
0
T
T
0
0
0
0

**-*-*-*

Hid
1105
1 10T
IlTd

1100
lOld

lOOd
lOTd

Hid
U01
iTOO
HOT
Hid
Olid
0101
0100
010T
Olid

ui

0

0
T
T
0
T
I
i
i
i
i
0
0
1
1
1
0
0

V;

0
0
1
T
0
T
I
1
1
1
0
0
0
1
i
i
0
0

W;

0
0
I
T
T
T
1
!
1
1
1
0
0
1
I
0
0
0
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Table 9.13

Reduced Minterms for the Recording Rules Shown in Table 9.12 [138, 139]

Operation Method Output Minterms

Stage i:
Receding

Stage 2:
Addition

RMSD(U)

SRMSD(V)

SRMSD(W)

1 dj il0doj, dnl Id, 010d0i, 01 Id, dolOTd
1 dlTOd01d, dlTlld, Olid, OM, dlT10T
1 I Old, Olid, 10doT,d, 010d01, dlTlld, djjTOl
T lOld, Olid, 10d01d, OTOdoi, d,TlTd, d,T10l
1 0101, Olid, djjlO, d10, dijOld, doTTld, 10d()Id
I OM, Olid, dlT10dJo, dlT01d, d0jlld, T0d01d
1 TTl 1, 0011, OldO, Old01l, lOOd, I0ld0,
I 1 111, 001 1, OldO, 01doT 1, TOOd, T01doT

Y with no consecutive Is. Then the MSD number Y is reconverted to eliminate
consecutive Is in such a way that the reduction of Is does not recreate an
adjacent I digit. As a result, any number X is encoded into a number Z so that
zf x z _ j ?£ 1. It is necessary to pad one zero preceding the most significant
digit and three trailing zeros after the least significant digit. An JV-digit MSD
number when recoded yields an (N 4- 1)-digit RMSD number. After receding,
the two numbers A and B can be added directly in the second step without
generating any carry. The ith digit s,- of the sum depends on a(, bt, ai^1, and
£,-_ i. After logical minimization, 10 minterms are required in the receding stage
as shown in Table 9.13. In the addition stage, the minterms for 1 and I are
complements of each othej. If the spatial encoding for a 1 is made equivalent to
a 180c-rotated version of T, then only 6 minterms are needed in the second step.
Thus, the two-step recoded MSD arithmetic requires a total of 16 minterms.

A closer look at the entries of the ut column of Table 9.12 reveals that the
receding table does not have a symmetrical complementary relationship
between the entries that produce an output of 1 or T. Thus, two symmetrically
recoded MSD (SRMSD) schemes (columns of v{ and wt of Table 9.12) were
proposed [139]. The entries as well as their corresponding outputs are exactly
digit-by-digit complement to each other. The logically minimized minterms are
listed in Table 9.13, which shows that both SRMSD schemes requires only 6
reduced minterms. The addition table is the same as as the one shown in [136],
Therefore, the two-step SRMSD carry-free addition requires a total of 12
minterms.

Recently, the two-step higher-order MSD addition has been studied [140].
In the first step, the two-digit addend aiai_1 and augend bibi^l as well as the
reference digits ai_1bi^2 output a two-digit intermediate sum sisi^l and an
intermediate carry to the (i + l)th position. The number of minterms for s;,
s,._i, and Cf is 38 (19 minterms for 1 and 19 minterms for T), 16 (8 + 8), and 22
(11 4- 11), respectively.
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9.4.2.1.4. One-Step MSD Addition/Subtraction

As seen in the three-step arithmetic, the iih output sum digit depends on
three adjacent digit pairs; i.e., a(, bt, fl£_i, t>i_1, a,:_2, and h^2- Mirsalehi and
Gay lord [141] developed a truth table with the above variables as the inputs
and s( as the output. Since each variable has three possible values (T, 0, and 1),
the table contains 36 = 729 entries. There are 183 input patterns that produce
an output 1, and 183 patterns that produce an output T. By logical minimiz-
ation, the number of patterns for each case is reduced from 183 to 28. Thus,
the output digit can be obtained by comparing the input patterns with a total
of 56 reduced minterms. Note that a reference pattern that produces a T output
is a digit-by-digit complement of the corresponding minterm producing a 1.
The reduced minterms for generating the output 1 are shown in Table 9.14.

Recently, redundant bit representation was used as a mathematical descrip-
tion of the possible digit combinations [142]. Based on this representation and
the two-step arithmetic, a single-step algorithm was derived which requires 14
and 20 minterms for generating the 1 and 1 outputs, respectively. Furthermore,
by classifying the three neighboring digit pairs into 10 groups, another one-step
algorithm was proposed where it is critical to determine the appropriate group
to which the digit pairs belong. Another one-step addition algorithm [143] was
investigated in which the operands are in binary while the result is obtained in
MSD. In this case, 16 terms are necessary which can be reduced to 12
minterms. This special case [143] is of limited use since MSD-to-binary
conversion is needed for addition of multiple numbers.

9.4.2.2. Digit-Set-Restricted MSD Addition/Subtraction

To derive a parallel MSD algorithm, it must be guaranteed that at each
digit position, the two digit combinations of (1,1) and (I, I) never occur. This
can be also realized by limiting the intermediate carry and sum digits to the
sets {1,0} and {0, 1), respectively [144]. However, according to Eq. (9.25), in
this case the sum x{ + yt can contain the values from the set {— 2, — 1, 0, 1, 2}
while the result of operation 2ci_1 + st can contain the values from the set

Table 9.14

Reduced Minterms that Produce a 1 in the Output Digit of the MSD Adder [141]

d T l ldd T i ld , OldOld, dT ld0 1 ldTi ld, Od01d0,01d01, TT dOld, Od01101d
di , ldd T id 0 1 l dTlId0i001 TOdOOd OldOdl Old010d01d01 dT lTlOOd0 1

TldOld 0110d01d OTd01dj,01 dT)Od01Oll Oldlld Od01d011
01!dTlOd01 dTl010td01 OldlTd djjldjjd^d OOd01dTJJ
dTidoAidTi ldo, OOdlOd dT ld0 1ddT l l l 001dnld01 dTlld01dTld01d0,



514 9. Computing with Optics

| —2, — 1 , 0 , 1 ) . Obviously, the operation 2c, + ] + st cannot produce the value
2. Some modifications are thus necessary to be made in Eq. (9.25). In order to
ensure that each formed intermediate carry digit is nonpositive and each
formed intermediate sum digit is nonnegative, a reference digit r, is employed
to transfer quantities from one digit position of the input operand digits to
another position to keep the identity. For any digit position /, there exists an
output value, which is equal to 2r1 + 1, to the next higher order digit position
and an incoming value, which is equal to r,, from the next lower order digit
position. The sum of the input operand digits at the zth position can be
represented in terms of the reference digit values mentioned above and the
values of the intermediate carry and sum digits. So a new algebraic equation
is written as

(9.36)

The reference digit r, may be either nonrestricted, belonging to the digit set
(1,0, 1), or restricted to a smaller set (0, 1}. The addition algorithm based on
this scheme consists of three steps for generating the reference digits, the
intermediate sum and carry, and the final sum, respectively. The three-step
algorithm with nonrestricted reference digits is developed in Sec. 9.3.2.2.1 and
that with digit-set-restricted reference digits in Sec. 9.3.2.2.2. Through the
proposed encoding scheme, the algorithms can be completed within two steps,
presented in Sec. 9.3.2.2.3.

9.4.2.2.1, Algorithms with Nonrestricted Reference Digits

The first step is to generate the reference digits, which are of the set {1,0, 1).
The reference digit at the ith position depends only upon the addend and
augend digits at the (i — l)th digit position. It should be mentioned that for a
fixed input digit pair (x(.,y(-), the reference digit ri+l has a unique value,
otherwise there maybe no solutions for ci+l and s,- to satisfy their digit-set
constraints. For example, if (x,-,.y;-) is (1, 1), then the reference digit ri+ { must
be 1. Provided that ri+1 and rt- are T and 0, respectively, from Eq. (4.36), we
can deduce that ci+l and st satisfy the equation 2ci+l + s{ = 4. There are no
solutions for ci + 1 and st since ci + 1 is of the set (I, 0} and sf is of the set (0, 1 }.
If ri + i and ri are 0 and 1, respectively, the same contradiction will occur.
Hence, the reference digit rt-+1 based on the digit pair (1, 1) cannot be I or 0.
Similarly, the reference digits generated by other fixed-input digit pairs also
have the corresponding unique values. Table 9.15 shows the computation rules
for the reference digit ri+l based on the operand digit pair (x,:, y,). The addend
and augend digits are classified into six groups since they can be interchanged.
After this step, a reference word has been obtained.
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Table 9.15

Truth Table for the Nonrestricted
Reference Digits in the Three-Step

Digit-Set-Restricted MSD Addition [144]

1 1 1
1 0 0
0 T
0 0 0
1 I 0

The second step is to generate the digit-set-restricted intermediate carry
and sum digits based on the reference digits. At each digit position, according
to the digit pair (x^yj and the determined reference digits ri+i and r,-, the
unique solutions of ct + 1 and s,- will be calculated. For example, if the pair is
(1,1), r( + 1 and r{ are 1 and T, respectively, we can produce an equation:
2cJ + , + sf = — 1 from Eq. (9.36). So cl + 1 and st must be 1 and 1, respectively,
to satisfy this equation. Actually, the formation of the intermediate carry and
sum is dependent on two consecutive input digit pairs. Table 9.16 is the truth
table for this step.

The last step is to generate the final result by adding the intermediate carry
and sum words digit-by-digit in parallel. The principle is proven below. The
summation of two N-digit MSD numbers X and Y can be expressed as

X + Y = £ 2ix,. + >',.). (9.37)
i = 0

A substitution of Eq. (9.36) into Eq. (9.37) leads to

(9.38)

The first term of Eq. (9.38), which is equivalent to CN ... c2clQ, can be rewritten
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Table 9.16

Truth Table for the Three-Step Digit-Set-Restricted
MSD Addition Based on the Nonrestricted

Reference Digits: the Second Step Rules [144]

xi

T

T
or
0
0

1
or
T
1

or
0
1

y,

T

0

T
0

I

i
0

1
1

r;

I
0
I
T
0
1
T
0
1
T
0
1
T
0
i
I
0
1

cl+t

T
0
0
T
T
0
T
0
0
1
0
0
T
I
0
T
0
0

si

1
0
1
0
1
0
I
0
1
i
0
1
0
1
0
1
0
1

as £f=o 2lc: since c0 = 0. The second term XfLo1 2's,- can be expressed as

£ 2's,= X 2's,-2%. (9.39)
( = 0

The third term of Eq. (9.38) is equivalent to the word rN . . . r2r10 and the fourth
term is equivalent to the word rN_i...r2rlr0, where r0 = 0. Therefore, the
difference of the third and fourth terms is

2 l +Vi- 2^ = 2V (9-40)
i = 0 / = 0

As a result, Eq. (9.38) becomes

X + Y = X 2i(c< + st) + 2N(rN ~ SK). (9.41)
i = 0

Note that XN = 0 and yN — 0. The reference digit rN has three possible states;
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f, 0, and 1. In the following, we discuss these three cases based on the
computation rule for the input digit pair (0,0) in Table 9.16.

Case I —rN

is written as
T: there exist cN+l 1, % = 1. The second term of Eq. (9.41)

(9.42)

Case II — rN = 0: there exist CN+ , =0, SN = 0. The second term of Eq. (9.41)
is written as

(9.43)

Case III — rN = 1: there exist cN + 1 = 0, SN = 1. The second term of Eq.
(9.41) is written as

(9.44)

Consequently, Eq. (9.14) can be simplified as

(9.45)
N+l N+I

I 2'Ci + £
i = 0 i = 0

where sN+i = 0. The first and second terms represent the (N + 2) -bit inter-
mediate carry word C and sum word S, respectively. That is, Eq. (9.45) can be
rewritten as

X + Y = C + S. (9.46)

From Eq. (9.46), we conclude that the sum of two N-digit MSD words is equal
to the sum of the (N + 2) -bit intermediate carry and sum words, regardless of
the reference word.

Figure 9.19 is the diagram of the three-step MSD adder based on this
scheme. Using the Karnaugh map or the Quine-McCluskey method, the
corresponding reduced-logic minterms in each step are summarized in Table
9.17. The first two steps can be combined into a single step. An example is
shown below for addition of two 8-digit MSD numbers. It is necessary to pad
one zero preceding the most significant digit of the operand digits, as shown
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Fig. 9.19. Diagram of the three-step digit-set restricted MSD adder/subtractor [144].

in the following example:

(X) 0T01TT011 =(-117) 10
(Y) ^11001101 =(69)j0

step l:(R) 001000110

step 2: (C) OOOTIOOOO^
(S) 0000110000

step 3: (Z) OOOlOlOOOO = (-48)10.

Here the symbol 0 denotes a padded zero.

Table 9.17

Reduced Truth Table for the Three-Step Digit-Set-Restricted MSD Addition with
Nonrestricted Reference Digits [144]

Step
order

Step 1

Step 2

Step 3

Output Output
function literal

rn-i T
l

<•• , •+! T
.S, 1

z{ T
l

Input
function Minterms

xtfi TT
Id01,01

x,. y,rt dT,00, OdTlO, ddl

dTlOO, OdT,0, OOd,,, dudiidn

CiS, TO
01
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The key feature of this algorithm lies in the utilization of the reference digits.
Their function is to determine the values transferred from one digit position of
the operand words to another digit position so that the digits of the formed
intermediate carry and sum words are all restricted to a smaller set and their
sum is equal to the sum of the operand words.

9.4.2.2.2. Algorithms with Digit-Set-Restricted Reference Digits

In the above-mentioned algorithm, the reference digits can contain the value
from the set [1,0,1} while the intermediate carry and sum digits are all digit-set
restricted. For the purpose of simplifying the algorithm, the reference digits can
also be restricted to the digit set (0,1}. The merit of this scheme is that each
of the intermediate carry and sum digits and the reference digits has only two
states; i.e., 1 and 0 or 0 and 1. Therefore, only a single binary bit may be
required for their representations independent of their signs. This makes it
possible to realize associated operations by binary logic [134]. Tables 9.18 and
9.19 are the truth tables for generating the digit-set-restricted reference digits,
intermediate carry, and sum digits, respectively. The reduced minterms for this
three-step scheme are listed in Table 9.20. Similarly, the first two steps can be
combined, as shown in Table 9.21. Furthermore, the three-step operations can
be completed in a single step. The logic minterms for the one-step digit-set
restricted MSD addition are shown in Table 9.22.

Now we discuss Eq. (9.41) again under the condition of digit-set-restricted
reference digits. According to the computation rule of digit pair (0,0) in Table
9.19, rv and SN are equal to each other and Eq. (9.41) is thus rewritten as

(9.47)

Table 9.18

Truth table for the Three-Step MSD
Digit-Set-Restricted Addition Based on

the Digit-Set-Restricted Reference
Digits: the First Step Rules [144]

1
I
0
0
1
I
)
0
1

1
0
I
0
I
1
0
1
1

0
0

0
1

1

1
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Table 9.19

Truth Table for the Three-Step Digit-Set-Restricted
MSD Addition Based on the Digit-Set-Restricted

Reference Digits: the Second Step Rules [144]

1 1 0 1
1 I

1 o\ o T
0 I/ 1 0
0 0 0 0

1 0
0 1

(1u
1

0\
1J
1

0
1
0
1

1
0
0
0

1
0
0
1

Table 9.20

Reduced Truth Table for the Three-Step Digit-Set-Restricted MSD Addition with
Digit-Set-Restricted Reference Digits [144]

Step
order

Step 1
Step 2

Step 3

Output Output
function literal

r>4 1 1
<•,- + ! ]

.V; !

™ 1

1

Input
function Minterms

x,y, Id, dl
x.-v.-r,. Odj,0, dT,00, ldTld01, I ld 0 i

df,00, Od,,0, 001,dT ldT, l
c,s, 10

01

Table 9.21

Reduced Truth Table for Digit-Set-Restricted MSD Addition by Combining the
First Two Steps of Table 9.20 into One [144]

Output literal Minterms x^x,-,. 1y,_,

OOld, OOdl, dfidnld, diidndl, diiOdtodyo, Odi^rodio
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Table 9.22

Reduced Truth Table for the One-Step Digit-Set-Restricted MSB Addition with
Digit-Set-Restricted Reference Digits

Output literal Minterms xiyixi_lyi.lxi_2yi-2

OOTIdd, dj,dT,TIdd, OOTOdTodro, OOOTdT()dIO, di.diJOdjodfo, dT,driOTdj(»d1(h

dT,OlTdd, dnOTldd, OdT llTdd, Odr,Tldd, dTl010dTodTo, dT,001dI0dK1,
OdT,10dTodTo, OdnOldrodjo

OOlOld, OOlOdl, 0001 Id, OOOldl, d j ,d T l 10Id , dndnlOdl, dTldT,011d,
dTldi,01dl, 001 Idd, dT,di,Hdd, dT,Ol01d, dT,OOlld, dT,OTOdl, dhOO!di,
OdriT01d, Odr,OTld, OdnIOdl, OdnOTdl, d,,000dd, OdTlOOdd

Equation (9.47) implies that the summation of two N-digit MSD numbers X
and Y is equal to the summation of (N + I) -bit intermediate carry word C
and sum word S, which is unlike the algorithm with the nonrestricted reference
digits mentioned above. As an example, let us consider the three-step addition
of the following two 8-digit MSD numbers.

(X) 0101IIT01 =(133)i0

(Y) 01TT01T11 =(39)10

step 1: (R) 101010110

step 2: (C)
(S) 100000100

step 3: (Z) lOMIlOO - (172)10.

Table 9.18 shows that the digit pairs (T, I), (T, 0), (0, 1), and (0, 0) determine the
reference digits valued 0 while the pairs (1,1), (1,1), (1,0), (0,1), and (1, I)
determine the reference digits valued 1. From Table 9.19, we notice that some
digit pairs; e.g., pairs (0,0) and (1,1), generate the identical outputs. It is
possible and important to design an appropriate encoding scheme so that the
algorithm can be simplified and implemented by binary logic functions. Three
binary bits («,., vt, w,-) can be used to code the input digit pairs (xt, yt), as shown
in Table 9.23. The digit combinations generating the same intermediate carry
and sum in terms of determined reference digit have the same ut and u,.. For
instance, the (wr-, v,.) of the combinations (T, !),(!, T), and (T, 1) are all (1, 0). The
third encoding digit w; of one digit pair is equal to the reference digit generated
by this pair as described below:

r l + 1 = w,.. (9.48)
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Table 9.23

Encoding Scheme and Computation Rules to be Used for the
Digit-Set-Restricted MSD Addition by Logic Operation [144]

1

T
0
0

1
T
l
0
1

l 1

0 0
T
0 0

T i
i
0 0
1
1 0

0

0

0

0

1

0

0

0

0

1

1

1

0

0

0

i

1

1

0
1
0
1
0
1
0
1
0
i
0
1

I
T
I
0
0
0
T
T
T
0
0
0

0
1
1
0
0
1
0
1
1
0
0
1

So the encoding contains the information of the input digit combinations and
the corresponding reference digits. From Table 9.23, by using a Karnaugh map
to minimize the logical minterms for the nonzero outputs, the binary logic
expressions for the intermediate carry ci+ 1 and sum s, can be obtained:

c i + i = ui + vi7i, (9.49)

(9.50)

It should be mentioned that for the intermediate carry digits, which are
restricted to the set (1, 0), the true logic denotes negative digit T. Inserting Eq.
(9.48) in Eqs. (9.49), and (9.50) results in

(9.51)

(9.52)

The first and the second steps are thus combined into a single step since from
the encoding of the input operand pairs, the intermediate carry and sum digits
can be obtained directly through binary logic operations on the inputs. We
employ variable Z+ to denote all of the occurrences of positive digit 1 in the
final sum string Z by a 1 symbol and Z~ to denote all of the occurrences of
negative digit T in Z by a 1 symbol. The final result Z can thus be yielded by
combination of Z+ and Z~. The binary logic expressions for z* and z,: are
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z;« z

Fig. 9.20. Tree structure for the two-step digit-set-restricted MSD addition/subtraction [144]. The
functional block A represents the computation rules generated from Eqs. (9.51) and (9.52) while
the functional block B represents the computation rules generated from Eqs. (9.53) and (9.54).

listed as follows:
z;~ ^ C&, (9.53)

z,+ = S&. (9.54)

Figure 9.20 shows the tree structure for the two-step digit-set-restricted MSD
addition. The functional block A represents the computation rules generated
from Eqs. (9.51) and (9.52), while the functional block B represents the
computation rules generated from Eqs. (9.53) and (9.54). An example showing
the application of the aforementioned technique is illustrated below.

(XI)
(Yl) 001001111 =(53)! o
(U) 000001100

010100011
011000110

step 1: (C) 0010111k/)
(S) 100101111

step 2: (Z~) 001010000
(Z+) 100100001

(Z): lOTlTOOOl =(209)i0

9.4.2.3. Multiplication

Multiplication of two N-digit MSD numbers A
B

- al N - 2 and
-lbN_2...b0 generates a 2N -digit product P — P2N- \P2N~2---Po-
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procedure consists of two steps: generate the partial products P(1) and add them
[123, 126]. The product is formed as

N - 1

p = AB = £ P(i) = X Ab^. (9.55)
(=0

Each partial product P(l) is formulated by multiplying the multiplicand A by
the ith digit bt of the multiplier B and shifting by i digit positions, which
corresponds to the weight 2'. The partial product is a shifted version of A, or
0, or A, depending on whether the value of bt is T, or 0, or 1. The traditional
multiplication algorithm checks each digit of the multiplier B from the least
significant digit b0 to the most significant digit bv- i- To speed up the
multiplication, the following two measures must be pursued.

• Generate all partial products in parallel. This can be accomplished via
symbolic substitution, truth-table look-up, and outer-product, crossbar,
and perfect-shuffle interconnection networks.

• Add all partial products pairwise by means of an adder tree. With a total
of N partial products at the leaves of the tree, the summation process
takes log27V steps. At each step /, we perform N/2j MSD additions in
parallel:

P . j = P2i-2iJ-1 + P2i- ltj-,, for i = 1, 2 , . . . , N/2{ j = 1 ,2 , . . . , Iog2A'.

(9.56)

The final product is produced at the root of the binary tree. The partial
products are generated in constant time while the addition of partial products
using the tree structure requires log2JV iterations. Therefore, the multiplication
of two N-digit MSD numbers can be carried out in 0(log2iV) time. The
following numerical example illustrates the multiplication process between the
numbers A = 10TT = 5]0 and B - lOll = 710.

Step 1: Generation of the partial products

p(0): Ab0 x 2° = 00010TT

p(l}: Ab, x 21 =0010110

p<2): Ab2 x 22 = 0000000

p(3): Ab3 x 23 = lOlIOOO
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Step 2: Summation of the partial products

0001 01 1\
oolono/'
0000000\
loTTooo/

-+00000111

-» iTToiooo
00100101 = 3510.

9.4.2.4. Division

Conventional storing and nonstoring division methods require knowledge
of the sign of the partial remainder for exact selection of the quotient digits.
However, in MSD the sign of a partial remainder is not always readily
available. Therefore, we must seek an effective division algorithm which can
overcome this difficulty and use the parallel addition and multiplication
arithmetic operations developed in the previous sections. To this end, two
different approaches have been proposed: the convergence approach [123] and
the quotient-selected approach [145].

9,4.2.4.1, Convergence Division

A parallel MSD division algorithm which meets the aforementioned require-
ments is based on a convergence approach [123]. Consider a dividend X and
a divisor D in normalized form, 1/2 ̂  \X\ < \D\ < 1. We want to compute the
quotient Q = X/D without a remainder. The algorithm utilizes a sequence of
multiply factors m0, ml s . . . , mn so that D x (Hl

i^
n
0mi) converges to 1 within an

acceptable error criterion. Initially, we set X0 — X and DQ — D. The algorithm
repeats the following recursions:

Xi+l= Xi x m,., Di+ , - Df x mf, (9.57)

so that for all n

(9.58)

The effectiveness of this convergence method relies on the ease of computing
the multiply factors m, using only the MSD addition and multiplication. It is
found that for Di+i to converge quadratically to 1, the factors mt should be
chosen according to the following equation:

mi = 2-Di,Q<Di<2. (9.59)
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It is just the 2's complement of the previous denominator D^ In the MSD
system, the subtraction can be computed in constant time by complement and
addition. Since the convergence is quadratic, the accumulated denominator
length is doubled after each iteration. Thus, for a desired quotient of length «,
the maximum number of iterations needed is Iog2n. In each iteration, three
operations are involved; i.e., two MSD multiplication and an MSD subtrac-
tion. If the binary-tree architecture is employed to perform a multiplication, a
total of Iog2nn steps are required and up to m/2 additions are needed in each
step.

9.4.2.4.2. Quotient-Selected Division

MSD division based on the conventional add/subtract-and-shift-left prin-
ciple is realized by shifting the partial remainder, generating a quotient digit,
and then performing an addition or subtraction operation to produce the next
partial remainder. It generates one quotient digit per iteration from the most
significant digit toward the least significant digit. The number of required
iterations is n. The conventional algorithm requires knowledge of the sign of
the partial remainder for selecting a quotient digit, and it is necessary to check
all digits of the partial remainder. Recently a novel quotient-selected MSD
division algorithm [145] has been proposed in which we only need to know
the range rather than the exact value of the partial remainder. The selection
function is realized by checking only several of its most significant digits.

The algorithm based on the add/subtract-and-shift-left principle to compute
the division X/D relies on the following equations:

(9.60)

e,.= £2-^, e0 = o, (9.61)
1 = 0

where / is the iteration step, wf is the partial remainder at step / having the form
of w , - . o ' v v u ' v v i , 2 - - - W M > - i > q{ is the quotient digit, and Qf is the value of the
quotient after the ith iteration.

In any signed-digit-based division scheme with quotient digits selected from
the set { — s,..., 0 , . . . , s}, the range of the partial remainder in the (i — l)th
iteration is —rjD < wi^.l < qD, where rj = s/(r — 1) is called the index of
redundancy. For MSD numbers with radix r = 2, the quotient digits belong to
the set {1,0, 1} and thus rj = 1. So the partial remainder w , _ j should be
restricted to the range ( — D,D) and the range of 2wi_1 is ( — 2D, 2D). To
guarantee w,-e( — D, D), the rules determining the three possible values of qt are



listed as follows:

9.4. Parallel Signed-Digit Arithmetic

if -ID < 2w(-_ j < 0, then q{ = 1

if - D < 2w,-_, < D, then g,. = 0

if 0 < 2w, ! < 2D, then qt = I.

(9.62)

From Eq. (9.62), one can see that there exists one overlap region ( —D, 0) for
the ranges of 2w,-_ t for gf = 1 and qt = 0, and another overlap region (0, £>) for
q. = 0 and qt — 1. In these overlap regions, selection of either of the quotient
digits is valid due to the redundant nature of 2wi^i. Figure 9.21 plots the
relationship of the shifted partial remainder 2w,-_1 versus the divisor D. It
clearly shows the change of the range that 2w,-_1 can represent with the
normalized D varied from 1/2 to 1. The shaded regions 1 and 2 are the overlap
regions where more than one quotient digit may be selected. If we can find a
constant value Ct (C2), for all the values of £>e[l/2,1), within the overlap
region, then 2w,-_] in any iteration can be compared with this constant value
to select either qt = 1(0) if 2w i _ 1 > C^(C2), or qt = 0(1) otherwise. Such a
constant should be independent of the value of the divisor D so that the
quotient selection will only depend on 2w,-_ t in any iteration. From Fig. 9.21,
one can observe that C, is independent of D only when it lies in the range

0.5 1

Fig. 9.21. Shifted partial remainder versus divisor plot for quotient-selected MSD division [145].
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(0,0.5]. Similarly, the constant C2 should be in the range [ — 0.5,0). Therefore
a number of values in the above ranges can be selected for Cj and C2. Note
that the constants should also result in a simple quotient selection function. To
compare 2wl-_1 with C{ or C2, one can approximate the result according to
several of their most significant digits instead of performing a subtraction
operation. With the observation of several most significant digits, the quotient
selection is thus independent of the length of the divisor operand. These most
significant digits should not only guarantee the correct choice of the quotient
digits but also be as few as possible to simplify the physical implementation.
Here three most significant digits w,- 0 • w; j w,- 2 of partial remainder are used for
quotient selection since they are sufficient to represent a constant value in
range (0,0.5] or [-0.5,0). For example, Cv = (0.10)MSD = (UOW = (0.5)10

is selected as the reference constant value for selection of qi = 0 and qt = I,
while constant value C2 = (0.10)MSD = (I.10)MSD = ( — 0.5)10 is selected for q, =
0 and q{ — \. If H>;>0wi5lwii2 is equal to or greater than (0.10)MSD or (1.10)MSD,
then the quotient digit is set to 1; if w,-(0wuw,->2 is equal to or lower than
(O.IO)MSD or (T.10)MSD, then the quotient digit is set to —1; otherwise, the
quotient digit is set to 0. The selection rules are listed in Table 9.24. As
an example, we compute the MSD division with X = (0.101 ll01)MSD =
(0.6640625)! 0 and D = (0.1110lIl)MSD = (0.8359375), 0. The partial remainder
and the quotient digit in each iteration are shown in Table 9.25. After eight
iterations, the division results are generated with Q = (0.1 1001 10)MSD =
(0.796875)10.

Using the Karnaugh map or Quine-McCluskey method, the reduced logic
mmterrns for outputs 1 and I of the quotient digits can be obtained. We used
symbol dxv to imply a partial don't-care for digits x and y and symbol d to
imply a complete don't-care for digits 1, 0, and 1. As a result, to determine the

Table 9.24

Truth Table for the Quotient Digit qt According to w^0wLlwL2 of the Partial Remainder [145]

1 0 1 1
1 0 0 1
t o l l
1 I 1 1
1 T 0 l
i I T o
o i I i
0 1 0 1
O l i o
o o i o
0 0 0 0
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Table 9.25

Example of the Quotient-Selected MSD Division, [145] where
X = (0.101lI01)MSD = (0.6640625),,, and D = (0.1110lTl)MSD = (0.8359375)10

Iteration Partial remainder Quotient digit Quotient word

! w0 = 0.101 1101 ql

2 Wj =
3 w, =
4 w; =
5 vv4 =
6 w5 —
7 w =

8 w7 =

2w0

2w,

2w2

2w-,

2vv4

2w5

2w6

-D = 0.1000001
-D = 0.0010101
= o.oioiolo
= o.ioioToo
- D = o.ioTTiiT
- D = O.OOlOOOT

= o.oToooTo

92

93

94

9s
9<,
97

= 1

== 1
= 0
= 0

1

= 1
= 0

G,
Q?
63
Q4

Os

Ge
67

= 0.1
= 0.11
= 0.110
= 0.1100
= 0.11001
= 0.110011
= 0.1100110

quotient digits, one can use three minterms 10d, 1 Id01, and Old0i for output 1,
and three minterms IQd, Ild0i, and Oyd01 for output I.

If we use dual-rail spatial encoding S*S** to encode an MSD digit, the
quotient-digit selection can be done by binary logic operations. The code
used here is S*S** = 01 for 1,S*S**=00 for 0, and S*S** = 10 for I.
Therefore, a quotient digit qt can be obtained from a six-variable string
w*ow**w*iw*iw£2w**, as shown in Table 9.26 for qt = 1 and Table 9.27 for
q( = I. Using the Karnaugh map, we can derive the minimized logical expres-
sions for outputs 1 and I of the quotient digits as shown below.

for output 1: w**w*i + w**wf<2 + w^0w^fvvf2, (9.63)

for output I: w*()wftf + w*0wf^ + wf^wf^wf^, (9.64)

Table 9.26

Encodings of wit0wittwii2 Generating a Quotient Digit 1 [145]

'i,l Wi,2 W*,0 W** W*l W*l Wf

1 0
1 0
1 0
! 1
1 T
0 I
0 1

1
0
I
1
0
1
0

0
0
0
0
0
0
0

1
1
1
1
1
0
0

0
0
0
1
1
0
0

0
0
0
0
0
1
1

0

0
1
0
0
0
0

1
0
0
1
0
1
0
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Table 9.27

Encodings of wti0w,-Avv; 2 Generating a Quotient Digit 1

T
I
I
T
1
0
0

0
0
0
1
1
1
T

i
0
1
I
0
I
0

1
1
1
1
1
0
0

0
0
0
0
0
0
0

0
0
0
0
0
1
1

0
0
0
1
1
0
0

1
0
0
]
0
I
0

0
0
i
0
0
0
0

9.4.3. TSD ARITHMETIC

9.4.3.1. Addition

A two-step TSD algorithm [146] was designed by mapping the two digits
a, and b( into an intermediate sum and an intermediate carry so that the ith
intermediate sum and the (i — l)th intermediate carry do not generate a carry.
The digits ai^lbi^.l from the next lower order position are used as the
reference. Both the intermediate sum and the intermediate carry belong to the
set (2,1,0,1,2}, and a total of 28 minterms are required. Later on, the
higher-order TSD operation [147] was developed, which involves the operand
digits aiai._1 and btbj^_l and the reference digits a , - _ 2 f e / _ 2 to yield a two-digit
intermediate sum s;s;_ l and an intermediate carry. In this technique, the truth
table becomes relatively large and more minterms are needed for implementa-
tion. Recently, a two-digit trinary full-adder [148] was designed with
a,-«i- \bibl,_! as the inputs. In this technique, the intermediate carry and one of
the intermediate sum digits si^1 are restricted to {1,0, 1}, thus ensuring that
the second-step addition is carry free.

In a TSD number system, a carry will be generated for the addition of the
digit combinations 22, 2l, 1.2, 12, 21, and 22. For carry-free addition, the
aforementioned digit combinations must be eliminated from the augend and
the addend. By exploiting the redundancy of the TSD numbers, a recoding
truth table [149] has been developed to eliminate the occurrence of these digit
combinations. An JV-digit TSD number A = %_ 1 a A ,_ 2 . . . a 1 a 0 is receded into
an (N + 1)-digit TSD number C = tVjv-i • --c\co sucn tnat C and ^ are
numerically equal and the recoded TSD output c, does not include the 2 and
2 literals. Thus, this recoding operation maps the TSD set {2,1,0,1,2} to a
smaller set {T, 0,1}. This recoding naturally guarantees that the second-step
addition of the recoded numbers is carry free. The recoded digit c, depends on
the current TSD value at and three lower-order digits ai._.lai^2ai^3 and the
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Table 9.28

Reduced Minterms for TSD Receding [149] where the Minterms Generating a i Output are
Digit-by-Digit Complement of that Generating a 1 Output

MJnterms «,-«,•_ i

d,222d)oi2. dj j-Tfdfo^ 012dyoi2, 02idi012, di22!dj0i2, d,2l ld1 0T2'
d,212d,0i2, d^222d10j2, d^Tdo^d, dnldond, dl22d0i2d, 02d012d.
d]2T22, d,2122, d122T2, dT2222, dT2TT2, d,20dd. 0222, 0112

receding operation can be performed at all digit positions in parallel. To
generate the 1 and T outputs of ct, 42 four-variable (aiai_lai_2

ai-3) minterms
are required. Notice that the minterms for generating the 1 and I outputs are
exact complements of each other. Table 9.28 lists the 21. minterms required for
generating the 1 output in the receding step. In the second step, 6 minterms
are required for generating the sum output. In the second step, only 2
minterms, 10 and 01 (K) and Ol) are required for generating the 1 (T) output,
and only 1 minterm 11 (IT) is needed for generating the 2 (2) output of sf. In
addition, the minterms for st — 1(2) are digit-by-digit complement of the
minterms for st = 1(2). Therefore, the algorithm requires 21 minterms for
generating the 1 output in the receding step, and 3 minterms for generating the
1 and 2 outputs of s; in the addition step.

The two-step TSD addition [150] was further simplified by restricting the
/th intermediate sum st and the (i + l)th intermediate carry ci+l values to the
set {T, 0, 1). Each sum of the two TSD digits from the set (2,1,0, 1,2} has at
least one representation that satisfies the requirement. The reduced minterms
for this operation are listed in Table 9.29. Also note that the minterms for
generating the 1 output of s,-(ci+1) are digit-by-digit complement of the
corresponding minterms for the T minterms. Thus, only three minterms are
required for generating the 1 output of s, and three minterms are required for

Table 9.29

Reduced Minterms for the First Step Operation
of the Simplified Nonrecoded TSD

Addition [150]

Output Minterms a/b,
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yielding the 1 output of ci+1. For the second-step addition, the minterms are
the same as those used in the addition of receded TSD numbers. Comparing
the nonrecoding technique [150] to all of the previously reported TSD
algorithms which require a large number of four- or six-variable minterms; this
nonrecoding scheme requires only two-variable minterms and the number of
minterms has been drastically reduced.

The simplified two-step nonrecoded TSD algorithm can be combined to a
single-step operation [152], but inclusion of the lower-order digits ai_lbi,l
together with aibi makes the truth table more complex and more minterms are
needed (21, 21, 9, and 9 minterms for 1,1, 2, and 2, respectively). The two-step
recoded and one-step nonrecoded addition algorithms were also investigated
based on the redundant bit representation [153]. However, in this later case,
the truth table becomes even more complex, thus complicating its practical
implementation.

Algorithms for TSD subtraction can be derived directly by methods similar
to TSD addition. Alternatively, we can perform TSD subtraction by comple-
ment and addition operations.

9.4.3.2. Multiplication

Because the TSD digits belongs to the set (2, T, 0, 1, 2), the partial product
formation during the multiplication of two digits may generate a carry. If the
operands are recoded first, such carry generation can be eliminated. Hence
TSD multiplication [153] can be classified into four cases according to whether
the multiplicand A and the multiplier B are recoded or nonrecoded. The
difference lies in how to generate the partial product as shown below;

(i) Recoded TSD Multiplier and Multiplicand If both the multiplier and
multiplicand are recoded, all digits of a,- and bj belongs to the set (T 0, 1}. Then
the partial products can be generated in parallel as in the MSD multiplication;
i.e., a partial product is the complement of the multiplicand A, or 0. or the
multiplicand itself, depending on whether the multiplier digit bf is T, 0, or 1.

(ii) Multiplication with Only a Recoded Multiplier If the multiplier B is
recoded to the digit set (I, 0, 1}, the product of bj and at is still carry free, and
we can get all the partial products in parallel. The at digit as well as the
partial-product digit belongs to the set (2, T, 0, 1, 2}. A partial product is A or
0, or A. depending on whether the multiplier digit bj is T, or 0, or 1.

(iii) Nonrecoded Multiplication with Carries If the multiplicand and the
multiplier are not recoded, carries may be transmitted to the next higher order
position when at and bf are either 2 or 2. The carry ci+l and the product PJ
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Fig. 9.22. Four-digit nonrecoded TSD multiplication [153]. p and c are for the partial product and
the carry, respectively.

can be limited to the set (1, 0, 1}. When A is multiplied by bh both the partial
product and partial carry can be arranged as separate numbers, as shown in
Fig. 9.22. As a result, we have N partial-carry words, in addition to N
partial-product words to be added.

(iv) Nonrecoded Multiplication without Carries As described above, when
two TSD digits are multiplied, the carry ct +1 and the partial product pf can be
limited to the set {1,0,1). Therefore, partial-carry generation can be avoided
by considering the product of two consecutive digits of the multiplicand
A(aiai_ {) and one digit of the multiplier B(bj). The truth table can be obtained
directly from the multiplication of two digits.

For each of the above-mentioned cases, when all partial products are
generated in parallel, they can be added in a tree structure using the nonrecod-
ing addition technique. But for the third case, an extra addition step is
required.

9.4.3.3. Division

Based on the TSD addition and multiplication algorithms, recently TSD
division through the convergence approach [154] has been studied. Table 9.30
shows an illustration of the TSD division algorithm using X = (O.l2)3 =
(0.5555) 10 and Y - (0.20)3 = (0.6666),0.
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Table 9.30

An Example for TSD Convergence Division with X = (0.12), and D = (0.20)3 [154]

Iteration Multiplication Accumulated Accumulated
number factor numerator denominator

0 wi0 = 2 - yo = (1.1000) 3 X, = X0m() - (0.20TOO)3

= ( 1.3333... )10 = (-0.7407.. .),0_
1 m, = 2- y, =(1.0100)3 A", = Jt ,m, =(0.2TT02)3

= (1 .1111. . . ) ,„ = (-0.8230.:.),o
2 m2 = 2-y2 = (1.0001)3 A'3 = X2m

= (1.0124...)10 =(-0.8333.

From the above example, it is evident that the proposed technique yields
the quotient just after three iterations; i.e.,

Q = X3= (0.2TlTT...)3 = (-0.8333... ) 10-

Each iteration of the TSD division algorithm involves three operations— a
subtraction operation (or a complement and addition operation) for calculat-
ing the multiplication factors mt and two TSD multiplication operations for
calculating the numerator and the denominator. The subtraction (or comple-
ment plus addition) and multiplication operations required for each step of the
division algorithm can be performed in constant time using TSD subtraction
(addition) and multiplication algorithms developed in the previous sections. A
block diagram for the TSD division process is shown in Fig. 9.23, which can
also be applied to MSD division.

9.4.4. QSD ARITHMETIC

9.4.4.1. Addition

For QSD addition, three two-step techniques have been suggested. One
[155] is based on checking two pairs of operand digits and one pair of
reference digits from the lower-order digit position, requiring a total of 2518
six-variable operation rules. The second approach [156,157] is realized by
receding the input numbers to restrict the digit range to a smaller set
{2,1,0,1,2} before performing addition. In this scheme, the number of min-
terms can be significantly reduced. In addition, the number of variables
involved in each minterm is reduced from six to four. Alam and his colleagues
[156] used 38 minterms for recoding and 66 minterms for addition while
Cherri [157] used the same number of minterms for recoding and 64 minterms
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Numerator (X)
Set initial value, X0= X

Denominator (Y)

Set initial value, Y0 = Y

Multiply XAby mt

Generate multiplication factors
m,= 2 - Y

Multiply Ytby mi

Fig. 9.23. A block diagram for TSD division [154].

for addition. In the receding (addition) step of both schemes, the minterms for
generating the outputs 1 and 2(1,2, and 3) are the exact complement of those
used for generating the outputs I and 2 (T, 2, and 3). Consequently, the former
required 19 (33) minterms for the outputs 1 and 2 (1, 2, and 3) in receding
(addition), as shown in Table 9.31, while the latter required 19 (32) min-
terms for the outputs 1 and 2 (1, 2, and 3) in recoding (addition) as shown in
Table 9.32.

Table 9.31

Reduced Truth Table for QSD Recoding [156] where the Minterms for the T and 2 Outputs
are Digit-by-Digit Complement of that Generating the 1 and 2 Outputs, Respectively

Output literal Minterms

d3,223 d5l23d d3l3dd 222djToi2j 22dToi2Jd 2dT(,,dd

d3 l22d2 Toi23 ^ J i _
d523dd d2223d d,2223 0223 023d 03dd
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Table 9.32

Reduced Truth Table for the Second Step Operation of the Recoded QSD
Addition [156]

Output literal Minterms aib,ai__ibi_-l

3 1122 122dTOi2 12dToi2d 212dI012 21dI012d 2222
2 0122__022dioi2 02dToi2d 1022_ 112dTo,2 l ldT o ,d 112d3To,

1222_ 202dToi2_ 20dioi2d 2122
1 Tl22__l22d70i2 12dT(112d 0022 012dT(U2 Oldjoid _012d2To!

0222 ll22_J02dI012 10dTo!d 102d5toi 1122 2T2dTo(2

2ldToi2 2022

Since these algorithms are usually implemented by optical symbolic substi-
tution or content-addressable memory where the input numbers and the
minterms are spatially encoded and compared, the optical system can be
simplified by the use of fewer rules and fewer variables in a rule. For this
purpose, the number of minterms may be cut down further. Li et al. [73] have
proposed a simplified two-step QSD arithmetic by exploiting the redundant
representation of two single-digit sums. In this scheme, addition of two
numbers is realized by adding all digit pairs at each position in parallel. The
addition of a{ and bt will yield an intermediate sum (s,-) and an intermediate
carry (ci+l) for the next higher order digit position. If st and ci+l generated in
the first step are restricted to the sets {2, I, 0, 1, 2} and (T, 0, 1}, respectively,
then the addition of s, and c{ in the second step becomes carry free. Conse-
quently, in the first step only 20 two-variable minterms are needed to produce
the intermediate sum and the intermediate carry, and in the second step only
12 two-variable minterms are required to generate the final sum. By taking the
complementary relationship into account, only 10 (6) minterms are required
for the outputs of 1 and 2 (1, 2, and 3) in the first (second)-step addition. These
minterms are shown in Table 9.33. Comparing Li's [73] technique with the
other QSD techniques [155-158], the information content of the minterms is
significantly reduced, which alleviates system complexity. For illustration,
consider the following numerical example for four-digit addition:

Augend A: 3223 (decimal — 165)

Addend B: 12T2 (decimal 94)

Intermediate sum S: 02011

Intermediate carry C: OlTl</>

Final sum S: TT21 (decimal —71)
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Table 9.33

Reduced Truth Table for the Simplified Two-Step Nonrecoded QSD
Addition [73]

Step number Output literal Minterms «,./>(

i

2

,: = 2 d 3 l d3i , 20, 02

;-, i = 1 3d32io, d32103, d , 2 d , 2

,. = 3 21
, = 2 20, 1 1
i = 1 21, 10,01

The minterms for QSD subtraction can be derived in a similar fashion.
Alternatively, we can complement the subtrahend and then apply the addition
truth table.

9.4.4.2. Multiplication

Usually the multiplication of two JV-digit QSD numbers A and B produces
a 2N-digit product P — p2N-iP2N-2---PiPo- For fast multiplication [160], we
need to generate all N partial products in parallel and add them in a tree
structure. Each partial product p(l} (i = 0, 1, . . . , N — 1) is formed by multiply-
ing the multiplicand A and the ith digit of the multiplier B and shifting i digits
to the left; i.e., p(l) = Abt4

l. Thus, the product P can be computed from the
summation

- i

P = AB = V p<!'> = £ Ab{4
1 = X P/4''- (9-65)

The difficulty lies in how to generate all the partial products in parallel
for jhigher-radix multiplication. In QSD multiplication with the digit set
(3, 2, 1,0, 1, 2, 3}, carries may be transmitted to the next higher digit positions
when both digits a, and b{ to be multiplied take the values 3, 2, 2, 3. Notice
that the digits of the product whose weights are larger than 4l+j are called
carries herein. The carry propagation prevents us getting the partial products
Abf directly and sequential additions are required. To overcome this problem
and lessen complexity, three methods can be chosen:

• Recode the operands to map the digit set from (3, 2, I, 0, 1, 2, 3} to a
smaller one (2, I, 0, 1, 2}. The multiplication can thus be simplified. The
product can be represented by two digits (partial carry and partial
product), with the partial-product digit limited to (2, I, 0, 1, 2} and the
partial-carry digit limited to (I, 0, 1}. This property guarantees that
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Table 9.34

Reduced Truth Table for the Recorded QSD Multiplication [160]

Output literal

3
2
!
1
2
3

122

I d f o
Id l
Idl
ldTo

122

Minterms a

,2 2dl
d2022 122
d 2? 1 2?

,2 2dl

,«,-,*,

122

Td,o72
I d l d2

I d l d2
1 1 < 1 Ti i a u ) ] 2
122

2dl
o22
022

2dl

122
122

addition of the products fr,-a04° + b{ava^ + ••• + bian^^4N"i is carry
free if the partial product is permitted to be represented in the original
format. Hence after receding, partial products can be formed in two steps
by digitwise multiplication and addition. Furthermore, by the above
analysis, we can conclude that the value of the (/ + j)th digit p\llj of the
j'th partial product (p(l) = Ab{4

1) of the receded numbers is dependent on
the values of 0,-fly-1 and h{. Therefore, by examining every two consecutive
digits of A and bt in parallel, we can generate the /th partial product in a
single step. In this way, all partial products can be produced simulta-
neously. The reduced minterms for parallel multiplication are summarized
in Table 9.34. Note that the minterms at the right side are digit-by-digit
complement of those at the left side. The partial products are represented
in the original QSD format. When employing this table, it is necessary to
pad one zero trailing the least significant digit of the multiplicand. From
the receding truth table (Table 9.31), one can deduce that the most
significant digit of any receded number is restricted to (T, 0, 1}, According
to the multiplication truth table (Table 9.34), when fl/a/- v = OT or 01, and
/?,. = 2, I, 1, or 2, the resultant product is always 0. Therefore, we do not
need to pad a zero preceding the most significant digit of the multiplicand,
and the partial product Ab{ has the same number of digits as recoded A,
Recede only the multiplier B into the small set {2, I, 0, 1, 2). In this
case, when a{ is multiplied by bj} the partial product digit is limited to
(2,1,0, 1, 2} and the partial carry digit to {T, 0, 1.}. Similarly, we can form
all the partial products in parallel by examining every pair of consecutive
digits of A and bt at the same time.
When performing nonrecoded QSD multiplication, both the partial-
product digit and the partial-carry digit of at x b} belong to the set
(2, T, 0, 1, 2); thus, it is impossible for us to obtain the result of Abt as a
single partial product in parallel by checking two consecutive digits of the
multiplicand Aia^^j) and one digit of the multiplier B(b/). The solution
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lo this problem is to arrange the partial products and the partial carries
as separate numbers, as shown in Fig. 9.22.

When all the partial products are formed in parallel, we can use the simplified
nonrecoded QSD addition algorithm to sum them in a tree structure. However,
the third scheme just discussed is simpler than alternate techniques to generate
the partial products, although it requires an additional step to add the partial
products compared to the other schemes.

9.4.5. NSD ARITHMETIC OPERATIONS

In [50], a two-step parallel negabinary addition and subtraction algorithm
is proposed, in which the sum of two negabinary numbers is represented in
NSD form. As shown in Table 9.35, in the first step the transfer and weight
digits are generated by signed AND and XOR operations. In the second step,
the final sum is obtained by signed XOR operation. The algorithm can be
performed by spatial encoding and space-variant decoding technique. Later the
two-step algorithm was combined into a single step [161] and implemented
with space-polarization encoding and decoding. For multiple addition and
multiplication, Li et al. [162] developed a generalized algorithm for NSD
arithmetic. As discussed in the following sections, the former algorithm is a
special case of generalized NSD arithmetic.

In NSD arithmetic, the digits of the operands belong to the set (I, 0, 1). For
a digitwise operation, there are nine possible combinations; i.e., (a;, b^ — (1, 1),
(1, 0), (1, I), (0, 1), (0, 0), (0, I), (I, 1), (1, 0), and (T, I). For addition, at each
position an intermediate sum (defined by a weight function, W) w£e{l ,0, 1}
and an intermediate carry (defined by a transfer function, T) f,e (I, 0, 1} will
be produced, satisfying the condition ai + hs = ( — 2)t i + 1 + w,-. The digit com-
binations (1,1) and (I, T) generate a T and a 1 carry, respectively, while the
combinations (0, 0), (1, 1), and (1, T) do not generate any carry. The remaining
combinations, however, can yield two different results based on the redundancy
of NSD: 0 + 1 = 1 + 0 = 01 or IT, and 0 + I = T + 0 = 01" or 11. For subtrac-

Table 9.35

Truth Table for Logic Functions in Two-Step Addition and One-Step Subtraction [50]

. T . W , S . D
u,\

0
1

0 1

0 0
0 1

»A
0
1

0 1
0 1
1 0

\

0
1

0 1
0 1
1 0

a\
0
1

0 1

0 1
1 0

Signed AND XOR Signed XOR Signed XOR
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Table 9.36

Truth Table for the First Step Operation in NSD
Addition [162]

(ft) Ti+l

1
1
0

0
]
7I
0
I

1

1
0
1

0
I
1i

I
0

I

(1 0)
(1 0)

(1 0)
(0 0)

(0 0)

(0 1)

Don't care
Both are

nonnegative
Otherwise
Don't care
Don't care

Both are
nonnegative

Otherwise
Don't care

(D

(0)

0)

(0)

3
0

I
0
0

1

0
1

0
1

I
0
0

1

I
0

tion, on the other hand, the condition a( — b( = ( — 2)ti + 1 + w,- should be
satisfied. The combinations (1,1) and (1,1) generate a I and a 1 carry, respec-
tively, while the combinations (0, 0), (1, 1), and (T, T) do not generate a carry.
The remaining combinations, however, have two different redundant results:
0 - 1 = I - 0 = Ol or 11, and 0 - I = 1 - 0 = 01 or TT. By exploiting this
redundancy, it is possible to perform addition (subtraction) in two steps.

Addition is considered first. To avoid generating a carry in the second step,
the first step should guarantee that identical nonzero digits t{ and w, do not
occur at the same position; i.e., both w, and tt are neither Is nor Is. The
optimized rules are shown in Table 9.36, in which the augend and the addend
digits are classified into six groups since they can be interchanged. For the
second and the fifth groups, the two halves having two different outputs can
be distinguished by examining whether both ai_l and 6,_ t are binary. It is
helpful to introduce a reference bit /•, 1 for binary and 0 for the other cases.
With this reference bit, the number of variables in a minterm can be reduced
from four to three. In the second step, carry-free addition at each position
results in the final sum. The corresponding rules are shown in Table 9.37.

Subtraction can be performed by addition after complementing the subtra-
hend, and this requires three steps. The direct implementation can be per-
formed in two steps. The first step transforms the subtraction into addition,
generating the transfer ti +1 and the weight w(- at all positions. The substitution
rules for subtraction in the first step are listed in Table 9.38. There are nine
rows in the table since the minuend and the subtrahend cannot be inter-
changed. The reference bit ft is true if both ai_l and the complement of bi_l

are nonnegative. These rules also ascertain that the second-step addition is
carry free, according to Table 9.37.
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Table 9.37

Truth Table for the Second Step Operation in
NSD Addition and Subtraction [162]

0
0
1
0
I
1
I

0
1
0
I
0
I
1

1
(1)

(0)

(0)

0
1

._

0

The above algorithms for two-step addition and subtraction can be mapped
to the architecture of symbolic substitution or content-addressable memory
(CAM). The logical minterms for the nonzero output are summarized in Table
9.39. Alternatively, one can implement the involved arithmetic through logic
operations. We define the operations with binary logic, but signed digits are
included. A closer look at the truth tables reveals that it is necessary to
introduce two additional reference bits, g( and h{. For addition, g( is true if both

Table 9.38

Truth Table for the First Step Operation in NSD
Subtraction [162] where B;_ t Indicates the Complement of &,._,

fl; 6,- (0; /!;)

1
1

1
0

0
0

1
I

I

1
0

I
1

0
I

1
0

T

(0 0)
(1 0)

(1 0)
(0 0)

(1 0)
(1 0)

(0 1)
(0 0)

(0 0)

Don't care
a,._ j and bt.. ] are

nonnegative
Otherwise
Don't care
« ( _ ] and bl_l are

nonnegative
Otherwise
Don't care
a,-^j and ft£_ , are

nonnegative
Otherwise
Don't care
«,._! and fe,._ j are

nonnegative
Otherwise
Don't care

(1)

(0)

(1)

(0)

(1)

(0)

( 1 )

(0)

0
0

T
I
1

0
0
0

T
]
1

0
0

0
1

T
0
1

T
0
1

I
0
1

T
0
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Table 9.39

Reduced Minterms for the Two-Step NSD Addition and Subtraction [162] where d.Kr

Indicates a Partial Don't-Care Digit

Step
number

First: step

Second step

Operation Function

Addition f , f ,

H'i

f r f i

Subtraction
wf

Addition and .s,
subtraction

Output
digit

1_

1
I
1
T
1
T
l
T

Logical terms («,-£>,-/;)

TTd10, oil, loi
Ild10, 100, 010
dlT01, Od,Tl
dlT00, OduO
Tld01,0!l, 101
Ild01, 100, 010
d, T 01 ,Od, T l
d,T00, Od,T0
Oi , 10
ol, lo

at and bt are positive while h{ is true if both ai and b{ are negative. For
subtraction, gt is true if both a,- and the complement of b{ are positive while hi

is true if both at and the complement of b{ are negative. For the reference bits,
we only need to consider the unsigned binary values of at and b^ independent
of their signs. This greatly simplifies the logical operations. Another advantage
of this definition is that both addition and subtraction operations can be
expressed by the same logic equations. In the first step, the required binary
logic expressions for the two arithmetic operations are given by:

for

for

output "1": hf + (at(

output "T": (a,.fr, + (at

output "1": (a,-©^)//,

output "T": (a;- © ^,-),/-,

(9.66)

(9.67)

(9.68)

(9.69)

In the second step, the logic operations for the final sum S and D are the same
as W in the first step by defining a binary reference bit gt which is true for
positive t{ and w,-:

for Sj and dh

output "1": (tj ©

output "T": (tt ©

(9.70)

(9.71)
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Therefore, both addition and subtraction can be performed in parallel using
the same logic operations. This offers the advantage that through data
programming we can perform space-variant arithmetic computation by space-
invariant logic operations [55]. As described above, the adoption of reference
bits yields simpler logical expressions, thus reducing system complexity in
comparison with the previous approach [136] where MSD arithmetic is
performed with binary logic by separating the positive and negative digits. For
example, consider the following illustrations for addition and subtraction using
the proposed algorithm:

Addition; A\: 11101101 (-237)
+ 51:01011011 (-91)

at: 11101101
bfi 01011011
/;.: 01010101
g{. 10101010
\: 01000001

t{\ III 111 110

w,.: OlOllOllO

s,-: M001000(-328)

Multiplication of two N-digit NSD numbers A and B is done by adding the N
partial products. The operation can be performed by adopting the same
procedure as the MSD multiplication. However, if the numbers to be multi-
plied are in negabinary, the partial product may be 0 or the multiplicand A
itself, depending on whether the multiplier bit value is b{, 0, or 1, respectively.

9.5. CONVERSION BETWEEN DIFFERENT NUMBER SYSTEMS

Subtraction: A2: JjOlOlOH (- 107)
-B2: IlOlOOTI (83)

10101011
11010011
10011101
11001110
00000001

Iloioolio
OOllllOOO

- IIT011110(

Before using the above-mentioned parallel MSD, TSD, QSD, or NSD
algorithms, the operands should be uniquely encoded in 2's complement, 3's
complement, 4's complement, or negabinary, respectively. These algorithms
also yield the results in MSD, TSD, QSD, or NSD which should be converted
back to 2's complement [70, 123, 163], 3's complement, 4's complement, or
negabinary [162], respectively. The whole operational procedures for MSD
and NSD arithmetic are shown in Fig. 9.24. In the aforementioned parallel
algorithms, the addition/subtraction time is independent of the operand length.
For multiplication, the computation time is proportional to 0(log2,/V). To
enhance overall performance, the remaining task is to develop a fast-conver-
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(a)

Input
negabinary — »•

NSD arithmetic
operations

— »• NSD to
negabinary

(b)

Fig. 9.24. The operation procedures for MSD and NSD number systems [162].

sion algorithm among these number systems. The speed of the conventional
conversion algorithms [70, 123] is limited by ripple-carry propagation. To
compensate, we present carry-lookahead-mode conversion algorithms among
the associated number systems [162, 163].

9.5.1. CONVERSION BETWEEN SIGNED-DIGIT AND COMPLEMENT
NUMBER SYSTEMS

To perform MSD addition, the bipolar operands must be encoded in 2's
complement. An JV-bit 2's complement number X has the same form as Eq.
(9.4). Therefore, the conversion of a 2's complement number to an MSD
equivalent can be done by changing the MSB XN_ v to I if the xN^l equals to
1, while keeping other bits unchanged.

Conventionally, the conversion from MSD to 2's complement is carried out
by separating an MSD number into positive and negative parts and then
performing subtraction:

where

y+
</\

X+ = £ x,. x 2', X~ = £ x,. x 21'.
Xi = 1 Xi = - I

(9,72)

(9.73)

The operation can be done serially by a 2's complement adder, and an IV-digit
MSD number is converted to an (N + 1)-digit 2's complement representation.

Recently a carry-lookahead conversion algorithm [163] has been intro-
duced and implemented optically. In this algorithm, the 2's complement
equivalent of X can be written as

x, x 2' - (9.74)
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Let us define a binary variable Ct corresponding to the j'th digit position. At
the current MSD digit position i, if there is at least one, I to the right of this
position and no 1 between the Ts and the current position, then C(— I;
otherwise, C;- = 0. Note that C0 = 0. Furthermore, each digit .x; is represented
by two binary bits (S^Z),-); i.e., 0 = (0, 0), 1 = (0, 1), and I = (1, 1). For each
position i, if the input MSD digits St and Dt, and Ct are known, we can obtain
the binary output B{ and the output variable C i + ] according to the following
binary logic expressions:

BI = /),- © C, (9.75)

CH^^ + D.-CI, C0 = 0. (9.76)

Therefore, at a given stage, a carry is generated if S(. is true, and a stage
propagates an input carry to the higher-level position if Dt is false. On this
basis, we can derive a fast-conversion algorithm in carry-lookahead format. If
we replace D{ with P, and extend it to a four-digit block, we can write the
following equations:

(9.77)

C2 = S, + PjC, = St + P^o + PiP0C0 (9.78)

C3 = S2 + P2C2 = S2 + P2S, + P.F^o + P2P1P0C0 (9.79)

C4 = S3 + P3C3 = S3 + P352 + P3P2S1+P3P2P150 + P3P2P1P0C0. (9.80)

Equation (9.80) can be rewritten as

C4 = S'0 + P^C0, (9.81)

where

SQ = S3 + P3S2 + P3P2Sl + P3P2PiS0

P^P3P2P1P0.

In genera],

c4i.+4 = s;. + p;c4i., (9.82)

where

V — ^ -i-P V 4 -P P ^ -I-P P P C
,j(- — >J4i- + 3 T i 4i+3°4i + 2 "T" -* 4/ + 21 4i + 2 ° 4 t + l "̂  •* 4 J+3- r 4 i+2 I 4i+ l°4i

p' _ p p p p
J i ~~ r 4 i+3 J 4i + 2 r4i+ lr 4r
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The logic in Eq. (9.82) determines the carry status by looking across a wide
word. In each block, the output indicates that a carry has been generated
within that block or a low-order carry would be propagated through that
block.

For TSD arithmetic operations, the input numbers are first encoded in 3\s
complement, as shown in the following equation:

N - 2

X = -*„_, x 3"-1 + X -*; x 3'> -x,-e{0,l ,2}. (9.83)
; =• o

It is evident that conversion form 3's complement to TSD is straightforward by
changing the most significant digit XN_ l to 0,1, or 2, if XN_ l is 0, 1, or 2, while
the remaining digits need not be changed. The conversion from TSD to 3's
complement can also be completed in the carry-lookahead mode. Similarly, a
4's complement number takes the form

X = -XN_ i x 4N~ l + £ .x,. x 4', xte (0, 1, 2, 3}. (9.84)
i = 0

It is also possible to derive a carry-lookahead conversion algorithm from QSD
to the 4's complement number systems.

9.5.2. CONVERSION BETWEEN NSD AND NEGABINARY
NUMBER SYSTEMS

Since negabinary can uniquely encode any positive and negative numbers
without a sign digit and negabinary is a subset of NSD, the input operands
encoded in negabinary can be directly used for NSD operations without any
conversion. We only need to focus on developing a fast-conversion algorithm
from NSD to the normal negabinary [162]. Consider an NSD number X.
represented by

* = 'l *<(-2)', x,.e{T,0,l}. (9.85)
i = 0

Since 1 = 11, Eq. (9.85) can be rewritten as

Xi = I Xi = I

' x,.|(-2)'+1 (9.86)
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Thus, conversion of a number X from NSD to negabinary is transformed
to the addition of two negabinary numbers A and B, where the bit c? t

(i' = 0, 1 , . . . , A T — 1 ) is the unsigned binary value of each digit x,, and B is
formed by putting Is to the left of Is in .x(- and padding Os to the other bit
positions. Let the negabinary form of X be Z. Notice that for the same num-
ber of digits, NSD can represent a larger integer value than the normal
negabinary. An N-digit NSD representation can have a value in the range
[ — (2N~ I), 2^—1]. Thus an N-digit NSD number X should be converted to
an (N + 2)- digit negabinary number Z.

In negabinary addition, either a positive or a negative carry (denoted by
c, + j and c'i+ b respectively) may be generated from the ith digit position to the
(i + l)th digit position. The speed at which negabinary numbers A and B can
be added is restricted by the time taken by the carry to propagate serially from
the LSB to the MSB. To speed up the conversion process, the carry-lookahead
principle can be employed.

In the carry-lookahead technique, the carries at all bit positions of each
block must be generated simultaneously. Thus, the logical expression for carry
generation and propagation must be expressed as a function of the operand
bits. It is usually in the form of a sum of product, which can be extended from
the LSB to the MSB. For a negabinary full-adder, the carries to the next higher
bit position can written as

(9.87)

(9.88)

and

rf+ l=(ai© bjc.i + (at © bt + ef jcf . (9.89)

Let us define two auxiliary functions as

G, = a^Tbi, (9.90)

and

P,. =H7©Tj, (9.91)

then we can derive

c0
+ - 0, to = 0, (9.92)
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c++1 =a, + ^ = Gf, ( * = 0 , 1 , 2 , . . . , N + 1) (9,93)

cf = P0> (9.94)

c2- = P1G0 + (P1 + G0)P;, (9.95)

f J - P2G! + (P2 + GJPTGo" + (P2 + G.XPT + Co'W (9-96)

cZ = P3G2 + (P3 + G2)P7G7 + (P3 + G2XP2~ + G7)P,G0

+ (P3 + G2}(P~2 + G~)(P , + G0)Po".

If we rewrite Q as

c-4 = l/o + KoPVir + (^ + ̂ c'o ]. (9-98)

where

t/0 = P3G2 + (P3 + G2)P^G; + (P3 + G2XPl + GJPjGo,

It is valid to apply the aforementioned methodology to higher bit positions
yielding

C4*+4 = V, + V^^ + (J\S + l^c^l i - 0, 1, 2. (9.99)

Therefore, with a four-bit module, it is possible to generate the carries in the
lookahead mode for any length of operands. For long operands, a multistage
carry-lookahead architecture can be used where all carries can be generated in
parallel. Finally, the negabinary equivalence of x is given by

z^a.-e^e^ecf. (9.ioo>
The above operation is performed bitwise in parallel, as shown in the following
example:

Input: III01lTlO(-190)
a,.: 111011110
bt: 1110001000
P,.: 0110101001
G,-: 0000100001
c;+: 00001000010
cf~: 00101010010

Output: 01 1010001 10 (-190).
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It is obvious that the carry-lookahead addition used in the number conversion
process is also applicable for the fast addition of two numbers. When only two
numbers are added, it is preferable to use carry-lookahead addition directly
because two-step carry-free addition requires number conversion from NSD
to the normal negabinary, which takes the same time as carry-lookahead
addition.

9.6. OPTICAL IMPLEMENTATION

The parallel algorithms and architectures described above have been imple-
mented optically in different ways. In this section, three examples of arithmetic-
logic operations are shown for implementations of symbolic substitution,
CAM, and logic array processing. Symbolic substitution is realized through
M-V multiplication and is usually achieved with coherent correlators. An
incoherent optical correlator-based shared-CAM (SCAM) is used for imple-
menting simplified two-step QSD addition [73], and an optical logic array
processor using an electron-trapping device is demonstrated for parallel
implementation of two-step NSD addition and subtraction [162]. The other
arithmetic-logic operations can be implemented similarly.

9.6.1. SYMBOLIC SUBSTITUTION IMPLEMENTED BY
MATRIX-VECTOR OPERATION

To show how symbolic substitution can be realized by matrix -vector
multiplication (Sec. 9.2.5), an example is illustrated here. Consider the second-
step substitution rules in the receded or nonrecoded TSD addition (Sec.
9.4.3.1) [152]. The digits_to_be added are both from the set (I, 0, 1} and their
sum belongs to the set (2,1, 0, 1, 2}. We use the symbols o, z, ob, t, and tb to
represent the input pixel patterns for 1, 0, T, 2, and 2, respectively. The nine
possible input digit pairs to be added can be written as the columns of the
input x. Then matrix X can be written as

X =
o o o z z ob ob ob ob
o z ob o z ob o z ob

(9.101)

The corresponding nine output substitution patterns can be written as the
columns of the matrix Y:

Y = [t o z o z ob z ob tb]. (9.102)
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To reduce the space-bandwidth product, and hence increase the throughput of
a system, it is preferable to reduce the number of columns in the X matrix,
Note that the digits to be added can be interchanged without affecting the final
results. Thus, three columns in the X and Y matrices can be eliminated. We
rewrite the input matrix X by superimposing (OR) all encoded digits in a
column as:

o + z o + ob z + z z + ob ob + ob'], (9.103)

where + denotes a logical OR operation. The corresponding output matrix Y
becomes

Y = [t o z z ob tb}. (9.104)

An exact solution for the M-V equation exists if X is invertible. This implies
that X must be a square matrix. In the previously reported techniques [70],
six pixels are used to encode each TSD digit. To enhance the space-band width
product, here four pixels are used to encode a TSD digit, as shown in Fig. 9.25.
Substituting the encoding patterns into the matrices X and Y, we obtain

X = Y =

0 1 0 0 1 0~|

1 1 0 0 0 0

0 0 1 1 1 1

0 0 1 1 0 O j

(9.105)

(b)

o+o o+z o+ob z+z z+ob ob+ob

Fig. 9.25. Four-pixel TSD encoding for the digits in (a) the Y matrix and (b) the X matrix [152].
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A nonexact pseudoinverse solution M of y = MX can be obtained as

0.54 -0.18 -0.45 0.82

0.36 0.54 -0.64 0.54

0.09 -0.36 1.09 -0.36

-0.91 0.64 1.09 -0.36

551

(9.106)

The matrix M can be modulated by an amplitude modulator together with a
phase modulator and it can be used as a matched spatial filter (MSF) to
implement the symbolic substitution. Since M is not exact, a threshold
operation is needed at the output plane. Now the Y matrix becomes

y = MX =

0.36

0.91

-0.27

-0.27

0.73

0.82

0.45

0.45

-0.09

0.27

0.82

0.82

0.36

-0.09

0.73

0.73

0.91

0.27

0.82

-0.18

0.09~

-0.27

1.18

0.18

. (9.107)

After thresholding at a value of 0.5, we obtain the correct output, given by

= thresh(M̂ ) =

0 1

1 1

0 0

0 0

0 0 1 0

0 0 0 0

1 1 1 1

1 1 0 0

(9.108)

It should be mentioned that the encoding of the TSD digits is not unique.
Further improvement of the system is possible if we combine the o + oh and
z + z digit pairs into a single pair. Other truth tables can be designed following
this method [70, 126, 152].

9.6.2. SCAM-BASED INCOHERENT CORRELATOR FOR QSD
ADDITION

Various holographic or nonholographic methods have been proposed to
implement the truth-table look-up, or CAM. Through a holographic approach,
a complete set of reduced minterms is used as the reference for generating an
output digit. The number of minterms increases with the increase in the
number of operand digits; hence, this technique is memory inefficient. In
comparison, nonholographic schemes are simpler and more flexible. Recently,
an efficient shared-CAM (SCAM) scheme has been explored [73, 95, 125, 156,
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I M i i i l
3 2 1 0 1 2 3

(a)

3 2 1 o 1 2 3 i2 d|3 «

( b )

Fig. 9.26. Symmetric spatial encoding patterns for (a) the input digits and (b) storing the digits
through 3 and the partial don't-care digits [73].

160] where all the output digits can be produced by using only a single set of
reference patterns. Here we use the incoherent correlator-based SCAM pro-
cessor as the basic building module for implementing the simplified two-step
QSD addition discussed in Sec. 9.4.4.1.

The input numbers and the minterms of the truth table should be spatially
encoded to compare them and generate the nonzero outputs. The bright-dark
encoding patterns for the input digits 3 through 3 are shown in Fig. 9.26(a).
Each pattern is composed of seven pixels, one of which is bright. Note that the
patterns for the complement digit pairs are symmetric; i.e., the_encoding pattern
for the digit d is a 180° rotated version of that for the digit d.

The SCAM patterns are designed in such a way that when the input matches
one of the stored minterms, no light will be transmitted to the output plane.
This implies that a zero intensity value over a particular area corresponds to
a valid output. Therefore, the SCAM patterns for storing the digits 3 through
3 are pixel-by-pixel complement of the individual input patterns of the same
digit (Fig. 9.26[b]). Because the encoding patterns of the input are symmetric
for complement digit pairs, the patterns for storing the complement digits are
symmetric, too. The pattern for a partial don't-care digit should generate a
dark output intensity for any of the possible input digits involved, so it can be
designed by ANDing the individual storing patterns of these digits. The
patterns for all of the partial don't-care digits of Table 9.33 are shown in Fig.
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9.26(b). For example, the pattern for rf5l will block the light for input digits 3
and 1, and transmit light for other input digits,

To optically realize the pattern recognition among an input digit combina-
tion and the SCAM patterns, we can overlap the two encoded patterns and
integrate the light intensity of the particular area. In the two addition steps,
each minterm consists of 2 digits (at and b{ in the first step, S^ and Cf in the
second step) and therefore consists of 14 transparent-opaque pixels. This
operation is equivalent to performing vector inner product (VIP), where each
vector has 14 binary elements. Each input digit combination (a,.^ or S,C,) is
multiplied by all minterms that are responsible for generating the nonzero
output. If the number of logically minimized minterms in a step is k, there will
be k VIPs for each digit combination, and if one VIP is zero, it indicates a
match. To accomplish this operation, an incoherent correlator-based optoelec-
tronic SCAM processor, shown in Fig. 9.27(a), can be used. Two SLMs,
SLM1, and SLM2, are utilized for encoding the input and storing the
SCAM patterns, respectively. In SLM2, each minterm is stored in a column
and one set of the minterms (the number being k) of a reduced truth table
are displayed side by side. In SLM1, the different input digit combinations
(assume J, J = M + N, where M and N are the numbers of digits for the
fraction and integer parts of a QSD number, respectively) are encoded
separately, and the separation between the two neighboring combinations is /<
times the pixel size p. All correlation outputs, including the desired VIPs, are
produced in the back focal plane of the lens. Postprocessing electronics detects
the intensity values. The operational principle of this unit will be illustrated
next with an example.

As mentioned earlier, the minterms for outputs I and 2 (I, 2, and 3) are
digit-by-digit complement of the corresponding minterms for outputs 1 and 2
(1, 2, and 3), respectively, in step 1 (step 2). With symmetric spatial encoding,
a pattern of 3, 2, 1, or 0 is a 180° rotated version of 3, 2, 1, or 0, respectively.
Therefore, if we display the input pattern in one channel and form a digit-by-
digit complement version of it in another channel by geometric optics, we can
generate all outputs in the two channels using the same SCAM pattern, which
only stores the minterms for the positive or negative outputs. Thus, it is
possible to reduce the number of minterms by 50%; i.e., the number of
minterms to be stored for steps 1 and 2 can be reduced from 20 and 12 to 10
and 6, respectively. The SCAM pattern for the two steps corresponding to the
negative outputs of Table 9.33 are shown in Figs. 9.27(b) and 9.2l(c),
respectively. To obtain the positive outputs in parallel through another
channel, we can either complement the input pattern digit-by-digit and use the
same SCAM pattern, or complement the SCAM pattern digit-by-digit and use
the same input pattern to perform the VIP operations.

For experimental verification, we consider the basic SCAM processor unit
for adding two QSD numbers A and B. In the first step, using the same SCAM
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Light
Source

SLMl SLM2 Lens Scatterer Decoding

(a)

output
Si= 2

Sum Cany

output
S| = 3 2 T

final sum

(c)

Fig. 9.27. (a) Incoherent correlator-based optoelectronic shared- CAM processor unit, (b) and (c),
Shared-CAM patterns for simplified two-step QSD addition.

pattern shown in Fig. 9.27(b), two separate channels are employed to encode

and

for yielding the negative and positive outputs, respectively. In this example,
N = 4 and M = 0. In channel 1, the digit combinations a363, a2h2, a^,, a0b0
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are spatially encoded as vectors in different columns, as shown in Fig. 9.28(a).
Since there are 10 minterms stored in the SCAM (k = 10), the separation
between the two adjacent vectors should be lOp. In channel 2, the digit
combinations a3t>3, a2b2, albl, a0bQ are encoded following a similar procedure.
Because the encoding of each digit combination comprises 14 pixels (2
digits -each encoded by 7 pixels) and the SCAM has 10 minterms, the
correlation output between each digit combination and the SCAM pattern has
a total of 27 x 10 pixels, as shown in Fig. 9.28(b) where the correlation of two
14-pixel vectors generated the 27-pixel vector. However, only the intensities of
the 10 pixels in the central segment correspond to the exact VIP between the
input digit combination and 10 minterms. Therefore, only these pixels, which
are circumscribed in Fig. 9.28(b), need to be detected. Consequently, a
decoding mask which is transparent in the center is used at the correlation
plane [not shown in Fig. 9.28(b)]. Remember that the use of an extended light
source is energy inefficient. To improve energy efficiency, an LED array or
VCSEL array can be used [108-111, 125]. The desired negative (positive)
output distribution for channel 1 (channel 2) is shown in Fig. 9.28(c), where a
zero intensity value indicates a valid output. Note that the output digit indices
are reversed compared to the input, due to the reverse imaging property of the
lens. The intermediate results of SQ and C5 in this step are the final sum digits
of ,s0 and ,v5, respectively, and they need not be put into operation in the second

( a )

Input for channel 1 Input for channel 2

(b )
14q

Correlation Pattern

14q i • • ! :

(c )
for 1(2) for 1(1)

..MH4.|MM.f>Hy"V,-'mt'

S>3 C4 Sj 03 Sj Cg

( d )

for 3(3) for 1(2) for 1(1)

S3 s2

Fig. 9.28. Encoding and decoding [73]. (a) The input format; (b) and (c), Correlation pattern and
the intermediate result after the first-step operation, (d) Final sum after the second-step addition.
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The pixels in the central row;

The detected intensity values;
0221122112 2221122222 2122112110 2221221222

Output: S3=l C2=T

(a )

The pixels in the central row:

The detected intensity values:
2222211121 2111122110 1222022222 1210222011

* i I I
Output: C3= 1 Si= 1 S«= 1, Ci= 1

( b )
Fig. 9.29. Experimental results, (a) Central pixels of the correlation pattern of channel 1, the
detected intensity values of these pixels, and the corresponding negative outputs, (b) Central pixels
of the correlation pattern of channel 2, the detected intensity values, and the corresponding positive
outputs, (c) and (d), Negative and positive final sum digits obtained in the second step.

step. In the second step, the intermediate results S3S2S1 and C3C2C1 are
encoded in the same way as the inputs. Two channels of the SCAM processor
are utilized and the SCAM pattern in Fig. 9.27(c) is used, which includes 6
minterms. The digit combinations S3C3, S2C2, and S^Cj and their comple-
ments are aligned in the same way as shown in Fig. 9.28(a). However, the
separation between the two neighboring vectors is now 6p (k = 6 in this case).
In the correlation output between each digit combination and the 6 minterms
stored in the SCAM pattern, only the intensities of the central 6 pixels
correspond to the desired VIPs. The negative or positive output distribution is
illustrated in Fig. 9.28(d). With the operations similar to the first step, the final
sum is obtained. Note that the detectors just need to detect whether there is an
output at the individual positions and so the threshold value can be selected
between 0 and 1.

In the experiment^ for example, the addition 3223 + 12T2 is verified. At first,
the vectors 31, 22, 21, and 32 are encoded as the input of channel 1, and their
complemented counterparts 3l, 22, 21, and 32 are encoded as the input of
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The pixels in lite central row:

The detected intensity values:
112022 121220 222122

i i
Output: s3=I $2=I

The pixels in the central row:

The detected intensity values:
121221 222121 120211

Output: $t = 2

Fig. 9.29. Continued.

channel 2. The distance D between the two SLMs is 540 mm, and the focal
length / of the lens is 240 mm. Figure 9.29(a) shows the pixels in the central
row of the detected correlation pattern and the detected intensity values of
these pixels. With reference to Fig. 9.28(c), we obtain the negative intermediate
output S3 = 2 and C2 = 1 by identifying the zero intensities. Figure 9.29(b)
shows the decoded result in channel 2 for the positive intermediate output.
From Fig. 9.29(b), it is evident that S0 = Sl = 1 and C3 = C, = 1. The
intermediate result S0 in this step is also the final sum digit of s0;, i.e., s0 = 1.
Thus, the operands for the second-step addition become S3S2S1 = 201 and
C3C2Cl = ill. The digit combinations 21, Ol, and 11 and their complemented
counterparts are encoded in channels 1 and 2, respectively. The experimental
result for the negative and positive sum digits are obtained as shown in Figs.
9.29(c)_and 9.29(d), respectively. Combining these results, we obtain the final
sum TI21, which is consistent with the results obtained using numerical
simulation.
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9.6.3. OPTICAL LOGIC ARRAY PROCESSOR FOR PARALLEL
NSD ARITHMETIC

In earlier sections, we discussed a set of NSD arithmetic operations.
Addition and subtraction are performed at each digit position in parallel by
the same logic operations, which are thus space invariant. This property is well
suited to optical cellular architecture and, therefore, these algorithms can be
effectively mapped for optical implementation. Since all algorithms can be
executed via binary logic operations, we focus on a new implementation of
parallel optical logic. As an example, we demonstrate the parallel execution of
both addition and subtraction concurrently using the two-step carry-free
algorithm.

Various optoelectronic systems have been suggested for implementing
arithmetic-logic units. They use either linear encoding with nonlinear optical
devices, or nonlinear encoding with linear optical elements. To perform
space-variant operations, space-variant encoding and decoding must be used.
In these systems, polarization encoding is usually employed and several
subpixels are needed to represent a single digit, which increases the implemen-
tation difficulty and sacrifices the space- bandwidth product. Moreover, com-
plex logic operations can be realized in a recursive fashion by decomposing
them into simple ones. When the intermediate results are obtained, the optical
signals are converted to electronic signals, stored in the controlling electronics,
and then fed back as the input for the next iteration using SLMs. This
operation is time consuming and greatly diminishes system performance.

Recently, a novel optical logic device using electron-trapping (ET) material
has been reported, which has the advantages of high resolution, nanosecond
response time, and high sensitivity. As a result, it has been used in 3D memory,
neural networks, and optical computing systems. Here a novel method for
implementing arbitrary arithmetic and logic functions without temporal
latency is presented, and in principle, it allows the operations of any number
of variables. Based on the above algorithms and space-variant operations,
addition and subtraction can be easily realized in parallel. In this technique,
only one pixel and binary intensity values are needed for encoding each digit.

The basic principle of the ET device for logic operations was described in
Sec. 9.2.3. This technique can be extended to implement the combinational
logic involved in negabinary arithmetic. For example, the operational pro-
cedure for the logic in the two-step addition/subtraction is shown in Table 9.40,
where the overbar represents blue illumination and the underline represents
infrared illumination. The symbol xy is just an overlap of x and y. Since the
NOT operation can be realized either by negating the corresponding digits in
the SLM or by the ET device, the operational principle can be classified into
two categories, depending on whether the negation is included in the input. If
the numbers are input without negation, it is seen from Table 9.40 that the



9.6. Optical Implementation 5

Table 9.40

Procedure for Performing the Binary Logic Operations Involved in the Two-Step NSD
Addition/Subtraction [162] where x Represents Input x with Blue Illumination, x

Represents input x with Infrared Illumination, xy Implies the Overlap of x and v, and the
Numbers can be Input with or without Negation

Operation Procedure

Functions Input without negation Input with negation

overlap involves a maximum of three variables. The optical system shown in
Fig. 9.8 can be effectively employed for this implementation. Shutters 1 and 2
are used to control the exposure of blue and infrared light beams. SLMs 1, 2,
and 3 are utilized to input the data arrays. When a complete arithmetic-logic
function is performed, the final result is read with infrared and detected by a
CCD. Since both addition and subtraction are realized by the same logic, the
operands to be added or subtracted are arranged in two sectors for parallel
processing of the two types of operations. The corresponding digits are
matched to each other in the SLMs. For instance, to perform the logic
(at © £>,) /• on two-dimensional data arrays, first data arrays A and F enter the
system through SLM^ and SLM3, respectively, with the blue illumination.
Then, data arrays B and F are input through SLM2 and SLM3, respectively,
also with blue illumination. Finally, the data arrays A, B, and F are overlapped
with the infrared illumination. Other logic operations are performed in a
similar fashion. Operations («;©&,-)./) on two-dimensional data arrays are
performed by (a) input A with blue illumination, (b) input B with infrared
illumination, (c) input F with infrared illumination, (d) input B with blue
illumination, (e) input AB with infrared illumination, and (f) input BF with
infrared illumination. Operations hf + (at © bi)gifi on two-dimensional arrays
are performed by (a) input BF with blue illumination, (b) input AF with blue
illumination, (c) input AB with infrared illumination, (d) input AG with
infrared illumination, (e) input BG with infrared illumination, and (f) input H
with blue illumination. Operations (aibi

jr(ai®bi}ji]gi on two-dimensional
data arrays are performed by (a) input BG with blue illumination, (b) input
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AG with blue illumination, (c) input AB with infrared illumination, (d) input
AF with infrared illumination, (e) input BF with infrared illumination, and (!)
input G with blue illumination. If the numbers are input with negation, the
operation becomes more simple and fewer steps are required.

In fact, after each illumination, the intermediate result is automatically
stored in the ET device. Therefore, it is not necessary to convert the intermedi-
ate result through the CCD and store it in the computer. Furthermore, only
binary values are included both in the input and output. The CCD detector
only needs to distinguish the binary states rather than act as a threshold device.
This makes the system more tolerable to optical noise. Notice that the main
computing hardware can be stacked together. Thus, it is possible to construct
a compact negabinary computer for arithmetic and logical operations. More-
over, the system is simple since the signed-digit arithmetic is realized by binary
logic. This leads to an efficient and inexpensive general-purpose optical
computing system. The configuration used here is much simpler than that used
for MSD computing operations [127,128].

The experimental results verifying the numerical examples shown in Sec.
9.4.5 for A2 + B2 and A2 — B2 are shown in Fig. 9.30, where the input
numbers are introduced with negation. In each photograph, the upper row
corresponds the result of A\ + Bl and the lower row corresponds to the result
of A2 — B2. Figures 9.30(a) and (b) show the outputs 1 and 1 of W, and the
relative combination generates OlOllOllO and OlTllOOO for W output. Figures
9.30(c) and (d) show the outputs 1 and T of T, and the relative combination
generates Tl Till 110 and TIOlOOllO for T output. Then the digits of T and W
are used as input for the second-step addition. Figures 9.30(e) and (f) depict
the outputs 1 and T of the sum and difference, respectively. A combination of
the outputs generates the final sum ToTOOlOOO and the final difference
ITTOllTlO. Note that the optical signal output has the same form as the input
encoding so that the result can be directly used as input for the next addition
or subtraction stage.

9.7, SUMMARY

We have reviewed the parallel optical logic architectures and the various
algorithms of different number systems including binary, negabinary, residue,
modified signed-digit, trinary signed-digit, quaternary signed-digit, and nega-
binary signed-digit representations. Ultrafast parallel arithmetic algorithms,
fast-conversion algorithms between the signed and unsigned number systems,
encoding schemes, and architectures for implementation as well as experimen-
tal demonstration of sample arithmetic operations are also incorporated. The
inherent parallelism of optics is a good match between the parallelism of the
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(a)

(c)

Fig. 9.30. Experimental result corresponding to the numerical example in Sec. 9.4.5 [162]. (a)
Output I of W, (b) Output T of W, The relative combination generates the W result OToTlOlTO and
OTTl 1000. (c) Output 1 of T, (d) Output T of T. The relative combination generates the T result
Tl l l l i l lO and ITOlOOTlO. (e) Output of 1 of the_su_m and difference, (f) Output of T_of the sum
and difference. A combination generates the final TlIOOlOOO and the final difference TTTOl i T l O .

algorithms and the architectures proposed. By exploiting the redundancy of
signed-digit number systems, addition, subtraction, multiplication, division,
and other complex arithmetic operations can be completed in fixed steps
independent of the operand length. The table look-up, content-addressable
memory, symbolic substitution, and parallel logic array approaches to optical
computing can effectively exploit the benefits of optics in parallel information
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processing, which may lead to extremely powerful and general-purpose com-
puter systems. Currently, the impact of optics is mainly in the noninterfering
interconnects at different levels. The ultrahigh processing speed and inherent
parallelism of optics, huge data rates from optical storage, and the suitable
advantages of microelectronics can be combined in the evolution of the next
generation of computers. The performance of optoelectronic processor has
already been analyzed in some references [70,123]. With the rapid advance-
ment of optoelectronic integrated circuits, photonic switching, optical intercon-
nect, and optical storage, tremendous progress is expected to be seen in the
development of optoelectronic computers in the near future.
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Exercises Mi 9

EXERCISES

9.1 Design a free-space optical programmable logic array using a crossbar
switch to implement the function F(A, B, C, D) = AB + CD + DA.

9.2 Design 16 logic gates of two variables using a liquid crystal electro-optic
switch.

9.3 With reference to Fig. 9.4, design the light source patterns for all 16 logic
operations.

9.4 Perform (151)10 — (101)10 using residue arithmetic with the bases 5, 7,
and 11.

9.5 (a) Show how 10010011 may be added to 01100101 by means of symbolic
substitution.

(b) Derive higher-order symbolic substitution rules for 2-bit addition,
and then perform the addition in part_(a) again.

9.6 Perform MSD addition 1 lIlOlOl + IIUlll^by binary logic operations.
9.7 Perform MSD addition TTlTOlOl + 1 Till ill using the symmetrically

receded MSD algorithm.
9.8 Using the convergence MSD division algorithm, calculate the division of

X = (O.IO)MSD = (-0.5)10 by Y = (0.11)MSD - (0.75)10 with 16-digit pre-
cision.

9.9 Using the quotient-selected MSD divisioji jalgorithm, calculate the divi-
sion of X = (0.10lII01)MSD by y = (0.1lIoTTl)MSD.

9.10 Perform (1401) 10 — (1001 )10 using two-step trinary signed-digit arithmetic.
9.11 Suppose the incoherent correlator-based content-addressable memory

processor is used to implement two-step trinary signed-digit addition
(Table 9.29). Design the spatial-encoding patterns for the trinary digits
and the content-addressable memory patterns for recognition.

9.12 (a) Using the two-step quaternary signed-digit algorithm, calculate the
sum 3223 + 1212.
(b) Calculate the product 3223 x 1212.

9.13 Derive an algorithm for number conversion from the trinary signed-digit
system to the 3's complement system.

9.14 Derive an algorithm for number conversion from the quaternary signed-
digit system to the 4's complement system.

9.15 Perform negabinary signed-digit addition TllOllIl + TOOTlllI.
9.16 Convert the MSD number lOOTOOlToTTl to 2's_complement.
9.17 Convert the negabinary signed-digit number IlToTlllO to negabinary.
9.18 Design an optical system to perform matrix-vector operation for sym-

bolic substitution.
9.19 Explain how optical shifting can be accomplished with a hologram, a

polarizing beamsplitter, or a birefrigent crystal.
9.20 Design a 512x512 optical crossbar interconnection network.
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Sensing with Optics

Shizhuo Yin
THE PENNSYLVANIA STATE UNIVERSITY

10.1. INTRODUCTION

A light field is a high-frequency electromagnetic field. In general, a complex
monochromatic light field, E(r, t), can be written as

E(r, t) = A(r, t)e*M+*(rJ)>, (10.1)

where A(r, t) is the amplitude of the complex light field, co is the angular
frequency of the monochromatic light field, and 0(r, 0 is the phase of the
complex field. Note that a broadband light source can be viewed as the
summation of different-frequency monochromatic light fields. Thus, Eq. (10.1)
can be treated as a general mathematical description of a light field. This
equation also shows us the key parameters, which are used to describe the light
fields, including:

1. The polarization-direction of the electric field.
2. The amplitude (i.e., \A(r, t)\) or intensity (i.e., /(r, t) = \A(r, t)|2).
3. The frequency (i.e., / = co/2n) or wavelength of the light field (i.e., /,).
4. The phase 4>(r, t).

All these parameters may be subject to changes due to external perturbations.
Thus, by detecting the changes in these parameters, external perturbations can
be detected or sensed. In other words, we can do sensing with optics.
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In recent years, with the development and incorporation of optical fibers,
sensing with optics has been largely focused on optical fiber sensors; this offers
some potential advantages such as immunity to electromagnetic interference, a
nonelectrical method of operation, small size and weight, low power, and
relatively low cost. Therefore, this chapter will focus on fiber-optic sensors. In
particular, since distributed fiber-optic sensors offer the unique advantage of
multiple location measurements with only a single fiber, we will discuss
distributed fiber-optic sensors in a separate section. Note that the distributed
measurement capability of the fiber-optic sensor distinguishes it from other
types of sensors, such as electronic sensors. This is one of the major benefits of
employing fiber-optic sensors.

10.2. A BRIEF REVIEW OF TYPES OF FIBER-OPTIC SENSORS

As mentioned in Sec. 10.1, the key parameters of light fields include
amplitude (or intensity), polarization, frequency, and phase. Thus, we categor-
ize types of fiber sensors based on their sensing parameters. For example, if the
sensing parameter is based on a change in light-field intensity, this type of
sensor will belong to the category of intensity-based fiber-optic sensors.

10.2.1. TNTENSITY-BASED FIBER-OPTIC SENSORS

There are many transduction mechanisms which can result in a change in
light intensity when light passes through an optical fiber, so intensity-based
fiber optic sensors can be used. These mechanisms may include:

• Microbending loss
• Breakage
• Fiber-to-fiber coupling
• Modified cladding
• Reflectance
• Absorption
• Attenuation
• Molecular scattering
• Molecular effects
• Evanescent fields [1]

For the purpose of illustration, several kinds of widely used intensity-type
fiber-optic sensors are briefly summarized in the following subsections.
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10.2.1.1. Intensity-Type Fiber-Optic Sensors Using
Microbending

When a fiber is bent, there may be losses due to this bending. This localized
bending is called microbending. The output light intensity is proportional to
the amount of microbending. Therefore, by detecting changes in output light
intensity, the amount of microbending can be measured so a fiber-optic sensor
can be used.

Figure 10.1 illustrates a microbending-based displacement sensor [2,3,4].
The light from a light source is coupled into an optical fiber. As the deformer
moves closer to the fiber, radiation losses increase due to microbending. Thus,
the detected transmitted light decreases. Besides displacement measurement,
several other parameters such as strain, pressure, force, and position can also
be mechanically coupled to displacement of this microbending device so that
these parameters can also be measured by the same fiber-sensor setup. It is
reported that 0.25% linearity was achieved [5]. (Applications of microbend
sensors for industrial pressure, acceleration, and strain sensors are described in
detail in [6,7].)

10.2.1.2. Intensity-Type Fiber-Optic Sensors Using Reflection

Figure 10.2. shows the basic principle of fiber-optic sensors using reflection
[8]. Light travels along the fiber from left to right, leaves the fiber end, and
incidents on a movable reflector. If the reflector moves closer to the fiber, most
of the light can be reflected back into the fiber so that a high light intensity
signal is detected. However, when the reflector moves farther away from the
exit end of the fiber, less light is coupled back into the fiber, so a weak signal
is detected. Therefore, the monotonic relationship between fiber-reflector
distance, D, and returned light intensity can be used to measure displacement
distance. To avoid the influence of the intensity fluctuation of the light source.

Displacement

Microbending

Light source

Fig. 10.1. Intensity-type fiber-optic sensor based on microbending.
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Light source

directional
coupler

Movable
mirror

Fig. 10.2. Intensity-type fiber-optic sensor based on reflection.

suitable reference signal is usually added in this type of intensity-based
>er-optic sensor.

10.2.1.3. Intensity-Type Fiber-Optic Sensors Using Evanescent
Wave Coupling

The evanescent wave phenomenon comes from the fact that when light
propagates along a single mode optical fiber, it is not totally confined to the
core region but extends into the surrounding glass cladding region. The
lightwave portion in the surrounding cladding region is called the evanescent
wave. This phenomenon has been used to fabricate one of the most widely used
fiber-optic components, the directional coupler [9,10]. The coupling intensity
between two fibers is a function of the distance between the two fiber cores. The
closer the distance, the stronger the coupling will be. Figure 10.3 shows a fiber
sensor based on this evanescent wave coupling concept. Light is launched into
one of the fibers, and it propagates to a region where a second core is placed in
close proximity so that part of the evanescent wave of the first fiber is within

Index
matching
fluidFiber

cores

Detector

Fig. 10.3. Intensity-type fiber-optic sensor based on evanescent wave coupling.



10.2. A Brief Review of Types of Fiber-Optic Sensors 5 /5

the second fiber region. Thus, evanescent wave coupling occurs. The coupling
coefficient is directly proportional to the separation distance between the two
fibers. When an environmental effect such as a pressure, an acoustic wave, or a
temperature change causes a change in the distance between two fibers, the
result is a change in the coupling coefficient. Thus, the detected light intensity
of the second fiber is also changed. Therefore, by monitoring the intensity
change of the second fiber, the change in the environment can be sensed.

10.2,2, POLARIZATION-BASED FIBER-OPTIC SENSORS

10.2.2.1. Mathematical Description of Polarization

As mentioned previously, the light field is a vector. The direction of the
electric field portion of the light field is defined as the polarization state of the
light field. There are different types of polarization states of the light field,
including linear, elliptical, and circular. For the linear polarization state, the
direction of the electric field always keeps in the same line during light
propagation. For the elliptical polarization state, the direction of the electric
field changes during the light propagation. The end of the electric field vector
forms an elliptical shape. That is why it is called elliptical polarized light.

Mathematically, the possible polarization states can be written as

ET = Axx + Ave
l*y, (10.2)

where ET represents the total electric field vector; Ax and Ay represent the
components of the electric field in the x and y directions, respectively; 8
represents the relative phase difference between x and y components; and x and
y represent the unit vectors in the x and y directions, respectively. When d = 0,
the polarization state is a linear polarization state. When d = n/2, the polariz-
ation state is a circular polarization state. In general, the polarization state is
an elliptical polarization state, as illustrated in Fig. 10.4.

Since any optical detector can only detect light intensity directly, instead of
using (Ax,Ay,d) to describe a polarization state, a four-component Stokes
vector representation is often used to describe a polarization state. The four
components of this vector are given by

s0 = Al + A]

Sl = AX — Ay

(10.3)
s2 — 2AxAycosfi

s3 = 2AxAvsinS.
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8=0 0<8<f

8=71 TC<8<

37C
<6<2n

Fig. 10.4. Illustrations of allowed polarization states.

Obviously, there are only three independent components due to the relation
So = si + $2 + si- The beauty of the Stokes vector is that all the components
of the vector can be measured in a relatively easy way. Figure 10.5 shows an
experimental setup used to measure the Stokes vector, which includes a
photodetector sensitive to the wavelength of interest, a linear polarizer,, and a
quarter-wave plate. Assume that the polarizer transmission axis is oriented at
an angle 9 relative to the x axis, while the fast axis of the wave plate is along
x. Six light beam intensities ( / j , / 2 , . . . ,/6) are measured under different
conditions:

1. / s is measured with the polarizer aligned in the x direction without a
quarter-wave plate.

2. J2 is measured with the polarizer aligned in the y direction without a
quarter-wave plate.

3. 73 is measured with the polarizer aligned in 45° relative to the x direction
without a quarter-wave plate.
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V4 plate with fast
axis along x

Light source

Optical
beam

Polarizer with
transmission
axis at"

Fig. 10.5. Optical experimental setup to determine all four components of Stokes vector.

by

4. /4 is measured with the polarizer aligned in 135° relative to the x
direction without a quarter-wave plate.

5. 75 is measured with the polarizer aligned in 90° relative to the x direction
with a quarter-wave plate.

6. I6 is measured with the polarizer aligned in 270° relative to the x
direction with a quarter-wave plate.

The Stokes components can be derived from these measurements, as given

S0 = /I + 72

Sj = 7t — 12

(10.4)

The physical meaning of Stokes vectors are as follows: s0 represents the total
intensity of the beam, s1 represents the difference in intensities between the
vertical and horizontal polarization components, s2 represents the difference in
intensities between n/4 and 3n/4, and s3 represents the difference between the
right and left circular polarization components.

The possible polarization states of a light field can also be represented by a
one-to-one mapping of these states to the surface of a sphere. This spherical
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. 10.6. Poincare sphere.

representation of polarization is called the Poincare sphere, as shown in
Fig. 10.6. The radius of the sphere equals the s0 component of the Stokes
vector, and the Cartesian axes with origin at the center of the sphere are used
to represent the sl5 s2, and s3 components of the vector. Thus, any point on
this sphere may be projected on the axes to yield its corresponding Stokes
vector components. Based on the Poincare sphere, the change from one
polarization state to another polarization state can be transformed as two
rotations of the sphere; one through an appropriate 2i^, followed by a second
rotation of 2y.

To quantitatively determine the polarization state transition from one
polarization state to another polarization state, a polarization transformation
matrix approach is used. The most widely used ones are the Mueller calculus
and the Jones calculus [11].

In the Jones calculus, the polarization state is represented by the Jones
vector, which is a two-component complex number

a = (10.5)



10.2. A Brief Review of Types of Fiber-Optic Sensors 579

where Ax and Ay represent the amplitude for the x and y components,
respectively, while dx and 6y represent the phase for the x and y components,
respectively. The transformation from one polarization state to another polar-
ization state is represented by a 2 x 2 transformation matrix with complex
components called the Jones matrix.

On the other hand, in the Mueller calculus, the polarization state is
represented by the Stokes vector, s = (st,s2, s3, s4) and transformation is
represented by a 4 x 4 transformation matrix with real components called the
Mueller matrix. The basic difference between the Jones calculus and the
Mueller calculus is that in the Jones approach, all the elements can be complex
numbers, while in the Mueller approach, all the elements are real numbers.

Table 10.1 illustrates the polarization state expression in terms of Jones
vectors and Mueller vectors. Table 10.2 illustrates the most commonly used
polarization state transformation matrices in terms of Jones matrices and
Mueller matrices.

With the Jones and Mueller calculi, the output polarization state can be
calculated from the input polarization state as well as the transformation
matrix. Assume that the light passes through a series of optical elements
consisting of polarizers and retarders. The output state can be obtained by
sequentially multiplying the vector for the input state by the matrix represen-
ting each optical element in the order that it encounters them. Mathematically,
this can be written as

70 - M/M/_

Table 10.1

Polarization for Light Vector E with Ex = Axe'5\ £., = Ave
is>\ S = <5, — 6.., and A2 —a x x y y ? x y ?

(10.6)

Status of polarization Jones vector Stokes (or Mueller) vector

[Axe
li*~\ f A2

Linear polarization: Jones: a =
transmission axis L^ye \J Mueller s- =
at angle 0 to x axis

A2 cos 2ff

/I2 sin 20

1 o
A 1 _

Right { + ) and left (-)
circular polarization: Jones, a =

Ax = Ay = /l..\/2, <5 = ±7t/2

- / ^'^ ̂
V ~

,4
jl_(?>(<5JV±rt/2)

_v''2

Mueller: S =

fv4 eMvl
Elliptical polarization Jones: a = x

A,,e y
L * J Mueller: s =

A2

0

0
_+/!2_

" ^ + X? "

A2 - A2

2A^AV cos d

_2AxAy sin<5
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where /, represents the input polarization vector, Mn (n = 1,2,. . . , /) repre-
sents the nth transformation matrix, and /0 represents the output polarization
vector.

To illustrate how to use above method, let us look at the following example.

Example 10.1. A unit intensity light beam linearly polarized in the x direction
passes through a linear retarder with fast axis at angle 6, relative to the x axis
and retarding amount, 8. Calculate the output polarization state in terms of 6
and 8 using Mueller calculus.

Solve: In this case,

rr

M

Thus,

0 co

0 (1— cos 8) sin 26 cos 26

0 sin 26 sin 8

0

0

( 1 — cos 8) sin 26 cos 26

— cos 28 sin 6

0

0

— sin 26 cos 6

cos 26 sin 6

cos<5 J

0

0 cos22$ + sin220cos(5 (1— cos S) sin 26 cos 26 —sin 26 cos 8

0 ( 1 — cos <5) sin 26 cos 26 sm226 + co$226cos8 cos 26 sin 8

0 sin 26 sin 8 —cos 26 sin 8 cos 8

°j

1

cos22$ + sin22# cos 8

(1 -cos 8) sin 26 cos 26

sin 26 sin 8

Thus, in general, the output becomes an elliptical polarization state.
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10.2.2.2. Polarization-Based Fiber-Optic Sensors

Optical fiber is made of glass. The refractive index of the fiber can be
changed due to the application of stress or strain. This phenomenon is called
the photoelastic effect. In addition, in many cases, the stress or strain in
different directions is different so that the induced refractive index change is
also different in different directions. Thus, there is an induced phase difference
among different polarization directions. In other words, under external pertur-
bation, such as stress or strain, the optical fiber works like a linear retarder, as
described in Sec. 10.2.2.1. Therefore, by detecting the change in the output
polarization state, the external perturbation can be sensed.

Figure 10.7 shows the optical setup for the polarization-based fiber-optic sensor
[12]. It is formed by polarizing the light from a light source via a polarizer that
could be a length of polarization-preserving fiber. The polarized light is launched
at 45° to the preferred axes of a length of birefringent polarization-preserving fiber.
This section of fiber serves as a sensing fiber. As mentioned earlier, under external
perturbation such as stress or strain, the phase difference between two polarization
states is changed. Mathematically speaking, d is a function of external perturba-
tion; i.e., <5 = 6(p) where p represents the amount of possible perturbations. Then,
based on Eq. (10.6), the output polarization state is changed according to the
perturbation. Therefore, by analyzing the output polarization state by using an
analyzer as the exit end of the fiber, as shown in Fig. 10.7, the external perturbation
can be sensed. One of the major advantages of polarization-based fiber-optic-
sensors is the capability of optical common mode rejection.

To make the fiber-optic sensor practical, it must be sensitive to the
phenomena it is designed to measure and insensitive to changes in other
environmental parameters. For the strain or stress measurement, environ-
mental temperature is an unwanted environmental parameter. For the polar-
ization-based fiber-optic sensor, environmentally induced refractive index
changes in the two polarization directions are almost the same. There is almost
no induced phase difference between two polarization states; in other words,
d x 0. Thus, environmental temperature fluctuation will not substantially
deteriorate the performance of the sensor.

Light source

Polarization preserving fiber
\

external stress or strain

photodetecter
Polarizer analyzer

Fig. 10.7. Polarization-based fiber-optic sensor.
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10.2.3. PHASE-BASED FIBER-OPTIC SENSORS

As described by Eq. (10.1), the phase of the light field, (f)(r., t) can also be
changed by external perturbations so that the fiber-optic sensor can also be
built based on the phase changes of the light field. The relationship between
the phase change and the optical path change can be written as

271
0(r, f) = — L(r, f), (10.7)

/

where A is the light wavelength and L(r, t) represents the optical path change.
Since the optical wavelength is very small, in the order of microns, a small
change in the optical path may result in a large fluctuation in the phase change.
Thus, in general, the phase-based fiber-optic sensor is more sensitive than the
intensity-based fiber-optic sensor. Note that, since the optical detector cannot
detect the optical phase directly, some types of interferometric techniques are
exploited to implement phase-type fiber-optic sensors, as described in the
following subsections.

10.2.3.1. Fiber-Optic Sensors Based on the Mach-Zehnder Interferometer

Figure 10.8 shows one kind of widely used fiber Mach-Zehnder inter-
ferometer-based fiber-optic sensor [13]. The interferometer consists of two
arms, the sensing arm and the reference arm. The light coming from a coherent
light source, such as from a distributed feedBack (DFB) semiconductor laser,
is launched into the single mode fiber. The light is then split into two beams
of nominal equal intensity by a 50/50 fiber-optic directional coupler, part being
sent through the sensing fiber arm, the remainder through the reference arm.
The output from these two fibers, after passing through the sensing and
reference fiber coils, is recombined by the second fiber-optic directional
coupler. Thus, an interference signal between the two beams is formed and
detected by the photodetector.

Coherent CouP|er

Light source

Photodetector

Reference fiber

Fig. 10.8. Mach-Zehncler interferometer -based fiber-optic sensor.
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For the purpose of simplicity, assume that the power coupling coefficients
of the two couplers are 0.5 with no optical loss. In this case, the output light
intensity can be written as [13]

= /0 cos2 | --(nsLs - nrLr) (10.8)

where I0 represents a constant light intensity; Ls and Lr represent the sensing
and reference fiber lengths, respectively; ns and nr represent the sensing and
reference fiber refractive indices, respectively; and A is the operating
wavelength. Both ns and Ls can change as a function of external perturbations
such as stress or strain. Thus, by detecting the change in the output light
intensity /, external perturbations can be sensed.

To minimize the influence from slowly changing environmental factors such
as temperature and enhance the performance of the fiber sensor, in many cases
the length of the reference arm is periodically modulated [14]. This can be
realized by winding the reference arm fiber on a PZT drum. A sinusoidal
electric signal is added on the PZT drum so that the diameter of the drum is
periodically modulated by the sinusoidal electric signal, which in turn results
in the periodic change in the reference arm fiber length.

Note that interferometric fiber sensors are usually constructed using conven-
tional single mode optical fibers. Conventional single mode fiber can support
two orthogonal polarization modes, owing to such effects as bending, the fiber
becomes birefringent. This effect can result in a change in the interference fringe
visibility. Thus, the signal-to-noise ratio of the sensing signal can be influenced
by this effect [15]. To overcome polarization-induced effects in fiber inter-
ferometry, methods include (1) using polarization-preserving fiber throughout
the entire sensor system; (2) actively controlling the input polarization state;
and (3) employing polarization diversity techniques in which certain output
polarization states are selected to avoid polarization fading [16,17].

10.2.3.2. Fiber-Optic Sensor Based on the Michelson Interferometer

Figure 10.9 shows a kind of Michelson interferometer-based fiber-optic
sensor. In this case, a single directional coupler is used for both splitting and
recombining the light. The light traveling from the source is split into the
sensing and reference arms. After traversing the length of the arms, the light is
reflected back through the same arms by reflectors. The light is then recom-
bined by the initial beam splitter.

There are similarities and differences between Michelson and Mach-Zeh-
nder interferometers. In terms of similarities, the Michelson is often considered
to be a folded Mach-Zehnder, and vice versa. Thus, from this argument one
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Fig. 10.9. Machelson interferometer-based fiber-optic sensor.

can see that the optical loss budget for both configurations is similar. The
outputs, of course, have the same form as the Mach-Zehnder. In terms of
differences, the Michelson configuration requires only one optical fiber coupler.
Owing to the fact that the light passes through both the sensing and reference
fibers twice, the optical phase shift per unit length of fiber is doubled. Thus, the
Michelson intrinsically can have better sensitivity. From the practical point of
view the physical configuration of the Michelson interferometer is sometimes
somewhat easier to package, although this is obviously dependent on its
application. Another clear advantage is that the sensor can be interrogated
with only a single fiber between the source/detector module and the sensor.
However, a good-quality reflection mirror is required for the Michelson
interferometer. In addition, part of the light is fed back into the optical source
due to the complementary output. This can be extremely troublesome for
semiconductor diode laser sources. An optical isolator is needed to minimize
this adverse effect.

10.2.3.3. Fiber-Optic Sensors Based on the Fabry-Perot Interferometer

The Fabry-Perot interferometer is a multiple-beam interferometer. Figure
10.10 shows a fiber-optic Fabry-Perot interferometer [18]. In this type of
interferometer, due to the high reflectivity of the mirrors, the light bounces
back and forth in the cavity many times, which increases the phase delay many
times. The transmitted output intensity of the Fabry-Perot interferometer is
given by

A2T

(1 - 1 + 4R
(10.9)
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Fig. 10.10. Fabry-Perot interferometer based fiber-optic sensor.

where T and R are the transmission and reflection coefficients of the mirrors,
A is the amplitude of the input, and </> the total phase delay for a single transmit
through the cavity (i.e., 2nnL/A, where n and L are the refractive index and the
length of the cavity, respectively). Figure 10.11 shows the output intensity /(</>)
as a function <p for different reflection coefficients. The higher the reflection
coefficient, the sharper the interference peak will be. In other words, near the
peak region, the output light intensity is very sensitive to a small change in the
phase delay. Based on Eq. (10.9), it can be shown that the maximum sensitivity
of the Fabry-Perot interferometer is proportional to the reflection coefficients,
as given by [18]

oc^/F, (10.10)
del)

where F — 4JR/(1 — R)2 is termed the coefficient of finesse. The larger the F
number, the sharper (or finer) the interference peak will be. Fiber Fabry-Perot
interferometers with cavity finesses of over 100 have been demonstrated [19],
Thus, the sensitivity of the fiber Fabry-Perot interferometer-based fiber sensor
can be much higher then that of the Mach-Zehnder or Michelson inter-
ferometers.

However, the Fiber Fabry-Perot interferometer also suffers two major
drawbacks: sensitivity to source coherence length and frequency jitter, and the
complex shape of the function 7(0). For a long-cavity Fabry-Perot inter-
ferometer-based sensor, a long coherence length is required. Most semicon-
ductor diode lasers have linewidths of a few tens of MHz; thus, the Fabry-Perot
configuration is really incompatible with diode laser sources for high-sensitivity
measurements.

As mentioned in the previous paragraph, the other difficulty with the
Fabry-Perot interferometer is the shape of the rather complex transfer function
I((f>). Although single sensors may be implemented with the active homodyne
approach locking the interferometer to the maximum sensitive region (i.e..
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Fig. 10.11. Transfer function of fiber Fabry-Perot interferometer, /(<•/>) as a function of phase delay
<t> for difference reflection coefficients. Solid line: R — 0.5; dashed line: R — 0.95.

dl((f))/d(j>\ maj, no passive techniques have been developed for this complex
transfer function. In addition, at most values of static phase shift, the sensitivity
of the Fabry-Perot interferometer is zero.

On the other hand, when finesse, F, is small, the sensitivity of the Fabry-
Perot interferometer is not high. However, it offers a simple sensor configur-
ation, which does not require fiber couplers and does not incur the difficulties
associated with the multiple-beam approach outlined above.

10,2.4. FREQUENCY (OR WAVELENGTH) BASED
FIBER-OPTIC SENSORS

As described in Eq. (10.1), a light field is also a function of frequency (or
wavelength). The emitted light frequency or wavelength may also be influenced
by some types of perturbations. Thus, certain types of fiber-optic sensors can
also be built based on frequency or wavelength changes.

As an example, let us look at a fluorescent light-based temperature sensor
[20,21]. The fluorescent material is used at the sensing head of the fiber sensor.
Since the fluorescent lifetime of this material is temperature dependent, the
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Fig. 10.12. Illustration of fluoroptic temperature sensor, (a) Schematic of device, (b) Decay-time
of luminescent emission as a function of temperature.

changing of decay time with temperature can be used to sense the temperature.
Figure 10.12 illustrates a fluoroptic temperature sensor. A UV lamp source is
used as the means of excitation of the magnesium fluorogerminate material.
The decay time characteristics of magenesium fluorogerminate is used to sense
the measurand. To further enhance the temperature-sensing range, a combina-
tion of black-body radiation and fluorescence decay with internal cross-
referencing to enable both high and low temperature operation was also
developed, as shown in Fig. 10.13 [22]. Thus, the use of frequency-based
fiber-optic sensors is a very effective approach for wide-range temperature
sensing.
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Fig, 10.13. Schematic of cross-reference black-body radiation/fluorescent temperature sensor.

10.3. DISTRIBUTED FIBER-OPTIC SENSORS

One of the most important features of fiber-optic sensors is their ability to
implement distributed sensing. Multiple-point measurements can be achieved
by using a single fiber, which provides light weight, compact size, and low cost.

There are basically two types of distributed fiber-optic sensors, intrinsic
distributed sensors and quasi-distributed sensors. In this section, we briefly
introduce the most commonly used distributed fiber-optic sensors.

10.3.1. INTRINSIC DISTRIBUTED FIBER-OPTIC SENSORS

Intrinsic distributed fiber-optic sensors are particular effective for use in
applications where monitoring of a single measurand is required at a large
number of points or continuously over the path of the fiber. These applications
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may include stress monitoring of large structures such as buildings, bridges,
dams, storage tanks, aircraft, submarines, etc.; temperature profiling in electric
power systems; leakage detection in pipelines; embedding sensors in composite
materials to form smart structures; and optical fiber-quality testing and
fiber-optic network line monitoring. Intrinsic distributed fiber-optic sensors
may depend on different principles so that different types of intrinsic distrib-
uted fiber-optic sensors can be developed as described in the following
subsections.

10.3.1.1, Optical Time-Domain Reflectometry Based on Rayleigh Scattering

One of the most popular intrinsic distributed fiber-optic sensors is optical
time domain reflectrometery based on Rayleigh scattering. When light is
launched into an optical fiber, loss occurs due to Rayleigh scattering that arises
as a result of random microscopic (less than wavelength) variations in the
index of refraction of the fiber core. A fraction of the light that is scattered in
a counterpropagation direction (i.e., 180° relative to the incident direction) is
recaptured by the fiber aperture and returned toward the source. When a
narrow optical pulse is launched in the fiber, by monitoring the variation of
the Rayleigh backscattered signal intensity, the spatial variations in the
fiber-scattering coefficient, or attenuation, can be determined. Since the scatter-
ing coefficient of a particular location reflects the local fiber status, by
analyzing the reflection coefficient, the localized external perturbation or fiber
status can be sensed. Thus, distributed sensing can be realized. Since this
sensing technique is based on detecting the reflected signal intensity of the light
pulse as a function of time, this technique is called optical time-domain
reflectometry (OTDR). OTDR has been widely used to detect fault/imperfec-
tion location in fiber-optic communications [23, 24]. In terms of sensing
applications, OTDR can be effectively used to detect localized measurand-
induced variations in the loss or scattering coefficient of a continuous sensing
fiber.

Figure 10.14 shows the basic configuration of OTDR. A short pulse of tight
from a laser (e.g., semiconductor laser or Q-switched YAG laser) is launched
into the fiber that needs to be tested. The photodetector detects the Rayleigh
backscattering light intensity as a function of time relative to the input pulse.
If the fiber is homogeneous and is subject to a uniform environment, the
backscattering intensity decays exponentially with time due to the intrinsic loss
in the fiber. However, if at a particular location, there is a nonuniforrn
environment (e.g., having a localized perturbation), the loss coefficient at that
particular location will be different from the regular Rayleigh scattering
coefficient. Thus, the backscattering intensity will not decay according to the
exponential issue, as in other unperturbed locations. If we draw a curve using
time as the horizontal axis and Log(Ps) (where Ps is the detected intensity) as
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Fig. 10.14. Principle of optical time-domain reflectometry based on Rayleigh scattering.

the vertical axis, a sudden change in this curve is expected at the perturbed
locations as shown in Fig. 10.14.

Mathematically, the detected scattering light intensity, Ps is given by

ps(t) = (10.11)

where P0 is a constant determined by the input pulse energy and the fiber-optic
coupler power-splitting ratio, z = tc/2n reflects the location of the launched
pulse at time t (where c is the light speed in vacuum, and n is the refractive
index of the fiber), r(z) is the effective backscattering reflection coefficient per
unit length that takes into account the Rayleigh backscattering coefficient and
fiber numerical aperture, and a(z) is the attenuation coefficient. The slope of
the logarithm of the detected signal is proportional to the loss coefficient a(z).
The spatial resolution of an OTDR is the smallest distance between two
scatterers that can be resolved. If the input pulse has a width T, the spatial
resolution is given by

C"C

2n
(10.12)
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Example 10.2. An OTDR instrument has a pulse width of 10 ns; assume that
the refractive of the fiber is n — 1.5. Calculate the spatial resolution of this
OTDR.

Solve: Substituting c = 3 x 108 m/s, T = 1(T 8s, and n = 1.5 into Eq, (10.12),
we get AZmin = 1 m.

From the above example, it can be seen that the spatial resolution OTDR is
in the order of meter. This may not be high enough for certain distributed
sensing requirements, such as smart structure monitoring. To increase the
spatial resolution, one has to reduce the pulse width. However, the reduction
in the pulse width may cause a decrease in the launched pulse energy so that
the detected light signal also decreases. Thus, the detected signal-to-noise ratio
may become poor. In particular, when long sensing range is required, a certain
power level is needed to guarantee that the backscattering signal is detectable
in the whole sensing range. Thus, there is a basic trade-off between spatial
resolution and sensing range. The pulse width and pulse energy must be
optimized based on their application requirements.

To enhance the capability of detecting a weak backscattering signal, several
techniques were developed (e.g., coherent OTDR [25] and pseudorandom-
coded OTDR [26]). In coherent OTDR, the weak returned backscatter signal is
mixed with a strong coherent local oscillator optical signal to provide coherent
amplification. In pseudorandom-coded OTDR, correlation techniques are used
in conjunction with pseudorandom input sequences. Due to the use of multiple
pulses, the pulse energy is increased without sacrificing the spatial resolution.

10.3.1.2, Optical Time-Domain Reflectometry Based on Raman Scattering

Rayleigh scattering is caused by density and composition fluctuations frozen
into the material during the drawing process. This type of scattering is largely
independent of ambient temperature provided that the thermo-optic coeffi-
cients of the fiber constituents are similar. To sense the ambient temperature
distribution, optical time-domain reflectometry based on Raman scattering
was developed.

Raman scattering involves the inelastic scattering of photons. The molecular
vibrations of glass fiber (induced by incident light pulse) cause incident light
to be scattered, and as a result, produce components in a broadband about the
exciting (pump) wavelength comprising Stokes (As, lower photon energy) and
anti-Stokes (xa, higher photon energy) emissions [27]. Its usefulness for
temperature sensing is that the intensity ratio between Stokes and anti-Stokes
is temperature dependent, as given by

4-hi™\ (10.13)
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Fig. 10.15. Principle of optical time -domain reflectometry based on Raman scattering.

where Rr is the ratio of anti-Stokes to Stokes intensity in the backscattered
light, h is the Planck's constant, v is the wave number separation from the
pump wavelength, k is the Boltzmann's constant, and T is the absolute
temperature. For example, for glass fiber, if the pump wavelength is at 514 nm,
Rr has a value about 0.15 at room temperature with temperature dependent
about 0.8%/°C in the range 0°C to 100°C.

Figure 10.15 illustrates OTDR temperature sensing based on Raman
scattering. The basic configuration is similar to the Rayleigh scattering case,
except that a spectrometer is added in front of the photodetector so that the
Stokes and anti-Stokes spectral lines can be separately detected. Both the
spectral line locations and intensities are recorded as a function of time. Then,
the ratio between anti-Stokes to Stokes lines is calculated based on the
measured data for different times. By substituting this Rr(t) and wavelengths
of Stokes and anti-Stokes lines into Eq. (10.13), the temperature as a function
time, T(t) can be obtained. Similar to the Rayleigh scattering case, there is also
a one-to-one relationship between the spatial location, z, and the recording
time, t, as given by t = 2nz/c. Thus, the temperature profile of the sensing fiber
can be obtained.

The major difficulty of Raman OTDR is the low Raman scattering coeffi-
cient that is about three orders of magnitude weaker than that of the Rayleigh.
Thus, high input power is needed to implement Raman-OTDR.

10.3.1.3. Optical Time-Domain Reflectometry Based on Brillouin Scattering

When an optical pulse launched into an optical fiber, stimulated Brilliouin
scattering occurs from acoustic vibrations stimulated in the optical fiber [28],
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Fig. 10.16. Basic configuration of optical time-domain reflectometry based on Brillouin scattering.

The acoustic vibrations cause a counterpropagating wave that drains energy
away from the forward-going input pulse. This counterpropagating scattering
wave is called a Brillouin scattering wave. To satisfy the requirement of energy
conservation, there is a frequency shift between the original light pulse
frequency and the Brillouin scattering wave, which, in general, is on the order
of tens of GHz.

Since the frequency shift of the Brillouin gain spectrum is sensitive to
temperature and strain, it becomes very useful for building a fiber-optic sensor.
In particular, the frequency shift depends on the magnitude of longitudinal
strain, which comes from the fact that, under different longitudinal strain
conditions, the acoustic wave frequency induced by the photon is different.
Thus, the longitudinal strain distribution can be measured based on the
Brillouin scattering effect [29]. Note that longitudinal strain distribution is
difficult to measure using other techniques.

Figure 10.16 shows the configuration of Brillouin optical time-domain
reflectometry. Since the counterpropagated Brillouin scattering signal is, in
general, a very weak signal. To detect this weak signal, the coherent detection
technique is used. To realize this coherent detection, the fiber is interrogated
from one end by a continuous wave (CW) source and the other by a pulsed
source, as shown in Fig. 10.16. The difference in wavelength between the two
sources is carefully controlled to be equal to the Brillouin frequency shift of
Brillouin scattering. Thus, there is an interaction between the Brillouin scatter-
ing light and CW light. The lower frequency wave (that can be CW or pulsed)
is then amplified, which depends on the match between the frequency difference
of the two sources and the local frequency shift. From the variation of the
amplified signal, the local gain can thus be determined. Figure 10.17 illustrates
the Brillouin gain at different longitudinal strain conditions. It can be seen that,
indeed, there is a frequency shift under different longitudinal strain conditions.
The solid curve represents no longitudinal strain and the dotted curve
represents a 2.3 x 10 ~ 3 longitudinal strain. The frequency shift is about 119
MHz; that is detectable with current technology.
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Fig. 10.17. An illustration of Brillouin scattering-frequency shift under different longitudinal strain
conditions.

Since the Brillouin frequency shift is not much, to detect this frequency shift,
a very stable, single-frequency, tunable laser is needed. Currently, 50-m spatial
resolution with 0.01% strain resolution over > 1 km fiber lengths is achieved
by using a Nd:YAG ring laser, which is capable of delivering 1 mW power into
the single mode fiber with remarkably narrow (5 kHz) spectra [29].

10.3.1.4. Optical Frequency-Domain Reflectometry

As discussed earlier, to obtain high spatial resolution, a very narrow light
pulse is required, which results in a proportionally lower level of the backseat-
tering signal and an increased receiver bandwidth requirement for detecting
these pulses. Thus, a large increase in the noise level is expected so that only
strong reflections can be detected in noise. To increase the spatial resolution
without sacrificing backscattering signal intensity, optical frequency-domain
reflectometry (OFDR) was developed [30, 31,32].

Figure 10.18 shows the configuration of OFDR. A highly monochromatic
light is coupled into a single mode fiber, and the optical frequency, ox is
modulated in a linear sweep. Assume that the power loss constant is a (due to
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effects such as Rayleigh scattering) and there is only one perturbation at
location, x, which results in a reflectivity r(x). The returned light signal from
the testing fiber can be written as

= AQr(x)e~axei2lix, (10.14)

where A0 is a constant, and /i is the propagation constant. For the purpose of
simplicity, let

R(x) = A0r(x)e- (10.15)

Note that R(x) is related to the disturbance distribution. Once this R(x) is
obtained, the disturbance along the fiber can be determined. Due to the
introduction of R(x), Eq. (10.15) can be rewritten as

= R(x)ei2px. (10.16)

However, in real cases, the reflection may not come from one point. The
reflection itself is a distribution. Thus, Eq. (10.16) needs to be written as the
summation from the contributions of different locations. Mathematically, it can
be written as

= R(x)ei2tix dx, (10.1,7)

where L is the total length of the testing fiber.
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In the experiment, since the frequency is linearly tuned with the time, the
propagation constant /? is also linearly tuned with the time. Substituting
ft = 2nnf/c (where c is the light speed in the vacuum), the reflected signal as a
function of frequency, /, A(f) can be written as

A ( f ) = R(x)ei(*™fx»c dx. (10.18)

Similarly, the reflected reference signal from the local oscillator Ar(f) is

Ar(f) = A^*4*"^', (10.19)

where Alisa constant and xr is the location of the reference point. In general,
it is the exit ending point of the reference fiber. Then, via coherent detection,
the interference term can be shown to be

/(/) - A(f)A*(f) + A*(f)A,(f). ( 10.20)

Substituting Eqs. (10.18) and (10.19) into Eq. (10.20), we get

/(/) = Al R(x) cos (10.21)

By taking the inverse Fourier transform of Eq. (10.21), one can obtain R(x); i.e.,

4nnf
R(x -~xr)= /(./) cos (x-x p ) df, (10.22)

where A/' is the total frequency tuning range. Since R(.x) is directly related to
the strain and temperature distribution of the fiber, distributed sensing is
achieved.

From Eqs. (10.21) and (10.22), it can shown that the spatial resolution of
this sensing system is

(la23>

where A/ and A/I are the total frequency tuning range and wavelength tuning
range, respectively. Similarly, it can also be shown that the sensing range, L, of
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this distributed fiber sensor is

L
2ndf 2nd A'

(10,24)

where 6f and <5/l are the effective frequency resolution and wavelength
resolution, respectively.

For the semiconductor laser, the frequency tuning range can be 10 GHz
changing the driving current. Substituting this number, n = 1.5, and c =
3 x 108m/s into Eq. (10.23), we obtain Ax = 1 cm. Similarly, if the effective
frequency resolution can be 1 kHz (this is possible with current diode laser
technology), then, based on Eq. (10.24), the sensing range L can be as long as
10 km.

In OFDR, coherent detection is needed. Since conventional single mode
fiber cannot hold the polarization state of the light propagating in the fiber,
polarization-insensitive detection is expected. Figure 10.19 shows polarization-
insensitive detection using the polarization-diversity receiver. Since the refer-
ence signal is equally divided between two detectors, squaring and summing
the two photocurrents produces a signal independent of the unknown polariz-
ation angle 9. If the returning test signal is elliptically polarized, the only
difference will be a phase shift in the fringe pattern on one of the detectors. This
phase shift is not important since the envelope detector eliminates any phase
information before the summing process. Therefore, the output signal is

Polareier

Frequency
Modulation

Output

Polarization Diversity Receiver

Fig. 10.19. An experimental setup for the implementation of a polarization-diversity receiver.
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completely independent of the polarization state returning from the test arm.
Another critical issue of coherent OFDR is the suppression of phase noise.

The high spatial resolution of OFDR depends on the light source having a
large, phase-continuous, and linear tuning range. The fact is that no laser
source is perfect in practice. Any laser source has phase noise and other
problems in its output signal spectrum (the laser modulation problem men-
tioned above is an example). The phase noise of the laser limits two aspects of
system performance. One is the distance over which measurements of discrete
reflections can be made before incoherent mixing predominates, and the other
is the dynamic range between the reflection signal of interest and the level of
phase noise. Phase noise is the effect of quantum noise in a diode laser. This
effect causes the phase of the laser output to change with time in a random
fashion. It is this random phase fluctuation that determines the theoretical
minimum line width of a diode laser [33].

To reduce the phase noise influence, first we need a quantitative analysis of
the phase noise for a coherent OFDR system. For a linear frequency sweep of
slope y, the optical field E(t) can be described by

£(0 - E0e
j{0i"l + 7r;'2-^'\ (10.25)

where co0 is the initial optical frequency and (f)t is the randomly fluctuating
optical phase at time t The photocurrent I(t) of the photodetector is propor-
tional to the optical intensity incident on the photodetector, which is made up
of the coherent mixing of the optical field from the source with a delayed
version of that field, as given by

/(f) = |£(r) + v/# E(t - TO) 2, (10.26)

where E(t) is the reflected back signal from the reference arm and ^/R E(t — TO)
is the signal from the test fiber (T = 2nx0/c). Combining Eqs. (10.25) and
(10.26), we get

/(f) = EO(! + R + 2X/ R • cos(o)ht + O>OTO — iojhT0 + <pt — (/>f_T o)), (10.27)

where the beat frequency coft is given by 2nji0. The normalized autocorrelation
function -R,(T) of the photocurrent is given by

+ R)2 + 2/?coscofcT<cos(0r + r + <£,_ r o - 0,-to+r - </>,)> (10.28)

2R sinc
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where < > denotes a time average. Since the power spectral density (PSD) is
the Fourier transform of the autocorrelation function, we can calculate a
general expression for PSD. Considering the OFDR scheme in [33], one-sided
PSD Si(f) can be denoted by

(10.29)

There are three terms in Eq. (10.29). The first term is a delta function aide, the
second is a delta function at the beat frequency, and the third is a continuous
function of frequency, strongly affected by the coherence time and the delay
time. It represents the distribution of phase noise around the beat frequency.
Note that, for the purpose of simplicity, we ignore the Rayleigh backscattering,
the intensity noise of laser source, and the shot noise at the photodetector
receiver here because their spectrum amplitudes are smaller compared with the
third term in Eq. (10.29). To suppress the phase noise, one technique is to vary
the length of the reference arm and then use a one-dimension smooth filter to
find the desired beat spectrum peaks. In other words, we can just measure the
Fresnel back-reflection heterodyne beat signal by varying the reference arm
length.

As an example, let us look at an experimental result of OFDR. A
5 km-long single mode fiber dispenser is selected as the testing fiber. The strain
distribution among different layers is measured by using the OFDR. Figure
10.20 shows the experimental results. The upper curve of Fig. 10.20 shows the
detected interference signal between the reference arm and sensing arm.
Clearly, the beating effect of frequency can be seen. The lower curve of Fig.
10.20 shows the strain distribution of the fiber achieved by taking the Fourier
transform of the upper curve. It can be seen that a set of peaks appeared in the
curve, which represents a sudden change in the strain among different layers.

10.3.2. QUASI-DISTRIBUTED FIBER-OPTIC SENSORS

When truly distributed sensing is difficult to realize, quasi-distributed
fiber-optic sensor technique is used. In this technique, the measurand is not
monitored continuously along the fiber path, but at a finite number of
locations. This is accomplished either by sensitizing the fiber locally to a
particular field of interest or by using extrinsic-type (bulk) sensing elements. By
using quasi-distributed fiber-optic sensors, more measurands can be sensed.
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Fig. 1W.20. An illustration of experimental results of optical frequency-domain reflectometry.

Theoretically speaking, by cascading a set of point sensors together (as
described in Sec. 10.2), quasi-distributed sensing can be achieved. For example,
when a series of reflectors are fabricated in the fiber, a quasi-distributed
fiber-optic sensor based on discrete reflectors can be built. The OTDR
technique can then be used to analyze the relative positions of these reflectors.
Changes in these reflection signals can be used to sense changes in these
discrete locations.

Although quasi-distributed fiber-optic sensors may be based on a variety of
principles such as Fresnel reflection and cascaded interferometers, fiber Bragg
grating-based quasi-distributed fiber-optic sensors have unique features includ-
ing high sensitivity, high multiplexing capability (such as using wavelength
division multiplexing), and cost effectiveness. Thus we will discuss quasi-
distributed fiber-optic sensors based on fiber Bragg gratings in detail.

10.3.2.1. Quasi-Distributed Fiber-Optic Sensors Based on
Fiber Bragg Gratings

10.3.2.1.2. Fiber Bragg Grating and Its Fabrication

The concept of fiber Bragg grating can be traced back to the discovery of
the photosensitivity of germanium-doped silica fiber [34,35]. It was found that
when an argon ion laser was launched into the core of the fiber, under
prolonged exposure, an increase in the fiber attenuation was observed. In
addition, almost all of the incident radiation back-reflected out of the fiber.
Spectral measurements confirmed that the increase in reflectivity was the result
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of a permanent refractive index grating being photoinduced in the fiber. This
photoinduced permanent grating in germanium-doped silica fiber is called fiber
Bragg grating. During that time, it was also found that the magnitude of the
photoinduced refractive index depended on the square of the writing power at
the argon ion wavelength (488 nm). This suggested a two-photo process as the
possible mechanism of refractive index change.

Almost a decade later, in 1989, Metlz et al. [36] showed that a strong index
of refraction change occurred when a germanium-doped fiber was exposed to
direct, single-photon UV light close to 5 eV. This coincides with the absorption
peak of a germania-related defect at a wavelength range of 240-250 nm.
Irradiating the side of the optical fiber with a periodic pattern derived from the
intersection of two coherent 244-nm beams in an interferometer resulted in a
modulation of the core index of refraction, inducing a periodic grating.
Changing the angle between the intersecting beams alters the spacing between
the interference maxima; this sets the periodicity of the gratings, thus making
possible reflectance at any wavelength. This makes the fiber Bragg grating have
practical applications because the original approach was limited to the argon
ion writing wavelength (488 nm), with very small wavelength changes induced
by straining the fiber. Reliable mass-produced gratings can also be realized by
using phase masks [37].

The principle of UV-induced refractive index in germanium-doped silica
fiber may be explained as follows: Under UV light illumination, there are
oxygen vacancies located at substitutional Ge sites, which results in ionized
defect band bleaching, liberating an electron and creating a GeE' hole trap.
Thus, the refractive index for the regions under UV exposure is different from
the unexposed regions.

Figure 10.21 shows the basic configuration of fabricating Bragg gratings in
photosensitive fiber using a phase mask. The phase mask is a diffractive optical
element that can spatially modulate the UV writing beam. Phase masks may
be formed either holographically or by electrobeam lithography. The phase
mask is produced as a one-dimensional periodic surface-relief pattern, with
period Apm etched into fused silica. The profile of the phase is carefully
designed so that when a UV beam is incident on the phase mask, the zero-
order diffracted beam is suppressed (typically less than 3%) of the transmitted
power. On the other hand, the diffracted plus and minus first orders are
maximized. Thus, a near-field interference fringe pattern is produced. The
period of this interference fringe pattern, A, is one-half that of the mask (i.e.,
A = Apm/2). This fringe pattern photo-imprints a refractive index modulation
in the core of a photosensitive fiber that is placed in contact with or close
proximity to the phase mask. To increase the illumination efficiency, a
cylindrical lens is generally used to focus the fringe pattern along the fiber core.
Note that the KrF excimer laser is often used as the UV light source because
it has the right output wavelength and output power.
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Fig. 10.21. Fabrication of fiber Bragg grating using the phase mask approach.

One of the most important properties of fiber Bragg grating is wavelength-
selective reflection. Assume that a broadband light is coupled into a fiber with
fiber Bragg grating inside. Light that has a wavelength matching the Bragg
condition will be reflected back. Light that has a wavelength not matching the
Bragg condition will be transmitted through the fiber, as shown in Fig. 10.22.
Mathematically the Bragg condition is given by

1B = 2neff, (10.30)

where AB is the Bragg grating wavelength that will be reflected back from the
Bragg grating, and neff is the effective refractive index of the fiber core at
wavelength AB.

For the uniform Bragg grating, the reflectivity and spectral width of the fiber
Bragg grating were quantitatively analyzed [38,39]. The refractive index
profile for the uniform Bragg grating with grating period, A, is given by

n(z) — n0 + An cos(27iz/A), (10.31)

where An is the amplitude of the induced refractive index perturbation (typical
values 10 ~ 5 ~ 10 ~3), n0 is the average refractive index, and z is the distance
along the fiber longitudinal axis. The reflectivity for this grating can be shown
to be [38]

R(L, A) =
Q2 sinh2(SL)

sinh2(SL) + S2 cosh2(SL)
(10.32)
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Fig. 10.22. Illustration of a uniform fiber Bragg grating and its wavelength-selective reflection
property.

where R(L, A) is the reflectance as a function of wavelength, A, and fiber length,
L; O is the coupling coefficient; A/? = ft — 7r/A is the detuning wave vector;
/? = 2nn0/A is the propagation constant; A is the Bragg grating period; and
S — ̂ /Q2 — A/?2. For the single mode sinusoidal modulated grating as de-
scribed by Eq. (10.14), the coupling constant, Q, is given by

(10.33)

where Mp is the fraction of the fiber mode power contained by the fiber core,
which can be approximately expressed as

M = 1 — F~2,

where V is the normalized frequency of the fiber and given by

2na

(10.34)

where a is the core radius, and nco and ncl are the core and cladding refractive
indices, respectively. At the Bragg grating center wavelength, the detuning
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factor A/j = 0. Thus, the peak reflectivity of the Bragg grating is

R(L, AB) = tanh2(QL). (10.35)

From Eq. (10.35), it can be seen that the peak reflectivity increases as the
refractive index modulation depth, An, and/or grating length L increases.

A general expression for the approximate full-width-half-maximum band-
width of the grating is given by [39]

(10.36)

where q is a parameter that approximately equals 1 for strong gratings (with
near 100% reflection) whereas q ~ 0.5 for weak gratings.

Equation (10.36) shows that, to achieve narrow spectral width, long grating
length and small refractive index modulation need to be used.

As an example, a calculated reflection spectrum as a function of the
wavelength is shown in Fig. 10.23. The following parameters are used during
the calculation: nco = 1.45, ncl = 1.445, a = 4/mi, and A = 0.535 /un. The solid
line corresponds to the stronger coupling case with An = 10"3 and grating

,.0.99.,

, X , 1 0

R(4-10 ,X ,0 .15xIO '

,4.1 16x10

wavelength in micron

Fig. 10.23. Reflection spectrum of a Bragg grating as a function of wavelength with different
coupling constant and length. Solid line: M = 10~3 and L = 2mm; dashed line: An = 1.5 x 10 4

and L = 4 mm.
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length L = 2 mm. The dashed line corresponds to the weaker coupling case
with An = 1.5 x 10"" 4 and grating length L = 4 mm. From this figure, it can be
seen that a higher reflectivity is achieved for the stronger coupling case.
However, a narrower spectrum width could be achieved with a weaker
coupling case, which is consistent with the conclusion given by Eq. (10.36).

10.3,2,1.2. Fiber Bragg Grating Based Point Sensor

From Eq. (10.30), we see that the reflected wavelength by Bragg grating, AB,
is a function of both the effective refractive index of the fiber, neff, and the
Bragg grating period, A. Since both neff and A may be affected by the change
of strain and temperature on the fiber, AB is also sensitive to the change of
strain and temperature on the fiber. Thus, by detecting the change in x,B, the
strain and temperature can be sensed.

By differentiating Eq. (10.30), the shift in the Bragg grating center
wavelength, AB, due to strain and temperature changes can be expressed as

(10.37)

The first term in Eq. (10.37) represents the strain effect on an optical fiber. This
corresponds to a change in the grating period and the strain-induced change
in the refractive index due to the photoelastic effect. To make the calculation
easier, the strain effected may be expressed as [40]

AAB = AB(1 - PJe, (1.0.38)

where pe is an effective strain-optic constant defined as

dO.39)

pll and p12 are components of the strain-optic tensor, v is the Poisson's ratio,
and £ is the applied strain. The typical values for germanosilicate optical fiber
are p u = 0.113, p12 = 0.252, v — 0.16, and neff = 1.482. Substituting these
parameters, into Eqs. (10.38) and (10.39), the anticipated strain sensitivity at
~ 1550 nm is about 1.2-pm change when 1 /j,e (i.e., 10~6) is applied to the Bragg
grating.

The second term in Eq. (10.37) represents the effect of temperature on an
optical fiber. A shift in the Bragg wavelength due to thermal expansion changes
the grating period and the refractive index. Similar to the strain case, for silica
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fiber, this wavelength shift due to the temperature change may be expressed as
[40]

AAB = AB(«A + aJAT; {10.40)

where aA = (l/A)(5A/dT) is the thermal expansion coefficient and an =
(l/neff)(dneff/dT) represents the thermo-optic coefficient. For the fiber Bragg
grating, «A « 0.55 x 10~6/°C and a,, a 8.6 x 10~6/°C. Thus, the thermo-optic
effect is the dominant effect for the wavelength shift of the Bragg grating when
there is a temperature change on the grating. Based on Eq. (10.40), the expected
temperature sensitivity for a 1550-nm Bragg grating is approximately 13.7
pm/°C.

Figure 10.24 shows the conceptual configuration of the fiber Bragg grating
point sensor. This sensor may be used as a strain or temperature sensor. The
broadband light source, such as that coming from an erbium-doped fiber
amplifier, is coupled into a single mode optical fiber with a fiber Bragg grating
inside the fiber. Due to the existence of the grating, the wavelengths that match
the Bragg condition will be reflected back and the other wavelengths will pass
through. Then wavelength monitoring devices (such as a spectrometer) can be
used to monitor the wavelength spectra for both the reflected signal and the
transmitted signal, as shown in Fig. 10.24. The changes in the spectra can be
used to detect the applied strain or temperature changes.

As an example, Figs. 10.25(a) and 10.25(b) show the experimental results of
the peak wavelength as a function of applied strain and ambient temperature
for standard germanosilicate optical fiber, respectively. From these data, it can
be seen that a wavelength resolution of ~ 1 pm is required to resolve a

input braodband
spectrum

reflected
component

i

rain or temperature
hifted induced shift

origninal transmitted
" signal

shifted

Fig. 10.24. An illustration of a fiber Bragg grating -based point sensor.
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Fig. 10.25. Peak wavelength of fiber Bragg grating, (a) Under applied stress, (b) At different
temperatures with zero applied strain.

temperature change of ~0.1°C, or strain change of 1 /i strain. To detect such
a tiny wavelength shift, the technique of using the unbalanced Maeh-Zehnder
interferometer was proposed and implemented [41]. Figure 10.26 shows the
basic configuration of applying an unbalanced interferometer to detect the
wavelength shift of the Bragg grating induced by external perturbations. Due
to the inherent wavelength dependence of the phase of an unbalanced inter-
ferometer on the input wavelength, shifts in Bragg wavelength are converted
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Fig. 10.26. Detection of wavelength shift of fiber Bragg grating by using unbalanced fiber
Mach- Zehnder interferometer.

into phase shifts. Note that the interferometer path difference must be kept less
than the effective coherent length of the light reflected from the grating.
Mathematically, the dependence of the output phase change on the Bragg
grating wavelength shift is given by

2nnd
(10.41)

where A</> represents the phase change, A is the operating wavelength, A/I is the
wavelength shift, n is the refractive index of the fiber, and d is the length
difference between the two arms of the Mach-Zehnder interferometer.

Example 10.3. Assume that an unbalanced interferometer has a path difference
d = 5mm; refractive index n = 1.5, operating wavelength A — 1550 nm, and
minimum phase resolution of the system is 0.01 radians. Calculate the mini-
mum wavelength shift that can be detected by this unbalanced interferometer.

Solve: Based on Eq. (10.41), the minimum detectable wavelength shift is

x 0.01 radians = 0.51 pm.
2x 7i radians x 1.5 x 5 x 106nm
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Thus, such an unbalanced interferometer can detect tiny wavelength shift,
which makes the built fiber sensor have good sensitivity.

10.3.2.1.3, Quasi-Distributed fiber-Optic Sensors Based on
Fiber Bragg Gratings

The major motivation of applying fiber Bragg gratings to fiber sensors is the
capability of integrating a large number of fiber Bragg gratings in a single fiber
so that quasi-distributed fiber sensing can be realized in a compact and
cost-effective way [42]. Currently, with the rapid advent of optical communi-
cation networks, more than 100 wavelength channels can be put in a single
fiber by using the wavelength-division multiplexing (WDM) technique [43].
Thus, if we assign one central wavelength for each grating, more than 100
sensors can be integrated into a single fiber. Furthermore, applying time
division multiplexing (TDM) to each wavelength channel creates a severalfold
increase in the number of sensors that can be integrated. Therefore, a compact,
cost-effective distributed fiber sensor can be built.

Figure 10.27 shows the configuration of combining WDM and TDM in
quasi-distributed fiber-optic sensors based on fiber Bragg gratings. By launch-
ing a short pulse of light from the source, the reflections from the fiber Bragg
grating will return to the detector at successively later times. The detection
instrumentation is configured to respond to the reflected signals only during a
selected window of time after the pulse is launched. Thus, a single WDM set
of sensors is selected for detection.

As a practical example, Figure 10.28(a) shows the Stork Bridge in Winter-
thur, Switzerland, in which carbon fiber-reinforced polymer (CFRP) cables
were used instead of the usual steel cables. Each CFRP cable is equipped with
an array of seven Bragg gratings, as well as other types of regular sensors.
Figure 10.28(b) shows the output from these Bragg grating sensors during daily
variations of strain and temperature in one CFRP cable. BG1, BG4, BG6, and
BG7 represent the outputs from the first, fourth, fifth, sixth, and seventh Bragg
grating sensors. Results of the measurements are pretty consistent with the

Fig. 10.27. A configuration of combining WDM/TDM in a fiber Bragg grating-based quasi-
distributed fiber sensor.
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Fig. 10.28. (a) Schematic view of Stork Bridge in Winterthur, Switzerland, (b) A draft figure of
recorded daily variations of strain and temperature in one CFRP cable by fiber Bragg grating
sensors.
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results obtained with conventional resistant strain gauges [44]. Thus, indeed,
fiber Bragg grating-based quasi-distributed fiber sensors may be used in
real-world sensing.

10.3.2.1.4. Multiple-Parameter Measurements Using Fiber Bragg
Gratings Written in Highly Birefringent
Polarization-Preserving Fibers

In real-world applications, strain and temperature perturbations may add
to the fiber Bragg gratings simultaneously. To avoid the use of additional
sensors to separate influence from strain and temperature changes, the tech-
niques of using double Bragg gratings written at widely spaced wavelengths at
the same location in a polarization-maintaining (PM) fiber were developed
[45,46]. In this case, the spectrum reflected from one location contains four
peaks. Thus, in principle, one can determine axial strain, two components of
transverse strain, and temperature change in that location based on these four
peaks, as given by

Ax
= K

A

(10.42)

where a and b designate peak wavelength measurements for Bragg gratings
written at wavelengths a and b, A/lla represents the wavelength shift from
horizontal polarization direction at wavelength a, AA2a represents the wave-
length shift from vertical polarization direction at wavelength a, A/tlb repre-
sents the wavelength shift from horizontal polarization direction at wavelength
b, Al2fc represents the wavelength shift from vertical polarization direction at
wavelength b, K is a 4 x 4 matrix the elements of which may be determined
by separate experimental calibrations of sensor response to transverse strain,
axial strain and temperature change, e^ e2, and % are axial, two transverse
strains, respectively, and AT represents the temperature change. This technique
is still under development and some promising results have been achieved [46].

10.4. SUMMARY

This chapter provided a brief summary on sensing with optics. First, it
introduces the mathematical description of the light field, which includes
amplitude, polarization, phase, and frequency. Since all these parameters of the
light field may change with external perturbations, sensing may be performed
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by light field. Second, the application of each parameter to different types of
fiber sensors are introduced. The advantages and limitations of each type of
sensor are discussed. Finally, since distributed sensing capability is one of the
most important features of fiber-optic sensors, distributed fiber-optic sensors
were introduced in the third section of this chapter. In particular, fiber Bragg
grating-based fiber sensors were discussed in detail due to their practicability
for quasi-distributed fiber sensing that may be used in structure (e.g., bridges
and dams) monitoring and for synthesizing smart composite materials. On the
other hand, with the rapid advent of fiber-optic communication networks,
intrinsic distributed fiber-optic sensors such as OTDR, and OFDR may
become more and more important for real-time network monitoring and
integrated optical circuits inspection.
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EXERCISES

10.1 Write down a general expression for the light field including amplitude,
phase, frequency, and polarization.

10.2 Assume that a microbending device is used to implement an intensity-
based fiber-optic sensor. If the effective refractive index for the guided
mode is ng = 1.45 and the effective refractive index for the radiation
mode is nr = 1.446, and the operating wavelength is X = 1.55/mi, calcu-
late the optimum period for the microbending device.

10.3 For evanescent wave-based fiber-optic sensors, what is the order of
maximum separation between two fibers (as shown in Fig. 10.3) in terms
of wavelength?

10.4 A unit-intensity light beam linearly polarized in the x direction passes
through a linear retarder with fast axis at angle, 9 = 45° relative to the
x axis and retarding amount, 8 = n/2. Calculate the output polarization
state in terms of the Stokes vector.

10.5 For a Mach-Zehnder interferometer-based fiber-optic sensor, assume
that the optical path difference between two arms is 0.1 /mi, the operat-
ing wavelength is 1 = 1.55 /mi, and the maximum output intensity of this
sensor is 7max = 1 mW. What is the output power under the current
situation?

10.6 A fiber-optic sensor is based on a Fabry-Perot interferometer. Assume
that the input amplitude is A = 1, the reflection coefficient R — 0.95, and
transmission coefficient T = 0.1.
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(a) Calculate the coefficient of finesse F.
(b) Draw the output light intensity as a function phase shift 0.
(c) Based on the curve arrived at in part (b), estimate the maximum

relative percentage change in output light intensity if the phase, 0,
shifts 0.1 radians.

10.7 Assume that the black-body radiation method is used to sense the
temperature of the sun's surface. If the maximum light intensity happens
at A = 550 nm, estimate the temperature of the sun's surface based on
black-body radiation.

10.8 Explain what is fluorescent light.
10.9 An optical time-domain reflectometer (OTDR) is used to detect the

fatigue location in optics networks. Assume that the refractive index of
the fiber is n = 1.5 and a reflection peak is detected at a time t — 10 jus
after launching the pulse. Where is the location of the fatigue relative to
the incident end of the fiber?

10.10 In Exercise (10.9), if the pulse width of OTDR is T - 5 ns, what is the
best spatial resolution of this OTDR?

10.11 Distributed temperature measurement is realized by using Raman scat-
tering. Assume that the pump wavelength is A = 514nm, the Stokes and
anti-Stokes wavelength shift in a particular location in terms of wave
number is +400cm"1, and the intensity ratio from the anti-Stokes line
to the Stokes line is 0.167. Calculate the temperature of that location.

10.12 A tunable diode laser is used as the light source of an optical frequency-
domain reflectometer. Assume that the total tuning range of the diode
laser is A/I = 1 nm, the frequency stability of the laser is <5v =
300kHz, and the refractive index of the fiber is n — 1.5. Estimate the
maximum sensing range and the spatial resolution of this distributed
fiber optic sensor.

10.13 A fiber Bragg grating is written by UV light. Assume that the maximum
refractive index modulation of the grating is An = 3 x 10~4, the length
of the grating is L — 5 mm, the operating wavelength of the grating is
A — 1550nm, the effective refractive index of the fiber is n = 1.5, and
60% of light energy is inside the couple.
(a) What is the grating period?
(b) What is the maximum diffraction efficiency of this grating?
(c) What is the FWHM bandwidth of the grating?

10.14 A fiber Bragg grating is used to sense temperature change. Assume that
the wavelength shift induced by temperature change can be written as
A A = / • a • AT; where a is the total thermocoefficient given by a = 10 ~ 5/°C
and the operating wavelength A = 1550nm. To achieve 0.1 °C tempera-
ture resolution, what is the required wavelength resolution of the wave-
length detector?
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11.1. INTRODUCTION

From conventional two-dimensional (2-D) projection display to 3-D holo-
graphic display, techniques using photographic films have been extremely well
developed. Photographic films have shown good optical properties in modula-
ting certain properties of optical wavefronts, like amplitude or phase. However,
in spite of good optical properties, photographic films have a critical drawback
in time delay. Since they require chemical processing, long time delay is
required from information storage to display. In modern display applications,
there are increased needs for a real-time device for optical information
processing; such a device is often called a spatial light modulator (SLM).
Examples of SLMs are acousto-optic modulators and electro-optic modula-
tors. In this chapter, we will concentrate on these two types of modulators.

We first discuss 2-D information display using acousto-optic (AO) modula-
tors in Sec. 11.2. Sections 11.2.1 to 11.2.3 discuss the rudiments of acousto-
optics and some of its applications, such as intensity modulation and deflection
of laser. In Sec. 11.2.4, we illustrate how laser TV display can be achieved using
AO devices. Since the real world is 3-D, in which the human visual system can
sense it, this makes a real-time 3-D display an ultimate goal in the area of
information display. Holography has been considered a most likely candidate
for this task. In Sec. 11.3, we discuss 3-D display. Within the section, the
principles of holography are first discussed, which will then be followed by two
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modern holographic techniques called optical scanning holography and syn-
thetic aperture holography. In Sec. 11.4, we discuss information display using
electro-optic modulators. We provide background for the electro-optic effect
and discuss two types of electro-optic SLMs: electrically addressed SLMs and
optically addressed SLMs. The use of these types of SLMs for 3-D display will
also be discussed. Finally, in Sec. 11.5, we make some concluding remarks.

11.2. INFORMATION DISPLAY USING ACOUSTO-OPTIC
SPATIAL LIGHT MODULATORS

Acousto-optics deals with the interaction between light and sound. It can
result in light beam deflection, amplitude modulation, phase modulation,
frequency shifting, and spectrum analysis [1]. Devices and systems based on
acousto-optic interaction have played and continue to play a major role in
various types of optical information processing [2, 3]. In later sections, we
cover acousto-optic interactions using a plane-wave scattering model and
discuss how intensity and frequency modulation of a laser beam can be
accomplished by acousto-optic interaction. Finally, we present laser television
displays using these modulation effects.

11.2.1. THE ACOUSTO-OPTIC EFFECT

An acousto-optic modulator (AOM) or Bragg cell is a spatial light modu-
lator that consists of an acoustic medium, such as glass, to which a piezoelectric
transducer is bonded. When an electrical signal is applied to the transducer, a
sound wave propagates through the acoustic medium, causing perturbations in
the index of refraction proportional to the electrical excitation, which in turn
modulates the laser beam traversing the acoustic medium.

There are a variety of ways to explain acousto-optic interaction [1-11]. An
instinctive approach considers the interaction of sound and light as a collision
of photons and phonons [7]. Basically, the conservation of energy and
momentum laws are applied to the process of collision. If we denote the wave
vectors of the incident plane wave of light, scattered or diffracted plane wave
of light, and sound plane wave by k0, /c + 1, and K, respectively, the conserva-
tion of momentum may be written as

tik + l=tik0 + hR, (11.1)

where h = h/2n and h denotes Planck's constant. From Fig. ll.l(a) and the
division of Eq. (11.1) by h, it is apparent that the condition for wave matching
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(b) Q
4

CO

A

Fig. 11.1. Upshifted acousto-optic interaction.

to occur is expressed as

K. (11 .2)

For all practical cases |K| « |fc0|, therefore the magnitude of k + 1 is essentially
equal to that of Ic0, and the wave vector triangle shown in Fig. 11.1 (a) is nearly
isosceles. Because we really have a traveling sound wave, the frequency of the
diffracted plane wave is Doppler shifted by an amount equal to that of the
sound frequency. The conservation of energy takes the form (after division
by h]

(O. = ion + Q, (11.3)

where to+1, co0, and Q are the radian frequencies of the diffracted light, incident
light, and sound, respectively. Since the frequency of the diffracted light is
upshifted by an amount equal to the sound frequency, the interaction described
above is called upshifted acousto-optic interaction. The situation is shown in
Fig. ll.l(b). Now, suppose the direction of the incident light is changed such
that it is incident at an angle opposite to that for upshifted interaction, as
shown in Fig. 11.2. This will cause a downshift in the frequency of the diffracted
light beam. Again, the conservation laws for momentum and energy can be

(b)

CO. =6J -Q

Fig. 11.2. Downshifted acousto-optic interaction.
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applied, respectively, to obtain relationships similar to those expressed in Eqs.
(1.1. 2) and (11.3); i.e.,

k_l=k0-K, (11.4)

and

«,_! = («0 -Q, (11 . 5}

where the — 1 subscripts indicate the interaction is downshifted. Note that the
closed triangles in Figs, ll.l(a) and 11.2(a) stipulate that there are certain
critical angles of incidence for plane waves of light and sound to interact. The
angle </>B is called the Bragg angle, and it is given by

.

where /, is the wavelength of light inside the acoustic medium, and A is the
wavelength of sound. Note that the diffracted beams differ in direction by an
angle equal to 2<pB, as shown in Figs. 11.1 and 11.2.

In actual experiments, scattering happens even though the direction of
incident light is not exactly at the Bragg angle. However, the maximum
diffracted intensity occurs at the Bragg angle. The reason is that a finite length
transducer does not produce ideal plane waves, and the sound waves actually
spread as they propagate inside the acoustic medium. As the length of the
transducer decreases, the sound column will act less and less like a single plane
wave; in fact, it is now more appropriate to consider it an angular spectrum of
plane waves.

For a transducer with an aperture L, sound waves spread out over an angle
± A/L, as shown in Fig. 11.3. Considering the upshifted Bragg interaction and,
referring to Fig. 11.3, we see that the K-vector can be orientated through an
angle + A/L due to the spread of sound. In order to have only one diffracted
order of light generated (i.e., fc + 1), we have to impose the condition that

//A » A/L,

L»A2// . (11.7)

This is because for £ _ t to be generated, for example, a pertinent sound wave
vector must lie along K'\ however, this either is not present, or is present in
negligible amounts in the angular spectrum of sound, if condition in Eq. (11.7)
is satisfied. If L satisfies this condition, the acousto-optic device is said to
operate in the Bragg regime and the device is commonly known as a Bragg
cell. Thus, physical reality dictates that a complete energy transfer between the
two diffracted beams is impossible since there always exists more than two dif-
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Fig. 11.3. Wave -vector diagram illustrating the condition for defining the Bragg regime.

fracted plane waves, E0 and £t, as shown in Fig. 11.4, where En is the nth-order
diffracted plane-wave complex amplitude at frequency con = o>0 + nQ, and is
commonly called the nth-order light in acousto-optics.

In the ideal Bragg regime, only two diffracted plane waves exist. In contrast,
the generation of multiple diffracted plane waves defines the so-called Raman-
Nath regime. The Klein-Cook parameter [8],

0 = _~ = 27i'—
^ kn A 2 '

has been defined to allow the proper classification of the acousto-optic device
as a Bragg or Raman-Nath cell, where L is the length of the transducer which
defines the so-called interaction length between the light and the sound. The
Bragg regime is defined arbitrarily as the condition when the diffraction
efficiency for the first-order diffracted plane wave; i.e., n — \ for upshifted
diffraction or n = — 1 for downshifted diffraction, is 90%. Consequently, it can
be shown that operation in the Bragg regime is defined by Q ^ 7 [8,11].
Notice that for ideal Bragg diffraction, Q would have to be infinity (i.e.,
L = oo).

Although the above discussion describes the necessary conditions for Bragg
diffraction to occur, it does not predict how the acousto-optic interaction
process affects the amplitude distribution among the various diffracted plane
waves. We adopt the Korpel-Poon multiple-plane-wave scattering theory for
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E inc

E-2

Fig. 11.4. Basic acousto-optic Bragg cell. £inc is the incident complex amplitude, and En is the
complex amplitude of the nth-order diffracted light at <j)n = <f>.mc + 2n4>B with frequency o)n ~-
feV, + n£l

the investigation [10,11,12]. The theory represents the light and sound fields
as plane-wave decompositions together with a multiple scattering for the
interaction. The general formalism is applicable not only to hologram-type
configurations but also to physically realistic sound fields subject to diffraction.
For a typical rectangular sound column with plane-wave incidence, as shown
in Fig. 11.5, the general 2-D multiple-scattering theory can be reduced to the
following infinite coupled equations:

dE
./2exP

-,/yexp

f (In

(In H

(11.8)
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X

Sound

A

Light

z=0 z = L
Fig. 11.5. Conventional 2-D sound column configuration.

-> z

with the boundary condition En = Einc6no at z < 0, where bno is the Kronecker
delta and £„ is the complex amplitude of the nth-order plane wave of light in
the direction (j)n = ^>inc + 2ncf)B. cf)inc is the incident angle of the plane wave,
£inc. The other parameters in Eq. (11.8) are defined as follows: a = Ck0AL/2,
where C represents the strain-optic coefficient of the medium, A is the complex
amplitude of sound with the sound field S(x, t) = Re[A exp[j'(£li — Kx)],
£ = L/z is the normalized distance inside the sound cell, and L is the width of
the sound column, £ = 0 signifies when a plane wave of light enters into the
acousto-optic cell, and £, = 1 denotes when a plane wave of light exits from the
cell.

Physically, it is clear from Eq. (11.8) that the equation identifies the plane
wave contributions to En from neighboring orders, £„_ 1 and En+l, with the
phase terms indicating the degree of phase mismatch between the orders. The
equation is a special case of general multiple-scattering theory valid for any
sound field, not just a sound column. Note that the sign convention for cj6ine is
counterclockwise positive; that is, $inc = — </>B signifies upshifted diffraction.
For a given value of a and Q the solution to Eq. (11.8) represents the
contributions to the nth-order plane wave of light, En, owing to the plane wave
£inc incident at <^>inc.

For (f>inc = — (1 + d)(f)B, where 6 represents the deviation of the incident
plane wave away from the Bragg angle, and limiting ourselves to £0 and £,,
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Eq. (11.8) is reduced to the following set of coupled differential equations:

and

at 2
(11.9)

with the boundary conditions E0(£ — 0) = £inc, and E^ = 0) = 0. Assuming a
being real positive for simplicity; i.e., a* = a = Ck0\A\L/2 = a, and a is called
the peak phase delay of the sound through the medium, Eq. (11.9) may be
solved analytically by a variety of techniques; the solutions are given by the
well-known Phariseau formula [13]:

+JT [(<3e/4)2
+(a/2)2]1/2 •? (lu0a)

(ll.lOb)2-11/2

Equations (ll.lOa) and (ll.lOb) are similar to the standard two-wave solutions
found by Aggarwal and adapted by Kogelnik to holography. More recently, it
has been rederived with the Feynman diagram technique [14]. Equations
(ll.lOa) and (ll.lOb) represent the plane-wave solutions that are due to
oblique incidence, and by letting <5 = 0 we can reduce them to the following set
of well-known solutions for ideal Bragg diffraction:

£0(£)=£inccos(af/2), (11.1 la)

E^) = -y£lBcsin(a£/2). ( l l . l lb)

For a more general solution; i.e., assuming a* is complex, Eq. (ll.llb) becomes

£i(£) = -J 4 ^inc sin«/2) (11.1 lc)
1^1

with Eq. (11.1 la) remaining the same.
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1.2.2. INTENSITY MODULATION OF LASER

625

Because it is common to refer to light by its intensity (i.e., 7n = |EJ2, where
/„ represents light intensity for the «th-order plane wave), we write the zeroth-
order light and the first-order light intensities, according to Eqs. ( l l . l la,b), as

/0 = \E0\
2 = 7inccos2(ac/2),

and

where /ine = |Einc|
2 represents the intensity of the incident light. The value of 4;

is set to unity to represent the intensities at the exit of the Bragg cell. Figure
11.6 shows a plot of the solutions given by Eq. (11.12) and illustrates complete
energy transfer between the two coupled modes (located at a = n) for ideal
Bragg diffraction. Note that by changing the amplitude of the sound; i.e.,
through a, we can achieve intensity modulation of the diffracted beams.

In fact, one of the most popular applications for an acousto-optic Bragg cell
is its ability to modulate laser light. Figure 11.6 shows the zeroih- and
first-order diffraction curves plotted as a function of a, where P represents the
bias point necessary for linear operation. Figure 11.7 illustrates the relationship
between the modulating signal, m(t) and the intensity modulated output signal,
I(t). As shown in the figure, m(f) is biased along the linear portion of the first-
order diffraction curve.

•> a

Fig. 11.6. Complete energy transfer at a = n.
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In tens i ty m o d u l a t e d o u t p u t , l(t)

Fig. 11.7. Intensity modulation system.

It should be clear that intensity modulation can also be achieved by using
the zeroth-diffracted order. However, note that the two diffracted orders
process information in the linear regions with opposite slopes. This suggests
that any demodulated electrical signal received via the first diffracted order will
be 180° out of phase with the electrical signal received via the zeroth-diffracted
order. This has been demonstrated experimentally [15].

For intensity modulation using acousto-optics devices, it is instructive to
estimate the modulation bandwidth. The modulation bandwidth, J5, can be
defined as the difference between the highest and lowest sound frequencies at
which the normalized diffracted intensity drops by 50%. To estimate this, we
assume a is small such that (<5()/4)2 »(a/2)2; i.e., under the case of weak
inteaction. The normalized intensity is, therefore, given by

/ \2
(11.13)
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When SQ/4 — 0.45n, the normalized intensity drops to about one half. Using
the definition of Q and knowing that A = vj'fB, we write

0.45*.SQ/4 =

where fB is the center frequency at which the Bragg condition is satisfied and
t's is the sound velocity in the acoustic medium. We then find that the
bandwidth is

= 2%
1.8rsA

A L
(11.14)

The situation is shown in Fig. 1.1.8.
It seems from the above equation that the bandwidth may be increased by

reducing the interaction length L. However, there is a limit to this procedure.
The limit is set by the angular spread of the incident light X/D, where D is the
width of the light. As L becomes smaller, the spread of the sound becomes
larger. For efficient interaction, the angular spread of the sound must be
approximately equal to that of the light; i.e., A/L ~ A/D so that every plane
wave of light can interact with the sound. Hence, Eq. (11.14) becomes

B
1.8u

1 -

fa ~&B ft fa

Fig. 11.8. Bandwith estimation.
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by ignoring the factor 1.8 for simplicity. T = D/vs is the transit time for the
sound wave to cross the light beam and the modulation bandwidth for the
acousto-optic modulator is, therefore, the inverse of the sound propagation
time through the light beam. In practice, the bandwidth can be increased by
focusing the light inside the sound column. By special beam-steering tech-
niques, it is possible to further increase the allowable bandwidth. The interested
reader is referred to the existing literature [11].

11.2.3. DEFLECTION OF LASER

In contrast to intensity modulation, where the amplitude of the modulating
signal is varied, the frequency of the modulating signal is changed for
applications in laser deflection. We, therefore, have the so-called acousto-optic
deflector (AOD), as shown in Fig. 11.9, where the acousto-optic device
operates in the Bragg regime.

In Fig. 11.9, the angle between the first-order beam and the zeroth-order
beam is defined as the deflection angle 4>d. We can express the change in the
deflection angle A0d upon a change AQ of the sound frequency as

2n v.
(11.16)

Using a He-Ne laser (/, ~ 0.6 /mi), a change of sound frequency of 20 MHz

Q+AQ

Fig. 11.9. Acousto-optic deflector.
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around the center frequency of 40 MHz, and vs ~ 4 x 103 m/s for the velocity
of sound in glass, a change in the deflection angle is A0d ~ 3 mrad. The
number of resolvable angles N in such a device is determined by the ratio of
the range of deflection angles A<^>d to the angular spread of the scanning light
beam. Since the angular spread of a beam of width D is of the order of /ID,
we then have

/./D (11.

With the previously calculated A^d ~ 3 mrad and using a light beam of
width D ~-5 mm, the number of resolvable angles N ~ 25 spot. One can, for
example, increase the number of resolvable angles by increasing the transit time
through the expansion of the incident laser beam along the direction of sound
propagation.

11.2.4. LASER TV DISPLAY USING ACOUSTO-OPTIC DEVICES

We have shown in previous sections that Bragg cells can be used for
intensity modulation and laser-beam scanning. In fact, Korpel et al. at Zenith
Radio Corporation demonstrated the first laser TV display using two Bragg
cells, one for intensity modulation and the other for laser beam deflection [16].
The system is shown in Fig. 11.10.

A low-power telescope compresses the He-Ne laser beam to a diameter
suitable for the acousto-optic modulator (AOM), into which an amplitude-
modulated video signal with a carrier of 41.5 MHz is fed (typically in AOMs,

Cytttdet
lenses.

Screen

19.35MHz
Sweep

4_ — Horizontal
Sync Signal

Fig. 11.10. 1966's Zenith TV laser display system.
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Krypton-Argon laser for R,G,B source

Collimating lenses Focusing Senses

Fig. 11.11. 1998's Samsung 200-inch full color laser projection display system.

L » d, where d is the height of the acoustic medium and is often neglected).
The diffracted light is then expanded and focused into a light wedge by a
cylinder lens while passing through the acousto-optic deflector (AOD) and
then restored to its original circular form. The purpose of forming the light
wedge is to increase the number of resolvable angles along the horizontal scan
line (see Eq. [11.17]). Indeed, the system reported has produced N — 200 with
a sweep signal from 19 to 35 MHz. Finally, the deflection angle is magnified
by a third telescope to bring the display screen closer. Vertical scanning is
provided by a galvanometer through a vertical synchronizing signal, as shown
in the figure. The laser TV display system reported just falls a little short of
meeting commercial resolution standards. This idea of using acousto-optic
devices for laser TV display, however, has recently been revitalized by Samsung
in the pursuit of high-definition TV (HDTV). Figure 11.11 shows the Sam-
sung's system [17].

A 4-watt Krypton-Argon laser is used to provide three primary colors of red
(R), blue (B), and green (G). The dichroic mirrors (DM1 and DM2) separate
the three colors into three light channels. The focusing lenses are used to
generate smaller laser spots inside the three AOMs so as to create a larger
modulation bandwidth for intensity modulation (see Eq. [11.15]). The three
AOMs are driven by RGB video signals, which are derived from a composite
video signal. The composite video also provides the composite sync signals for
x-y scan synchronization. The three modulated lasers are combined by
dichroic mirrors DM3 and DM4, and a mirror and then the combined lasers
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are scanned by a rotating polygonal mirror for horizontal lines and a
galvanometer for vertical lines. Finally, the 2-D scanning image is projected by
a projection mirror on a screen for 2-D display. Note that even though the
polygonal scan mirror is synchronized by the horizontal sync signal derived
from the composite video, it is still necessary to correct the jittering due to the
mirror's fast rotating speed. The correction is done by monitoring a reflected
beam from the polygonal mirror, where the reflected light is derived from the
first order diffracted light of one of the AOMs, as shown in the figure (see the
dotted line). A photodiode detecting the deviation of the position of the
reflected light together with some kind of feedback circuit delivers a correcting
signal to the polygonal mirror. It is interesting to point out that this kind of
feedback mechanism to compensate for any joggling of the mirror is not
necessary if an acousto-optic deflector for horizontal scanning is used, as in
Zenith's experiment. In Fig. 11.12, we show a projected image obtained by the
laser video projector developed by Samsung. The projection is an impressive
4 m x 3 m display [18]. It is expected to apply the projector system to HDTV
applications by developing acousto-optic modulators with a bandwidth of 30
MHz instead of the currently developed modulators of NTSC's 5-Mhz video
bandwidth. The acousto-optic modulators to be developed must be able to
sustain focused lasers of high power (for higher bandwidth) and at the same
time have high diffraction efficiency; say, about 80% of light gets diffracted.
Remember that these two requirements, higher bandwidth and higher diffrac-
tion efficiency, are conflicting when analyzed in the weak interaction regime

Fig. 11.12. Two hundred-inch full color laser projection display (courtesy of Samsung Advance
Institute of Technology [18]).
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(a ~ small). For the strong interaction regime, the situation is compounded by
another well-known fact that the diffracted light-beam profile is distorted and
hence tends to further lower the diffraction efficiency [11,14]. (Interested
readers are encouraged to explore this further.)

11.3. 3-D HOLOGRAPHIC DISPLAY

In this section, we first develop the principles of holography. We then
discuss two modern and novel electronic holographic techniques: optical
scanning holography and synthetic aperture holography. Acousto-optic modu-
lators play an essential role in both of these techniques.

11.3.1. PRINCIPLES OF HOLOGRAPHY

The principle of holography can be explained by using a point object, since
any 3-D object can be considered as a collection of points. Figure 11.13 shows

laser source

lens

ES

pinhde
aperture

recording film

Fig. 11.13. On-axis holographic recording of a point-source object.
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a collimated laser split into two plane waves and recombined through the use
of two mirrors (M1 and M2) and two beam splitters (BS).

One plane wave is used to illuminate the pinhole aperture (our point object
to be recorded), and the other illuminates the recording film directly. The plane
wave that is scattered by the point object generates a diverging spherical wave,
This diverging wave is known as an object wave in holography. The plane wave
that directly illuminates the photographic plate is known as a reference wave.
Let \l/0 represent the field distribution of the object wave on the plane of the
recording film, and similarly let \l/r represent the field distribution of the
reference wave on the plane of the recording film. The film now records the
intensity of the interference of the reference wave and the object wave; i.e., what
is recorded is given by \(j/r + i^J2 mathematically, provided the reference wave
and the object wave are mutually coherent over the film. The coherency of the
light waves is guaranteed by the use of a laser source. This kind of recording
is commonly known as holographic recording.

It is well known in optics that if we describe the amplitude and phase of a
light field in a plane, say z = 0, by a complex function ij/(x, y), we can obtain
for the light field a distance away, say z = z0, according to Fresnel diffraction
[19]

4/(x, y; z0) = ij/(x, y) * h(x, y; z = z()), (11.18)

where the symbol * denotes convolution and h(x, y \ z ) is called the free-space
impulse response, given by

h(x, j>; z) = -~ exp[~jkQ(x2 + y2]/2z]. (11.19)

In Eq. (11.19), k0 = 2n/A, A being the wavelength of the light field. Now,
referring back to our point object example, let us model the point object at a
distance z0 from the recording film by an offset delta function; i.e., \J/(x, y) =
6(x — x0,y — y0). According to Eq. (11.18), the object wave arises from the
point object on the film as given by

, y; z0) = - exp{ -jk0[_(x - x0)
2 + (y - y0)

2]/2z0), (11.20)

This object wave is a spherical wave. For the reference plane wave, the field
distribution is constant on the film; say, \l/r - a (a constant) for simplicity.
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Hence, the intensity distribution being recorded on the film is

f(x, v) = |i//r + i//0
 2

ik ITv - Y \2 4- (r v I2!/J^OLV-^ A0/ ^ v3' >()/ J/ (11.21)

(k )
= A + B sin \-°- [(.x - x0)2 + (v - yc))

2] > ,
(2*0 j

where

+' and B==

This expression is called a Fresnel zone plate [20], which is the hologram of a
point object; we shall call it a point-object hologram. Note that the center of
the zone plate specifies the location x0 and y0 of the point object and the
spatial variation of the zone plate is governed by a sine function with a
quadratic spatial dependence. Hence, the spatial rate of change of the phase of
the zone plate; i.e., the fringe frequency, increases linearly with the spatial
coordinates, .x and y. The fringe frequency, therefore, depends on the depth
parameter, z().

Figure 11.14(a) shows the hologram of a point object for x0 — y0 = c < 0,
located a distance z0 away from the recording film. In Fig. 11.14(b) we show
the hologram of another point object x0 = y0 = — c, but now the point object
is located away from the film at z1 = 2z0. Note that since zi > z0 in this case,
the fringe frequency on the hologram due to this point object varies slower
than that of the point object which is located closer to the film. Indeed, we see
that the fringe frequency contains the depth information, whereas the center of

X

Fig. 11.14. Point-object holograms with different x, y, and z locations.
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Fig. 11.15. Holographic reconstruction.

the zone defines the transverse location of the point object. For an arbitrary
3-D object, we can think of the object as a collection of points, and therefore
we can envision that we have a collection of zones on the hologram, with each
zone carrying the transverse location as well as the depth information of each
individual point. In fact, a hologram has been considered as a type of Fresnel
zone plate [21] and the holographic imaging process has been discussed in
terms of zone plates [22].

So far, we have discussed the transformation of a point object to a zone
plate on the hologram during holographic recording, and this corresponds to
a coding process. In order to decode it, we need to obtain the point object back
from the hologram. This can be done by simply illuminating the hologram with
a reconstruction wave, as shown in Fig. 11.15. Figure 11.15 corresponds to the
reconstruction of a hologram of the point object located on-axis; i.e., for the
simple case where x0 = y0 = 0.

Note that in practice, the reconstruction wave usually is identical to the
reference wave; therefore, we assume the reconstruction wave to have a field
distribution on the plane of the hologram given by \j/rc(x, y) = a. Hence, the
field distribution of the transmitted wave immediately after the hologram is
ijsrct(x, y) = at(x, y) and the field at arbitrary distance of z away is according to
Eq. (11.18), given by the evaluation of at(x, y) * h(x, y; z). For the point-object
hologram given by Eq. (11.21), we have, after expanding the sine term of the
hologram r(x, v),

exp (y -

exp ( -j
V

x0)2 + (y - v0)2] 11 .22)
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Therefore, we will have three terms resulting from the illumination of the
hologram by the reconstruction wave. These contributions, according to
Fresnel diffraction upon illumination of the hologram; i.e., at(x, y) * h(x, y; z()),
are as follows:

First term: aA * h(x, y; z = z0) = a A, (zero-order beam).

( k \
Second term: ~ exp I /-— [(.x — x0)2 + (y — V0)

2] I * h(x, y,z =
\ 2z0 " " /

~ S(x - x0, y - y0), (real image).

/ k \
Third term: ~ exp -; ~- [(x - x0)

2 + (y - y0)
2] * h(x, y; z

\ 2z0 )

~ <5(x — x0, y — y0), (virtual image).

(11.23a)

(11.23b)

•zo)

(11.23c)

In the terminology of holography, the first term is the zero-order beam due to
the bias in the hologram. The result of the second term is called the real image
and the third term is the virtual image. Note that the real image and the virtual
image are located at a distance z0 in front and back of the hologram,
respectively. This situation is shown in Fig. 11.15. The real image and the
virtual image are called the twin images in on-axis holography.

Figure 11.16(a) shows the holographic recording of a 3-point object and Fig.
11.16(b) shows the reconstruction of the hologram. Note that the virtual image
appears at the correct 3-D location of the original object, while the real image

wave

object
wmve

recording film

Fig. 11.16(a). Holographic recording.
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Fig. 11.16(b). Holographic reconstruction.

*

*
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image

is the mirror image of the original object, with the axis of reflection on the
plane of the hologram. Indeed, the original 3-D wavefront has been completely
stored and now reconstructed. This is further explained by inspecting Eq.
(11.21). By expanding Eq. (11.21), we have

t(x, y) = (11.24)

Note that the original object wavefront (the fourth term) \l/0 has been success-
fully recorded (amplitude and phase) on the hologram. When the hologram is
reconstructed; i.e., the hologram is illuminated by i^rc, the transmitted wave
immediately behind the hologram is

<Mx, y) = «Arc[ W
2 +

Again, assuming \l/rc = \j/r = a, we have

MX, y) = a[|^|2 + |

The last term is identical to, within a constant multiplier, the object wave which
was present on the plane of the hologram when the hologram was recorded. If
we view the reconstructed object wave, we would see a virtual image of the
object precisely at the location where the object was placed during recording
with all the effects of parallax and depth. The third term is proportional to the
complex conjugate of \l/0 and is responsible for the generation of the real image.
Physically, it is the mirror image of the 3-D object, as discussed previously.
Finally, the first two terms; i.e., the zero-order beam, are space-variant bias
terms as \l/0 is a function of x and y in general. This would produce a
space-variant background (noise) on the observation plane.
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11.3.2. OPTICAL SCANNING HOLOGRAPHY

Optical scanning holography (OSH) is a novel holographic recording
technique first suggested by Poon and Korpel [23], and subsequently for-
mulated by Poon [24], in which holographic information of an object can be
recorded using heterodyne 2-D optical scanning. Corresponding to the prin-
ciple of holography, the technique also consists of two stages: the recording or
coding stage, and the reconstruction or decoding stage. In the recording stage,
the 3-D object is two-dimensionally scanned by the so-called time-dependent
Fresnel zone plate (TDFZP) [24]. The TDFZP is created by the superposition
of a plane wave and a spherical wave of different temporal frequencies. The
situation is shown in Fig. 11.17.

The plane wave is generated at the output of beam expander BE1. Note that
the frequency of the plane wave has been up-shifted by O through the
acousto-optic frequency shifter (AOFS). The generation of a spherical wave is
accomplished by lens L following beam expander BE2. After the focusing of the
lens, we have the spherical wave. Beam splitter BS2 is used to combine the
plane wave emerging from beam expander BE1 and the spherical wave. Thus,
a time-dependent Fresnel zone plate, created by the interference of mutually
coherent spherical and plane wavefronts, is formed on the 3-D volume or the
3-D object to be inspected. The intensity pattern of the combined beam is thus
given by the following expression:

•Jk0(x
2+y2)/2z] exp(>j0f) , (11.25)

M HeNe Laser

* I

Photo
Detector

/pt

Blotter

012 BS2 Scanning MJ
PC/Monitor

Fig. 11.17. Optical scanning holography. BS1, 2: beam splitters; AOFS: acousto-optic frequency
shifter; Ml, 2. 3: mirrors; BE1, 2: beam expanders; ®: electronic multipliers; LPF: low-pass filter.



11.3. 3-D Holographic Display 639

where A and B are constants, representing the amplitude of the plane wave and
the diverging spherical wave, respectively. The frequencies co0 + Q and co0 are
the temporal frequencies of the plane wave and the spherical wave, respectively.
The parameter z is a depth parameter measured away from the focal plane of
lens L (which is on the surface of the 2-D scanning mirrors) toward the 3-D
object. Equation (11.25) can be expanded and written as

I(x, y; Q) = A2 + C2 + 2AC sin + v 2 ) + n r (11.26)

where C = Bk0/2izz. This is a familiar Fresnel zone plate (FZP) expression
(see Eq. [11.21]) but has a time-dependent variable. We shall call it a time-
dependent Fresnel zone plate (TDFZP). This TDFZP is now used to scan the
3-D object in two dimensions and the photodetector collects all the transmitted
light. For the sake of explaining the concept, let us assume that a single off-axis
point object 8(x — x0, y — y0) is located ZQ away from the focal plane of lens
L. The scanning of the TDFZP on the point object will cause the photodetec-
tor to deliver a heterodyne-scanned current z(x, y; z, t) given by

- Vo)2] + «4- d1-27)

After electronic multiplying with sin(iQf) and low-pass filtering, the scanned
demodulated electrical signal id, as indicated in Fig. 11.17, is given by

id(x, y) ~ cos \^- [(x - x0)2 + (y - >'0)
2] j , ( H -28)

C^zo J

where x and y in the above equation are determined by the motion of the
scanning mechanism. Note that the electrical signal id contains the location
(x0, y0) as well as the depth (z0) information of the off-axis point object. If this
scanned demodulated signal is stored in synchronization with the x — y scan
signals of the scanning mechanism, then what is stored is the 3-D information
of the object or a hologram and the transmission function of the hologram is
ts(x, y) oc id(x, y). Hence td(x, y) is the hologram of 6(x — x0, y — y0) when it is
located z0 from the focus of the spherical wave which is used to generate the
scanning time-dependent Fresnel zone plate. This way of generating holo-
graphic information is nowadays commonly known as electronic holography
[25].
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11.3.3. SYNTHETIC APERTURE HOLOGRAPHY

This section discusses synthetic aperture holography (SAH), one promising
technique for reconstructing computer-generated holographic information for
real-time 3-D display. Synthetic aperture holography, proposed by Benton
[26], showed the display of images 150mm x 75mm with a viewing angle of
30" [27]. The system is enough to be considered a real-time display for the
human visual system [28].

In the holographic display, a large amount of information is required to
display a large area with a wide viewing angle. In fact, for a given spatial
resolution capability, /0 of a spatial light modulator, it determines the viewing
angle, 0. The situation is illustrated in Fig. 11.18 for on-axis Fresnel zone plate
reconstruction.

For intensity pattern given of the form as bias + cos(fc0x
2/2z0), an instan-

taneous spatial frequency fins = (\./2n)(d/dx)(k0x
2/2z0) = x/Az0. By setting /insl =

fQ, we solve for the size xmax = Az0/0 of the limiting aperture of the hologram,
which determines the reconstructed image resolution. Defining the numerical
aperture of the system as NA = sin 8 = xmajz0, we have NA = A/o- Now,
according to the Nyquist sampling theorem, the sampling interval Ax ̂  l/2/0;
hence, in terms of NA, we have Ax ̂  2./2NA. Assuming the size of the SLM' is
/ x /, the number of samples (or resolvable pixels) is N = (//Ax)2. In terms of
NA, we have N = (I x 2NA/1)2. Hence, for a full parallax 100 mm x 100 mm
on-axis hologram that is presented on a SLM, A = 0.6 /mi, and a viewing angle
of 60°, i.e., 8 = 30°, the required number of resolvable pixels is about 6.7 billion
on the SLM. Because the human visual system normally extracts depth
information of objects through their horizontal parallax, vertical parallax can
be eliminated in order to reduce the amount of information to be stored in the
SLM. For 256 vertical lines, the number of pixels required is 256 x (//Ax) ~ 21
million if vertical parallax is eliminated. This technique of information reduc-
tion is the well-known principle of rainbow holography invented by Benton

Fig. 11.18. Viewing angle for on-axis Fresnel-zone plate reconstruction.
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Fig. 11.19. Schematic view of synthetic aperture holography.

[29]. Figure 11.19 shows a schematic view of a system that is capable of
displaying computer-generated holograms (CGHs) optically through the use of
an acousto-optic modulator.

Let us first discuss the computation of a holographic pattern that will result
in holograms only with horizontal parallax. In short, only object points along
a vertical position of the object will contribute to the interference pattern along
the same vertical position on the recording plane; i.e., we ignore the contribu-
tion of other object points that do not lie along the same vertical position. This
type of calculation gives rise to holograms possessing horizontal parallax only.
A full 2-D CGH is then computed simply by generating an array of these
vertical lines for each value of y over the entire vertical extent of the object.
These vertical lines are then fed to an acousto-optic modulator sequentially for
display. We now examine how these lines are displayed by the AOM. Figure
11.20 shows the principle behind it.

The electrical signal at frequency Q to the piezoelectric transducer is
represented by the analytic signal e(t) exp(jOt) and the real signal at the
transducer is Re{e(t] exp(jQt)3- The analytic signal in the soundcell may then
be written as e(t — x/vs) exp[j(Q.t — Kx)] oc s( — x + vst) exp[j(Qr — KxJ], The
first-order diffracted light along x for weak scattering; i.e., a « 1 and according
to Eq. (11.lie), is written as

-jE,ncs(~x + vst) exp[j(ft>0 + 0)r - k(f>Bx)~], (11.29)

whereas the zeroth-order light is Eincexp[j(a)0t + k$Bx)~], We can now see that
if the computer-generated holographic (CGH) signal after being multiplied by
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Fig. 11.20. Field distributions in acousto-optic diffraction.

the carrier at frequency Q, is fed to the transducer; say, for example an on-axis
holographic information of the form e(t) ~ sin(frt2), the diffracted first-order
light is then proportional to sin[/)( — x + vst)

2] exp[j(co0 + U)t —/c<^Bx)]. It is a
traveling focused spot with the focal length controlled by the parameter b along
the direction of the first-order light, and thus the laser light that passes through
the soundcell is diffracted according to the holographic information of one
horizontal line of the 3-D image in general. Now, the spinning polygonal
mirror scans the diffracted image with the opposite direction of the diffracted
light's moving. This makes the diffracted image appear stationary [30]. This
horizontal scan actually creates a virtual soundcell that is exactly as long as
one horizontal line of the CGH signal. This situation is similar to synthetic
aperture radar (SAR), where a small antenna is horizontally scanned to give
an effective aperture equal to the whole scan line. Hence, this holographic
display technique is called synthetic aperture holography. Each reconstruction
of a 1-D hologram of each one horizontal line of the 3-D image is scanned onto
the corresponding vertical location by the vertical scanner. When this vertical
scanning is fast enough to trick the human visual system, a viewer can see a
real-time 3-D reconstruction of the 3-D image. Since the diffracted angles are
small, a demagnification lens is usually needed to magnify the angles in order
to bring the viewing angle to a more acceptable value, as shown in Fig. 11.19.
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11.4. INFORMATION DISPLAY USING ELECTRO-OPTIC
SPATIAL LIGHT MODULATORS

In this section, we first discuss the electro-optic effect. We then present an
electron-beam-addressed spatial light modulator and an optically addressed
spatial light modulator as examples, which use the electro-optic effect to
accomplish the important phase and intensity modulation.

11.4.1. THE ELECTRO-OPTIC EFFECT

Many SLMs are based on the electro-optic effect of crystals. This section
presents the electro-optic effect through the use of a mathematical formalism
known as Jones calculus. The refractive index of a birefringent crystal depends
on the direction of the crystal. Specifically, uniaxial birefringent crystals, which
are the most commonly used materials, have two different kinds of refractive
indices. In them, two orthogonal axes have the same refractive index; these are
called ordinary axes. The other orthogonal axis, which is called the extra-
ordinary axis, has a different index. A uniaxial birefringent crystal is shown in
Fig. 11.21. When light propagates along one of the ordinary axes (z — axis) in
the crystal and with the polarization in the x — y plane as shown, the light
experiences two different refractive indices.

The electric field, E, that propagates along the z-axis is then decomposed
into two components along the ordinary and extraordinary axes:

E = xAnti ̂
w°' ~ k-°z} + yAna e/(w'<>' ~ *--'> , (11.30)

where x and y represent the unit vectors along the x- and y-axes, respectively,
kno = (2n//.v)n0 and kne — (27t/A,.)ne, respectively, represent the wavenumbers
associated with the different indexes, Av is the wavelength of light in free space,
and and n0 and ne are the ordinary and extraordinary refractive indexes,
respectively. The Jones vector for £", which is composed of two components of
linear polarization, is defined by:

Note that the Jones vector represents the polarization state of the linearly
polarized plane wave by means of two complex phasors. Referring to the
coordinates of Fig. 1 1.21, we therefore see that the Jones vector for the incident
light (at z — 0) to the birefringent crystal is given by
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Fig. 11.21. Light propagation in a uniaxial birefringent crystal.

Each component of the incident light experiences different refractive indices
when propagating along the crystal. The Jones vector for the emerging light
from the crystal at z = d is then given by:

•'out (11.33)

Assuming that n0 < ne; i.e., the x-axis is a fast axis and y-axis is a slow axis,
we define the phase retardation, A, of the extraordinary axis component with
respect to the ordinary axis component as

Expressing in terms of the phase retardation, the Jones vector for the emerging
light is given by

w
''out ~ (11.35)

Now the transformation of one polarization state to another can be represen-
ted by a matrix called the Jones matrix; for instance, transformation from Jin
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to Jout may be realized by applying the matrix Mpr as follows:

out = Mpr(A)/in = A /in, (1 1.36)

where Mpr is the Jones matrix of the phase retarder.
The refractive indices of certain types of crystals can be changed according

to the external applied electric field. This induces birefringence in the crystals
and is called the electro-optic effect. Two commonly used crystals for SLMs,
based on the electro-optic effect, are electro-optic crystals and liquid crystals.
In electro-optic crystals, the applied electric field redistributes the bonded
charges in the crystals. This causes a slight deformation of the crystal lattice.
As a result of this, the refractive indices of the crystals are changed according
to the applied electric field [31]. In the case of liquid crystals, an external
electric field exerts torque on the electric dipole in each liquid crystal molecule.
This causes the rotation of the dipole in the liquid crystal, which induces
different phase retardation for the propagating light through the liquid crystal.
For a detailed discussion of the electro-optic effect in liquid crystals, refer to
[32].

Electro-optic phase retardation can be described mathematically through
the use of the Jones matrix. For the linear (or Pockets) electro-optic effect in
uniaxial crystals, the refractive indices are changed linearly proportional to the
applied electric field and the Jones matrix for the effect, as given by:

with A = (2n/A)yEzd, where y, Ez, and d represent the electro-optic coefficient,
the magnitude of the applied electric field along the z-direction, and the length
of the crystal, respectively. Note that in the Pockels effect, a change in the
electric field along the z-axis induces phase retardation along the x- and >'-axes
[19,31]. Figure 11.22 shows an intensity modulation system that is composed
of an electro-optic crystal and two polarizers.

A polarizer is an optical device that allows light with a certain polarization
state to pass through. The polarizers, shown in Fig. 11.22, allow polarization
transmit through their polarization axes along the x and y directions, respect-
ively. The Jones matrices of the two polarizers for the x and y directions are
given by

(H.38)
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Fig. 11.22. Electro-optic intensity modulator.
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and

0 0
0 1

(11.39)

respectively. The two polarizers, aligned in such a way that their polarization
axes are 90° with respect to each other, as shown in Fig. 11.22, are called
crossed polarizers.

The light that passes through the polarizer can be described by the product
of the Jones vector and the Jones matrix of the polarizer, while the rotation of
a coordinate system can be described by a rotation matrix. The rotation matrix
is given by

Mrot(t?) =
cos 6 sin 8

— sin $ cosf? / '
(11.40)

where 0 represents an anticlockwise rotation of the original axes so as to form
a new coordinate system. It can be shown that the Jones matrix of a polarizer
with a polarization axis making an angle a with the x-axis is

sin a cos a
(11.41)

The state of the output light through an optical system can be calculated by
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the successive multiplication of Jones matrices. As an example, with reference
to Fig. 11,22, the state of the output light is given by

/out - MpoU,Mrot(0)Mpoc(A)Mrot(-^)Jin, (11.42)

where the negative sign in Mrot reflects the fact that the new axes along nn and
ne have been rotated clockwise.

When the rotation angle between the x- and y-axes and the crystal axes is
45°, and the input light is polarized along the x-axis with its Jones vector given
b y '

'F
J - I *;" ~ ' 0

as shown in Fig. 11.22, the output light is then given by, according to Eq.
(11.42),

-(Q °^ * ( l lVl 0 \ 1 /I -1VE,
/out - I Q

(11.43)

Thus the intensity of output light with respect to the input intensity is given by

I 17 I 2 4 V 2J i n l-'inl ^ \Z

Note that the intensity of output light can be controlled by the applied electric
field and hence the system can be used for intensity modulation applications.

11.4.2. ELECTRICALLY ADDRESSED SPATIAL
LIGHT MODULATORS

This section presents the electron-beam-addressed spatial light modulator
(EBSLM) as an example of SLMs that are categorized as electrically addressed
SLMs [33]. The EBSLM is a spatial light modulator which converts a serial
video signal into a parallel coherent optical image. The basic structure of the
EBSLM is illustrated in Fig. 11.23. It is composed of an electron-gun,
deflection coils, an accelerating mesh electrode, and an electro-optic crystal
coated with a reflecting mirror [34]. The controller basically controls the
writing and erasing of data for the EBSLM.
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Fig. 11.23. Structure of electron-beam-addressed spatial light modulator (EBSLM) [34].

The major operation of an EBSLM is based on the electro-optic effect
discussed in Sec. 11.4.1. We shall, however, briefly discuss its overall operation.
First, according to electrical video signals, the electron beam is modulated
through the electron gun and then the modulated electron beam is accelerated
by the mesh electrode. The electron beam scans onto the surface of the crystal
two-dimensionally by deflecting coils. As a result of 2-D scanning, electric
charges are distributed onto the crystal's surface corresponding to the input
video signals. The resulting charge distribution induces a spatially varying
electric field within the electro-optic crystal This spatially induced electric field
deforms the crystal as a result of the electro-optic effect discussed in Sec. 11.4.1.

To read out the resulting spatial distribution on the crystal by laser, a
pair of crossed polarizers, as shown in Fig. 11.23, are used. This corresponds
to the situation shown in Fig. 11.22, where the crystal is inserted between a
pair of crossed polarizers for intensity modulation. In this way, a coherent
spatial distribution of the output light would correspond to the 2-D scanned
video information on the crystal. The typical performance specifications of
commercially available EBSLM from Hamamatsu are spatial resolution ~ 10-
201p/mm with maximum readout laser power ~0.1 W/cm2 and active area
-9.5 x 12.7mm2 [34].

A real-time 3-D holographic recording (based on optical scanning holo-
graphy) and display using EBSLM was first demonstrated in the Optical
Image Processing Laboratory at Virginia Tech [35,36]. The recording stage of
Fig. 11.24 is essentially the same as the one shown and discussed in Fig. 11.17,
where Q/2n is 40 MHz for the acousto-optic frequency shifter. The focal length
of lens L is 17.5 cm. Collimated beams are about 1 cm. The scanning beams of
the system scan the 3-D object by the movement of scanning mirrors according
to the x-y scanning signal. The scanning signal is also used to synchronize the
electron scanning beam inside EBSLM.
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Fig. 11.24. Real-time 3-D holographic display using EBSLM.

As an example, we show a simple 3-D object consisting of two transpar-
encies or slides, as shown in Fig. 11.24. The slides of a "V" and a "T", shown
in Fig. 11.25, are located side by side but separated by a depth distance of
about 15 cm, with the "V" located closer to the 2-D scanning mirror at a
distance about 23 cm. Both the "V" and the "T" are approximately 0.5 cm x
0.5 cm, have a line width of about 100 jum, and are transmissive on an opaque
background. The output current from the photodetector is demodulated and
sent as scanned holographic data to the controller in the reconstruction stage
and eventually the hologram of the scanned 3-D object is sent to EBSLM and
displayed on the crystal for spatial modulation of light for reconstruction. The
hologram of the 3-D object is shown in Fig. 11.26 [37,38]. Figures 11.27(a),
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Az Az Az

Fig. 11.25. A 3-D object that is composed of two transparencies.

(b), and (c) show the real-time reconstruction of the hologram using EBSLM
at three different depths. We see that in Fig. 11.27(a), "V" is focused, whereas
"T" is focused as shown in Fig. 11.27(c) at a different depth; hence, the resulting
3-D display.

11.4.3. OPTICALLY ADDRESSED SPATIAL LIGHT MODULATORS

The other category of SLMs is the optically addressed spatial light modu-
lator, which converts incoherent spatial distribution of optical fields to the
coherent distribution of optical fields through the use of liquid crystals (LCs).
Liquid crystals are organic materials that process properties that are between
fluids and solids [32]. They have fluidlike properties such as fluidity and
elasticity and yet the arrangement of molecules within them exhibits structural
orders such as anisotropicity. Most liquid crystal molecules can be visualized

Fig. 11.26. Hologram of the 3-D object shown in Fig. 11.25.
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Fig. 11.27. Real-time optical reconstruction of hologram shown in Fig. 11.26 through three depths:
(a) shows that "V" is in focus, while (c) shows that "T" is in focus; (b) reconstructs the hologram
at a depth between "V" and "T."

as ellipsoids or have rodlike shapes and have a length-to-breadth ratio of
approximately 10 with a length of several nanometers. Liquid crystals are
classified in terms of their phases. In the so-called nematic phase of the crystals,
the molecules tend to align themselves with their long axes parallel, but their
molecular centers of gravities are random. The situation is shown in Fig. 11.28.
Note that the vector h denotes the macroscopic direction of the aligned
nematic liquid crystal molecules and is called a director. The director can be
reoriented by an external electric field. Because of the elongated shape of the
molecules, individual molecules have an anisotropic index of refraction, and the
materials in bulk form, therefore, are birefringent. Denoting nL and m, as the
respective refractive indices of the liquid crystal when an electric field is applied
perpendicularly or parallelly to its director, the amount of birefringence is
«,, — n±. Birefringence in the range of 0.2 or more is often found, which makes
LCs highly useful.
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Fig. 11.28. Molecular ordering of nematic phase of liquid crystal.

For LC molecules without alignment, such as when contained in a bottle,
their appearance is often milky as they scatter light due to the randomness of
LC clusters. For realizing useful electro-optic effects, liquid crystals have to be
aligned. The nematic liquid crystal cell is composed of two glass plates (or glass
substrates) containing a thin liquid crystal layer (about 5 to 10 ^rn thick)
inside, as shown in Fig. 11.29.

The two glass plates impose boundary conditions on the alignment of
nematic liquid crystal molecules contained between them. Each glass plate is

Glass plates

Alignment
direction

Alignment
direction

Alignment layers

Fig. 11.29. Molecular arrangement in a twisted nematic liquid crystal cell.
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coated with a thin electrically conductive but optically transparent metallic
film (such as indium-tin-oxide, ITO) called the alignment layer; then the layer
is rubbed with a fine cotton cloth in a unidirectional manner. Fine grooves
about several nanometers wide are formed by rubbing and thus cause the
liquid crystal molecules to lie parallel to the grooves. This rubbing method has
been widely used for fabricating large-panel LC devices. High-quality align-
ment can be made by vacuum deposition of a fine silicon monoxide (SiO) layer
to create microgroves onto the surface of the glass for aligning LC molecules.
If each alignment layer is polished with different directions, the molecular
orientation rotates helically about an axis normal to plates, such as the
situation shown in Fig. 11.29. The configuration shown in Fig. 11.29 is called
the twist alignment as the back glass plate is twisted at an angle with respect
to the front plate. Hence, if the alignment directions between the two plates are
90°, we have the perpendicular alignment. If the alignment directions are
parallel, the LC molecules are parallelly aligned, and we have parallel align-
ment [39].

The twisted nematic liquid can act as a polarization rotator under certain
conditions. For example, if a x-plane polarized light is incident on the crystal
cell, as shown in Fig. 11.30, the light will rotate its polarization in step with
the twisted structure (i.e., align with the directors as the light propagates along
the cell) and eventually will leave the cell with its polarization aligned along
the v-direction [40].

We model the twisted nematic liquid crystal, which has width d, as a stack
of N incremental layers of equal widths Az = d/N. Each of the layers acts as a

Alignment
direction

/AliAlignment
direction

E

Fig. 11.30. Twisted nematic liquid crystal as a polarization rotator.
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uniaxial crystal with ne and n0 representing the refractive indices of the
extraordinary axis and the ordinary axis of the crystal. The angle between the
extraordinary axis and the x-axis is called the twist angle; assume that the twist
angle varies linearly with the rotation of z. The rotation of each layer then
becomes A$ = aAz, where a is the twist coefficient (degree per unit length). Let
us say the mth layer that is located at z = zm = mAz, m = 1, 2 , . . . , N is a wave
retarder the extraordinary axis of which is rotated by an angle 8m — mA9 with
the reference x-axis. This mth layer is expressed by the successive multiplica-
tions of Jones matrices:

1.45)

where

M (Az) -pr( )~
0

represents the phase retardation of the mth layer, and kv is the wavenumber of
light in free space. The overall Jones matrix of the twisted nematic liquid
crystal is expressed by the successive multiplication of the mth layer's Jones
matrix:

Since Mmt{-0m)Mr<*(9m-i) = **««

T - Mro

+ Om^) - Mro((-A#), we get

exp( — ,/0 Az)
exp(- /£ T l 0

cos aAz
sin aAz

— sin aAz
cos aA

(11.47)

where 4> = (n0 + ne)kv/2 and P = (ne — n0)kv. Since a « ft as is the case in
practice, we can assume the rotation per Az is small enough for rotation
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matrix,

/cos aAz — sin aAz
\sinaAz cos aAz

to be considered a unit matrix. Therefore, the overall Jones matrix is approxi-
mately given by

T a A/rot(aNAz) exp(-jIV</>Az)
exp -

Az

exp
. (11.48)

In the limit as N ->• oo, Az -*• 0, and JVAz = d,

(11.49)

This Jones matrix represents a wave retarder of retardation (3d, followed by a
polarization rotation of angle ad. Thus, the polarization state of an incident

AC voltage source

Incident light

Transparent conductive
counter electrodesAlignment

direction Liquid crystal molecule

Alignment layers

Glass plates

Polarization axis

Polarizer

Fig. 11.31(a). Operation of the twisted nematic liquid crystal cell in the absence of an electric field.
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Fig. 11.31(b). Operation of the twisted nematic liquid crystal cell in the presence of an electric field.

light is changed as it propagates within the LC cell. This is shown graphically
in Fig. 11.31(a).

So far we have not considered any external applied electric field, which can
change the behavior of the cell. Indeed the application of an electric field across
the cell can induce an electric dipole in each liquid molecule. For the usual
electro-optic applications, liquid crystals for which «t, >nL are selected; i.e., the
dielectric constant of a molecule is larger in the direction of the long axis of
the molecule than normal to that axis. The electric field can then induce dipol.es
having charges at opposite ends of the long direction of the molecule and the
induced dipoles can cause the liquid crystal molecules to be aligned parallel to
the direction of the applied electric field. The situation is shown in Fig.
11.31(b). Indeed, the system shown in Fig. 11.31 can be used as a liquid crystal
light switch. When there is no electric field applied, the output light is blocked
and when there is an applied field, the light will be transmitted. Because the
long time exposure of electric fields with fixed directions can cause permanent
chemical changes to liquid crystals, the cell is usually driven by AC voltages
and the typical frequency range of AC voltages is around 1 KHz, with voltages
of the order of 5 volts [41].

We shall now consider the so-called parallel-aligned liquid crystal (PAL)
cell and discuss its operation in terms of phase modulation and intensity
modulation. The PAL-SLM is shown in Fig. 11.32(a). In perpendicular-
aligned LC modulators, the light will have output polarization changed after
propagating through the SLM (see Fig. 11.31 (a). The change in polarization is
sometimes undesirable; for instance, if one wants to perform interference
downstream of the optical system, linearly polarized waves of orthogonal
polarizations will not interfere [42], For PAL-SLM, however, it is clear that
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Fig. 11.32(a). PAL-SLM when there is no applied field; pure phase change without change of
output polarization if the incident light is linearly polarized along the director's axis.

the phase change can be a pure phase modulation (without changing the
polarization state). For example, consider the case of a linearly polarized light
incident on a PAL-SLM with the light polarization parallel to the director's
axis. The output light will experience a phase change and remains the same
polarization at the exit of the SLM, as shown in Fig. 11.32(a).

For a voltage-controlled phase modulator, we look at the situation in Fig.
11.32(b), where the electric field is applied along the z-direction. The electric
field tends to tilt the molecules as shown in the figure. When the applied
electric field is strong enough, most of the molecules tilt, except those adjacent
to the alignment layer due to the elastic forces at the surfaces. The tilt angle as
a function of the voltage V (strictly speaking, it is the root-mean-square value
of the applied voltage as the voltage is AC across the SLM) has been described
by the following equation [40, 43]:

6 =
0,

- -2tan 'exp
(11.50)

where Vth is a threshold voltage below which no tilting of the molecules occurs
and VQ is a constant, when V - Vth = VQ, 9 ~ 50°. For V - Vth > K0, the angle
9 keeps increasing with V, eventually reaching a saturation value of n/2 for
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Alignment
direction
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Fig. 11.32(b). PAL SLM when there is an applied electric field.

large voltage. When the voltage is turned off, the molecules return to their
original positions. Hence, the LC materials have memory, in a sense. Now,
when the molecules are tilted and light is traveling along the z-direction,
polarizations in the x- and ^-directions will have refractive indices n0 and n(0),
respectively, where

1 sin20

" r̂ (11.51)

Figure 11.33 illustrates the cross section of the index ellipsoid. Since the
ellipsoid is rotated clockwise by angle 8 on the y-z coordinates under the
influence of the applied electric field, we have modeled it conveniently with the
propagation vector k0, rotated anticlockwise on the coordinates, as shown in
Fig. 11.33. It shows that the value of the refractive index depends on the
orientation of the molecules tilted. Under this situation, the phase retardation
becomes A = 2n[n(6) — n0]d/A. The retardation becomes Amax = 2n\jie-~ n^djA,
which is maximum when there is no tilt in the molecules (i.e., no applied
electric field or applied voltage). Hence, the SLM can be used as a
voltage-controlled phase modulator. The SLM can be used as an intensity
modulator if suitably aligned between two crossed polarizers. In the next
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Fig. 11.33. Cross section of tilted index ellipsoid illustrating that the value of refractive index
depends on the orientation of the tilt.

section, we will discuss a commercially available PAL-SLM operated in a
reflective mode.

Figure 11.34 shows a reflective PAL-spatial light modulator (PAL-SLM)
[41]. The SLM consists of two major sections separated by an optional light-
blocking layer and a dielectric mirror: the photoconductive section on the
left-hand side is for writing incoherent images on the SLM, and the nematic
liquid crystal section on the right-hand side is for reading out images
coherently. Hence, the SLM is considered an incoherent-to-coherent image
converter. The photoconductor layer and the twisted nematic liquid crystal
layer are sandwiched between transparent conductive electrodes across which
AC voltages are applied. The function of the light-blocking layer is to isolate
the photoconductive layer from the read-out light, which might otherwise write
if the read-out light is strong enough. The glass plates are optical flats to
achieve phase flatness in the device and the antireflecting layers are used to
reduce multiple reflections in the flats so as not to spoil the spatial resolution
of the device.

We now describe how the PAL-SLM works. Figure 11.35 shows a
simplified AC electrical model for the PAL-SLM. Here the LC and the
photoconductive layer are simply modeled as RC circuits, and the dielectric
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Fig. 11.34 Reflective PAL SLM.
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Fig. 11.35. Electrical model for the PAL- SLM. ZPC and ZLC are the impedances of the photocon-
ductive layer and the liquid crystal layer, respectively. ZDM is the impedance of the dielectric mirror.
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Fig. 11.36. Reflective PAL SLM system for incoherent to coherent image conversion.

mirror is modeled as a capacitor with impedance ZDM. In the PAL- SLM, the
bias electric field within the system is obtained by an applied AC voltage
between the electrodes, and the field is varied according to the change of the
impedance of the photoconductive layer upon illumination by the write light.
In areas where the layer is dark, its impedance is high, and small applied
voltage is dropped across the LC layer; hence, the molecules will not tilt.
However, when the layer is illuminated, its conductivity increases and therefore
the impedance decreases and the applied voltage dropped across the liquid
increases. The result leads to the tilting of the molecules and hence the phase
of the read light is changed locally according to the intensity distribution of
the write light or the input image upon the area of the photoconductive layer.
Typical spatial resolution is 50 Ip/mm with 18 x 18 mm2 active area [41].
Figure 11.36 illustrates the use of PAL-SLM for holographic reconstruction.
The hologram shown in Fig. 11.26 has been stored in a PC and is ouputted to
a standard LC-TV. The hologram is subsequently imaged onto the photocon-
ductive side of the SLM. A pair of crossed polarizers are aligned such that their
polarization axes are 45° away from the directors of the LC molecules, such as
the situation illustrated in Fig. 11.22 for electro-optic crystals. Results identical
to those obtained in Fig. 11.27 have been observed [44].

11.5. CONCLUDING REMARKS

We have discussed 2-D and 3-D information display using optics. Displays
using acousto-optic modulators have been emphasized in the majority of this
chapter. These modulators indeed have been used for 2-D displays as well as
for 3-D display applications. In 2-D displays, laser TVs have been discussed.
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whereas in 3-D applications, holographic information has been acquired with
the help of AOMs, as in the case of optical scanning holography. In addition,
3-D displays using an AOM have been used in synthetic aperture holography.
Spatial light modulators based on the use of the electro-optic effect have also
been discussed. Specifically, electron-beam-addressed SLMs and parallel-alig-
ned nematic liquid crystal SLMs have been emphasized and they have been
used for 3-D holographic display as well. While applications involving SLMs
are abundant [45], large high-resolution 2-D displays still present a challeng-
ing problem [14,17] and large 3-D displays with sizable viewing angles remain
formidable. This becomes one of the ultimate problems in modern optics, as
current SLMs are not suitable for such applications due mainly to their limited
spatial resolution and size.
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EXERCISES

11.1 For the system of equations given in Eq. (11.9)
(a) Show the energy of conservation: \E0\

2 + JEJ2 = l£inc|
2.

(b) Solve for E0 and Ev for a* = a = a.
11.2 Verify that Eq. (11.lie) is the solution for Eq. (11.9) when (5 = 0.
11.3 Starting from Eq. (11.8) with a* = a = a, and assuming that Q = 0 for

normal incidence (i.e., 0inc = 0), find the solutions under this situation.
This situation is known as the ideal Raman-Nath regime for the
acousto-optic modulator.

11.4 Design an acousto-optic intensity modulation system based on Raman-
Nath diffraction. We want to use the zeroth-order light for transmission
of information. Sketch an optical system that would do the job.

11.5 Consider an acousto-optic deflector. If the interaction length is 10mm
and its center frequency is ISOMhz, estimate the number of resolvable
spots and the transit time of the deflector if the laser beam width is 2 mm
and its wavelength is 0.6 /an. We assume that the sound velocity in the
acoustic medium is 4000 m/s.

11.6 Verify the three equations given by Eq. (11.23).
11.7 A point-object hologram is given of the form as bias + cos(k0x

2/2z0),
where the wavenumber of the recording light is k0 and z0 is the location
of the point away from the holographic film. Find the real image
location of the point upon illumination by plane wave of light with
wavenumber kl.

11.8 For the hologram given by Exercise xll.7, we now assume that the
recording film has a finite resolution limit in such a way that NA is
given. Estimate the spot size of the reconstructed real image in terms of
NA.

11.9 A three-point object given by S(x, y; z — z0) + <5(x — x0, y; z — z0) +
S(x,y;z — (z0 + Az0)) is scanned by the time-dependent Fresnel zone
plate expressed by Eq. (11.26). Find an expression for its hologram,
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11.10 Hologram scaling: After we have recorded the hologram of the three-
point object, t3S(x, y), obtained in Exercise 11.9, we want to scale the
hologram to t3d(Mx, My), where M is the scale factor. Find the location
of the real-image reconstruction of the three-point object if the hologram
is illuminated by a plane wave. Draw a figure to illustrate the recon-
struction locations of the three points.

11.11 With reference to Exercises 11.9 and 11.10 and defining the lateral
magnification M,at as the ratio of the reconstructed lateral distance to
the original lateral distance x0, express Mlat in terms of M.

11.12 Defining the longitudinal magnification Mlong as the ratio of the recon-
structed longitudinal distance to the original longitudinal distance Az0

for hologram t36(Mx, My), express Mlong in terms of M.
11.13 Show that the Jones matrix of a polarizer with a polarization axis

making an angle a with the x axis is given by Eq. (11.41).
11.14 A crystal called KDP (potassium dihydrogen phosphate) with width,

d = 3 cm and proportional coefficient, 7 = 36.5 m/V, is used as the
elecro-optic crystal in the electro-optic intensity modulator that is
shown in Fig. 11.22. Calculate the required magnitude of the electric
field and the applied voltage in order to completely block the outgoing
light. Assume that the wavelength is 1 — 0.628 jum.

11.15 Plot Eq. (11.50) as a function of (V - Vth)/V0. Also plot the normalized
phase retardation, A/Amax, as a function of (V — Vt^/V0 for n0 — 1.5,
ne — 1.6 and /, — 0.628 /mi.
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Networking with Optics
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Networking with optics includes optical networking based on time, on
optical frequency/wavelength, on space, and on optical coding. While research
has been ongoing in all these areas since fiber optics emerged as a dominant
communication technology in the 1970s, up until now, only optical networks
based on frequency/wavelength become a reality.

12.1. BACKGROUND

Wavelength division multiplexing (WDM) is the underlying technology for
optical networking based on the wavelength of optical signal [1, 2, 3]. Among
existing transmission media, optical fiber provides the most bandwidth, com-
pared to copper wire, coaxial cable, and microwave [4]. Today, All Wave™
fiber made by Lucent Technology has about 300 nm (~ 43 THz) of bandwidth
usable for optical transmission. The two most common ways of multiplexing
additional signals onto the huge bandwidth of fiber is by assigning different
optical frequencies to each signal (frequency-division multiplexing or FDM),
or by assigning different time slots to each signal (time-division multiplexing
or TDM). Because wavelength is the reciprocal of frequency, WDM is logically
equivalent to FDM. WDM is performed in the optical domain using a passive
optical wavelength division multiplexer (WDM mux or for short, mux) and
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demultiplexer, whereas TDM is performed in the electrical domain using
digital technology. Although there has been an ongoing battle over the choice
of TDM or WDM technology since optical fiber became the undisputed choice
of transmission media for high-speed digital communications in the late 1970s,
TDM always ended up the winner because of simple economics: everything in
the electrical domain was much cheaper to carry out than in the optical
domain. WDM mux and demux were very expensive, compare to electrical
TDM digital mux and dernux. In long-distance communication systems,
signals need to be regenerated along the way to clean up transmission loss,
noises, and distortion. While regeneration, reshaping, and retiming (3R) in the
electrical domain progressed from tens of megabits per second to multiple
gigabits per second, optical 3R technology did not even exist. Therefore,
fiber-optic communication systems rely on optical-to-electrical (O/E) conver-
sion, electrical 3R for each individual channel, and electrical-to-optical (E/O)
conversion to reach hundreds and thousands of kilometers.

The emergence of the Erbium-doped fiber amplifier (EDFA) and surging
bandwidth demand in the late 1980s, though, finally pushed WDM onto center
stage of optical communications [5, 6, 7]. EDFAs boost light signals in the
optical domain, regardless of signal data rate and format. Meanwhile, progress
in optical mux/demux and laser diode technologies have also reduced the cost
of packing and unpacking optical signals by their wavelengths. The combina-
tion of EDFA and WDM technology makes it possible to transmit many
optical channels at different wavelengths down one single optical fiber hun-
dreds of kilometers without the need of O/E/O. Economics favors EDFA/
WDM over electrical TDM as more capacities are demanded from trans-
mission systems. TDM capacity is limited by high-speed electronics. It tops out
at 40 gigabits/s at the moment, rather small compared to the >40 THz
transmission bandwidth on optical fiber. WDM can pack as many top-speed
TDM channels as optical mux/demux allows and boost them all using EDFA.
It is no surprise that both terrestrial and undersea fiber-optic systems began to
massively deploy EDFA and dense WDM (DWDM) technologies in the early
1990s when EDFA became commercially available. The difference between
WDM and DWDM lies only in that in DWDM, wavelength difference
(spacing) between channels is very small, from several nanometers to less than
1 nanometer, while traditionally, WDM implied multiplexing optical signals at
1.3 /mi with optical signals at 1.55 //m. Figure 12.1 shows a typical DWDM
system configuration. Optical signals are generated by transmitters emitting
different wavelengths. Optical mux combines these signals together onto a
single optical fiber. Boosting EDFA amplifies the composite WDM signals
before launching them into the transmission fiber. Inline EDFA reboosts the
composite signal to compensate the loss of fiber. At the receiving end, optical
demux separates the composite WDM signals into separate channels, and
optical receivers recover all the signals.
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Fig. 12.1. DWDM transmission system configuration.

It took about 20 years for the data rate of TDM fiber-optic systems to
increase from 44 Mb/s in 1976 to 10 Gb/s in 1996. While the next TDM hurdle,
a 40-Gb/s commercial system, is expected to be surmounted by 2001, DWDM
systems have evolved from less than 10 channels in 1995 to more than 100
channels in 2000, delivering > 1 Tb/s capacity. Having secured its success in
transmission capacity boosting, the next challenge for WDM is to help
improve communication network architecture so that the unprecedented
bandwidth of optical fiber can be accessed easily by data traffic.

By the end of the 20th century, there were two logical communication
network infrastructures: a circuit-switched network that carries voice traffic,
and a packet-switched network that carries data traffic. Physically, both
circuit-switched and packet-switched networks run on the same telecommuni-
cation networks. The core network infrastructure is optimized for the circuit-
switched voice traffic because voice traffic came first and there was much more
voice traffic at the beginning. Voice transmission started from a single voice
circuit per copper wire pair on open-wire pairs in 1910s. Voice signals were
digitized, multiplexed, and transmitted from one central office to another
through the use of channel banks based on TDM technology. Tl, which stands
for Trunk Level 1, is a digital transmission link that has a total signaling speed
of 1.544 Mb/s consisting of 24 voice channels at 64 kb/s per channel plus
multiplexing overhead. It is the standard for digital transmission in North
America. Tl service has a variety of applications. These include the trunking
of voice and data services from the customer's premises to the central office or
long-distance point of presence (POP), Internet access, access to frame relay



670 12. Networking with Optics

and ATM public data service networks, and transmission among office sites
within or between local regions. Another technology that relies heavily on
TDM is synchronous optical network (SONET), which defines a synchronous
frame structure for synchronous transmission of multiplexed digital traffic over
optical fiber. It is a set of standards defining the rates and formats for optical
networks specified in ANSI T1.105, ANSI T1.106, and ANSI T1.117. A similar
standard, synchronous digital hierarchy (SDH), has also been established in
Europe by the International Telecommunication Union Telecommunication
Standardization Sector (ITU-T). SONET equipment is generally used in North
America and SDH equipment is generally used everywhere else in the world.
Both SONET and SDH are based on a structure that has a basic frame and
speed. The frame format used by SONET is the synchronous transport signal
(STS), with STS-1 being the base level signal at 51.84 Mbps. A STS-1 frame
can be carried in an OC-1 (optical carrier-!) signal. The frame format used by
SDH is the synchronous transport module (STM), with STM-1 being the base
level signal at 155.52Mbps. A STM-1 frame can be carried in an OC-3 signal.
Both SONET and SDH have a hierarchy of signaling speeds. Multiple
lower-level signals can be multiplexed together to form higher-level signals. For
example, three STS-1 signals can be multiplexed together to form a STS-3
signal, and four STM-1 signals multiplexed together will form a STM-4 signal.
SONET and SDH are technically comparable standards.

While both Tl and SONET/SDH still enjoy huge success in telecommuni-
cation networks decades after their introduction, they were designed to handle
voice traffic, not data traffic. During the 1980s and 1990s, voice traffic grew at
a linear rate while data traffic increased exponentially, mostly due to advances
in computer technology, data communication, and the Internet. By 2000,
telecommunication networks were carrying five times as much data traffic as
voice traffic. However, the voice-centric core network architecture model has
four layers for data traffic: IP (Internet Protocol) and other content-bearing
traffic, ATM (asynchronous transfer mode) for traffic engineering, a SONET/
SDH transport network, and DWDM for fiber capacity. DWDM has made
available the huge bandwidth of optical fiber for transmission. But the
circuit-switched core network infrastructure makes this bandwidth inaccessible
for the huge data traffic at the IP layer, since there are two much slower layers
of ATM and SONET/SDH in between. The fastest interface of commercial
ATM switches only reaches 155 Mb/s (OC-3), much slower than current
SONET gear with a top rate of 9.95328 Gb/s (OC-192). And the fastest
bandwidth manager SONET ADM tops out at OC-192, much slower than the
top DWDM trunk of 1 Tb/s. The existing four-layer approach has functional
overlap among its layers, contains outdated functionality, and is too slow to
scale, which makes it ineffective as the architecture for optical data networks.

Bandwidth demand for data traffic and the huge bandwidth capacity of
DWDM, combined with advances in optical switch and optical filter technolo-
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gies, brought forth huge interest in the commercial deployment of optical
networking with optical wavelength by the end of the 20th century [8,9]. As
carriers deploy more and more DWDM in the networks, there is an increase
demand for managing capacity at optical wavelength, forging a new optical
layer. If this optical layer can perform many traditional network functions,
such as add/drop multiplexing (ADM), cross-connect, signal restoration, and
service provision in the optical domain, it will be much faster than SONET/
SDH and ATM, since the latter two are all limited by electronics processing
speed. Not only will the optical layer eliminate > 70% of O/E/O conversion in
today's network, but also it will enable a direct connection between the IP
router and DWDM terminals, thus eliminating the bandwidth bottleneck
SONET and ATM layers, and in the process making the huge bandwidth
provided by DWDM readily available for data traffic.

An optical network, shown in Fig. 12.2(a), consists of a set of interconnected
network nodes, shown in Fig. 12.2(b). Each network node has an optical
amplifier for signal reboosting, optical cross-connect for wavelength routing,
and DWDM terminals for transport to a local terabit router. In the next
section we discuss details about the major elements in optical networks.

12.2. OPTICAL NETWORK ELEMENTS

12.2.1. OPTICAL FIBERS

Optical fibers are the transmission media for optical networks. They are
basically tiny strands of glass consisting of core, cladding, and outside
protection coatings. Proper material selections and the cylindrical waveguide
design of the core and cladding will ensure that light energy is mostly confined
inside the core while propagation occurs along the optical fiber. While there
are many types of optical fibers being used in today's communication net-
works, they are all characterized by loss, dispersion, and nonlinearities. Loss in
optical fiber attenuates optical signals, thus limiting the span distance. Current
commercial transmission fiber has a loss specification of about 0.25 dB/km.
Dispersion is defined as the group velocity delay difference among traveling
optical signals. It is cataloged as chromatic dispersion, which includes disper-
sions caused by optical material and waveguides modal dispersion, which is
dispersion caused by different propagation modes; and polarization mode
dispersion (PMD), which is dispersion caused by different polarizations in
fiber. Nonzero dispersion in optical fibers results in the widening and/or
distortion of propagating optical pulses, causing receiving errors. Dispersion
limit is bit rate dependent. Nonlinearities in optical fibers include four wave
mixing (FWM), self-phase modulation (SPM), cross-phase modulation (XPM),
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Fig. 12.2. Optical network physical architecture, (a) Network layout, (b) Node configuration.

stimulated Brillouin scattering (SBS), and stimulated Raman scattering (SRS).
These cause optical signal distortion and/or noise, and need to be considered
in system design.

Two types of optical fibers are commonly used in optical networks. The first
is single mode fiber, which is a fiber with very small core, about 10 /im in
diameter. As the name implies, single mode fiber only supports the trans-
mission of one or two lowest-order-bound modes at the wavelength of interest.
It is used for long-distance and high-bit-rate applications. Several types of
single mode fiber are popularly used, including nondispersion-shifted fiber, also
called standard single mode fiber (SSMF), which supports wavelengths in both
the 1.3 jam region with no dispersion and in the 1.55 ^m region with chromatic
dispersion of about 17 ps/nm-km; dispersion-shifted fiber (DSF), which sup-
ports wavelengths in the 1.55 ^m region with no dispersion; and nonzero
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dispersion shifted fiber (NZ-DSF), such as LEAF (large effective area fiber)
fiber made by Corning and True Wave fiber by Lucent, with about ±2
ps/nm-km dispersion in the 1.55 /an region. NZ-DSF fibers are designed
mainly for high-speed long-distance transmission. Its nonzero local dispersion
helps to combat the fiber nonlinearities induced by the high signal power
required for long-haul transmission. The third generation of LEAF also aims
at bringing down PMD, which is quite crucial for 40 Gb/s systems.

The second type of fiber is multimode fiber, which has a large core about
50 /mi in diameter and thus can support the propagation of more than one
propagation mode at the wavelength of interest. In addition to chromatic
dispersion, this type of fiber leads to modal dispersion, which significantly
limits the bandwidth-distance product in system design. It is mainly used for
low speed and intraoffice applications.

The advent of semiconductor-laser-pumped, erbium-doped fiber amplifiers
(EDFAs) accelerated greatly the pace of deployment of high-capacity lightwave
systems, and, combined with DWDM technology, laid the foundation for
optical networking.

Figure 12.3 is a simplified schematic of an EDFA showing the erbium-doped
fiber pumped by a semiconductor purnp laser using a pump/signal multiplexer
[10]. In practice, additional components are usually added to EDFAs, includ-
ing optical isolators to prevent the amplifier from oscillating due to spurious
reflections, additional tap couplers to enable amplifier performance monitor-
ing, and optical filters to compensate the gain spectral profile for DWDM
applications. The critical component of the EDFA is the section of optical fiber

EDF

Pump
Input CouplerX / Isolator Output

Pump
Laser Diode

Fig. 12.3. Single-stage Erbium-doped fiber amplifier configuration.
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that is slightly doped with erbium ions which, when properly pumped optically,
becomes an amplifying medium in the 1520-1620 nm wavelength window.
Erbium-doped fiber is fabricated by selective doping during fabrication to
confine the <0.1% erbium to the single mode fiber core. Figure 12.4 compares
the optical behavior of erbium to conventional optical fiber used for trans-
mission [5]. The absorption in conventional fiber is very low, about 0.2 dB/km
for commercial single mode fiber at the 1550 nm region. By contrast, an erbium
concentration of 100 parts per million in the core causes absorption of 2 dB/m
at 1530 nm. Absorption of pump light excites the erbium ions, which store the
energy until, ideally, a signal photon stimulates its conversion into another
signal photon. Figure 12.4 shows that the erbium fiber can be pumped at
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several wavelengths; the absorption bands at 980 and 1480 nm are the most
efficient. As Fig. 12.4 shows, erbium ions are pumped up to an upper energy
level by the absorption of pump light at 1480 nm or 980 nm. The transition to
the ground state emits a photon and may be either spontaneous (the natural
decay of the excited ion in the absence of any interactions) or stimulated (in
the presence of photons possessing the transition energy, stimulated emission
produces additional photons identical to the stimulating photons at a rate
proportional to their flux). Signal photons in the EDFA stimulate depopula-
tion of the excited state (the metastable level), which amplifies the signal. The
long lifetime of the excited state, approximately 10 milliseconds, assures that,
instead of emitting noise by spontaneous emission, most erbium ions will wait
to amplify signals by stimulated emission.

Theoretical models based on the three-level-lasing system of Fig. 12.4 are
quite successful in explaining the observed properties of EDFAs [10, 11]. The
three levels are ground level, metastable level, and pump level. The rate
equations describing the effects of the pump (Pp), signal (Pp\ and ASE (P/?)
power on the population densities are [11]
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By conservation, N3 = Nt — Nl — N2, where N15 N2, and N3 are the popula-
tion densities of the ground level, metastable level, and pump level, respectively,
and Nt is the total erbium ion density. The superscript + designates pump and
ASE copropagating with the signal, and — designates when they counter-
propagate to the signal. The absorption a and emission e cross sections of the
pump p and signal s are ffStp.a<ete2- (For example, ape2 represents the cross
section for pump emission from the metastable level.) With pumping into the
metastable level (Ap ~ 1450-1500 nm), the amplifier behaves as a two-level
system and vpe2 = ape. Pumping into other absorption bands (e.g., Ap = 980
nm) have ap(,2 = 0. Other parameters are the fiber core area A, the signal-to-
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Table 12.1

Summary of Material Parameters Applicable to Optical Amplifier

Parameter

Pump emission cross section
Pump absorption cross section
Signal emission cross section
Signal absorption cross section
Amplifier homogeneous bandwith
Radiative transition rate
Nonradiative transition rate
Fiber core area
Signal to core
Pump to core

Symbol

V
<v
f,e

asa

Av
A2l

^32

A
r,
r.

Typical value

0.42 x 10" 21

1.86 x 10~2 1

5.03 x 10" 21

2.85 x 10~ 21

3100
100
109

12.6 x 10" 8

0.4
0.4

Unit

Cttl~"

cm2

cm2

cm "'
GHz
s ' " 1

8

cm2

core overlap Fs, and the pump-to-core overlap Fp. No other effects of the
radial distribution of ions or the optical mode are included here, since the
erbium ions are confined to the region of the optical mode's peak intensity and
Fs p are small. The nonradiative transition rate from level 3 to 2 is A32 and the
radiative transition rate from level 2 to level 1 is A2l. Table 12.1 summarizes
the material parameters and typical fiber parameters applicable to fiber
amplifiers.

The convective equations describing the spatial development of the pump,
signal, and ASE in the fiber are

dP}(z, t)
dz

= +P£rp(<TpaNl

dPs(z, t)
dz

<7DeW3) + %»Pc (12.3)

(12.4)

d
± 2aseN2rshvsAv (12.5)

The second term in Eq. (12.5) is ASE power produced in the amplifier per unit
length within the amplifier homogeneous bandwidth Av for both polarization
states. The loss term as p represents internal loss of the amplifier.

Gain, output power, and noise figure are the most important characteristics
of EDFAs for use in optical communication systems [5-12]. Gain is defined
as the ratio of output power to input power. Saturation occurs when large
signal power in the EDFA decreases gain, limiting the signal output power
from the amplifier. This gain saturation results when the signal power grows
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large and causes stimulated emission at such a high rate that the inversion is
decreased; that is, the number of excited erbium ions decreases substantially.
The output signal power is limited only by available pump power. Heavily
saturated amplifiers can convert pump photons to signal photons with efficien-
cies exceeding 90%.

An optical amplifier always degrades the signal by adding noise from
amplified spontaneous noise (ASE), which arises from amplified light produced
by spontaneous emission from erbium ions [13]. Noise figure is defined as the
input signal-to-noise ratio (SNR) divided by the output signal-to-noise ratio,
when the input signal is shot noise limited. Shot noise represents the deviation
from ideal current, which is caused by random generation of discrete charge
carriers. In semiconductor photodiodes, shot noise arises from random gener-
ation and recombination of the free electrons and holes. Shot noise-limited
optical signal in essence means pure optical sine wave as any photodiode can
tell. As in any communication system, noise is measured within certain
bandwidths. So in practical terms, noise figure is defined as the ratio of input
and output SNR's of ideal optoelectronic receivers in an infinitesimally optical
bandwidth. As the optical bandwidth tends to zero, the contribution from
spontaneous-spontaneous beat noise diminishes, leaving just the signal-spon-
taneous and signal shot noises. The noise figure then is obtained from
measurements of the EDFA gain, ASE, and optical bandwidth of the optical
spectrum analyzer:

where NEDFA is the amplified spontaneous emission power generated by
EDFA. Noui is the total output noise power from EDFA, Nin is the input noise
power to EDFA, G is amplifier gain, Bw is the measurement bandwidth in Hz,
v is the signal frequency in Hz, and h is the Planck constant. The first term
results from signal-spontaneous beat noise, and the 1/G term results from the
amplified signal -shot noise contribution. The best noise figure occurs when the
amplifier is operated in a regime where the active fiber (EDF) is completely
inverted; i.e., all erbium ions are pumped to meta-state, corresponding to the
quantum limit of 3 dB, for the 980 nm pump, or 4.1 dB for the 1480 pump.
For optical amplifiers with gain in excess of 20 dB (100 times in linear scale),
the shot noise contribution 1/G term can be neglected, and the noise figure
becomes proportional to the ratio of EDFA ASE power to the gain. Therefore.
for high-gain amplifiers, noise figure becomes a useful figure of merit for
describing the quantity of ASE power generated in an amplifier.

Gain fluctuations in an optical amplifier will cause distortions to the optical
signal it is boosting. EDFA is relatively immune to gain fluctuations, fortu-



678 12. Networking with Optics

nately, because the spontaneous decay of the erbium-excited state has a long
lifetime, and gain saturation is very slow. Typically, it takes 0.1 to 1 ms for gain
compression to occur after a saturation signal is launched into the EDFA.
These times are very long compared to the pulse period of the 6 jus (155 Mb/s,
OC-3) or shorter in DWDM digital systems. EDFAs add little signal distortion
or cross talk for point-to-point transmission systems. However, as DWDM
networking becomes more and more attractive, the gain dynamics of EDFA
invoke interest. In DWDM networks, optical channels are added and/or
dropped along the system. When this happens, the number of channels into
EDFA changes. Since EDFAs used in high-channel count systems are oper-
ated under saturation conditions already, any change of input channels will
change the saturation condition, thus changing the gain. The most serious
difficulty is the relatively big over- or undershooting spike in gain transient
responses. These spikes may result in optical saturation or loss of signal (LOS)
at the receiver. EDFA transient response depends on the level of EDF
saturation, the percentage of input power change, and number of EDFAs in
the chain. Research is still underway to overcome this problem in network
design. Most solutions rely on fast electronics to suppress or alleviate at least
the transient.

12.2,3. WAVELENGTH DIVISION MULTIPLEXER/DEMULTIPLEXER

Dense wavelength division multiplexing (DWDM) is a fiber-optic trans-
mission technology which combines multiple optical channels at different light
wavelengths and then transmits them over the same optical fiber. Using
DWDM, theoretically hundreds and even thousands of separate wavelengths
can be multiplexed into a single optical fiber. In a 100-channel DWDM system
with each channel (wavelength) carrying 10 gigabits per second (billion bits per
second), up to 1 terabits (trillion bits) can be delivered in a second by the
optical fiber. This kind of capacity can impressively transmit 20 million
simultaneous two-way phone calls or transmit the text from 300 years1 worth
of daily newspapers per second. Nevertheless, terabits can be easily consumed
by one million families watching video on Web sites at the same time.

The implementation of a DWDM system requires some critical optical
components. The DWDM multiplexer and demultiplexer are among the most
important ones. Figure 12.5 demonstrates a point-to-point DWDM optical
transmission system where the multiplexer combines N channels into a single
optical fiber; the demultiplexer, on the other hand, separates the N channel
light into individual channels detected by different receivers. Exponentially
growing network traffic demands that many more channels be combined into
limited usable bandwidth of the same single fiber. As a result, the channel
spacing of DWDM systems becomes narrower and narrower so that more and
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Fig. 12.5. A simple DWDM optical transmission system.

more channels can be multiplexed into a single fiber. This puts DWDM
multiplexer/demultiplexer technology at the forefront from the system point of
view since ultimately its performance defines how many channels can be
utilized in one fiber.

12.2.3.1, Key Parameters of DWDM Multiplexer/Demultiplexer

A multiplexer device requires a wavelength-selective mechanism that can be
implemented using common technologies, including the interference filter, bulk
grating, array waveguide grating (AWG), and Mach-Zehnder (MZ) inter-
ferometer. Before comparing different enabling technologies, we first introduce
several key optical parameters of the multiplexer, as illustrated in Fig. 12.6,

1. Center frequency: The International Telecommunications Union (ITU)
has proposed an allowed channel frequency grid based on 100-GHz

Reference power level

1 Insertion loss

TxdB

Adjacent channel

Center Frequency Frequency (wavelength)

Fig. 12.6. Definition of key parameters of the DWDM multiplexer.
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spacing from a reference frequency of 193.1 THz (ITU G.692 Draft).
Channel center frequencies are selected from the "ITU Grid."

2. Insertion loss: The insertion loss is the input-to-output power loss of the
multiplexer. Lower component insertion loss is better for the system,

3. X-dB Passband (where X can be any number): Passband is the spectrum
region around the center wavelength of the multiplexer. For example,
1-dB passband is the bandwidth at insertion loss 1 dB down from the top
of the multiplexer spectrum transfer function. Wider and flatter passband
makes the system more tolerable to wavelength drift of the laser
transmitter.

4. Cross talk: In a DWDM system, there is usually energy leaking from
adjacent and nonadjacent channels. This energy leakage is defined as
cross talk. If the transfer function of the multiplexer has a sharp cutoff,
it can better suppress unwanted cross talk and result in high isolation.

In addition to the above, a high-performance DWDM multiplexer should
have small polarization-dependent loss (PDL), low polarization mode disper-
sion (PMD), and the same performance under hostile environment tempera-
ture.

12.2.3.2. Dielectric Thin-Film Filter

The dielectric thin-film filter is one of the most popular technologies used
to make the DWDM multiplexer. A single-cavity thin-film filter consists of two
dielectric stacks separated by a cavity. It behaves as a bandpass filter passing
through a particular wavelength (or wavelength band) and rejecting all the
other wavelengths. For DWDM applications a multicavity thin-film filter is
used since it results in a filter transfer function with a flatter and wider
passband as well as a sharper cutoff. The characteristics of single-cavity and
multicavity filters are compared in Fig. 12.7.

One configuration of the eight-channel DWDM demultiplexer utilizing the
dielectric thin-film filter is depicted in Fig. 12.8. A wide bandpass filter first
separates the incoming eight wavelengths into two groups. For each group,
three cascaded narrow bandpass filters separate multiwavelength light into
four individual wavelengths.

The dielectric thin-film filter has been the dominant DWDM multiplexer/
demultiplexer technology because of its high isolation, low PDL and PMD,
and acceptable insertion loss. Its performance is extremely stable with regard
to temperature variations. However, it is very expensive to manufacture
interference filters with less than 100-GHz bandwidth due to extremely low
manufacturing yield.

Numerous references, including [14, 15, 16], address the principles and
design of dielectric thin-film filters.
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Fig. 12.7. Characteristic comparison of single- and multiple-cavity dielectric thin-film filters.

12.2.3.3. Diffraction Grating

As shown in Fig. 12.9(a), a reflective diffraction grating is a mirror with
periodically corrugated lines on the surface. The diffraction grating functions
to reflect (or transmit in the case of transmission grating) light at an angle
proportional to the wavelength of incident light. The general equation for a
diffraction grating is

ml. (12.7)

where d is the period of the lines on grating surface, / is the wavelength of the
light, Bi is the incident angle of the light, 0d is the angle of diffracted light, and
m is an integer called the order of the grating. In Fig. 12.9(b), multiwavelength
light impinges on the grating at the same angle. Grating separates the
wavelengths because each different wavelength leaves the grating at a different
angle in order to satisfy Eq. (12.7). This is how diffraction grating works in the
DWDM multiplexer/demultiplexer.

The most distinguished property of this technology is that its insertion loss
is generally independent of the channel numbers. Hence, it is very attractive for
DWDM systems with a large number of channels. However, its performance
is very sensitive to polarization effects, and passband flatness is poor, with a
round shape rather than a flat top, which requires tighter wavelength control
for system operation in the field.
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Fig. 12.8. Architecture of an eight-channel DWDM demultiplexer using dielectric thin-film filters.

12.2.3.4. Array Waveguide Grating

The array waveguide grating (AWG) is an optical integrated circuits
technology fabricated usually on planar silicon substrates. Its operation is
illustrated in Fig. 12.10. It consists of two star couplers connected by an array
of waveguides that act like a grating. Within the waveguide array there is a
constant length difference from one waveguide to the next. Because of this
design, the transmission amplitude Tpq from the pth input port to the <yth
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Fig. 12.9. (a) A reflective diffraction grating, (b) Operation principle of the diffraction grating.

output port may be expressed as [17]

imb
271

(p - q) (12.8)

where N is the number of ports of the star coupler, Pm is the power in the mth
waveguide, and b is a constant. Clearly Tpq is a periodic function when
wavelength varies. For use as a demultiplexer there is only one input port at
which all wavelengths are present; its operation principles are described as
follows. All wavelengths presented at the input ports are coupled into the
waveguide grating evenly through the input coupler. The waveguides of the
grating are strongly coupled to each other at the output coupler. The
differential length difference in the waveguide grating results in a phase
difference of the multiwavelength light when it appears in different ports of the
output star coupler. The linear length difference and the position of the two

Fig. 12.10. Schematics of an array waveguide grating.
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star couplers are designed in such way that at one specific output port only
one particular wavelength is constructively interfered. As a result, the multiple
wavelengths from the input of the AWG are demultiplexed.

After decades of intensive worldwide research, the AWG-based DWDM
device has achieved performance suitable for commercial application. Its main
drawback is that its poor temperature coefficient requires an active tempera-
ture controller, which adds an additional bundle to network management.
Nevertheless, AWG takes advantage of silicon optical bench waveguide tech-
nology and can be manufactured in large quantities at one time. It is a
cost-effective solution for a single chip handling many channels.

12,2.3.5. Mach—Zender Interferometer-Based Interleaver

The Mach-Zender (MZ) interferometer is a basic interference device. It
typically consists of two 3 dB couplers interconnected by two optical paths of
different lengths, as shown in Fig. 12.11. The first 3 dB coupler evenly splits the
input signals into two parts, which experience different phase shift after passing
through two different paths. The two lights interfere at the second 3 dB coupler
when combined together. Because of the wavelength-dependent phase shift the
power transfer function of the device is also wavelength dependent. In matrix
form it is simply

sin2(7i x n x AL/A)
cos2(7i x n x AL/A)

(12.9)

where n is the refraction index of the waveguide material and AL is the path
difference,

A single input port MZ interferometer with certain value of the path
difference AL can be used as a 1 x 2 demultiplexer. Multiwavelength light
appears on the input port. When the input wavelength A{ satisfies the condition
nAL/A,- = m-J2 for any positive odd integer m,-, the wavelength A,- appears on
the first output port due to constructive interference. Similarly, the wavelength
A,-, which satisfies the condition nAL/A,- = m,-/2 for any positive even integer mf.

Path difference introduction

Fig. 12.11. Schematics of an M-Z inteferometer.
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Fig. 12.12. Transfer functions of an M Z interferometer with non-flat-top shape.

appears on the second output port. The transfer functions of both output ports
are plotted in Fig. 12.12. If there are only two input wavelengths, a three-port
(one input port and two output ports) MZ interferometer acts as a 1 x 2
demultiplexer. Theoretically, cascaded n — 1 MZ interferometers can be con-
structed to be a 1 x n demultiplexer. If designed carefully, the MZ inter-
ferometer can have very high wavelength resolution. A 0.1-nm channel spacing
MZ interferometer-based demultiplexer was demonstrated at SuperCorn'99
[18]. The traditional approach to constructing an MZ interferometer usually
results in a non-flat top transfer function, as shown in Fig. 12.12. Special
designs [19] have been proposed to achieve MZ interferometers with high
wavelength resolution and a flat-top transfer function, as shown in Fig. 12.13.
Usually, multiple MZ interferometers are concatenated to achieve high isola-
tion among DWDM channels. This design results in a relatively high device
insertion loss.

12.2.3.6. Application Example of DWDM Multiplexing Technologies

In Table 12.2, the performance of 16-channel demultiplexers based on
different technologies is summarized.

From Table 12.2 we see that no single technology is superior in all aspects
for all applications. Thin-film filter has been the dominant technology for the
past several years in the application of 1.6-nm channel spacing DWDM
systems with under 16 channels. AWG is currently a very competitive technol-



12. Networking with Optics

• Simulated Transfer Function
• Measured Transfer Function

193.00T 193.20T 193.40T 193.60T 193.80T

Frequency (Hz)

Fig. 12.13. Transfer function of an M Z interferometer with flat-top shape.

ogy for 0.8 nm channel spacing DWDM systems with more than 16 channels,
mainly because of its low cost and improved performance. Despite its high
insertion loss, the MZ interferometer is the only commercially available
technology now for a DWDM system with 0.4 nm and narrower channel
spacing. It is also adaptive to system upgrade.

A design example is presented in Fig. 12.14 to demonstrate how different
technologies can be combined together to implement a DWDM demultiplexer
with the requirements of 80 channels and 0.4-nm channel spacing. An MZ
interferometer-based 1 x 2 demultiplexer is first used to separate the 80-

Table 12.2

Specification of 16-Channel, 100-GHz Spacing Demultiplexers

Technologies

0.5 dB BW (nm)
Insertion loss
Isolation
PDL
Spacing narrower than

0,4 nm
Cost

Thin-film
filter

0.2
8dB
>22dB
0.1 dB
No

Medium

AWG

0.2
9 d B
> 22 dB
<0.5 dB
No

Low

Bulk
grating

0.2
6dB
>35 dB
<0.5 dB
No

Low

Special 1 x 2
MZI

0.25
6 d B
>30dB
0.2 dB
Yes

High

Source: Optical Fiber Conference 1999 and 2000.
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Fig. 12.14. A scalable, upgradable 80-channel demultiplexer combining different technologies.

channel, 0.4-nm channel spacing signal into two streams. Each stream now has
40 channels with 0.8 nm channel spacing. Similarly, the next stage of the MZ
interferometer separates signals into four streams and converts the channel
spacing to 1.6-nm spacing. Finally, cost-effective AWG or thin-film filter-based
1 x 20 demultiplexers are used to separate all DWDM channels completely.
An additional benefit of using MZ interferometers is that the end users do not
have to pay for the entire 80-channel demultiplexer at one time. Instead they
may buy and install 1 x 20 demultiplexer submodules gradually as network
traffic grows. This may effectively reduce total system life-cycle cost.

12.2.4. TRANSPONDER

The need for the transponder arises when the DWDM system interfaces
with other fiber-optic systems. ITU defined a set of optical frequencies with 100
GHz spacing in the 1530 to 1620 nm optical amplifier bandwidth to be used
for DWDM, commonly known as the ITU grid. There are two types of
transponders, the transmitter transponder and the receiver transponder. The
transmitter transponder takes in non-DWDM-complaint signals, such as a
short-reach SONET signal at 1310 nm, and converts them into DWDM
complaint signals at ITU frequency for output. It has a SONET short-reach
receiver and a DWDM transmitter, which usually has a DFB LD at ITU
frequency, an external modulator, and a wavelength locker. The receiver
transponder receives signals off a DWDM link and outputs them at the desired
format, such as short-reach SONET at 1310 nm.
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A major function of the transmitter transponder is to generate highly precise
and stable wavelengths for DWDM transmission. Since a DWDM system
transmits many wavelengths carrying a variety of traffic simultaneously down
an optical fiber, it is important that these wavelengths do not drift away from
their designated value and interfere with traffic carried by other wavelengths.
This requires that a transmitter for a DWDM system has very stable
wavelength, in addition to a specific wavelength value. At 1550 nm, 100-GHz
frequency spacing is about 0.8 nm wavelength spacing. The semiconductor
laser diode (LD) wavelength has a temperature shift of about 0.1 nm/ C. An
8° difference in LD temperature will cause the wavelength to move from one
ITU grid to the next. In DWDM transmitter design, the LD of choice is the
single-frequency multiple-quantum-well (MQW)-distributed feedback (DFB)
laser. The DFB is made to the desired ITU frequency/wavelength. A thermal
electric cooler (TEC) control loop is applied to keep the LD temperature
constant. For a DWDM system with channel spacing ^100 GHz, an addi-
tional wavelength locker is also used, in combination with a TEC loop, to lock
the wavelength to the ITU grid. The most widely used wavelength locker is
based on a glass or air-gap Fabry-Perot etalon. Shown in Fig. 12.15, the
first-generation wavelength locking operation taps off 1% to 5% of the laser
output light, and feeds it both to photodiode A through a highly stable etalon
and directly to photodiode B. The etalon acts as a bandpass filter, allowing
only ITU grid wavelength to pass through. Deviations in laser wavelength
from ITU grid will result in change of optical power detected by photodiode
A. The electrical output feedback signal is generated by comparing the signals
from the two photodiodes, and is sent to the TEC of the laser to adjust the
laser chip temperature, which in turn adjusts the laser wavelength accordingly.
The thermal stability (<0.04 GHz/°C) of the etalon is a key to this wavelength

Output

Etalon

Input

TEC of DFB

Fig. 12.15. Wavelength locker for DWDM systems.
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locking. The second generation of wavelength lockers operate on the same
principle, but the etalon and PDs are put inside an LD hermetic package, and
in some designs, LD back-facet light is used for locking. The advantages of this
technique over the discrete wavelength locker are increased space efficiency and
cost reduction.

Most transponders offer the "3R function"; regeneration, reshaping, and
retiming. Besides wavelength conversion, transponders also process some
SONET overhead bytes, such as Bl and Jl. Forward error correction (FEC),
which helps to combat noise in long-haul transmission, is also done by
transponder. Since more and more data traffic tries to take on DWDM express
directly, without going through a SONET vehicle, transponders are also
designed to interface with signals other than SONET, such as 100 Mb/s
Ethernet, gigabit Ethernet, etc. Transponders only offer 2R without retiming
when the incoming signals are not SONET.

Two reverse trends are currently taking place in transponder development.
One is to add multiplexing functions to an existing transponder. The so-called
transmux or muxponder takes in four channels of OC-48 traffic and multi-
plexes them into one OC-192 DWDM-complaint signal for a DWDM
transport system. The other trend is to build a DWDM-complaint transmitter
into the optical interfaces of data switches and routers, thus eliminating the
need for a transponder altogether.

12.2.5, OPTICAL ADD/DROP MULTIPLEXER

Optical add-drop multiplexer technology substantially reduces the cost of
DWDM optical networks. One of the OADM configurations is shown in Fig.
12.16. A multichannel optical signal appears on the input port. A WDM filter
is used to drop one of the incoming multiple channels and pass through the
rest (the express channels). Another WDM filter is used to add one channel,

Input
fL

\.} f^ A3 A4

WDM filter WDM filter

^Express channels\\
1

i
>

r\\ .

i

i '
2 ^3 ^4

1 — .

\\
\>

. — 1

Output
1 fcJ ^

Drop Add

Fig. 12.16. Schematic of a one-channel OADM.
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Fig. 12.17. A point-to-point optical link with OADMs.

in a simple form at the same wavelength as the one just dropped, into the
express channels. All channels exit at the output port. The application of this
technology in a point-to-point network is demonstrated in Fig. 12.17. Multiple
channels are transmitted between major locations A and B. In between there
are several small network nodes that have some traffic demands. OADMs oifer
these intermediate nodes access to a portion of the network traffic while
maintaining the integrity of the other channels. Without OADM, all channels
have to be terminated at the intermediate node even for a small portion of
traffic exchange, which results in a much higher cost.

Cascaded OADMs with architecture as shown in Fig. 12.16 can be used to
add or drop multiple channels in one intermediate node, but this comes with
high overall insertion loss. Since the wavelengths of WDM filters are predeter-
mined, the wavelengths to be added/dropped at each intermediate node have
to be carefully preplanned, so this type of OADM is also called fixed OADM
(FOADM).

Another type of OADM architecture, as shown in Fig. 12.18, is being
aggressively pursued. A pair of DWDM demultiplexer and multiplexers are
interconnected by an array of optical switches. The demultiplexer separates

Fig. 12.18. Schematic of a reconfigurable OADM.
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incoming wavelengths completely. The optical switch functions in two ways,
express or add/drop. For any wavelength A;, if the information carried does not
need to be exchanged with the local intermediate node the optical switch passes
/, directly to the multiplexer. In contrast, if information exchange is demanded,
the optical switch is controlled to drop At and simultaneously add the same
wavelength but with fresh contents. The advantage of this OADM architecture
is that it may add/drop any or many of the incoming wavelengths dynamically
to accommodate network traffic in real time. It is also called reconfigurable
OADM (ROADM).

12.2.6. OPTICAL CROSS-CONNECT

Optical cross-connect (OXC) stands for the optical network element (NE)
that provides for incoming optical signals to be switched to any one of the
output ports. The difference between OXCs and digital cross-connect DCS
systems is the interface rate and switch fabric granularity. DCS interfaces
traditionally have been electrical and the matrix granularity that has been less
than 50 Mb/s (DS3 or STS-1). OC-3/STM-1 or OC12/STM-4 interfaces are
now available for DCS, but matrix granularity remains at less than 155 Mb/s.
OXCs, in contrast, interconnect at the optical line rate of DWDM and optical
network elements (e.g., OC-48) and have a switch fabric granularity to match
(e.g., OC-48). In terms of cost and transparency, OXCs should not contain any
O/E/O conversion. In reality, though, the demand for OXCs arose before the
advance of optical switch and optical monitoring technology. Commercial
OXC products are implemented in mainly three ways: opaque OXC, using
O/E/O and electrical switch core; transparent core OXC, using optical switch
core and some O/E/O; and totally transparent OXC, using optical switch and
no O/E/O. Grooming capability is a key distinction among various OXC
products. Grooming is the breaking down of an incoming signal into its
constituent parts and the efficient repacking of those parts. Some opaque OXC
breaks incoming OC-48 2.5 Gb/s streams into smaller STS-1 52 Mb/s signals.
The switch fabrics act at STS-1 level, directing STS-1 streams to the correct
outgoing port, and packing STS-1 signals into OC-48 for output. Grooming
and switching at lower speed than line rate allows carriers to provide lower
speed service to customers directly and automatically. Currently, there are
more enterprises interesting in STS-1 service than in OC-48 services. Carriers
will have to use expensive digital cross-connect to offer STS-1 service if OXC
does not have the necessary granularity.

Three classes of OXCs with optical core have been defined [20, 21]
(Telcordia's Optical Cross-Connect Generic Requirements, GR-3009-CORE);

* Fiber switch cross-connect (FXC) switches all of the wavelength channels
from one input fiber to an output fiber, in effect acting as an automated
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fiber patch panel. FXCs are less complex than a wavelength-selective or
wavelength-interchanging cross-connect. In parts of the network where
protection against fiber cuts is the main concern, FXCs could be a viable
solution. They may also make the best use of current proven optical
technologies. While FXCs can provide simple provisioning and restora-
tion capabilities, they may not offer the flexibility required to promote
new end-to-end wavelength generating services.

* Wavelength selective cross-connect (WSXC) can switch a subset of the
wavelength channels from an input fiber to an output fiber. They require
demultiplexing of an incoming DWDM signal, and remultiplexing them
into its individual constituent wavelengths. This type of cross-connect
offers much more flexibility than an FXC, allowing the provisioning of
wavelength services, which in turn can support video distribution, distance
learning, or a host of other services. A WSXC also offers better flexibility
for service restoration; wavelength channels can be protected individually
using a mesh, ring, or hybrid protection scheme.

• Wavelength interchanging cross-connect (WIXC), which is a WSXC with
the added capacity to translate or change the frequency (or wavelength)
of the channel from one frequency to another. This feature reduces the
probability of not being able to route a wavelength from an input fiber to
an output fiber because of wavelength contention. WIXC offer the greatest
flexibility for the restoration and provisioning of services.

Optical switch is the fundamental building block for OXCs with optical
core. The key issues for switches are low insertion loss, low cross talk, relatively
fast switch time, reliable manufacturing at low cost. Optical switches can be
categorized into those based on free-space waves and those based on guided
waves. Broadly speaking, free-space optical switches exhibit lower loss than
their guided-wave counterparts. Moreover, switches for which the principle of
operation relies on the electro-optic effect have faster switching times than their
electromechanical counterparts.

The following technologies are being employed for optical switching appli-
cations:

• MEMS (microelectromechanical systems). These are arrays of tiny mir-
rors originally developed for the very large video screens seen at sports
events and pop music concerts. It is at the moment the hottest technology
lor optical switching, attenuation, and wavelength tuning.

* Liquid crystals. Borrowed from laptop-screen technology, electric volt-
age alters the properties of liquid crystals so that light passing through
them is polarized in different ways. Passive optical devices then steer
each wavelength of light one way or the other, depending on its polariz-
ation.
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• "InkJet". Tiny bubbles act like mirrors, glancing light onto intersecting
paths as they traverse microscopic troughs carved in silica. The bubbles
are generated using ink-jet printer technology.

* Thermo-optical switches. Light is passed through glass that is heated
up or cooled down with electrical coils. The heat alters the refractive
index of the glass, bending the light so that it enters one fiber
or another.

MEMS is a form of nanotechnology, on the micron scale, that integrates
mechanical structures such as mirrors with sensors and electronics [22]. By
patterning various layers of polysilicon as they are deposited, one can build
structures and etch some part away; the remaining devices are capable of
motion. In general, these devices are small, cheap, fast, robust, and can be easily
scaled to large numbers and integrated with on-chip electronics using well-
established, very large scale integration (VLSI)-complementary metal-oxide--
semiconductor (CMOS) foundry processes. MEMS fabrication, though, is
much more complicated than integrated circuits (ICs) because of the intricacy
of the actuators, sensors, and micromirrors being produced [23]. Electrostatic,
magnetic, piezoelectric, and thermal are the principal actuation methods used
in MEMS. Piezoresistive, capacitive, and electromagnetic are the different
sensing methods used in MEMS. In addition to manufacturing concerns,
control software is an important element. Following a period of government-
funded basic research in the mid- to late 1980s, commercially produced
MEMES have been deployed for the past decade in a number of applications.
Early applications included airbag sensors, projection systems, scanners, and
microfluidics. Continued technical developments have very recently extended
MEMS applications to include optical networking, with devices such as optical
switch, variable optical attenuators (VOAs), tunable lasers, tunable filters,
dispersion compensation, and EDFA gain equalizers. Commercial MEMS -
based all-optical switches basically route photons from an input optical fiber
to one of the output fibers by steering light through a collimating lens,
reflecting it off a movable mirror, and redirecting the light back into the desired
output port. The two basic design approaches are the two-dimensional (2D)
digital approach and the three-dimensional (3D) analog approach. In 2D
MEMS, micromirrors and fibers are arranged in a planar fashion, and the
mirrors can only be in one of the two known positions ("on" or "off") at any
given time. An array of mirrors is used to connect N input fibers to N output
fibers. This is called N2 architect, since N2 number of mirrors are needed. For
example, an 8 x 8 2D switch uses 64 mirrors. A big advantage of the 2D
approach is that it requires only simple controls, essentially consisting of very
simple transistor to-transistor-logic (TTL) drivers and associated electronic
upconverters that provide the required voltage levels at each MEMS microm-
irror. The 3D analog approach uses the same principle of moving a mirror to
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redirect light. But in this approach, each mirror has multiple possible posi-
tions— at least N positions. It is called 2N architect because two arrays of N
mirrors are used to connect N input to N output fibers. The 3D approach can
scale to thousands of ports with low loss and high uniformity since the distance
of light propagation does not increase as the port count grows, whereas in 2D
switch, port count increase results in squared increase in light travel distance
and increase in the pitch of the micromirrors and the diameter of the light
beam, placing tight constraints on collimator performance and mirror align-
ment tolerance. Such a trade-off can rapidly become unmanageable, leading to
very large silicon devices and low yields. Thirty-two ports are currently
considered a top-end size for a single-chip solution in 2D MEMS switch. The
catch for 3D switch is that a sophisticated analog-driving scheme is needed to
ensure that the mirrors are in the correct position at all times. Although
MEMS technology can produce 2N 3D mirror arrays with impressive stability
and repeatability by using a simple open-loop driving scheme, closing the loop
with active feedback control is fundamental to achieving the long-term stability
required in carrier-class deployment of all optical OXCs. Using a closed-loop
control scheme implies that monitoring the beam positions must be implemen-
ted in conjunction with computation resources for the active feedback loop and
very linear high-voltage drivers.

12.2.7. OPTICAL MONITORING

Optical monitoring provides the base for optical networking. It is crucial
not only to offer large capacity for various traffics but also to manage all the
traffic streams. Network management (NM) functions include performance
monitoring (PM), alarm, provision, and protection/restoration. NM in electri-
cal networks is usually done by monitoring some predefined overhead (OH)
bytes or bits in digital signals. For example, SONET/SDH defines path, line,
and section overhead bytes. SONET equipment reads these OH bytes for
network management. In principle, an optical network should perform the
same functions at the optical layer. Unfortunately, optical monitoring technol-
ogy is still in its infancy stage, way behind optical transmission technology.

The earliest (and still widely used) optical monitoring system uses an
asymmetric optical coupler, called a tap coupler, to take a small portion of the
traffic-bearing optical signal. After O-to-E conversion, this tapped signal
provides the optical power level of the mainstream optical signal to NM, based
on which LOS (loss of signal) alarms and protection switching are determined.
In some DWDM systems, optical channel or wavelength information is
encoded using a low-frequency dither tone to modulate the transmitter laser.
This low-frequency content is extracted at the optical monitoring point, so that
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channel wavelength information is also available, in addition to optical power
level.

With increases in the channel count and transmission distance of DWDM
systems, demand for optical layer information increases too. Channel monitor
has become an attractive product recently because it measures the optical
spectrum of the DWDM composite signal, giving valuable information such as
individual channel optical signal-to-noise ratio (OSNR) and real-time channel
wavelength value. A channel monitor is basically an optical spectrum analyzer
(OSA) with a reduced feature set. But unlike OSA as a costly testing
instrument, channel monitors are integrated into DWDM system equipment.
They must be small in size and cost effective. While OSA is based on tilting a
diffraction grating to disperse the spectral content of optical signals, channel
monitors can be cataloged into two types: one is based on a photodiode array;
the other on a tunable Fabry-Perot (FP) filter. In the first case, the
optical signal is dispersed into spatially separated beams per their wavelength/
frequency content, by either diffraction grating or fiber Bragg grating. A
photodiode (PD) array then detects these single-frequency beams and the full
signal spectrum information is obtained when signals from all photodiodes
are combined. In the second case, the cavity length of a Fabry-Perot
filter, consisting of two reflection facets with an air or glass gap in between, is
tuned by a voltage-driven piezoelectric (PZT) actuator. This tunable FP filter
acts as a bandpass filter, which allows the DWDM channel to pass through
sequentially.

The key issues regarding channel monitors are channel resolution, number
of channels, wavelength accuracy, OSNR accuracy, dynamic range, and sensi-
tivity. For channel monitors based on a photodiode array, the number of pixels
of PD array posts an intrinsic limit to the number of channels a monitor can
resolve. For a channel monitor using 256 PD array, there are only about 3
spectral points to represent each channel when the incoming DWDM signal
has 80 channels. To monitor today's DWDM systems with > 100 channels, a
521 or bigger PD array is definitely needed. However, the sensitivity of the PD
array may suffer as pixel number increases. For channel monitors based on
tunable FP filters, PZT as a moving part posts concerns about its long-term
reliability.

Channel monitors provide channel power, OSNR, and wavelength informa-
tion that is valuable for optical layer networking. This information is not
adequate for network management to diagnose the health of each transmitted
optical channel, though, Chromatic dispersion, polarization mode dispersion
(PMD), and nonlinearities and their interplay in transmission fiber all have an
impact on signal quality. To this date, bit-error rate (BER) in the electrical
domain remains the most trusted measure of the health of optical transmission.
There is still quite a long way to go for optical monitoring to overtake BER,
thus enabling all-optical networking.
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12.3. DESIGN OF OPTICAL NETWORK TRANSPORT

In the previous section we discussed some critical optical network elements
such as optical fibers, optical amplifiers, transmitters, and receivers. Now we
consider the design of simple optical network transport when these key
components are put together. We first will discuss the impacts of fiber
dispersion, fiber nonlinearity, and signal-to-noise ratio (SNR); then we will
present design examples considering all effects.

12.3.1. OPTICAL FIBER DISPERSION LIMIT

The electric field of a linearly polarized optical signal or pulse can be
expressed as

E(x, y, z,t)= n[E(x, y, z, t)e mm]z ~ <at] + c.c.] (12. 1 0)

where n is a unit vector, /?(«) is the propagation constant, co is the angular
frequency, and c.c. is the acronym of the complex conjugate. fi((ai) can be
expanded in a Taylor series around the center frequency co0 of the light,

iti — " 0

where

A,
<a = coo

Chromatic dispersion is caused by the dependence of p(w) on the optical
frequency. Optical pulse consists of many frequency elements that travel at
different speeds due to the frequency dependent fi(co). As they travel along the
optical fiber, the higher-frequency elements of the pulse propagate faster than
the lower-frequency ones. Thus, the optical pulse broadens when it reaches its
destination. This phenomenon, often referred to as chromatic dispersion, is
detrimental to the optical transmission system, as schematically explained by
Fig. 12.19. At the origination of the transmission system, binary sequence 101,
represented by different power levels of optical pulses, is sent to a trunk of
optical fiber. Fiber chromatic dispersion causes the spread of optical pulses.
The receiver (not shown in the figure) may see the symbol 0 as 1. As a result,
a transmission error occurs.
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Optical fiber

Fig. 12.19. System impairment of chromatic dispersion.

The D parameter, defined as

is commonly used to measure chromatic dispersion, where /. is the wavelength
and c is the speed of light in vacuum, respectively. For a conventional single
mode fiber D is approximately 17ps/nm-km in the 1.55/mi window. As ex-
plained early, chromatic dispersion restricts a maximum optical signal trans-
mission distance. The dispersion-limited transmission distance for a system
using external modulated transmitter is approximately 6000/B2 kilometers,
where B is the bit rate of the signal. It is obvious from the above relationship
that the dispersion limit distance drops rapidly as signal speed increases. For
example, a linear transmission system with a bit rate of 2.5 Gbits/s can
propagate nearly 1000 kilometers without worry about dispersion limitation.
However, the limit is only a few kilometer when the bit rate increases to 40
Gbits/s. Hence, in a high-bit rate optical network, dispersion compensation is
definitely required.

12.3.2. OPTICAL FIBER NONLINEARITY LIMIT

Nonlinear optical effects are the responses of the dielectric material at the
atomic level to the electric fields of an intense light beam. Nonlinear optical
effects in fiber generally fall into two categories: inelastic effects such as
stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS);
and elastic effects such as self-phase modulation (SPM), cross-phase modula-
tion (XPM), and four wave mixing (FWM).

12.3.2.1. Stimulated light Scattering

In the case of stimulated light scattering, a photon associated with the
incoming optical field, often called a pump, interacts with the dielectric
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material to create a photon at a lower Stokes frequency and another form of
energy called a phonon. The major difference between Raman scattering and
Brillouin scattering is that an optical phonon is created in Raman scattering
and an acoustic phonon is created in Brillouin scattering.

Although a complete study is very complicated, the initial growth intensity
of the Stokes wave /, in the case of SRS may simply be described by

where lp is the pump intensity and gR is the Raman gain coefficient (% 1 x
10~ 13 m/W for silica fibers near 1 /im wavelength). A similar relationship holds
for SBS with gR replaced by the Brillouin gain coefficient gB (%6 x 10~ u m/W
for silica fibers near 1 /mi). In an optical transmission system the intensity of
the scattered light in both SBS and SRS cases grows exponentially at the
expense of the transmission signal which acts as a pump. This phenomenon
leads to considerable fiber loss. The measure of the power level causing
significant SBS and SRS is commonly called threshold power Pth, defined as
the incident pump power at which half of the power is transferred to the Stokes
wave. For SBS, the threshold can be estimated by [24]

- 2M~". ,12.14)

where Ae{{ is the effective mode cross section, often referred to as the effective
fiber core area; and Leff is the effective interaction length [25]

where a is the fiber loss and L is the actual fiber length. For SRS, the threshold
power can be estimated by [24]

l6Actf
Pth*—r^- (12.16)

0/J^eff

The threshold power of SBS at conventional single mode fiber can be as low
as ~ 1 mW at the most popular 1.55 /mi window. Under the same conditions,
the threshold power of SRS is more than 500 mW, mainly due to the much
smaller Raman gain coefficient.

From the system point of view, it is very important to keep the optical signal
of every channel below the SBS and SRS thresholds. The SBS threshold can
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be increased as the light source line width becomes wider than the Brillouin
line width [26]. Another practical approach is to dither the laser source. Slight
dither in frequency, for example, tens of MHz, can increase the SBS threshold
by more than an order of magnitude. Although the SRS threshold is higher, in
DWDM systems it still causes power transfer from the low-wavelength
channels to the high ones and therefore leads to SRS cross talk between
channels. Large fiber dispersion and power equalization between channels are
usually used to alleviate the SRS negative impacts of SRS.

12.3.2,2. Self-Phase Modulation and Cross-Phase Modulation

Both self-phase modulation (SPM) and cross-phase modulation (XPM) in
optical fiber arise from nonlinear refraction that refers to the intensity depend-
ence of the refractive index. SPM has been well depicted in [35]. The refractive
index can be expressed as

P
n(io) = n0(oj) + n2—- , (12.17)

where n0(o>) is a linear component and n2 is the nonlinear refraction index
coefficient, which is ~3 x 10~20m2/w for silica fibers. This nonlinear refrac-
tion results in a nonlinear phase shift to the light traveling in a fiber [27]

(12.18)

where y is the nonlinear coefficient, and

(12.19)

where /. is the wavelength of the light. Although the nonlinearity of the silica
material itself is very small, the confined optical power inside the fiber and the
long propagation length lead to significant nonlinear phase shift.

SPM is caused by phase shift from the optical field itself. The peak of a pulse
induces a higher nonlinear coefficient and travels slower in the fiber than the
wings. As a result, in the wavelength domain the leading edge of the pulse
acquires shift toward red (longer wavelength) and the trailing edge acquires
shift toward blue (shorter wavelength). The signal broadening in the frequency
domain is

(12.20)
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Practically, SPM should be considered seriously in high-speed systems and
may lead to system launch power under a few dBm, depending on fiber types.

The intensity dependence of the refractive index can also cause XPM when
two or more channels are transmitted. The nonlinear phase shift for a specific
channel arises from the modulation of other channels presented. Similarly,
there is spectral broadening

dP
—. (12.21)

The factor of 2 indicates that the effect of XPM is twice that of SPM for the
same input power. However, in practice XPM does not necessarily impose a
strong system penalty if the channel spacing is large enough (^100 GHz)
and/or dispersion is well managed.

12.3.2.3. Four Wave Mixing

Like SPM and XPM, four wave mixing (FWM) also arises from the
intensity dependence of the refractive index of silica. When three optical fields
at different wavelengths o^, co,-, and cok (k ^ ij) are simultaneously propagat-
ing along the fiber, they interact through the third-order electric susceptibility
of the silica fiber and generate a fourth optical field

wijk =- Mi ± ojj + ojk. (12.22)

In a WDM system this formula applies to every choice of three channels.
Consequently, there are a lot of new frequencies generated. The new frequen-
cies suck the optical power of the original frequencies. Moreover, in the case
of equally spaced channels they coincide with the original frequencies, leading
to coherent cross talk that degrades system performance severely. The peak
power of the new field can be expressed by

(12.23)

where Y\ is called FWM efficiency. Unequal channel spacing has been proven
to reduce FWM substantially but it is not a practical approach due to other
component and system design considerations. Practically, limited system
launch power can reduce FWM generation but may result in other system
penalties. At fixed input power, large channel spacing 0 100 GHz) and/or high
fiber dispersion can alleviate FWM efficiency.



12.3. Design of Optical Network Transport 70!

12.3.3. SYSTEM DESIGN EXAMPLES

The design of a practical optical transport system is complicated. Many
factors must be considered, such as the detailed channel (wavelength) plan for
DWDM systems, appropriate transmitter and receiver pairs, optical fiber
types, optical amplifiers, dispersion compensation modules, multiplexers/de-
multiplexers, and many others. This section briefly discusses system design
guidelines. We start from the design of a linear system, considering only the
so-called power budget. Then we include the fiber dispersion limit, fiber
nonlinearity limit, and noise into system design consideration based on the
optical signal-to-noise ratio (OSNR).

12.3.3.1. Power Budget

A single-wavelength optical transmission link is shown in Fig. 12.20. The
optical transport consists of transmitter, receiver, optical fiber, and connectors
among all elements.

The receiver has a minimum optical power threshold under which the
system performs poorly. Usually this minimum power threshold is called
receiver sensitivity jPmin. In designing a system, power budget ensures that the
power level reaching the receiver exceeds the sensitivity to maintain good
system performance. The type of transmitter (wavelength and material) and its
launch power PL are usually specified depending on the desired length of the
fiber transmission link. The fiber type and its insertion loss are determined by
the system operation wavelength. The power budget criteria requires the
condition

P, . -L-M-Pm i n = 0, (12.24)

where M is the system margin which is allocated to consider the component
aging degradations over their lifetimes and some operation cushion. L is the
total loss coming mainly from the insertion loss of optical fiber, plus some
connector loss Lcon. L can be expressed as

L = a /+L c o n , (12.25)

Transmitter Optical Fiber Receiver

Connector

Fig. 12.20. A single-channel, point-to-point optical transmission link.
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Table 12.3

Power Budget of an Optical Transmission Link

Transmitter launch power — 8 dB m
Receiver sensitivity — 2 2 d B m
System margin 6 dB
Optical fiber loss 0.6 dB/km
Connector loss 2 dB
Maximum transmission distance 10 km

where a is the optical insertion loss in dB/km and / is the fiber span
length.

In Table 12.3 we list the specifications of a typical set of components,
including transmitter, receiver, and optical fiber for a gigabit Ethernet applica-
tion in the 1.3 /mi window. Using Eqs. (12.24) and (12.25) we estimate that
the maximum distance of the optical link is 10 km. In Table 12.3, the
fiber fusion splice loss is already included in the insertion loss of single mode
optical fiber.

12.3.3.2. Optical Signal-to-Noise Ratio (OSNR)

The introduction of optical amplifiers and DWDM technologies greatly
complicates the power budget approach. The simple math in the last section,
based on the fact that the system is insertion loss limited, is no longer valid
since the impairments associated with amplifier noise, fiber dispersion, and
nonlinearity are the dominant effects in determining maximum link distance.
Another methodology, based on the optical signal-to-noise ratio (OSNR), must
be adopted. Before addressing this in detail, we examine an important
parameter called bit-error ratio (BER).

12.3.3.2.1. Bit-Error Ratio

There are many ways to measure the quality of optical transmission systems.
The ultimate and most accurate test for any transmission medium is bit-error
ratio (BER) performance. This reflects the probability of incorrect identifica-
tion of a bit by the decision circuit of an optical receiver. In its simplest form
BER is a figure of merit, defined as

(12.26)

where B(t) is the number of bits received in error and N(t) is the total number
of bits transmitted over time t. A commercial optical transmission system in
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general requires the BER to vary from 1 x 1CT 9 to 1 x 10~15, typically around
I x 10~12 {a BER of 1 x 10~12 corresponds to, on average, one error per
trillion transmitted bits). Since BER is a statistical phenomenon, enough
measuring time has to be allocated to ensure accuracy.

12.3.3.2.2. Optical Signal-to-Noise Ratio

In a contemporary long-haul DWDM transmission system, as shown in Fig.
12.21, high-power optical amplifiers are periodically used after every certain
span of optical fibers, usually 80 or 100 km, to restore the power of the optical
signal. Assume that the optical signal from the transmitter is superclean
without any noise. The signal first encounters some components, such as the
DWDM multiplexer, experiencing insertion loss. The first amplifier not only-
boosts signal power before it enters into optical fiber, but also generates
amplified spontaneous emission (ASE) noise

^noise = 2nsphy(g - 1)B0, (12.27)

where hy is the photon energy, g is the gain of the amplifier, B0 is the optical
bandwidth in Hertz, and nsp is related to the noise figure of the amplifier.
The output of the first amplifier is then launched into the optical fiber.
After a certain distance its power is attenuated by the fiber but boosted
again by the second amplifier. Now besides the signal, ASE noise gener-
ated by the first amplifier is also amplified. Moreover, new ASE noise is
generated by the second amplifier and added onto the signal. The process
is repeated at every following amplifier site, and the ASE noise accumulates
over the entire transmission line. The gain of amplifiers in such a system is
usually automatically adjusted to ensure that the output power (signal
power plus noise power) of every channel is fixed. Since more and more
ASE noise is created and accumulated, signal power is sacrificed to keep total
power unchanged. Sometimes the power level of accumulated noise can be very

Fig. 12.21. A multichannel amplified optical transmission system.
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high. As a result, optical SNR at the output of a chain of N amplifiers is
reduced.

We now present some general but useful engineering rules of designing
amplified DWDM optical transmission systems.

1, Allocate the minimum OSNR required by the optical receiver to achieve
the desired system BER. For example, an OSNR of 21 dB at 0.1-nm
measurement bandwidth may be required to achieve 1 x 10~15 BER for
a system at 10 Gbits/s transmission rate.

2, Allocate the power penalty from optical fiber nonlinearity. There are many
nonlinear phenomena, including SPM, XPM, FWM, SBS, and SRS, that
may cause impairments to transmission systems, especially at high speed.
Such impairments directly require additional optical power increase in
order for the optical receiver to maintain the same system performance
integrity. Such a power increase in unit decibels is called the power penalty.

3. Allocate the power penalty from optical fiber dispersion. Similar to
nonlinearity, fiber dispersion leads to system performance degradation
that adds additional OSNR requirements.

4. Allocate the OSNR margin, considering the potential penalty from the
component aging effect, polarization dependent effects, and so on.

To conclude this section, we present a typical 10 Gbits per second system
design example in Table 12.4, This example illustrates that system OSNR
requirements may be raised substantially to compensate for various impair-
ments.

12.4 APPLICATIONS AND FUTURE DEVELOPMENT OF
OPTICAL NETWORKS

12.4.1. LONG-HAUL BACKBONE NETWORKS

Previous sections explained that various technologies, especially optical ampli-
fiers and DWDM, have revolutionized backbone long-distance optical net-
works. Now we will briefly review the evolution of the backbone optical
network from yesterday's short-reach system to tomorrow's ultra-long-haul
(ULH), all-optical system. We will also introduce the key enabling technologies
for ULH transmission.

12.4.1.1. Evolution of Backbone Optical Network

A generic schematic of the backbone optical network before the deployment
of WDM and ED FA technologies is presented in Fig. 12.22(a), where TX and



12.4. Applications and Future Development of Optical Networks 705

Table 12.4

A Design Example Based on OSNR Allocation

Impairment OSNR allocation (dB)

Ideal OSNR without impairment
Nonlinearity impairment
Dispersion impairment
System margin
Actual requirement

21

3
27

Fig. I2.22(a). Yesterday's backbone optical network.

EDFA

80km

300km

Fig. 12.22(b). Today's backbone optical network.

RX stand for laser transmitter and optical receiver, respectively. In each fiber
only one wavelength is transmitted. Due to the attenuation of optical fiber, the
optical signal can only propagate about 40 km. Then an optical receiver must
be used to convert the signal to an electronic signal, which then modulates a
new transmitter to restore the original optical signal. This kind of optical-to-
electronic-to-optical (OEO) conversion repeats every other 40 km until the
information reaches its final destination.

In today's backbone optical network, as shown in Fig. 12.22(b), EDFA and
DWDM technologies are widely applied. DWDM technology is about to
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Gateway Node: 3R Q Optical Cross Connect

I Optical Amplifier

Fig, 12.22(c). Tomorrow's ultra long-haul backbone network.

combine more than 100 wavelengths carrying life traffic into a single piece of
fiber. EDFA, which is a much more cost-effective solution, has substantially
reduced the use of OEO devices in today's networks. Nevertheless, the cost of
such OEO regenerators is still the largest portion of overall network cost.
Because of the economic factor, it is generally agreed that tomorrow's terres-
trial backbone network should be an ultra-long-distance (over thousands of
kilometers) one between OEO regenerators. Ideally, we should see a network
similar to Fig. 12.22(c) without OEO regenerators from coast to coast.

12.4.1.2. Enabling Technologies for Ultra-Long-Haul Transmission

In this section several key enabling technologies, including forward error
correction, Raman amplification, dynamic gain equalization filters, second-
order dispersion compensation, and soliton transmission are briefly discussed.

12.4.1.2.1. Forward Error Correction (FEC)

We have seen previously that in order to achieve required system BER, a
minimum OSNR has to be guaranteed. FEC is one of the coding technologies
that can improve system BER without additional requirements on OSNR
improvement. Figure 12.23 demonstrates how FEC is implemented. The
encoder introduces extra bits to the input data on the transmitter site. On the
receiver site, the decoder uses the extra bits to restore the input data sequence
when the data is corrupted by the various impairments associated with the
transmission link. As a result, FEC enables the system to achieve the same
BER performance with less channel OSNR compared to a system without
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Data in

Fiber

Fig. 12.23. Implementation of FEC in an optical communication system.

FEC. In other words, a system powered by FEC will achieve a longer
transmission distance with the same BER.

The extra bits introduced by FEC will increase the bit rate. Practically, a
7% increase in bit rate will comfortably decrease system OSNR requirements
by 5 dB or more, which in turn, easily doubles the transmission distance.

12.4.1.2.2. Raman Amplification

In high-capacity DWDM transmission systems, every channel has to keep
enough OSNR in order to achieve required BER. Consequently, high-power
amplifiers are used to boost the launch power into every fiber span. There are
two direct impairments associated with this method, however:

• High-power amplifiers produce more ASE than low-power amplifiers.
ASE is the major noise source degrading transmission system perfor-
mance.

• High launch power causes more severe fiber nonlinearity impairment.

Mixed together with EDFA, Raman amplification becomes a key technology
to enable ULH transmission.

Raman scattering was discussed in the previous section. Raman amplifica-
tion actually takes advantage of Raman scattering. It occurs when high-energy
pump photons scatter off the optical phonons of an amplification materials
lattice matrix and add energy coherently to the signal photons. When applied
to optical networks, pump light is launched directly into the transmission fiber
and the transmission fiber serves as the gain medium to the optical channels.
Hence, it is also called distributed Raman amplification. The advantages of
using distributed Raman amplification are as follows:

• Distributed Raman amplification offers an effective noise figure which is
much smaller than EDFA, resulting in higher system OSNR.
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• Since the gain medium is distributed, the launch power into the fiber can
be reduced substantially to lower the fiber nonlinearity penalty, such as
FWM.

• The gain spectrum is flatter than that of EDFA, so the performance is
more even for a multichannel DWDM system.

Practically, it is still difficult to manufacture a reliable high-power Raman
pump source. It is more likely that the hybrid EDFA and Raman amplification
will be deployed in tomorrow's ULH transmission systems.

12.4.1.2.3. Gain Equalization Filter (GEF)

The gain spectrum of EDFA is nonuniform, and the nonuniformity worsens
in transmission systems with amplifier chains. The channels experiencing less
amplification suffer a penalty from reduced OSNR while the channels experi-
encing more amplification may trigger fiber nonlinearity penalties. A gain
equalization filter (GEF) is a device that compensates for the accumulated gain
spectrum nonuniformity.

12.4.1.2.4. Second-Order Dispersion Compensation

We can easily find that the D parameter defined in Sec. 12.3.1 is also a
function of wavelength. In other words, the dispersion of optical fiber varies
with different channels. For tomorrow's higher-capacity ULH network, this
second-order dispersion may result in severe impairment in that (a) the
DWDM channels will occupy the whole C and L band, so the wavelength
swing is at least 40 nm; and (b) at such high wavelength swing, the accumulated
dispersion difference from thousands of kilometers of transmission fiber is huge.

As a result, traditional dispersion compensation, which only corrects the D
parameter, is not enough for ULH networks because the residual dispersion
difference may be fatal to some channels at high bit rates (> lOGbits/s).
Dispersion compensation devices which can correct second-order dispersion
become a critical element.

12.4.1.2.5. Soliton Transmission

A soliton is a narrow optical pulse that retains its shape as it travels along
a very long distance of optical fiber. For many years researchers all over the
world have been studying soliton for high-bit rate, ULH transmission appli-
cations. Only recently has soliton emerged as a viable alternative for next-
generation ULH optical networks.

In soliton transmission, two impairments to traditional systems; namely,
chromatic dispersion of the optical fiber and self-phase modulation (SPM),
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actually work against each other to generate a stable, nondispersive pulse
which can be transmitted over very long distances. Solitons are more robust to
fiber polarization mode dispersion (PMD).

12.4.2, METROPOLITAN AND ACCESS NETWORKS

Access networks include networks connecting end users or customer prem-
ises equipment (CPE) to a local central office (CO). The metropolitan area
network (MAN) is responsible for connecting clusters of access networks to a
long-haul backbone network, also known as a wide-area network (WAN). The
long-haul market is focused largely on lowest cost per bit, whereas metro
networks focus on flexible, low-cost, service-oriented delivery of bandwidth.
Because metro networks serve a much larger number of clients, including
residential and business customers with varied needs, than long-haul networks,
network scalability and software-based automatic provisioning to reduce truck
roll for changes in network topology, bit rates, or customers are very crucial.

The overwhelming trend is to simplify network infrastructure by putting
more functions in new optical layers. One result of this evolution is that the
distinction between metro networks and access networks is blurring. Carriers
are building new metro networks to deliver service to CPE in the most direct
way possible.

New metro networks can be roughly cataloged as DWDM/router-based
networks and SONET-based networks. Figure 12.24 shows an example of a
DWDM/router-based network, in which bidirectional DWDMs couplers act
as passive optical splitters, dividing the light carried by the two OC-48s into

OC~1fl2

Fig. 12.24. DWDM router -based optical network.
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2n wavelengths (n passing clockwise through the ring, n passing counterclock-
wise). At CPE, an OADM picks up two of the 2n wavelengths on the
ring — one traveling clockwise, one counterclockwise. The two wavelengths
enter a switch. One of the wavelengths is converted directly to bandwidth for
use by the building's tenants, at 100 Mb/s per tenant. The other provides an
alternate route in case the first link fails due to a break in the fiber or a failure
in one of the network devices. If fiber is cut on the way into the building, for
instance, the switch will sense that packets are not coming through its primary
port. It automatically will shift to the secondary port. Likewise, if a device fails
on the customer network, the Internet connection is still guaranteed. This type
of DWDM/router-based network is preferred by emerging Internet service
providers that are looking to deliver more bandwidth at lower cost to their end
users. As voice- and video-over IP matures, this network promises to deliver
all services to the end user via an optical IP infrastructure.

SONET- based metro networks focus on providing data intelligence using
a voice-optimized SONET platform. The SONET multiservice provisioning
platform (MSPP) and passive optical network (PON) [28] are the two most
active areas at present. SONET MSPPs use full or slimmed-down versions of
SONET with added statistical multiplexing to handle other non- SONET
traffic. They are designed to sit in carriers' COs and POPs, and, in some cases,
CPEs to switch voice, video, and different types of data traffic. PON products
focus on providing a low-cost way for service providers to deliver access
capacity. Unlike SONET MSPP, they only work over the last mile, not among
COs or POPs. Figure 12.25 shows a typical PON architecture [29]. An optical
line terminal (OLT) sitting at a carrier's CO sends traffic downstream to
network subscribers and handles its upstream return from subscribers. At the
outside plant, passive optical splitters distribute traffic from OLT to CPEs

Central Office

Outside
Plant

CPE

10/100
y v y

T1 (Voice) T1 (data) ATM

Fig. 12.25. PON architecture.
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using star, ring, or tree configurations. Finally, optical network units (ONIJ)
at CPE take in light that is sent from the passive splitters, convert it to
specific types of bandwidth such as Ethernet, ATM, and Tl voice and data,
and pass it on to routers, PBXs, switches, and other enterprise-networking
gear. ON Us also incorporate the lasers that send traffic back to the central
office at the command of the OLT. Both SONET MSPP and PON are well
suited for incumbent carriers with a need to stretch their SONET infrastructure
for more data traffic. And DWDM is supported on both platforms for capacity
boosting and for optical-level bandwidth granularity.

The huge traffic demand, coupled with unprecedented capacity and net-
working capability growth in long-haul back and access networks, is pushing
metro networks to grow from < 50 km coverage to a much bigger range of 200
to 400 km. DWDM also is becoming a necessity in metro networks, less for its
capacity boosting capability, than for the transparency and service flexibility
brought forth by wavelength networking. Optical add/drop modules (OADM)
are widely deployed in metro networks as an effective optical way to manipu-
late bandwidth. All this together indicates the beginning of an era of optical
networking.

12.4.3. FUTURE DEVELOPMENT

At the beginning of the 21st century, networking with optical wavelengths
is still at a very early stage. DWDM transmission is in the middle of evolving
into DWDM networking, driven by unprecedented bandwidth demand from
widespread use of the Internet. Advances in optical technology for networking
have so far been trailing market demand. Breakthroughs in the areas of
ultra-long-haul (>3000 km) transmission, optical cross-connect, tunable op-
tical source, optical monitoring, and tunable optical filters will all have a big
impact on the progress of optical networking.

Ultra-long-haul optical transmission is revolutionizing the communica-
tion infrastructure [30]. It not only cuts down backbone transmission cost
and provides transparency by eliminating rate-dependent electrical 3R
along the route, but also facilitates optical layer bandwidth manipulation
through OADM and OXC. Optical amplification is the base for coast-to-
coast ultra long-haul backbone transmission. Conventional optical ampli-
fied systems can only reach < 1000 km distance before electrical 3R is used.
Transmission of DWDM OC-192 channels over 2000 to 5000-km dis-
tances poses major challenges that cannot be met with conventional DWDM
technology [31]. Foremost among these problems are dispersion accum-
ulation, impairments due to optical nonlinearities, accumulation of optical
noise, and optical amplifier gain nonuniformities. At present, Raman am-
plification (both distributed and discrete) [32], super FEC, high-spectral
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efficiency modulation, dispersion slope management, and dynamic gain
equalization are the key technologies under study to combat these dif-
ficulties. Another effort to realize ultra-long-haul transmission is soliton
transmission.

Opaque OXC — optical cross-connect using O/E/O and electrical switch
core has been deployed in the field since late 2000. Transparent core OXC uses
optical switch core and some O/E/O, and totally transparent OXC uses optical
switch and no O/E/O. OXCs based on optical switch core are still striving to
make their way to real-world applications. Electrical switch fabrics offer clear
advantages. They allow use of proven, off-the-shelf chip technology, and they
provide channel monitoring and management capabilities. On the other hand,
they bring clear disadvantages as well. Electrical switch fabric requires O/E/O
that uses expensive optoelectronic components such as lasers and modulators,
and limits the port speed and ultimately scalability of OXC. In contrast,
all-optical switches use MEMs and other transparent optical components to
redirect lightwaves without regard to the speed of the signal. Thus, they have
the benefit of port-speed independence, so that carriers can upgrade their
transport equipment without having to replace their switches. However,
all-optical switches offer little channel monitoring and line rate bandwidth
grooming, making service provisioning and network management quite chal-
lenging. Therefore, opaque OXC will be around for quite a while, perhaps
forever at the edge of the network. Transparent core OXC is a future-ready
interim solution. Totally transparent OXC will dominate the deep core of the
network when optical switch as well as optical monitoring technologies
mature.

While wavelengths hold the key to commercial optical networking, they are
generated by wavelength-stabilized DFB lasers. Wavelength-tunable semicon-
ductor lasers will provide networking flexibility and cost reduction in the
following areas:

Spares. Today, for every discrete wavelength deployed in an 8- or 80-
channel DWDM system, 8 or 80 spare transponders must be in inventory
in the event of transmitter failure. Tunable semiconductor lasers have
been proposed as a means to solve this problem.
Hot backup. An idle channel containing a tunable laser is used for
redundancy to immediately replace any failed transponder.
Replacement. Using tunable lasers to fully replace the fixed-wavelength
lasers in DWDM networks solves inventory management and field-
deployment complexity.
Reconfigurable and/or dynamic OADM. In optical networks using
OADM, tunable lasers enable network operators to dynamically allocate
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which channels are dropped from the network and which channels are
added.

* Optical cross-connect and wavelength routing. Tunable laser transmitters
are a way to achieve additional flexibility, reliability, and functionality in
an optical network. Tuning the laser from one wavelength to another
wavelength can change the path that is taken by an optical signal, A
tunable filter at the receiving node is also required.

In the future, nanosecond-speed tunable lasers may make it possible to
switch packets in the optical domain. Today, there are four basic technology
candidates for tunable lasers:

1. DFB lasers. Limited tuning (5 to 15 nm) is achieved by tuning the
temperature of the laser chip.

2. Distributed Bragg Reflector (DBR) lasers. The gratings of DBR lasers are
built in the one of the passive sections of the laser cavity, instead of inside
the active section as is the case for DFBs. The biggest benefit is that
injection current to the grating can result in a much bigger change in the
refractive index of the cavity, since carriers in the passive section are not
clamped as they are in the active section; this in turn results in wider
wavelength tuning through injection current [33].

3. External-cavity diode lasers, which consist of a Fabry-Perot laser diode
and an external high-reflectivity diffraction grating. Tuning is achieved
through mechanically tilting the grating.

4. Vertical-cavity surface-emitting lasers (VCSELs). VCSELs are compound
semiconductor microlaser diodes that emit light vertically perpendicular
to their p-n junctions from the surface of a fabricated wafer [34].

Tuning is achieved by moving the top reflection mirror of the laser cavity
implemented with MEMS. All of these four tunable laser technologies have
their advantages and disadvantages.

Tunable optical filters, which pass any desired wavelength via software-
based electrical control, are the next step toward current fixed-wavelength
mux/demux used in DWDM networks. Tunable lasers and tunable filters
together, they enable the dynamic routing of all wavelengths in an optical
network; that is, any wavelength can be routed to any destination via software
provisioning.

Optical monitoring must extract all information for transmission, such as
power, spectrum, noise, dispersion, and nonlinearity, and for networking, such
as destination, routs, priority, and content type, at the optical layer so that the
optical network has an OAM&P (operation, administration, maintenance, and
provisioning) intelligence close to that of the electrical network. This is a very
important area for optical networking with a great deal left to be deployed.
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EXERCISES

12.1 One digital voice channel takes up 64 kb/s. How many voice channels
can an OC-192 (9.953.28 Gb/s) system deliver?

12.2 Decibel (dB) is commonly used in communications. It can represent
absolute signal power, defined as P (dBm) = 10 log (P(mW)), and
relative level, denned as AP (dB) = 10 Log (PI (mW)/P2 (mW)). 0 dBm
represents 1 mW and 3 dB represents two times. An optical amplifier
has — 5 dBm total input from an 80-channel DWDM signal. Suppose
all channels have the same power. What is the input power to the
amplifier for each channel?

12.3 Noise power in a fiber-optic communication system depends linearly on
the measurement bandwidth. The OC-192 receiver requires that the
incoming signal has a minimum optical signal-to-noise ratio (OSNR) of
25 dB, for 0.1-nm bandwidth. What is the requirement of OSNR for
0.5-nm bandwidth?

12.4 In DWDM systems, one method is to use an optical bandpass filter
(BPF) to pick out a single channel from a composite DWDM signal,
and feed it to the receiver. Since the optical receiver reacts to a wide
spectrum of light, it falls on the optical BPF to suppress out-of-band
noises before they flood the receiver. If the receiver requires that the
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BPF suppresses the unwanted channel to 25 dB down the wanted
channel, in the case of two-channel DWDM, how much lower should
every unwanted channel be relative to the wanted channel if channel
counts increase to 80?

12.5 Chromatic dispersion in optical fiber limits the bandwidth-distance
product of a system. For 140 km of single mode fiber having 17
ps/nrn/km chromatic dispersion, assuming the laser source has 10 nm
FWHM (full width at half maxim) and system 20% bandwidth effi-
ciency, what is the maximum dispersion-limited data rate of the system?

12.6 Find the numerical steady-state solutions for amplifier rate equations
(12.1) to (12.5), assuming 20 meter Erbium fiber length, 90 rnW pump
power at 980 nm, and —10 dBm input signal at 1550 nm.

12.7 An optical amplifier produces 2.00 //W amplified spontaneous emission
(NEDFA), for a signal wavelength of 1550 nm and a bandwidth of 0.5 nm.
What is the corresponding noise figure?

12.8 Draw a configuration of a transmit transponder having a 1310-nm
SONET interface, SONET 3R, and FEC, as well as asynchronous 2R
capabilities. Describe in detail the functions of each block.

12.9 Refer to Exercise 12.6. Draw the configuration of the corresponding
receiver transponder. Describe in detail the functions of each block.

12.10 Modern optical communication systems use the wavelength range 1300
1650 nm in a silica fiber for signal transmission. If the channel spacing
is 12,5 GHz, how many channels can be carried by a single fiber?

12.11 Typically, optical signal experiences 0.8 dB insertion loss when it passes
through a commercial dielectric thin-film filter, and 0.4 dB insertion loss
when it is reflected by the same filter. Estimate the maximum insertion
loss of the eight-channel DWDM demultiplexer in Fig. 12.8.

12.12 Derive the transmission expression of a chain of Mach-Zehnder inter-
ferometers acting as a filter.

12.13 Demonstrate how the Mach-Zehnder interferometer is used as a demul-
tiplexer and show the design schematic of a 1 x 4 demultiplexer.

12.14 Design a 32-channel, 50-GHz channel-spacing DWDM demultiplexer
based on the knowledge learned from Sec. 12.2.3. There may be multiple
solutions; compare the technical merit and economy of different sol-
utions.

12.15 Estimate the threshold power of stimulated Brillouin scattering in
conventional single mode fiber.

12.16 Explain why self-phase modulation in optical fiber causes the peak of an
optical pulse to travel slower in the fiber than the wings.

12.17 Two wavelengths, at frequency /, and /2, can also interact through
optical fiber to generate four wave-mixing sidebands. Derive the ex-
pression of the frequencies of the sidebands.
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12.18 Given the following parameters for a system working at 0.85 /im
window, transmitter launch power —10 dBm and receiver sensitivity
— 35 dBm, 3.5 dB/km fiber cable loss, estimate the maximum link
distance.
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Accuracy of observation, 48
Acousto-optic (AO) modulators, for

information display, 617, 618, 629
Acousto-optic deflector (AOD), 628, 630
Acousto-optic devices, intensity modulation

using, 626
Acousto-optic effect, 618-624
Acousto-optic frequency shifter (AOFS), 638
Acousto-optics, 618
Acousto-optic spatial light modulators

(SLMs), information display with, 617,
618-632

Adaptive thresholding maxnet (AT-maxnet),
396-398

Addition
binary number systems

negabinary number system, 493
positive binary number system, 489-492

non binary number systems, 499
ripple-carry addition, 490
signed-number systems

MSD number system, 503-523
NSD number system, 539-542
QSD, 534-537, 551-557
TSD number system, 530-532, 549

Additive noise, 11

Airy disk, 436, 462
Algorithms

digit-set-restricted reference digits, 519-523
MSD arithmetic, 514-523
nonrestricted reference digits, 514-519
number systems, 544-549, 560
for optical signal processing

circular harmonic processing, 105-107
homomorphic processing, 107-108
Mellin-transform processing, 104-105
simulation annealing algorithm, 112-115
synthetic discriminant algorithm, 108

111
for pattern recognition

polychromatic neural network
algorithm, 420

simulated annealing (SA) algorithm, 387
TSD arithmetic, 530-534

All-optical switches, 203-204
etalon switching devices, 205-208
nonlinear directional coupler, 208 211
nonlinear interferometric switches, 211

219
optical nonlinearity, 204-205
switching time, 203

Ambiguity function, 36
Amplified spontaneous noise (ASE), 677, 703

719
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Angular multiplexing
3-D holographic optical storage, 461
photorefractive processing, 120-121

Angular selectivity, for photorefractive
processing, 122-125

Antisymmetric elementary signals, 25
AOD See Acoustic-optic deflector
AOFS See Acousto-optic frequency shifter
AO modulators See Acousto-optic

modulators
APD See Avalanche photodetector
Area of ambiguity, 36
Arithmetic

binary number systems
negabinary number system, 492-499
positive binary number system, 489-492

nonbinary number systems, 499-501
parallel signed-digit arithmetic, 560-562

generalized signed-digit number systems,
501-503

MSD number system, 500, 502, 503-530
NSD number system, 500, 503, 539-543,

558-560
QSD number system, 500, 503, 534-539,

551-557
TSD number system, 500, 502-503, 530

534, 549
Array waveguide grating (AWG), 682-684
ASE. See Amplified spontaneous noise
Associative memory, 142, 357
AT-maxnet. See Adaptive thresholding

maxnet
Autonomous target tracking, 380-382
Avalanche photodetector (APD), 189, 191
Average mutual information, 7
AWG. See Array waveguide grating
Azo-dye-doped poly vinyl alcohol (PVA), as

holographic storage medium, 459-460

B
Backbone optical network, 704-709
Backplane-transceiver logic (BTL)

backplanes, 344
Bacteriorhodopsin, as optical storage

medium, 444
Band-limited analysis, 19-26
Band-limited channel, 14
Bandpass channel, 19
Bandwidth, external electro-optic

modulators, 227-229
Baye's decision rule, signal detection, 29

BCF. See Bipolar composite filter
BER test. See Bit-error ratio
Binary number systems

negabinary number system, 492-499
positive number system, 489-492
Binary signals, detection, 29 32
Bipolar composite filter (BCF), 112, 387
Bit-error ratio (BER), 195, 197. 198, 695,

702-703
Bit-pattern optical storage, 446 447

multilayer optical disk, 448 449
optical disks, 360, 447-448
optical tape, 447
photon-gating 3-D optical storage. 449

451
Blurred image, restoration of, 93, 135 137
Bragg cell, 618, 621, 629
Bragg diffraction limitation, photorefractive

processing, 121 •-122
Bragg grating, fiber-optic sensors based on,

606-612
Bragg-selective readout, 120
Brillouin scattering, optical time-domain

reflectometry (OTDR) based on,
593-595

Broadband signal processing, optical
methods, 98-103

BTL backplanes. See Backplane-transceiver
logic backplanes

Bulk silicon micromachining, 237
Bus line skew, 344-345
Bus speed, 300
Bus structure, optical interconnects,

343-348

CAM. See Content-addressable memory
Carry-lookahead conversion algorithm, 544,

547
Cascaded optical add/drop multiplexers

(OADMs), 690
Cellular logic processor, 485
Characteristic diameter, 50
Chromatic dispersion, 696
Circular harmonic processing, 105-107
Circular harmonic transform, 105-107, 256
CJTC. See Conventional JTC
Clock jitter, 198
CMF. See Conventional matched filter
Coherence, exploitation of, 131-135
Coherence length, 7.1
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Coherence theory of light, 66-72, 131-135
Coherent illumination, 75
Coherent image processing, 89-103
Coherent noise, 96
Coherent OTDR, 592
Color centers, 442
Color image preservation, 138-140
Comb drives, 241
Communication channels, 3, 9

band-limited analysis, 19-26
continuous, 9, 11-17
discrete, 9
equivocation, 8
information loss, 8
memoryless discrete, 10-11
quantum mechanical channel, 54-58
temporal, 3

Complement number systems, conversion
between signed-digit number system
and, 544-546

Complex degree of coherence, 68
Compression molding, for low-loss polymer

waveguides, 306-307
Computing

digital, 475, 476
optoelectronic. See Optoelectronic

systems
Content-addressable memory (CAM),

optoelectronic systems, 488, 501
Continuous channel, 9, 11-17
Continuous-discrete channel, 9
Contrast ratio, 202
Controlled switching

etalon switching devices, 207-208
nonlinear directional coupler, 211

Conventional JTC (CJTC), 370-372
Conventional matched filter (CMF), 408
Convergence division

MSD number system, 525-526
TSD number system, 534

Coplanar waveguide (CPW), 331
Correlation detection, optical image

processing, 89-92
CPW. See Coplanar waveguide
Cross-phase modulation (XPM), 671-672,

699-700
Cross talk, 193, 194
Cubic subholograms, 461
Curie point, 445
Cyclotenes, optical properties of, 304, 305
Czochralski process, 441

D
Data association tracking, 382-387
DBR lasers. See Distributed Bragg reflector

lasers
Deblurring, 93, 135-137
Decision rule, signal detection, 29
Deformable diffraction gratings, 242-244
Deformable membrane actuator, 239, 240
Degenerate four-wave mixing, 119
Degree of coherence, 69
Degree of restoration, 94
Degrees of freedom, band-limited analysis.

23 25
Demon exorcist, 42-45
Dense wavelength division multiplexing

(DWDM), 668-669, 678 688, 705-
706,711

Dephasing limitation, photorefractive
processing, 122

Dephasing wave vector, 122, 126
DFB lasers, 713
Dichromated gelatin, as optical storage

medium, 438
Dielectric thin-film filter, DWDM

multiplexer, 680-682
Diffraction

Fraunhofer diffraction, 259
Huygens-Fresnel diffraction, 256, 264

Diffraction gratings
deformable, 242-244
design, 312-314
DWDM multiplexer, 681, 683

Diffraction-limited demon, 44
Digital computing, 475, 476
Digital information storage, 435. See also

Optical storage
Digital mirror device (DMD), 244
Digital multiplication via convolution

(DMAC), 499
Digit-set-restricted MSD addition/

subtraction, 513-525
Digit-set-unrestricted addition/subtraction,

MSD, 504-513
Diode lasers, direct modulation of, 247
Discrete bandpass channel, 19
Discrete channel, 9
Discrete-continuous channel, 9
Discrete nonstationary memory channel. 9
Dispersion-shifted fiber (DSF), 672
Distributed Bragg reflector (DBR) lasers,

713
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Distributed fiber-optic sensors
intrinsic, 589-600
quasi-distributed, 600-512

Division
MSD number system, 525-529
TSD number system, 533-534

DMAC. See Digital multiplication via
convolution

DMD. See Digital mirror device
DSF. See Dispersion-shifted fiber
Dual-rail spatial encoding, 486-487
DWDM. See Dense wavelength division

multiplexing
Dynamic OADM, 712 713

E
EBSLM. See Electrically addressed spatial

light modulators
EDFA. See Erbium-doped fiber amplifier
Electrically addressed spatial light

modulators (EBSLM), 647-650
Electroabsorptive modulator, 230-231
Electromagnetic wavelet, 264-266
Electromagnetic wavelet transform, 266-270
Electronic bus line, logic design, 343-348
Electron-trapping device, logic array

processing module using, 483, 484
Electron-trapping materials, as optical

storage medium, 442-443, 451
Electro-optic effect, 225-226, 643-647
Electro-optic (EO) modulators, 219 220, 247,

248
Electro-optic SLMs, 618
Electrostatic actuators, 238-239
Elementary signals, 25
Entropy, trading information with, 41-47
Entropy information, 1

average mutual information, 7
band-limited analysis, 19-22

degrees of freedom, 23-25
Gabor's information cell, 25-26

defined,2
information measure, 4-5
observation reliability and accuracy, 47-51
photon channel, 56-58
quantum mechanical channel, 54-56
signal analysis, 26-28

signal ambiguity, 34-38
signal detection, 26, 28-32
signal recovery, 26, 32-34
Wigner distribution, 39-41, 256

trading information with entropy. 41 42
Maxwell's demon, 42 43
minimum cost of entropy, 45-47

transmission, 2-5, 9-19
communication channels, 3, 9-19
signal analysis, 26-41

uncertainty observations, 51-54
Equivocation, communication channels, 8
Erbium-doped fiber amplifier (EDFA), 668,

673678
Etalon switching devices, 205-208, 247
ET materials. See Electron-trapping materials
Europium-doped potassium chloride, 443
Evanescent wave coupling, intensity-type

fiber-optic sensors using, 574-575
External electro-optic modulators, 225 -231

F
Fabry-Perot etalon, 205, 247
Fabry-Perot interferometer, fiber-optic

sensors based on, 585-587
FDM. See Frequency-division multiplexing
FDP. See Fourier domain filter
Feature map, 415, 418
FEC. See Forward error correction
Fiber Bragg grating

fabrication, 601-606
fiber-optic sensors based on, 606-612

Fiber-optic communication, 163 198
advantages, 163 164
components, 184-192
Sight propagation

attenuation in optical fibers, 176
geometric optics approach, 164-168
single-mode fiber, 178-184
wave-optics approach, 168- 175

networks, 192-198
optical fiber manufacture, 168-170
optical receivers for, 188-192
optical transmitters for, 184-188
photodetectors, 188-192
semiconductor lasers, 184-188
sensors. See Fiber-optic sensors

Fiber-optic networks
testing of, 195, 197-198
topologies, 193, 194
types, 192-193
wavelength division multiplexed optics

networks, 193-195, 196
Fiber-optic sensors, 573

distributed
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intrinsic, 589-600
quasi-distributed, 600-512

frequency (wavelength)-based, 587-589
intensity-based, 573-575
phase-based, 583-587
polarization-based, 582

Fiber switch cross-connect (FXC) switches,
691-692

Figure of merit (FOM)
optical switches, 202-203
shift tolerance, 127

Fine observation, 51
Finite-memory channel, 9
Fisher ratio (FR), 392
Floquet's infinite summation of partial waves,

314
FOM. See Figure of merit
45 degree TIR rnicromirror couplers, 326-

331, 348
Forward error correction (FEC), 689, 706-

707
Fourier-Bessel transform, 279-281
Fourier domain filter (processor), 79-82, 83-

84. 89-90
Fourier hologram, 359
Fourier optics, 255, 358
Fourier transform, 255, 259-260, 279 280,

31.6
Four-wave mixing (FWM), 118-120, 671, 700
Four-wave mixing JTC, 402
FR. See Fisher ratio
Fractional Fourier transform, 275-279
Franz-Keldysh effect, 230
Fraunhofer diffraction, 259
Frequency-based fiber-optic sensors, 587-589
Frequency-division multiplexing (FDM),

667-668
Fresnel diffraction, fractional Fourier

transform and, 277-279
Fresnel transform, 257-259
Fusion bonding, 237
FWM. See Four-wave mixing
FXC switches. See Fiber switch cross-connect

switches

G
Gabor's information cell, 25-26
Gain equalization filter (GEF), 708
Gallium arsenide

modulators, 232
for photodetectors, 332

photorefractive effect, 118
for waveguides, 304

Gallium phosphite, photorefractive effect. 118
GEF. See Gain equalization filter
Gelatin film, as optical storage medium, 439
Geometric optics, light propagation in optical

fibers, 164 168
Geometric transform, 256, 284-292
Glasses, as optical storage medium, 446
Gram-Schmidt expansion, 111

H
Half-addition

binary number system, 489-490
negabinary number system, 493

Half-subtraction, negabinary number system,
493, 494

Hamming net, 399
Hankel transform, 279 281
HDTV. See High-definition television
Heisenberg inequality, 262
Hetero-association neural network, 147, 421
High-accuracy observation, 49
High-definition television (HDTV), 630 632
High-frequency observation, 50
Holograms, 442
Holographic optical storage, 441—442, 454

456
plane holographic storage, 456-458
principles, 455-456
3-D storage

stacked holograms, 458 460
volume holograms, 460-461

Holographic reconstruction, 636 637
Holography, 455-456

optical scanning holography (OSH), 638
639

for optical storage, 441-442, 454-461
principles, 632-637

synthetic aperture holography (SAH), 640-
642

Homomorphic processing, 107-108
Homomorphic transform, 17-108, 256
Hopfield model, neural network, 143-144,

145, 146, 412
Hough transform, 256, 292-294
Huygens diffraction, electromagnetic wavelet

transform and, 268-270
Huygens-Fresnel diffraction, 256, 264
Huygens principle, 76
Hybrid JTC, 358, 359, 372-373
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Hybrid optical architectures, for pattern
recognition, 357-362

Hybrid-optical JTC, 380
Hybrid optical neural network, 142-143
Hybrid optical processing, 88-89
Hybrid-optical VLC, 359

I
Image processing

broadband signal processing, 98-103
color image preservation, 138-140
correlation detection, 89-82
debarring, 93, 135-137
image reconstruction, 283
image restoration, 93-97
image subtraction, 98, 137
pseudocoloring, 140

Incoherent light, 74, 75
signal processing with

color image preservation, 138-140
exploitation of coherence, 131-135
pseudocoloring, 140-141
white light, 135-138

Indium phosphite, photorefractive effect, 118
Infinite summation of partial waves, 314
Information cells, 25-26
Information display

3-D holographic display, 617-618, 632
optical scanning holography (OSH),

638-639
principles, 632-637
synthetic aperture holography, 640-642

using acousto-optic spatial light
modulators, 618-632

using electro-optic spatial light modulators,
643-662

Information loss, communication
channels, 8

Information transmission, 2-3
band-limited analysis, 23-26
communication channels, 3, 9-17
recognition process, 2
Shannon's theory, 3-4
signal analysis, 26-41, 256
trading information with entropy, 41-47

InkJet, lor optical switching, 693
Insertion loss, 193-194
Intensity-based fiber-optic sensors, 573-575
Intensity modulation, of laser, 625-628
Interconnection, 293-302
bottlenecks, 476

bus structure, 343-348
MSM photodetectors, 331-334, 348
optical clock signal distribution, 337-343
polymer waveguides, 302-312, 343
thin-film waveguide couplers, 312-331
vertical cavity surface-emitting lasers

(VCSELs), 302, 312,-334-339, 346.
348, 486

Interconnection weight matrix (IWM), 142,
412,417

Interferometer
fiber-optic sensors based on, 583 587
interleaver based on, 684-685

Interferometric switches, nonlinear. See
Nonlinear interferometric switches

Interpattern association (IPA) neural
network, 144-147

Intrinsic distributed fiber-optic sensors, 589-
600

Inverse filter, 93
Inverse Hankel transform, 281
Inverse Radon transform, 283
Inverse Wigner distribution function, 271
IPA neural network. See Interpattern

association neural network
Iron-doped lithium niobate, 117, 460
Irregularity, fiber-optic networks, 193
Iterative joint transform detectors (JTDs),

372-375
IWM. See Interconnection weight matrix

Jitter, 198
Johnson noise, 191
Joint transform correlators (JTCs), 86, 91 92,

355, 356-357
conventional JTC, 370-372
four-wave mixing JTC, 402
hybrid JTC, 358, 359, 372-373
hybrid-optical JTC, 380
JTC-NNC, 399-401
optical-disk-based JTC optical disk, 361
quasi-Fourier-transform JTC (QFJTC),

364 366
robustness of, 362-364

Joint transform detectors (JTDs)
iterative, 372-375
nonconventional, 364-367
nonzero-order, 368-370, 398
phase representation, 371-372
position-encoding, 370-371
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Joint transform processor (JTP), 85-87
Jones calculus, 578-579, 580, 643-647
JTCs. See Joint transform correlators
JTDs. See Joint transform detectors
JTP. See Joint transform processor
JTPS, 362 364, 368-370, 398

K
Kalman filtering model, 385
Karhunen-Loeve expansion theorem, 14
Karnaugh map, 506, 517, 528
Klein-Cook parameter, 621
Kohonen's self-organizing feature map, 415

LANs. See Local area networks
Large effective area fiber (LEAF), 673
Large-signal effect, electro-optic modulators,

223-225
Laser

deflection of, 628-629
intensity modulation of, 625-628
tunable, 713
TV display using acousto-optic devices,

629 632
Laser-beam writing technique, for low-loss

polymer waveguides, 308
LCTV. See Liquid crystal-TV
LCTV-optical neural network, 360
LEAF. See Large effective area fiber
LIGA process, 237-238
Light

coherence theory of, 66-72
fiber-optic communication, 163-198
incoherent. See Incoherent light
light field, 571, 575
polarization, 575-580

propagation in optical fibers, 164-184
Liquid crystals, 650-661
Liquid crystal-TV (LCTV), 377-380, 417
Lithium niobate

holographic storage in, 441
modulators, 232
photorefractive effect, 117
for waveguides, 226, 304

Local area networks (LANs), 192
Logarithmic transformation, 285
Logons, 25
Long-haul backbone networks, 704-709
Low-pass channel, 19

M
Mach-Zehnder interferometer, 229-230

fiber-optic sensors based on, 583-584
interleaver based on, 684-685

Magneto-optic disk, 448
Magneto-optic materials, as optical storage

medium, 445-446
Magneto-optic SLM (MOSLM), 478-479
MAN. See Metropolitan area network

(MAN)
Manganese bismuth alloy, as optical storage

medium, 445
MANs. See Metropolitan area networks
Matched filtering, 27, 28
Mathematical transforms, 255-256

electromagnetic wavelet transform, 266
270

Fourier-Bessel transform, 279-281
Fourier transform, 255, 259-260
fractional Fourier transform, 275 279
Fresnel transform, 257-259
geometric transform, 284-292
Hankel transform, 279-281
Hough transform, 292-294
Huygens-Fresnel diffraction, 256, 264
physical wavelet transform, 264-270
Radon transform, 256, 282-284
wavelet transform, 260-263, 407-408
Wigner distribution function, 39-41, 256,

270-272
Matrix-vector (M-V) multiplication, symbolic

substitution, 488, 549-551
MAXNET, 396
Maxwell's sorting demon, 42-45
MCVD. See Modified chemical vapor

deposition
Mellin-transform processing, 104-105, 256
Memory channel, 9
Memoryless channel, 9
Memoryless discrete channel, 10-11
MEMS. See Microelectromechanical systems
Metropolitan area network (MAN), 193,

709-710
Michelson interferometer, 71-72, 584-585
Michelson visibility, 69
Microbending, fiber-optic sensors using, 573

575
Microbridges, 242-244
Microelectromechanical systems (MEMS),

692, 693
deformable diffraction gratings, 242-244
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Microelectromechanical systems (cont.)
electrostatic actuators, 238-242, 247
fabrication, 237-238
micromirror arrays, 244-245

Microraachining, 237
Micromirror arrays, 244-245
Micromirror couplers, 326-331
MIMD-based architecture. See Multiple-

instruction multiple-data-based
architecture

MnBi alloy, as optical storage medium, 445
Modified chemical vapor deposition

(MCVD), 178
Modified signed-digit (MSD) arithmetic, 502,

503-530
Modified signed-digit (MSD) number system,

500, 502, 543
Modularity, fiber-optic networks, 193
Modulators, 219-220

direct modulation of semiconductor lasers,
220-225

electro-optic (EO), modulators, 219-220,
247, 248

external electro-optic modulators,
225-236

MO materials. See Magneto-optic materials
MOSLM. See Magneto-optic SLM
MQW modulator. See Multiple-quantum-

well modulator
MSD number system. See Modified signed-

digit (MSD) number system
MSM photodetector, 331-334, 348
Mueller calculus, 578, 579-581
Multilayer optical disk, 448-449
Multilayer optical disks, 448-449
Multiple-instruction multiple-data (MIMD)-

based architecture, 476
Multiple-quantum-well (MQW) modulator,

231-236
Multiplexing, in photorefractive processing,

120-121
Multiplication

digital multiplication via convolution
(DMAC), 499

nonbinary number systems, 499
signed-number systems

MSD number system, 523-525
QSD number system, 537-539
TSD number system, 532-533

Mutual coherence function, 68, 74
Mux, 667 -668

N
Nearest neighbor classifiers (NNCs), 394.

395398
Near field optical storage, 461-464
Negabinary number arithmetic, 493-494
Negabinary number system, 492-493, 546

549
Negabinary signed-digit (NSD) arithmetic,

503, 539-543, 558-560
Negabinary signed-digit (NSD) number

system, 500, 503, 543, 546-549
Neural networks, 357

defined, 142
Hopfield model, 143-144, 145, 146, 412
interpattern association model. 144 -147
LCTV-based, 360
optical pattern recognition with, 412, 418

423
optical signal processing with, 141 147

Neurons, 141 142
Neyman-Pearson criterion, 32
NNCs. See Nearest neighbor classifiers
Noise entropy, 8
Noise response, photodetectors, 190
NOJTPS. See Nonzero-order JTPS
NOLM. See Nonlinear optical loop mirror
Nominal signal bandwidth, 21
Nominal signal duration, 21
Nonbinary number systems, 499-501
Nonconventional joint transform detectors

(JTDs), 364-368
Nondegenerate four-wave mixing, 119
Nonlinear directional coupler, 208-211
Nonlinear encoding, parallel optical logic,

481
Nonlinear Fabry-Perot etalons, 247
Nonlinear interferometric switches. 211. 213

218
Nonlinear optical loop mirror (NOLM),

213-216
Nonstationary channel, 9
Nonzero dispersion shifted fiber (NZ-DSF),

672-673
Nonzero-order joint transform detectors

(JTDs), 368-370
Nonzero-order JTPS (NOJTPS), 369, 370,

399
NSD number system. See Negabinary signed-

digit (NSD) number system
Number systems

binary



Index

negabinary number system, 492-499
positive binary number system, 489-492

nonbinary, 499-501
signed-digit
modified signed-digit (MSD), 500, 502, 503-

530
negabinary signed-digit (NSD), 500, 503,

539-543, 546-549, 558-560
quaternary signed-digit (QSD), 500, 503,

534-539, 551-557
ternary signed-digit (TSD), 500, 502 -

503, 530-534, 549
Numerical aperture, 50
Nyquist noise, 191
Nyquist sampling, 23
NZ-DSF. See Nonzero dispersion shifted

liber

O
OADM. See Optical add/drop multiplexer
Observation, space-and-time domain, 47-51
OFDR. See Optical frequency-domain

reflectornetry
Off-line algorithm, 110-111
OIL. See Optoelectronic interconnection

layer
One-step MSD addition/subtraction, 513-

514
One-way channel, 9
On-off ratio, optical switch, 202
Opaque optical cross connect (OXC), 712
Optical add/drop multiplexer (OADM), 689-

691, 712-713
Optical amplifiers, 673-678
Optical bistability, 207
Optical clock signal distribution, 339-343
Optical cross-connect (OXC), 690, 691-694,

712-713
Optical disks, 360, 447-449, 457-458
Optical fibers, 572, 671-673. See also Fiber-

optic sensors
chromatic dispersion, 696
dispersion limit, 696-697
light propagation in

attenuation, 176
geometric optics approach, 164-168
single-mode fiber, 178-184
wave-optics approach, 168-175

manufacture, 168-170
nonlinearity limit, 797-700
structure, 165

Optical filters, tunable, 713
Optical frequency-domain reflectornetry

(OFDR), 595-600
Optical interconnects, 299-302

bus structure, 343-348
MSM photodetectors, 331-334, 348
polymer waveguides, 302-312, 343
thin-film waveguide couplers, 312 331
vertical cavity surface-emitting lasers

(VCSELs), 302, 312, 334-339, 346,
348, 486

Optical logic, 477 471
Optical loss, waveguides, 310
Optically addressed spatial light modulators,

650-661
Optical monitoring, 694-695, 713
Optical networks, 667-671

design, 696-704
elements

optical add/drop mutiplexer, 689 691
optical amplifies, 673-678
optical cross-connect, 691-694
optical fibers, 671-673
optical monitoring, 694-695
transponder, 687-689
wavelength division multiplexer/

demultiplexer, 667-668, 678-687
future developments, 711-713
long-haul backbone networks, 704-709
metropolitan and access networks, 709

811
Optical neural networks, 142
Optical nonlinearity, 204-205
Opticai parallel array logic, 485-486
Optical pattern recognition, 355

architecture
correlators, 356
hybrid optical architectures, 357-362
joint-transform correlators, 355, 362-364
neural networks, 357

with composite filtering, 387-394
joint-transform detection

iterative, 372-375
nonconventional, 364-368
nonzero-order, 368-370, 398
phase representation, 371-372
position-encoding, 370 371

neural networks, 411 412
polychromatic, 418-423
supervised, 412-414
unsurpervised, 412, 414-418
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Optical character recognition (cant.}
pattern classification, 394-395

nearest neighbor classifiers, 395-398
optical implementation, 398-401

with photorefractive optics, 401
detection by phase conjugation, 401 404
wavelength-multiplexed matched

filtering, 404-407
wavelet matched filtering, 407-411

polychromatic pattern recognition, 375
with spatial-domain filters, 377-380
with temporal Fourier-domain filters,

376 377
target tracking, 380

autonomous tracking, 380-382
data association tracking, 382-387

Optical processors, 476
Optical receivers, for fiber-optic

communication, 188-192
Optical scanning holography (OSH), 638-

639
Optical shadow casting, for parallel optical

logic, 479-480, 485
Optical signal processing

algorithms for, 103
circular harmonic processing, 105-107
homomorphic processing, 107-108
Mellin-transforrn processing, 104-105,

256
simulation annealing algorithm, 112-115
synthetic discriminant algorithm, 108-

111
with coherent illumination, 75
Fourier transformation, 77-79

Fourier domain filter, 79-82, 83-84
hybrid optical processor, 88-89
joint transform processor (JTP), 85-87
spatial domain filter, 82-83

free space impulse response, 76-77
Fresnel-Kirchhoff theory, 76-77
image processing

broadband signal processing, 98-103
correlation detection, 89-92
image restoration, 93-97
image subtraction, 98, 137

with incoherent light, 74, 75
color image presentation, 138-140
exploitation of coherence, 131-135
pseudocoloring, 140-141
white light, 135-138

with neural networks, 141-147

with photorefractive optics, 115
angular and wavelength selectivities,

122-125
basic information, 115-118
Bragg diffraction limitation, 121 122
shift-invariant limited correlators. 125

132
wave mixing and multiplexing, 118 121

Optical signal-to-noise ratio (OSNR), 702
704

Optical spectrum analyzer (OSA), 695
Optical storage, 435-436

bit-pattern optical storage, 446 454
holographic, 454-461
media, 438-446
near field, 461-464
upper limit of storage density, 436 438

Optical storage media
bacteriorhodopsin, 444
dichromated gelatin, 438
electron-trapping materials, 442-443
magneto-optic materials, 445-446
phase-change materials, 446
photochemical hole burning, 444-445
photochromic materials, 442
photographic film, 438
photopolymers, 439-440
photorefractive materials, 441 442
photoresists, 440
thermoplastic film, 440 441
two-photon-absorption materials, 443

444, 450
Optical switches, 201-202, 247-248

all-optical switches, 203-204
etalon switching devices, 205-208
nonlinear directional coupler, 208-211
nonlinear interferometric switches, 211

219
optical nonlinearity, 204-205

fast electro-optic switches, 219-236
figures of merit, 202-203
microelectromechanical (MEMS), 236, 242

deformable diffraction gratings, 242 244
electrostatic actuators, 238-242
MEMS fabrication, 237-238
micromirror arrays, 244 245

modulators, 219-220, 247-248
direct modulation of semiconductor

lasers, 220-225
external electro-optic modulators, 225

236
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Optical switching, 692-693
Optical tape, 447
Optical time-domain reflectometry (OTDR),

590 595
Optical transforms

circular harmonic transform, 105-107, 256
Fourier transform, 259-260
Fresnel transform, 257-259
geometric transform, 256
geometric transformations, 289-292
homomorphic transform, 17-108, 256
Hough transform, 256, 293-294
Mellin transform, 104-105, 256
Radon transform, 256, 282-284

Optical transmitters, 184-188
Optical waveguide modulators, 219
Optics

computing with, 475-562
entropy information and, 1-58
fiber-optic communication, 163-198
information display with, 617-662
information storage with, 435-465
interconnection with, 299-348
networking with, 667-713
pattern recognition with, 355-421
sensing with, 571 613
signal processing with, 67-147
switching with, 201-248
transformations with, 255-294

Optoelectronic interconnection layer (OIL),
341

Optoelectronic systems, 476-477
conversion between number systems, 543-

549
number systems, 489

binary, 489-499
non-binary, 499-501

optical implementation, 549-560
parallel optical logic

content-addressable memory (CAM),
448, 501

optical logic, 477-481
parallel array logic, 485-486
programmable logic array, 481-485
space-variant optical logic, 481
symbolic substitution, 486-487

parallel signed-digit arithmetic, 560-562
generalized signed-digit number systems,

501 503
MSD number system, 500, 502, 503-530
NSD number system, 500, 503, 539-543,

546-549, 558-560
QSD number system, 500, 503, 534-539.

551-557
TSD number system, 500, 502 503, 530

534
Orthogonal expansion coefficients, 14
OSA. See Optical spectrum analyzer
OSH. See Optical scanning holography
OSNR. See Optical signal-to-noise ratio
OTDR. See Optical time-domain

reflectometry
Outer vapor deposition (OVD), 178
OXC. See Optical cross-connect

Page memory, 449, 455, 457
PAL-SLM, 656 661
Parallel-aligned liquid crystal (PAL), 656
Parallel array logic, 485-486
Parallel optical logic

content-addressable memory (CAM), 448
nonlinear encoding. 481
optical logic, 477-481
optical shadow casting for, 479-480, 485
parallel array logic, 485-486
programmable logic array, 481 485
space-variant optical logic, 481
symbolic substitution, 486-487

Parallel-plate actuators, 239-240
Parallel signed-digit arithmetic, 560-562

generalized signed-digit number systems,
501-503

MSD number system, 500, 502, 503-530
NSD number system, 500, 503, 539-543,

546-549, 558-560
QSD number system, 500, 503, 534-539,

551 557
TSD number system, 500, 502-503, 530

534
Passband, 680
Pattern classification

nearest neighbor classifiers (NNCs), 394.
395-398

optical implementation, 398-401
Pattern recognition. See Optical pattern

recognition
Phase-based fiber-optic sensors, 583-587
Phase-change materials, as optical storage

medium, 446
Phase-code multiplexing, photorefractive

processing, 121
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Phase conjugation, optical pattern
recognition, 401 404

Phase-modulated SLM, 369
Phase-representation joint transform

detectors (JTDs), 371-372
Phase-transformed NNC, 399
Phosphorus-doped cobalt, as optical storage

medium, 446
Photochemical hole burning, for optical

storage, 444-445
Photochromic materials, as optical storage

medium, 442
Photodetectors

accuracy and reliability observation, 48
for fiber-optic communication, 188 192
properties, 190
types, 188 190

Photographic film, 438, 617
Photolime gel, for waveguides, 303
Photolithography, for low-loss polymer

waveguides, 309
Photon gating, 443, 449-451
Photonic switches, based on MEMS, 245-

246
Photoplastic device, as optical storage

medium, 440-441
Photopolymers, 118,439-440
Photorefractive effect, 115-117
Photorefractive materials, 117-118, 361,

441 442
Photorefractive optics

for pattern recognition, 401-411
for signal processing, 115-132

Photoresists, as optical storage medium, 440
Physical wavelet transform, 264-270
Piezoelectric actuator, 695
PIN photodetector, 188, 189, 191
Plane holographic storage, 456-458
PMD. See Polarization mode dispersion
PNNs. See Polychromatic neural networks
Pockels effect, 225
Pockels readout optical modulator (PROM),

477
Poincar sphere, 578
Polar coordinate transformation, 285 287
Polarization, 575-581
Polarization-based fiber-optic sensors, 582
Polarization-maintaining (PM) fiber, 612
Polarization mode dispersion (PMD), 671
Polychromatic neural networks (PNNs),

418-423

Polychromatic pattern recognition, 375
with spatial-domain filters, 377 380
with temporal Fourier-domain filters, 376

377
Polyimides, for waveguides, 303, 304, 322

323
Polymer waveguides, 302-312, 343

fabrication, 305-309
loss measurement, 310-311
materials, 303-305
optical bus structure, 343-348

Polyviny! alcohol (PVA), as holographic
storage medium, 459-460

Position encoding, 370
Position-encoding joint transform detectors

(JTDs), 370-371
Potassium, europium-doped, 443
PRBS. See Pseudorandom binary sequence
Prewhitening process, 108
Prism-film coupler, waveguide loss

measurement technique, 311
Probe beam, 119
Programmable logic array, 481 485
PROM. See Pockels readout optical

modulator
Pseudocoloring, 140
Pseudorandom binary sequence (PRBS), 197
Pseudorandom-coded OTDR, 592
Pump beam, 119
PVA. See Polyvinyl alcohol

0
QCFs. See Quantized composite filters
QCSE. See Quantum-confined Stark effect
QSD number system. See Quaternary signed-

digit (QSD) number system,
arithmetic

Quantized composite filters (QCFs), 390- 394
Quantum-confined Stark effect (QCSE), 230
Quantum efficiency, photodetectors, 190
Quantum mechanical channel, 54-58
Quantum-well VCSEL (QWVCSEL), 335
Quasi-distributed fiber-optic sensors, 600

612
Quasi-Fourier-transform JTC (QFJTC), 364-

366
Quaternary signed-digit (QSD) arithmetic,

503, 534-539,551-557
Quaternary signed-digit (QSD) number

system, 500, 503, 543
Quine-McClusky's algorithm, 506, 517, 528
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Quotient-selected division, MSD number
system. 526-529

R
Radon transform, 256, 282-284
Raman amplification, 707-708
Raman-Nath cell, 621
Raman-Nath regime, 621
Raman OTDR, 592-593
Raman scattering, OTDR based on, 592 593
Rayleigh criteria, 462
Rayleigh scattering, OTDR based on, 590-

592
RC. See Reflection-type correlator
Reactive ion etching (RIE)

for micromirror couplers, 326-328
for polyimide waveguides, 322-323

Read-only optical disks, 447-448
Receded two-step MSD addition/subtraction,

511 512
Receding MSD numbers (RMSD), 511
Recognition process, information

transmission, 2
Reconfigurable optical add/drop multiplexer

(ROADM), 690, 691
Reentrant bus topology, 193, 194
Reflection, intensity-type fiber-optic sensors

using, 573-574
Reflection-type correlator (RC), 129-131, 362
Reflection-type hologram, in photorefractive

processing, 120, 122
Reliable observation, 51
Responsivity, photodetectors, 190
RIE. See Reactive ion etching
Ring topology, 193, 194
Ripple-carry addition, 490
RMSD, See Receding MSD numbers
ROADM. See Reconfigurable optical add/

drop multiplexer
Rotation transformation, 285
Router-based optical network, 709
R unable optical filters, 713

S
SA algorithm. See Simulated annealing

algorithm
SA filter. See Simulated annealing filter
Sagnac interferometer, 213
SAH. See Synthetic aperture holography
Sampling frequency, 23
SAR. See Synthetic aperture radar

SBN. See Strontium barium niobate
SBS. See Stimulated Brillouin scattering
Scalability, fiber-optic networks, 193
Scaling transformation, 285
SCAM. See Shared-CAM
SDF filter. See Synthetic discriminant

function (SDF) filter
SDH. See Synchronous digital hierarchy
Second-order dispersion compensation, 708
Self-coherence functions, 68
Self-learning, neural networks, 414
Self-phase modulation (SPM), 699-700
Self-switching

etalon switching devices, 206-207
nonlinear directional coupler, 209-211
nonlinear optical loop mirror, 212 214

Semiconductor amplifier, as nonlinear
medium, 216

Semiconductor crystals, photorefractive effect.
118

Semiconductor lasers, 184-188, 220-225, 247
Semiconductor optical amplifier (SOA), 215,

216-218
Semi-insulating semiconductors,

photorefractive effect, 118
Sequential observation, 48
Shadow-casting, 480-481
Shannon's information theory, 3-4

average mutual information, 7
band-limited analysis, 23-26
communication channels, 9-17
entropy information, 4-5
information measure, 4 5
signal analysis, 26-41, 256
trading information with entropy, 41-47

Shared-CAM (SCAM), QSD addition, 551
557

Shift-invariant limited correlators,
photorefractive processing, 125 131

Shift invariant property, of JTC, 86-87
Shift tolerance, figure of merit (FOM), 127
Shift transformation, 285
Signal ambiguity, 34-38
Signal detection, 26, 28-32
Signal processing

coherence theory of light, 66-72
with incoherent light, 74, 75, 135-138

color image presentation, 138-140
exploitation of coherence, 131 135
pse u doco 1 on n g, 140 - • 141
with white light, 135-138
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Signal processing (cont.)
with neural networks, 141-147
with optics

algorithms for, 103-115
Fourier-transformation by lenses, 77-79
Fourier transform processing, 79-88
free space impulse response, 76-77
Fresnel-Kirchhoff integral, 76-77
image processing, 88-103
with incoherent light, 72-76, 131-141
with neural networks, 141-147
photorefractive optics, 115-131
under coherent illumination, 72-76

signal ambiguity, 34-38
signal analysis, 26-41
signal detection, 26, 28-32
signal recovery, 26, 32-34
Wigner distribution, 39-41, 256

Signal recovery, 26, 32-34
Signed-digit arithmetic, 560-562

conversion between signed-digit and
complement number systems, 544-546

generalized signed-digit number systems,
501 503

MSD number system, 500, 502, 503-530
NSD number system, 500, 503, 539-543,

546549, 558-560
QSD number system, 500, 503, 534-539,

551-557
TSD number system, 500, 502-503, 530

534
Silicon, bulk micromachining, 237
Silver halide film, as optical storage medium,

438 439
SIMD-based architecture. See Single-

instruction multiple-data-based
architecture

Simulated annealing (SA) algorithm, 112
115,387

Simulated annealing (SA) filter, 112
Simultaneous observations, 49
Single-instruction multiple-data (SIMD)-

based architecture, 476
Single mode fiber, 178-184, 672
SLM. See Spatial light modulator
Small-signal modulation response, 221-223
Smeared image deblurring, 93, 135-137
SOA. See Semiconductor optical amplifier
Soliton transmission, 708
SONET. See Synchronous optical network
SONET/SDH, 694

Source-synchronous block transfer (SSBLT).
344

Space-variant optical logic, 481
Spatial coherence, 70, 131
Spatial coherence function, 74
Spatial coherence source, 71
Spatial domain filters, 82-83

detection with, 377-380
quantized composite filters (QCFs), 390-

394
Spatial frequency, 70
Spatial information transmission, 2
Spatial light modulators (SLMs), 82, 361,401,

501
electrically addressed SLMs (EBSLMs),

647-650
for information display, 617
optically addressed, 650-661
PAL-SLM, 656-661
phase-modulated SLM, 369

Speckle noise, 96
Spirobenzopyran, as optical storage medium,

443-444
SPM. See Self-phase modulation
SRMSD. See Symmetrically recoded MSD
SRS. See Stimulated Raman scattering
SSBLT. See Source-synchronous block

transfer
S-SEED. See Symmetric self-electro-optic-

effect devices
SSMF. See Standard single mode fiber
Stacked-layer 3-D optical storage, 451 454
Standard single mode fiber (SSMF), 672
Star topology, 193, 194
Stationary channel, 9
Statistical signal detection, 29-32
Stimulated Brillouin scattering (SBS), 672
Stimulated light scattering, 697-699
Stimulated Raman scattering (SRS), 672
STM-1 signals, 670
STM. See Synchronous transport module
Storage, optical. See Optical storage
Strontium barium niobate (SEN), 117, 458

459,461
STS-1 frame, 670
STS-1 signals, 691
Subhologram, 460 461
Subtraction

negabinary number system, 493, 494
signed-number systems

MSD number system, 503 514
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NSD number system, 539, 542
Supervised learning, neural networks, 412-

414
Surface micromachining, 237
Surface-normal grating coupler, 312-326
Switching time, all-optical switches, 203
Symbolic substitution

matrix-vector (M-V) multiplication, 488,
549 551

in parallel optical logic, 486-488
Symmetrically receded MSD (SRMSD), 512
Symmetric elementary signals, 25
Symmetric self-electro-optic-effect devices (S-

SEED), 476
Synchronous digital hierarchy (SDH), 670
Synchronous optical network (SONET), 670,

694, 710 711
Synchronous transport module (STM), 670
Synthetic aperture holography (SAH), 640-

642
Synthetic aperture radar (SAR), 642
Synthetic discriminant algorithm, 108-111
Synthetic discriminant function (SDF) filter,

! 10,387

Tapered fiber, 464
Target discrimination ratio, 389
Target tracking, 380-387
TDFZP. See Time-dependent Fresnel zone

plate
TDM, See Time division multiplexing
Television, laser display system, 629-632
Temporal coherence, 71, 72, 132
Temporal communication channel, 2-3
Temporal Fourier-domain filters, pattern

detection with, 376-377
Temporal Fourier holograms, 376
Ternary signed-digit (TSD) arithmetic, 503,

530-534, 549
Ternary signed-digit (TSD) number system,

500, 502-503, 543
Thermal noise agitation, 18
Thermo-optical switches, 693
Thermoplastic film, as optical storage

medium, 440-441
Thin-film photodetectors, integration of,

331334
Thin-film waveguide couplers, 312, 312-331,

326--331. 347
3-D display, 617

3-D optical storage
holograms, 458-461
photon-gating, 449-451
stacked-layer, 451 454

Three-step MSD addition/subtraction. 504
506

Threshold energy level, 50
Tilted grating profile, 312-313, 317, 321 324
Time continuous channel, 11
Time-dependent Fresnel zone plate

(TDFZP), 638, 639
Time discrete channel, 11
Time-division multiplexing (TDM), 610, 667

668
TIR micromirror couplers, 326-331
Topologies, fiber-optic networks, 193, 194
Torsion mirror, 239, 241
Tracking, 380-387
Transforms. See Mathematical transforms
Transmission-type hologram, in

photorefractive processing, 120, 122
Transparent core optical cross connect

(OXC), 712
Transponder, optical networks, 687-689
TSD number system. See Ternary signed-digit

number system
Tunable lasers, 713
Twisted nematic liquid crystal, 653-654
2 D page memory, 451, 455
Two-beam coupling, 119
Two-photon-absorption materials, as optical

storage medium, 443-444, 450
Two-step MSD addition/subtraction, 506

511
Two-wave mixing, 118-119

U
Ultradel polyimides, optical properties of.

304, 305
Ultra-long-haul transmission, 706 709, 711
Uncertainty, entropy information, 6
Uncertainty observation, 51-54
Unsupervised learning, neural networks. 412.

414-418

V
VAD. See Vapor-phase axial deposition
Van Cittert-Zernike theorem, 74, 131
Vander-Lugt correlator (VLC), 81, 86, 125

127, 131,355, 356, 359
Vapor-phase axial deposition (VAD), 178
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Vertical cavity surface-emitting lasers
(VCSELs), 302, 312, 334-339, 346,
348, 486

VLC See Vander-Lugt correlator
VLSI lithography, for low-loss polymer

waveguides, 308-309
Volume holographic storage, 460-461

W
WANs. See Wide-area networks
Wavefront multiplexing, 3-D holographic

optical storage, 461
Waveguide intensity modulator, 229-231
Waveguide phase modulator, 226-227
Waveguides, 219, 303-310
Wavelength-based fiber-optic sensors, 587

589
Wavelength division multiplexer/

demutiplexer, 678-687
Wavelength-division multiplexing (WDM),

193 195, 196,610,667-668
Wavelength interchanging cross-connect

(WIXC), 692
Wavelength-multiplexed RC, 362
Wavelength multiplexing, photorefractive

processing, 120-121
Wavelength response, photodetectors, 190
Wavelength selective cross-connect (WSXC),

692
Wavelength selectivity, for photorefractive

processing, 122-125
Wavelet matched filters (WMF), 407-411
Wavelet-multiplexed matched filtering,

optical pattern recognition, 404 407
Wavelets, 26, 260-261, 264

electromagnetic wavelet, 264-266

physical wavelet transform, 264 270
properties, 262-263
time-frequency joint representation. 261

262
Wavelet transform, 260-263, 407-408
Wave mixing, photorefractive processing,

118-120
Wave optics, light propagation in optical

fibers, 168-175
WDM. See Wavelength-division multiplexing
White light, signal processing with, 135 138
White noise, 108
Wide-area networks (WANs), 193, 709
Wiener-Hopf integral equation, 33
Wiener-Hopf solution, 27
Wigner distribution function, 39-41, 256,

270-272
Wigner distribution optics, 272-275
WIXC. See Wavelength interchanging cross-

connect
WMF. See Wavelet matched filters
WORM optical disk, 448, 457-458
WSXC. See Wavelength selective cross-

connect

X
XPM. See Cross-phase modulation

Y-branch interferometer, 229-230
Young's experiment, 69-71

Zero-frequency Fourier coefficient, 23
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