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PREFACE

This book was originally developed to introduce environmental engineers to biology.
However, we have realized that it will also fullfill a need for environmental scientists
who specialize in nonbiological areas, such as chemists, physicists, geologists, and envir-
onmental planners. Much of what we say here about engineers applies also to these other
specialists as well.

Those people coming from a biological science background might be surprised to dis-
cover that most engineers and many chemists and physicists do not have a single biology
course in their bachelor’s degree programs. Even environmental engineering students
often receive only a brief exposure to sanitary microbiology, with a vast range of biolo-
gical issues and concerns being neglected almost completely. Environmental chemists
may study aquatic chemistry with little knowledge of biological activity in the aquatic
system, and meteorologists studying global warming may have only a rudimentary under-
standing of the ecosystems that both affect and are affected by climate. However, the
growth of the environmental sciences has greatly expanded the scope of biological disci-
plines with which engineers and scientists need to deal. With the possible exceptions of
biomedical and biochemical engineering, environmental engineering is the engineering
discipline that has the closest connection with biology. Certainly, it is the only engineering
discipline that connects with such a wide range of biological fields.

The need to make engineers literate in biological concepts and terminology resulted in
the development of a new graduate-level course designed to familiarize them with the
concepts and terminology of a broad range of relevant biological disciplines. The first
one-third of the semester introduced basic topics, covering each of the general biology
topics in the first 10 chapters of the book. A college-level general biology text was
used for this portion of the course, but no single text provided adequate coverage of
the range of topics presented in the other chapters. This is the focus of and motivation
for this book, which covers a much wider range of biology than has traditionally been
taught to environmental engineers and scientists. Our intent in doing so is to strike off

xix



XX PREFACE

in a new direction with the approach to be used for training environmental professional in
the future.

Specialists in every field have learned not to expect their colleagues trained in other
areas to have certain basic knowledge in their own areas. This book aims to break one
of these barriers of overspecialization. The objectives of a course based on this book
will have been met if an engineer, chemist, or geologist who studied it is meeting with
a biologist to discuss a situation of environmental concern, and the biologist at some
point turns and says: ‘“How did you know that?”’ It should not be a surprise that any
well-educated person possesses some specialized knowledge outside his or her own pro-
fession.

The information herein is not limited to what environmental engineers or scientists
“need to know” to do their jobs. The nonbiologist may occasionally need to read tech-
nical material written by biologists and should not be confused by the use of terminology
standard to such material. Engineers and scientists who may eventually move to manage-
ment positions of diversified organizations should be especially concerned about this.

A secondary need that this subject meets is the necessity for any technically literate
person to be familiar with biology. Exposing nonbiologists to this field broadens their
knowledge of the living world around them and of their own bodies. The biologically lit-
erate engineer or scientist will better understand and cope with the impact of technologi-
cally driven changes in the world. This understanding should encompass not only
environmental issues such as pollution effects, ecosystem destruction, and species extinc-
tion, but also issues bearing on agriculture and medicine. Rapid progress in genetic engi-
neering and medical technology makes it more essential to have such an understanding
because it forces many societal and individual choices.

No single book can completely cover all biological topics relevant to environmental
engineers and scientists. By design, this book has more information than could be covered
in a single semester. Students should leave a course with a sense that there is more to
know. It also gives students and instructors the choice of which topics to explore in
more detail.

The first nine chapters are intended for use as a study guide and a summary of infor-
mation that otherwise would have been learned in a course in general biology. Thus, they
could be skipped in a course for, say, environmental science students who have already
taken general biology. The rest of the chapters contain information that is specific to
environmental applications. In broad terms, the important areas are traditional sanitary
microbiology (health and biological treatment), ecology, and toxicology.

To play to the strengths of engineers, mathematical techniques are emphasized, as this
was the initial focus of the book. Examples include population dynamics, microbial
growth kinetics (focusing on batch systems, and stopping with the chemostat, short of
treatment process models), pharmacokinetic models of toxicity, ecosystem modeling, sta-
tistical approaches to epidemiology, and probabilistic modeling of bioassay data. Other
specialists, including biologists, could benefit from this treatment, as biology is becoming
more and more quantitative. Nevertheless, the mathematical discussions can be skipped if
time does not permit their development.

Familiarity with basic environmental concepts is assumed, such as the sources and
types of pollutants, an understanding of acid-base relationships, oxygen demand, and
other basic chemistry concepts.

There is sufficient information in this book for a two-semester course. We recognize
that many programs have only a single semester to devote to this topic. Therefore, we
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offer the following as an outline on which to base such a course. The balance of the book
will then be supplementary and reference material that instructors may draw from based
on their special interests. The instructor may also consider assigning a research paper to
be based on a topic from the book not included in the course.

Topic Chapters/Sections

1. Introduction: the study of biology; complexity; ethics; biological ~Chaps. 1 and 2
hierarchies, evolution, taxonomy, interactions in biology
2. Biochemistry: organic structure and physicochemistry, Chaps. 3 and 4
carbohydrates, proteins, lipids, nucleotides
The cell: structure and function, membranes

3. Metabolism: enzyme kinetics, glycolysis, fermentation, Secs. 5.1-5.3,5.4.1-54.3
respiration
4. Genetics: heredity, DNA replication, protein synthesis, Secs. 6.1.1, 6.2, 6.3
mutations and DNA repair, polymerase chain reaction
5. Plant and animal taxonomy: including the fungi Secs. 7.1, 8.1, 8.4.2, 9.1,
Human physiology: respiratory system, endocrine system, 9.8,9.11, 9.12

excretory system

6. Microbes: stoichiometry, metabolism, classification, pathogenesis  Chaps. 10, 12
7. Microbial growth kinetics Chap. 11
8. Biogeochemical cycles: nitrogen cycle reactions, etc. Chap. 13
9. Ecology: energy pyramid, food web, biogeochemical cycles, Chap. 14
population growth, diversity
10. Ecosystems: forest, soil, aquatic, wetlands, microbial Secs. 15.1-15.3, 15.5
11. Biological pollution control: activated sludge, anaerobic digestion Chap. 16
12. Toxicology: mechanisms, effects, carcinogens, organ effects Chap. 17
13. Fate and transport: uptake, absorption, distribution, Secs. 18.1-18.6
biotransformation, excretion
14. Dose-response: extrapolation, toxicity testing Secs. 19.1-19.4, 20.1
15. Toxicity: effects of specific substances Secs. 21.1-21.4
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PERSPECTIVES ON BIOLOGY

Before immersing ourselves in the subject of environmental biology, in this chapter we
consider factors to motivate, facilitate, and provide a context for that study. Thus, we
start by discussing reasons, history, mindsets, and ethics that can guide our approach to
the subject.

1.1 WHY ENVIRONMENTAL ENGINEERS AND SCIENTISTS
SHOULD STUDY BIOLOGY

For an environmental scientist, the answer to the question posed in the title of this section
is fairly evident. However, for environmental engineers it is worthwhile to consider this in
more detail. For example, environmental engineers need to know a broader range of
science than does any other kind of engineer. Physics has always been at the core of engi-
neering, and remains so for environmental engineers concerned with advective transport
(flow) in the fluid phases of our world. The involvement of environmental engineers with
chemistry has increased. Formerly, it was limited to chemical precipitation and acid—base
chemistry in water, and relatively simple kinetics. Now it is necessary also to consider the
thermodynamics and kinetics of interphase multimedia transport of organics, the complex
chain reaction kinetics of atmospheric pollutants or of ozone in water, and the organic
reaction sequences of pollutant degradation in groundwater. In a similar way, the role
of biology in environmental engineering has burgeoned.

Traditionally, the biology taught to environmental engineers has emphasized micro-
biology, because of its links to human health through communicable diseases and due
to our ability to exploit microorganisms for treatment of pollutants. Often, there is a
simple exposure to ecology. However, the ecology that is taught is sometimes limited
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to nutrient cycles, which themselves are dominated by microorganisms. As occurred with
chemistry, other subspecialties within biology have now become important to
environmental engineering. Broadly speaking, there are three main areas: microbiology,
ecology, and toxicology. The roles of microbiology are related to health, to biological pol-
lution control, and to the fate of pollutants in the environment. Ecological effects of
human activity center on the extinction of species either locally or globally, or to distur-
bances in the distribution and role of organisms in an ecosystem. Toxicology concerns the
direct effect of chemical and physical pollutants on organisms, especially on humans
themselves.

This book aims to help students develop their appreciation for, and awareness of, the
science of biology as a whole. Admittedly, applied microbiology is often included in
many environmental engineering texts, focusing on disease transmission, biodegradation,
and related metabolic aspects. However, little if any material is provided on the broader
realm of biology in relation to environmental control. Such an approach notably overlooks
a considerable number of important matters, including genetics, biochemistry, ecology,
epidemiology, toxicology, and risk assessment. This book places this broad range of
topics between two covers, which has not been done previously.

There are other factors that should motivate a study of biology in addition to the prac-
tical needs of environmental engineers and scientists. The first is the need to understand
the living world around us and, most important, our own bodies, so that we can make
choices that are healthy for ourselves and for the environment. Another is that we have
much to learn from nature. Engineers sometimes find that their best techniques have been
anticipated by nature. Examples include the streamlined design of fish and the counter-
current mass-transfer operation of the kidney. An examination of strategies employed by
nature has led to the discovery of new techniques that can be exploited in systems having
nothing to do with biology. For instance, the mathematical pattern-recognition method
called the artificial neural network was inspired by an understanding of brain function.
New process control methods are being developed by reverse-engineering biological sys-
tems. Furthermore, there may be much that engineers can bring to the study of biological
systems. For example, the polymerase chain reaction technique that has so revolutionized
genetic engineering was developed by a biologist who was starting to learn about compu-
ter programming. He borrowed the concept of iteration to produce two DNA molecules
repeatedly from one molecule. Twenty iterations quickly turn one molecule into a million.

Engineers can also bring their strengths to the study of biology. Biology once empha-
sized a qualitative approach called descriptive biology. Today it is very much a quanti-
tative science, using mathematical methods everywhere, from genetics to ecology. Finally,
it is hoped that for engineers the study of biology will be a source of fascination, opening
a new perspective on the world that will complement other knowledge gained in an engi-
neering education.

1.2 PRESENT PERSPECTIVES ON ENVIRONMENTAL ENGINEERS
AND SCIENTISTS

Science is defined as “knowledge coordinated, arranged, and systematized”” (Thatcher,
1980). The McGraw-Hill Dictionary of Science and Engineering (Parker, 1984) defines
engineering as “‘the science by which the properties of matter and the sources of
power in nature are made useful to humans in structures, machines, and products.”
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Thus, engineering is defined as one of the sciences. Yet in the professional world, those
who classify themselves as scientists and those who call themselves engineers seem to
distinguish themselves from each other. To be sure, engineers study the sciences relevant
to their disciplines, although not as deeply as scientists might prefer (the subject of this
book being an instance of this). On the other hand, wouldn’t scientists benefit from a
better understanding of how to apply engineering analysis to their fields? For example,
aren’t mass and energy balances or transport phenomena useful for analyzing the
multiplicity of phenomena affecting a laboratory experiment?

The following comparison of engineers’ and scientists’ approaches were obtained from
the authors’ observations, plus informal discussions with science and engineering practi-
tioners. They reflect the perception of differences between engineers and scientists, not
necessarily reality. They certainly do not apply to all. A common complaint to be
heard from a scientist about an engineer is that the latter “wants to reduce everything
to a number” and tends not to look at the system holistically. This may be due to the
basic function for which an engineer is trained—to design: that is, to create an arrange-
ment of matter and energy to attain a goal or specification, using the minimum amount of
resources. Ultimately, this is reduced to such things as how big, how much, or for how
long an arrangement must be made. An engineer designing an in situ groundwater bio-
remediation project uses models and design equations (and judgment) to determine
flow rates, well locations, nutrient dosages, duration of treatment, and finally, the financial
resources needed to eliminate a subsurface contaminant.

However, nonquantitative factors may be just as important to the success of a project.
Are microorganisms present that are capable of utilizing the contaminant? In fact, is the
contaminant biodegradable at all? Are the by-products of the biodegradation process more
or less toxic than the starting material? Although such considerations are taught in engi-
neering courses, a quick look at homework and exams shows that the emphasis is on the
“single-valued outcome,” the bottom-line answer.

Paradoxically, there is also a sense in which an engineer’s approach is more holistic
than a scientist’s. To make a problem tractable, the scientist may simplify a system,
such as by considering it as a batch or closed system: one in which material cannot
cross the boundary. Alternatively, a scientist may restrict systems to be either constant
temperature or adiabatic (insulated): a reaction in a beaker, microbial growth in a petri
dish, or a laboratory ecosystem known as a microcosm. An engineer deals more often
with flow or open systems. He or she will literally turn on the pump, adding and removing
material and energy. The underlying process is the same from a scientist’s point of view.
However, the study of open systems is dealt with much more often in engineering courses
than in science courses. This study enables scientific principles to be applied more directly
to real problems in industrial or environmental situations.

An engineer may be more likely to draw conclusions inductively from previous cases
to find solutions to a problem. On the other hand, a scientist prefers to avoid assumptions
and to base decisions on case-specific information only. For example, in examining a con-
taminated landfill, an engineer expects it to be similar to others in his or her experience,
until information to the contrary appears. A scientist may be more deductive and may be
reluctant to proceed until a thorough study has been conducted. The former approach
is more economical, except when unanticipated problems arise. The latter approach is
more rigorous but may sometimes be impractical because of cost. One must decide
between the risk of overlooking unexpected problems vs. that of experiencing ‘““paralysis
by analysis.”
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A scientist is looking for knowledge; an engineer is looking for solutions. Thus, when
an engineer is done with his or her work, a problem has been solved. When a scientist is
done, there may be more questions than before.

Engineers are trained to consider the cost-effectiveness of their actions. Economic fea-
sibility may be farther down the list of a scientist’s priorities. Some engineers are more
willing to make environmental trade-offs; an environmental scientist prefers to “draw the
line” against any environmental costs. If wetlands would be destroyed by a project, an
engineer may weigh it against the value of the project. If the project is important enough,
the value of the wetlands may be compensated for by mitigation or by replacement meth-
ods. A scientist may accept the necessity of this, but may still consider the loss of the
original wetlands a tragedy.

The tasks of both scientists and engineers are to explain (analyze), predict (forecast),
and prescribe (design). A scientist needs to know about all of the individual phenomena
that may affect a system and how they are related. An engineer often depends on having a
mathematical model to represent the phenomena. If such a model can be created, engi-
neers can produce quantitative results. However, science comes into play again when
the limitations of the model are considered. These include extreme conditions where
assumptions of the model may be violated and effects of phenomena (and every system
will have such phenomena) that are not amenable to mathematical modeling.

For example, suppose that an industry that uses well water from a shallow aquifer is
having problems with iron in the water. After use, the water is contaminated with biode-
gradable organics and ammonia and is treated in a lagoon system before discharge to sur-
face water. In considering the pollutional inputs to the system and an analysis of the
groundwater, a scientist, might identify the problem as being due to a recycling effect
where some of the water seeps from the lagoon into the soil, whereupon microbially
mediated nitrification consumes some of the alkalinity in the water, lowering the pH, dis-
solves iron from the soil, and then is again taken up in the well. The scientist might then
prescribe a long-term solution involving adding alkalinity to the water after use. An engi-
neering approach might be to model the system using acid-base chemistry to predict the
effect of the nitrification on the effluent, followed by groundwater flow and water quality
modeling to predict the water quality at the well. The model could be used to determine
the alkalinity dosage required, leading to a design for the treatment process.

This process started with a scientific analysis and continued with engineering methods.
Now, suppose further that after implementation, the lagoon effluent being discharged to
the surface water is found toxic to fish. Again, a scientific analysis is called for: a toxicity
identification evaluation (TIE). It may be found that at the higher pH, more of the
ammonia in the effluent is in non-ionized form, which is more toxic to fish than is the
ammonium ion. No one will doubt that science and engineering cannot be divorced
from each other, but the better that engineers and scientists understand each other’s
disciplines, the better the outcome will be.

The engineering approach can be fruitful for scientific inquiry. Consider the problem
of explaining why multicellular life-forms evolved. A biologist may think first of
survival, fitness, and adaptation. An engineering approach might focus on considerations
of energy efficiency and the effect of area/volume ratio on mass and energy transfer
between the organism and the environment. Both approaches are valid and contribute
to understanding.

Engineers and scientists have much to learn from one another, which they do by work-
ing together. In addition, both will profit from a direct study of each other’s disciplines.
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There are many instances in this book of mathematical or engineering analysis applied to
biology. These should help convince engineers that biology really is a “‘hard” science. By
learning and applying knowledge of biology, engineers can help convince scientists that
engineering isn’t always simplification and abstraction—that they can take into account
the full complexity of a system. At the same time, engineers should be humble about their
capability. The following statement by LaGrega et al. (2001) with respect to toxicology
should be true of other biological disciplines as well: “What is the single, most important
thing for an engineer to know about toxicology? The engineer cannot and should not
practice toxicology.” Still, the more the nonspecialist understands, the better his or her
decision making will be.

1.3 PAST PERSPECTIVES ON ENVIRONMENTAL ENGINEERS
AND SCIENTISTS

Environmental biology is not a unified discipline. Almost every chapter in this book could
constitute a different field with its own history. What we can describe here is a bit of his-
tory of the development of the associations that have formed between biology and envir-
onmental engineers.

Barely a century ago, environmental and sanitary issues were largely the domain of
scientists rather than engineers. In fact, long before the practice of environmental engi-
neering had ever been conceived, physicists, chemists, and biologists were already hard
at work investigating a range of pollution problems that they recognized as a serious
threat.

These sorts of concerns about procuring clean waters and discarding wastes safely had
actually been documented and addressed for at least two millennia. However, by the time
that Charles Dickens had written his classic, A Tale of Two Cities, the “worst of times”
had truly befallen most industrialized countries. Humankind’s waste emissions had
finally overtaxed nature’s assimilatory capacity, and the telltale signs were readily evident.
Skies were blanketed with coal smoke and soot, rivers were befouled with a sickening
blend of filth, and waste piles offered frightful opportunities for the dissemination of
disease.

In the latter half of the nineteenth century, the heightened level of pollution brought by
the Industrial Revolution triggered a response from scientists, whose contributions con-
tinue to this day. For example, one of England’s leading chemists, Edward Frankland, rou-
tinely monitored water quality changes in the Thames River, and his microbiologist son,
Percy, tried to resolve the bacterial reactions found in sewage. John Tyndall, a renowned
physicist, focused a considerable amount of his talent on air quality and contaminant ana-
lysis problems. Charles Darwin’s eminent friend and staunch supporter, Thomas Huxley,
played a major role in the cause of sanitary reformation as a practical extension to his
expertise in biology.

The roots of our modern practice of environmental engineering sprang largely from the
sciences. These investigators were not motivated by regulatory requirement, legal threat,
or financial gain. Instead, their fledgling efforts were effectively compelled by personal
concerns about an environment whose quality had already deteriorated seriously. These
scientists had been trained to appreciate the balance of nature and were duly concerned
about the stress imposed by a rapidly escalating range of pollution problems. It was the
field of biology, however, which truly gave these yesteryear environmental efforts their
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highest motivation. Biologists working at the end of the nineteenth century demonstrated
successive refinements in their sense of awareness and appreciation for the technical
importance of the environmental problems that they faced.

The connection between biology and environmental engineering is best demonstrated
by tracing the academic lineage extending beyond Thomas Huxley’s seminal work with
sanitary health. Although apparently self-educated, Huxley was a preeminent leader in the
emerging field of biology late in the nineteenth century and gained worldwide recognition
for his forceful backing of Charles Darwin’s evolutionary theories. Having been invited to
present the opening speech for Johns Hopkins University’s inaugural ceremony in 1894,
he used the opportunity to recommend one of his students H. Newell Martin, as chairman
of the first biology department in the United States. Under Martin’s leadership, students
were imbued with an inherent sense of “‘environmental” concern. For William Sedgwick,
this issue became a lifelong cause. After receiving his doctorate, Sedgwick joined the
biology program at Harvard, where he introduced a radical new focus on sanitary matters.
Together with his own student, George Whipple, he then cofounded public health pro-
grams at Harvard and the Massachusetts Institute of Technology (MIT), which in the
coming years would lead formatively to distinct academic offerings in public health, sani-
tation, and industrial hygiene. At much the same time, Sedgwick and Whipple created a
technical program at MIT that dealt with the applied aspects of sanitary science, thereafter
known as the first-ever environmental engineering program.

1.4 AMBIGUITY AND COMPLEXITY IN BIOLOGY

Often in fields such as physics or engineering it is possible to identify all the variables that
affect a process (in terms of a model). In fact, the number of variables can be reduced to a
minimum by the use of dimensional analysis, producing a set of dimensionless numbers
that describe a situation completely. In biology, it is more common for there to be
unknown influences and obvious gaps in our knowledge. Consequently, many biological
“facts” are conditional—answers often have to be prefaced with “it depends...” or
important questions may be totally lacking an answer. Despite the recent explosion of
knowledge in chemical genetics, we still cannot give a satisfactory explanation of how
an embryonic cell “knows” to grow into part of a fingertip and not a hair follicle. We
need to have a certain humility in our studies:

In school we start each course at the beginning of a long book full of things that are known
but that we do not yet know. We understand that beyond that book lies another book and that
beyond that course lies another course. The frontier of knowledge, where it finally borders
on the unknown, seems far away and irrelevant, separated from us by an apparently
endless expanse of the known. We do not see that we may be proceeding down a narrow
path of knowledge and that if we look slightly left or right we will be staring directly at the
unknown. (Gomory, 1995)

Few appreciate the difficulty of making ironclad distinctions in the study of biology.
Actually, the same is true for all fields, although it is perhaps more apparent in biology. In
engineering, the mathematical constructions create an abstract ideal out of concepts.
When we speak of the velocity of water in a pipe, the idea seems very clear and can
be manipulated fairly unambiguously, such as to compute flow or pressure drop. However,
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if the turbulent nature of the flow is examined in detail, we find that we need to use
probability distributions to describe the velocity, and even that is incomplete. We use
the simplified abstraction so often, and with such success, that we often forget the under-
lying complexity.

In biology, the uncertainties behind the abstractions are often closer to the surface. For
example, consider the concept of species. We would like to define species such that all
living things belong unambiguously to a species. This turns out to be impossible. One
definition is that a species is a group of organisms that interbreed with each other in nature
and produce healthy and fertile offspring. Thus, the horse and the donkey are different
species even though they can mate, because all their offspring are infertile. A number
of problems occur with this definition. First, not all organisms reproduce by breeding
(sexual reproduction). More important for this discussion is that there are populations
we would like to define into separate species that can interbreed, such as the domestic
dog and the African golden jackal. So perhaps we would alter the definition to include
organisms that can potentially interbreed. However, there are cases in nature where organ-
ism A can breed with B, B with C, C with D, but D cannot breed with A.

Similar problems occur every time we make a classification. The euglena is a single-
celled organism that can move at will through its aqueous environment. This motility,
together with its lack of a cell wall, would indicate that it should be classified as an ani-
mal. However, it has the green pigment chlorophyll, which enables it, like a plant, to cap-
ture light energy. Biologists have created a separate category, the protists, in part to
eliminate the problem of where to put the euglena. However, some protists, the algae,
are very similar to plants; others, such as protozoans, are animal-like. Thus, the classifica-
tions lack an iron-clad quality. Textbook definitions sometimes include the word mostly,
as in ‘“‘animals are mostly multicellular.”

Whether an organism is single-celled or multicellular is an important characteristic
used in classification. However, some may either be at different stages in their life
cycle or may simply change in response to environmental conditions. The slime mold
is an unusual organism that grows on the forest floor and behaves at one stage as a
mass of single-celled protozoans; at another stage the cells fuse into a single supercell
with many nuclei; and at yet another stage it forms fruiting bodies on stalks resembling
a plant.

Another idea that must be recognized as somewhat arbitrary is the notion of an event.
This is another kind of useful fiction. In classical science (i.e., other than in quantum
mechanics), there are no events, only processes. Consider the ‘““moment of conception,”
when a sperm enters and fertilizes an egg. Examined more closely, we must realize that
the event consists of a sequence of changes. If we say that fertilization occurs as soon as a
sperm penetrates an egg’s cell membrane, we must ask, ‘“penetrates how far?”’ If, instead,
we place the event at the moment that the chromosomes join into a single nucleus, we
must ask how complete the joining must be. It is like asking when two asymptotic curves
combine. The problem is not that science cannot say when the critical moment occurs. No
such moment actually exists.

Another thing that is important to appreciate about biology is that a certain amount of
caution is necessary when making predictions or judgments about the validity of reported
observations. Living things often surprise and contradict. The following quote by the
Dutch biologist C. J. Brejer (1958) applies as well to biology as a whole: “The insect
world is nature’s most astonishing phenomenon. Nothing is impossible to it; the most
improbable things commonly occur there. One who penetrates deeply into its mysteries
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is continually breathless with wonder. He knows that anything can happen, and that the
completely impossible often does.”

There is no perfect way around these difficulties; the complexity of nature sometimes
resists our attempts to coordinate, arrange, and systematize it. All life-forms are unique,
defying easy classification; so we create a working definition and go on. We must use the
distinctions when they are useful and alter them when they’re not.

Biology is also unique in the number of levels of scale that it is necessary to examine in
its understanding. In Section 2.2 we describe how living systems can be examined at
many levels of detail, from the chemical to the cell to the organism to the ecosystem.
Within each level are numerous types of entities (e.g., cells or organisms) and myriad
instances of each type. The number of potential interactions is staggering. Sometimes
the reductionist approach is appropriate and an individual entity or interaction will be stu-
died almost in isolation. Other times it is necessary to look holistically at the behavior of
the group.

It is often the goal of scientific studies to “explain’ behaviors observed at one level by
looking at behaviors of its component parts. For example, the primary productivity (pro-
duction of algal biomass) of a eutrophic lake can be predicted by measuring the produc-
tivity of individual species cultured in a lab under similar conditions. However, it is often
the case that the aggregate behavior of numerous individuals cannot be predicted straight-
forwardly, even if the behavior of the individuals were well understood. For example, pro-
teins are polymers of 20 different amino acids, in varying sequences. Although the
individual amino acids do not function as catalysts, proteins do. A protein is not simply
the “sum of its parts.” “New’’ properties that arise from the interaction of numerous simi-
lar parts are called emergent properties. A mathematical field of study called complexity
theory has arisen to study the relation between large numbers of interacting autonomous
parts and resulting emergent properties.

A related source of complexity is chaotic behavior. Chaos is dynamic behavior char-
acterized by ‘“extreme sensitivity to initial conditions.” Consider the sequence of real
numbers, (xq, X»,...) between 0.0 and 1.0 generated by what is known as the quadratic
iterator:

Xit1 :4xi(xi— 1) (11)

Figure 1.1 shows plots of two such series that start at nearly the same point, 0.9000 and
0.9001, plus a plot of the difference between the two series. Note that after a dozen itera-
tions the two series become uncorrelated. The difference between the two series seems
almost random. This demonstrates that although we know the rule generating the data,
without perfect knowledge of the initial condition, we cannot predict very far into the
future. This extreme sensitivity to initial conditions is also called the butterfly effect,
after the analogy for chaos in weather systems which states that a butterfly flapping its
wings in Beijing can cause a hurricane in New York City two weeks later.

A consequence of chaotic behavior is that extremely complex behaviors can result
from very simple rules, as in the example just given. The paleontologist Steven Jay
Gould proposed that small mutations can greatly alter body plans, producing great
leaps in evolution. The benefit of this for the study of biology is that complex processes
do not rule out the possibility of simple explanations. The difficulty is that it places a limit
on the reductionist view. Having a high degree of understanding of the dynamics of nerve
cells does little to explain how the human brain can so quickly recognize a face or decide
on a chess move.
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Figure 1.1 Quadratic iterator, illustrating chaotic behavior and extreme sensitivity to initial

conditions.

1.5 CONSERVATION AND ENVIRONMENTAL ETHICS

The study of biology helps create an increased appreciation for the natural world. It
causes us to question our collective and individual actions that may harm it. However,
we seem to be constrained in our concern by our own need for survival. What is needed
is an ethic to answer questions such as: How should we value the natural world? What is
our place in it? What are our responsibilities toward it?
Why do we pollute, in effect spoiling our own nests? The problem is in a paradox of
individual freedom that is called the tragedy of the commons (Hardin, 1968):

The tragedy of the commons develops in this way. Picture a pasture open to all. It is to be
expected that each herdsman will try to keep as many cattle as possible on the commons.
Such an arrangement may work reasonably satisfactorily for centuries because tribal wars,
poaching, and disease keep the numbers of both man and beast well below the carrying
capacity of the land. Finally, however, comes the day of reckoning, that is, the day when
the long-desired goal of social stability becomes a reality. At this point, the inherent logic
of the commons remorselessly generates tragedy.
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As a rational being, each herdsman seeks to maximize his gain. Explicitly or implicitly,
more or less consciously, he asks, “What is the utility to me of adding one more animal
to my herd?”” This utility has one negative and one positive component.

1. The positive component is a function of the increment of one animal. Since the herdsman
receives all the proceeds from the sale of the additional animal, the positive utility is
nearly +1.

2. The negative component is a function of the additional overgrazing created by one more
animal. Since, however, the effects of overgrazing are shared by all the herdsmen, the
negative utility for any particular decisionmaking herdsman is only a fraction of —1.
Adding together the component partial utilities, the rational herdsman concludes that the

only sensible course for him to pursue is to add another animal to his herd. And another. . ..

But this is the conclusion reached by each and every rational herdsman sharing a commons.

Therein is the tragedy. Each man is locked into a system that compels him to increase his herd

without limit—in a world that is limited. Ruin is the destination toward which all men rush,

each pursuing his own best interest in a society that believes in the freedom of the commons.

Freedom in a commons brings ruin to all.

Morality is about when we should act against our own immediate self-interest. Ethics
is the study of systems for deciding the morality, or rightness or wrongness, of our actions.
Environmental ethics is the study of the morality of actions that affect the environment.
An understanding of environmental ethics will help us to apply the knowledge and power
we gain from our education.

It is a popular saying that one cannot teach someone to be ethical. This is not true.
Public educational campaigns are often used with good effect to encourage ‘“‘right” beha-
vior, such as to institute recycling programs. Furthermore, an understanding of ethical
principles can help counter specious or just plain wrong arguments that people sometimes
use in support of self-serving actions. Finally, an understanding of ethics can help guide
and reinforce those who want to do the right thing.

A moral principle is a rule or set of rules used to decide moral questions. Several
moral principles have been proposed that are specific to our effect on the environment.
A moral principle will not be an infallible guide to behavior. We will still be faced
with dilemmas in which each alternative has its own moral cost.

What is the basis of moral principles? James Q. Wilson argues that we have inborn
“moral senses,” including the senses of sympathy, fairness, self-control, and duty.
These senses then propel the development of moral principles. The Harvard biologist
Edward O. Wilson postulates that concern for the environment stems from an innate affi-
nity that people have for all living things, a principle he calls the biophilia hypothesis.
This affinity becomes most apparent when contact with living things is limited. Antarctic
researchers who are isolated over the winter must ration time spent in the plant growth
chamber. The station’s doctor prescribes such time to treat depression. NASA has con-
ducted experiments in which crews are isolated in closed environmental systems for as
long as 90 days to simulate space missions. The crew in one such experiment found
that one of their greatest pleasures was growing their small lettuce crop. Planting and har-
vesting decisions were made only after considerable group discussion, and crew members
often enjoyed opening the growth chamber just to look at the plants.

Two basic types of ethics are utilitarian ethics and rights-based ethics. Utilitarianism
is the principle that rules or acts are moral if they produce the greatest amount of good for
all concerned. A problem for utilitarianism is that some may suffer unfairly for the greater
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good of the majority. Rights-based ethics get around this problem by postulating moral
rights that are universal (possessed by all), equal (no one has the right in any greater or
lesser degree than another), inalienable (cannot be given up or taken away), and natural
(not created by human acts, as are legal rights). A major problem with rights-based ethics
is that different rights may conflict, and criteria need to be selected for choosing among
them.

Both of the aforementioned types of ethics are focused on needs of individuals and thus
are humanistic. Some propose a holistic ethic that places value on systems rather than
individuals. This approach is used to raise to the level of moral principles ideas such
as the diversity and integrity of ecosystems or the sustainability of economic systems.

The Judeo-Christian tradition forms the basis of much of Western thought. Various
interpretations have been applied to its view of the relationship between humans and
the rest of the natural world. A negative view has been blamed on the biblical injunction
to ““have dominion over the fish of the sea, and over the fowl of the air, and over the cattle,
and over all the earth, and over every creeping thing that creepeth upon the earth. ... Be
fruitful, and multiply, and replenish the earth, and subdue it: and have dominion over the
fish of the sea, and over the fowl of the air, and over every living thing that moveth upon
the earth” Genesis 1:26-28.

However, other passages imply that all of creation has value. Genesis 1:31 states that
“God saw every thing that he had made, and, behold, it was very good.” The animals are
also commanded to be fruitful and multiply. This leads to the stewardship concept, which
states that humans have responsibility for the protection of creation. In any case, the Wes-
tern tradition developed in which humans were viewed as the center and pinnacle of crea-
tion, a notion that is called anthropocentrism.

Some Asian religions, such as Zen Buddhism, Taoism, and Hinduism (especially the
Buddhists), teach unity with nature, including compassion toward other humans as well as
animals. For native Americans, unity means an interdependence and kinship between all
animals, including humans, and natural systems. They believe that all animals have spirits
that deserve respect. Animals can only be killed out of necessity, after which humans have
to make apologies and atonement to the spirit of the killed animal. Many tribes also link
their identity to prominent landscape features.

The Darwinian revolution dethroned humans from their special position in creation.
Instead, they are part of a continuum with the animals, plants, and ultimately with the
nonliving chemical world. The other parts of the living and nonliving world are seen
as kin, which gives us an incentive to make our ethic include that which is good for
them.

The wildlife biologist and amateur philosopher Aldo Leopold (1949) proposed such an
ethical system in his book A Sand County Almanac. He calls it the land ethic. This book
is considered the “gospel” of the conservation movement, much as Rachel Carson’s
(1962) Silent Spring sounded the alarm that stimulated the environmental movement.
The idea of a land ethic is developed further by Callicott (1986).

Leopold describes how ethics developed from responsibilities toward other people.
Eventually, these responsibilities were expanded to include the family and the clan, and
then larger and larger groups, ultimately encompassing all of society. As the boundaries
of the community expanded, the inner ones remained. These can be viewed as a con-
centric hierarchy of responsibilities to larger and larger communities (Figure 1.2): from
self to nuclear family, extended family, clan, nation, and all of humanity. A person’s
responsibility toward the outer rings does not cancel the inner ones, but rather is layered



12 PERSPECTIVES ON BIOLOGY

Individual

The Family

The Nation

Humanity

The Land

Figure 1.2 Hierarchy of responsibility in the land ethic.

over them. Leopold’s contribution was to describe this hierarchy and to extend the idea of
community to include the land. By the land he meant not just the soil but the pyramid of
energy starting with the soil, to the plants it supports, the herbivores that live on the plants,
the predators that depend on all the levels below it, and the organisms of decay that return
the nutrients to the soil.

Furthermore, the particular responsibilities due each layer in the hierarchy are differ-
ent. One does not owe all of humanity the same share of attention and resources that is
owed to family members. So what is our responsibility to the land? According to Leopold,
human use of the land should preserve and enhance the diversity, integrity, stability, and
beauty of the biotic community. This does not prohibit our use of natural resources but
requires that we do so in a sustainable way with a minimum of waste.

This leads us to one of the great moral challenges before our society. At the same time
that the world’s population continues to increase, the per capita use of natural resources is
also increasing, and wilderness habitats are continually giving way to human uses. Opti-
mists may expect that continuing technological developments will enable growth to con-
tinue. However, eventually we will have to achieve a steady-state condition in which
resources are consumed at essentially the same rate at which they are regenerated.
Humans have the capacity to plan, so society has the potential to bring about such a steady
state without having it imposed by catastrophe. How will such a “sustainable society”
look? What will be its population, how much will each person have to eat, and how
much will remain of the wilderness and biodiversity that we have today? Although a sus-
tainable society may take generations to become reality, it will never happen unless earlier
generations begin to bring it about.
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A final note of particular relevance to an engineer or scientist is professional ethics,
often stated in a code of ethics. An example is the code of ethics adopted by the American
Society of Civil Engineers, which states their responsibilities to the environment:

e Engineers uphold and advance the integrity, honor, and dignity of the engineering
profession by using their knowledge and skill for the enhancement of human
welfare.

e Engineers shall hold paramount the safety, health, and welfare of the public in the
performance of their professional duties.

e Engineers should be committed to improving the environment to enhance the quality
of life.

1.6 GUIDELINES FOR STUDY

In many of the fields of science the task of “coordinating, arranging, and systematizing”
the knowledge can be difficult precisely because mathematics cannot easily be applied.
Although mathematics has the reputation of being a difficult subject, it is tremendously
efficient at compressing information. If a picture is worth a thousand words, an equation is
worth a thousand pictures. Consider, for example, the effect of temperature, volume, and
composition on the total pressure of a mixture of three solvents in equilibrium with its
vapor, or the shape of the cone of depression around a well as it depends on soil perme-
ability and water flow. We cannot easily visualize high-dimensional relationships, so they
must be represented by a family of curves. Alternatively, the information could be con-
tained concisely in a single mathematical representation. However, biological systems
often are not described so compactly.

This leads us to discuss how to approach the study of biology. The method usually first
thought of is to apply memorization. This is laborious and unproductive. It is extremely
difficult to keep numerous unconnected facts in your head for any amount of time. The
key, then, is to establish connections, to seek out relationships. This recovers some of the
efficiency of the mathematical equation. We can think graphically about concepts, men-
tally plotting developmental trends, sequences, patterns, and networks of relationships.

Make studying an active process by keeping notes: Outline the reading and write
lists, even lists of lists, under a unified topic. See if you can create an explanation of
the concepts in each section of this book in your own words. If you have trouble with
this at some point, you should formulate the difficulty as a question and seek the answer
in the references or from your instructor. To learn a complex relationship from a figure
such as the oxidation of glucose in Figure 5.5 or the nitrogen cycle in Figure 14.7, try
copying it (possibly with less detail), and then try reproducing it again with the book
closed.

Create what are known as concept maps. These are graphical representations of the
relationships among information. For example, Figure 1.3 shows a concept map for
science and engineering science topics in environmental engineering education, empha-
sizing the place of biology and leading to the twin roles of environmental engineers:
design and prediction. To create a concept map, start with a list of related concepts.
Then, state an organizing principle, which is a concept or idea used to arrange and con-
nect items appropriately. The organizing principle behind Figure 1.3 is that connections
lead from one topic to others that require their application. Another arrangement of
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the items could have been created using a different organizing principle, for example as
the sequence in which the subjects developed historically.

Such data structures organize and compress information, creating a mentally retrieva-
ble path to the information when called for. There is no right or wrong way to create struc-
tures. As long as it makes sense to you, it’s right. The act of creating them results in
learning. In addition, this technique is an excellent way to communicate any kind of tech-
nical data to others.

Besides the organizing techniques just described, the major activity for the study of
biology is simply to read. Read beyond the required material. Seek out the refer-
ences—these expand and reinforce the basic concepts. Multiple sources of information
on the same topics can provide alternative viewpoints that highlight and clarify the key
information.

PROBLEMS
1.1. Create a concept map using the chapters of this book as a starting list of items to be
related. What organizing principle are you using?

1.2. How would responsibility to your employer or to your consulting client fit into Aldo
Leopold’s hierarchy? Where do government regulations come in?
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BIOLOGY AS A WHOLE

In this chapter we provide an overview of the broad topic of biology. Much of biological
science, as well as the chapters of this book, is reductionist. That is, systems are studied
by focusing on their component parts. However, in this chapter we examine biology
holistically, stepping back and looking at concepts that connect all of its disparate
components.

The most basic concept, which forms the foundation of the entire structure of biology,
is the definition of life. A “vertical” view of the structure generates a hierarchy of scale
from biochemical reactions to the ecosystem. A “horizontal’” view displays the classifica-
tions of living things, the pigeonholes that biologists use to group organisms into species,
families, and so on. Connecting the parts of the structure is the theory of evolution, the
grand organizing principle that gives the structure resilience, explaining why things are as
they are. Finally, stepping back a bit, one can examine the two-way interactions between
the structure and its surroundings, the environment.

2.1 WHAT IS LIFE?

First, we must define our subject. Biology is the study of living things. What, then, is the
definition of life? For the most part, none of us would have trouble distinguishing living
from nonliving things. Therefore, we will make our definition to include everything we
consider to be alive and to exclude the nonliving things. This must be done carefully
because we can sometimes find counterexamples to particular rules. Doesn’t a crystal
grow and possess order? Have you ever seen a polymer solution climbing out of a
glass (motility)? Aren’t there computer programs that reproduce and evolve? What
about virus particles? Viruses are crystalline particles that must take over the cell of an
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ordinary organism in order to reproduce. Should we make our definition include them?
Even if we do, it turns out that there are infectious agents, viroids and prions, which
are even simpler in structure, possibly even single molecules.

It should be obvious that this is one of those somewhat arbitrary questions that often
arise in biology. Recognizing this, and also that there may be alternative definitions, let’s
go ahead and make our definition as best we can:

A living thing is a discrete entity, or organism, that has the following characteristics:

e [t can capture useful energy from its surroundings.

e It can extract materials from its surroundings for growth and maintenance of its
structure.

e It is responsive—it reacts to its surroundings, using energy and material to move or
grow.

e It reproduces—it generates other organisms like itself, preserving its own char-
acteristics by passing them on to succeeding generations.

e It adapts and evolves—successive generations can change as the environment
changes; individuals exhibit adaptations, that is, they are specialized for a particular
function in a particular environment.

Other characteristics sometimes mentioned are that life is orderly and complex; that it
is capable of metility, or movement, which is a type of response; that it exhibits devel-
opment, in which its complexity increases progressively; and that it has heredity, in
which its characteristics are passed to its offspring as it reproduces.

So, is a virus alive? It is capable of evolution and reproduction, but it clearly fails in the
first two of the criteria above. Strictly adhering to the criteria, the answer would be no.
However, this might not be satisfying to some, who feel intuitively that they should be
included. It may be that the best answer would be just to say that “viruses have several
of the characteristics of living things” and leave it at that. To press the question further
may be meaningless. Certainly, the topic of viruses belongs in a book on biology. On the
other hand, the line may be drawn to definitively exclude viroids and prions. These may
be considered to be chemical substances with infectious behavior.

Textbooks often do not mention at this point in the discussion another criterion for life
that is commonly used by biologists:

e All living things are composed of cells.

A cell is the smallest entity completely surrounded by a membrane and containing a
nuclear region, which stores the hereditary information used for growth and reproduc-
tion, and cytoplasm, which is a gel-like substance between the membrane and the nuclear
region. With this additional criterion, viruses are clearly excluded, since they lack a mem-
brane and cytoplasm.

Life may also be described in thermodynamic terms. The molecules in any isolated
system (a system whose boundaries are sealed to both matter and energy) tend to rear-
range themselves by random processes. For such systems of even moderate complexity,
of all the possible random arrangements the ‘“‘orderly” ones are extremely rare. Thus,
such systems tend to rearrange into “‘disordered” systems. This behavior is described
by the second law of thermodymics, which states that entropy, a measure of disorder,
tends to increase in isolated systems.
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But Earth is not an isolated system. It receives energy in the form of visible and ultra-
violet light and emits the same amount of energy to space in the lower-grade form of
infrared radiation. As this energy passes through the living world, part of it is used to
do the work of countering the increase in entropy on Earth. In fact, living things use
energy to cause a local decrease in entropy. The infrared emission to space results in
an even greater increase in entropy outside the Earth, so that the total entropy of the
universe still is found to increase.

Erwin Schrodinger (1956), developer of the quantum wave equation, described these
ideas in a book entitled “What Is Life?”’:

Thus a living organism continually increases its entropy—or, as you may say, produces posi-
tive entropy—and thus tends to approach the dangerous state of maximum entropy, which is
death. It can only keep aloof from it, i.e. alive, by continually drawing from its environment
negative entropy—which is something very positive as we shall immediately see. What an
organism feeds on is negative entropy. Or, to put it less paradoxically, the essential thing
in metabolism is that the organism succeeds in freeing itself from all the entropy it cannot
help producing while alive.

Later, he continues:

Hence the awkward expression ‘‘negative entropy’’ can be replaced by a better one: entropy,
taken with the negative sign, is itself a measure of order. Thus the device by which an organ-
ism maintains itself stationary at a fairly high level of orderliness (= fairly low level of
entropy) really consists in continually sucking orderliness from its environment. . .. After uti-
lizing it they return it in a very much degraded form—mnot entirely degraded, however, for
plants can still make use of it. (These, of course, have their most powerful supply of ‘“‘nega-
tive entropy” in the sunlight.)

This “negative entropy” can be identified with the thermodynamic concept of Gibbs
free energy, described in Section 5.1.1.
2.2 THE HIERARCHY OF LIFE
One way to examine living things is to look at them with different degrees of magnifica-

tion, as it were, from the atomic level to cells, to organisms, to standing back and looking
at Earth as a whole. The following lists the levels of detail in this hierarchy:

Metabolism All of the chemical reactions within an organism that sustain life.

Organelle Subcellular structures within cells that carry out specialized
functions.

Cell The basic unit of life, a structure completely surrounded by a

membrane, containing a nuclear region and cytoplasm; the
smallest structure capable of having all of the characteristics of life.

Tissue A group of similar cells having the same function in a multicellular
organism.
Organ A single structure of two or more tissues that performs one or more

functions in an organism.
Organ system A group of organs that carry out related functions.
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Organism An individual entity that has all of the characteristics of life
described above and possessing the same hereditary information
in all its cells.

Population A group of individuals of the same species living in the same
environment and actively interbreeding.

Community A group of interacting populations occupying the same environment.

Ecosystem The combination of a community and its environment.

To understand the last several items, it is necessary in addition to define environment:
the physical and chemical surroundings in which individuals live. Strictly speaking, the
environment does not have boundaries. In practice, of course, it is common to restrict the
discussion to a particular region, such as a single forest, a particular glen within that
forest, or just the soil in a glen in a forest.

The first half of this book is organized roughly along the lines of the hierarchy. A more
detailed description of the items in the hierarchy follows.

Metabolism This is the view of life at the chemical level. The study of chemical reac-
tions in organisms is called biochemistry. The reactions can be classified into (1) energy
conversion reactions, (2) synthesis and breakdown of cell material, and (3) reactions asso-
ciated with specific functions such as reproduction or motility.

The energy conversion reactions include those that capture energy from sunlight
(photosynthesis) and convert it into food or that convert food energy into a simple
form that is available for other reactions (respiration, fermentation). The synthesis reac-
tions include production of the components of the major constituents of cells, such as pro-
teins, carbohydrates, and lipids (which include fats), or minor ones (in terms of mass),
such as nucleic acids, hormones, and vitamins. Reactions that break molecules down
into simpler forms may facilitate the removal of waste products.

All of the metabolic reactions are connected to each other by a web of metabolic path-
ways, which consists of sequences of biochemical reactions. A particular compound can
often participate in several reactions, thus becoming a link between those pathways.

Organelles Some of the specialized functions carried out by these substructures include
protein synthesis, photosynthesis (the conversion of light energy to chemical energy), and
respiration (the release of chemical energy into a form usable by cells). The organelles
that perform these functions are the ribosomes, the chloroplasts, and the mitochondria,
respectively. There are many other organelles, especially in higher organisms. Not all cells
have all types of organelles.

Cells All living things are made of cells. Some are composed of a single cell and are
called unicellular. Organisms made of more than one cell are called multicellular. A key
structure of all cells is the plasma membrane. This separates the cell contents from its
environment and forms the boundary of many of the cell’s organelles. There are two pri-
mary types of cells. The prokaryote is the simpler of the two. It has no internal mem-
brane structures, and the only organelle is the ribosome. Bacteria are typical prokaryotes.
The other type is the eukaryote, which has internal membrane-bound structures such as
mitochondria and chloroplasts. All the plants and animals are eukaryotic organisms, as are
some single-celled organisms such as protozoans and algae.
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Tissues These are present only in multicellular organisms, of course. Examples include
muscle tissue, bone tissue, or nerve tissue. Tissues should not be confused with organs.
Although they may be composed predominantly of one type of tissue, organs may also be
formed from a variety of tissues.

Organs This is a complete unit such as an entire muscle, a bone, or the brain. Many
organs serve a single function. Others organs have multiple functions, such as the pan-
creas and the adrenal gland. Both of these glands produce more than one hormone,
which have unrelated functions.

Organ Systems Some organs work in concert with each other and form a system. Exam-
ples are the nervous system, the circulatory system, the respiratory system, the skeletal
system, and the endocrine system.

Organism An organism is a living thing with a single genome (the set of hereditary
information contained in all its cells’ nuclear regions), which exists, for at least part of
its life cycle, in the environment and separately from others of its kind. Some organisms,
such as the algae and the fungi in lichens, must live together, but they have different gen-
omes. Others live in colonies but exist separately at an earlier stage of their lives. An
example of the latter is the jellyfish, which is really a colony of organisms that started
out as free-swimming larvae. The individual cells of a jellyfish may come from different
parents, yet it is difficult not to think of a jellyfish as a single organism. This is another
example of the difficulty in making distinctions in biology.

Population Examples of populations include all of the striped bass that breed in the
Hudson River (although they spend most of their lives in the Atlantic Ocean), and the
Nitrosomonas europaea bacteria in a biological wastewater treatment plant.

Sometimes the definition of population is extended to any group of organisms sharing a
characteristic, such as the population of invertebrates (animals lacking an internal skele-
ton) in the soil, or the population of deer ticks that carry the Lyme disease bacteria. Thus,
in this usage, a population may either incorporate more than one species or may be a sub-
set of a species. Although such usage is common, it should be avoided. It would be more
proper to label multiple-species groups as populations (note the plural) and to call the
subset of a species a subpopulation.

Community Strictly speaking, a community comprises all of the organisms in a region.
Thus, an earthworm may be considered a member of a number of communities, depend-
ing on the region defined: It may be a member of the soil community, the forest commu-
nity, or the community of organisms on a particular island in a lake.

The word community is sometimes used in a looser sense, similar to the second usage
of the word population described above. For example, some may speak of the community
of soil bacteria when they are concerned about the interactions among those members,
even though there are other species in the same environment. Again, it would be more
precise to use the term populations.

Ecosystem The ecosystem is the most inclusive unit studied in biology. Again, the term
may be restricted to local systems, such as a particular lake, or an island and nearby
waters. Strictly speaking, since all of these systems are interconnected, there is really
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only one known ecosystem—the Earth’s. This all-inclusive ecosystem is also known as
the biosphere.

2.3 EVOLUTION

Evolution is the process of genetic change by which species adapt to their environment or
develop new ways of coping with environmental stress. The theory of evolution is the
most fundamental organizing principle in biology. It can be invoked to explain the origin
of almost any feature of living things. By the early nineteenth century enough geological
and fossil evidence had accumulated to challenge the prevailing idea that Earth and the
life on it were unchanging. Jean-Baptiste Lamarck then proposed the ultimately rejected
theory that species evolved by passing on new characteristics that were acquired by
changes during their lifetime. For example, it was suggested incorrectly that early giraffes
stretched their necks by reaching for leaves from high branches and that their offspring
retained this change.

Two English naturalists then developed a better explanation for evolution. From 1831
to 1836, Charles Darwin served on the round-the-world voyage of HMS Beagle. His
observations in South America, especially in the Galdpagos Islands off Ecuador, led
him to form the modern theory of evolution. Darwin wrote a summary of the theory in
1842 but did not publish it immediately. Independently, and several years later, Alfred
Russell Wallace developed the same ideas, even using the same term, natural selection.
After Wallace published several papers he sent one to Darwin, asking him to forward it to
the Linnean Society for publication, which Darwin did. Darwin then rushed his own life’s
work into print in 1859 (giving proper credit to Wallace) in the form of the book The
Origin of Species.

Our modern understanding of evolution is based on genetic theory. However, its origi-
nal development preceded that knowledge. Here a detailed discussion of heredity and
genetics is deferred to Chapter 6. Evolution can be described based on the understanding
that individuals in a population vary in numerous traits (observable characteristics) that
can be inherited by their offspring. The traits may be of various types, such as morpho-
logical (related to structure, such as height or shape of the eyes), biochemical (such as the
ability to produce their own vitamin C), or even behavioral (e.g., aggressiveness in dogs).

The theory of evolution can be reduced to two mechanisms that act in combination:

1. Random variation. The sources of the variation in traits within a population are
random mutations in the genetic code, and sorting and recombination of genetic
material that occurs during meiosis, a type of cell reproduction. Only a minority of
genetic changes may confer an advantage on an individual. In fact, most changes are
probably fatal and are not passed on to future generations. Mutations are caused by
errors in the biochemical processes of reproduction in which the genetic material is
copied for progeny, or by damage from chemical or physical agents such as ionizing
radiation.

2. Natural selection. Because organisms have an inherent reproductive growth rate
that would cause the population to exceed the ability of the environment to support
it, not all individuals survive to reproduce. Individuals with heritable traits that do
confer an advantage tend to leave more offspring than those without such traits.
Consequently, those traits become more common in succeeding generations.
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These cause the traits held by a population to tend to change with time either because
novel traits are developed randomly that confer an advantage in the current environment,
or because different traits are selected for when the environment changes, such as by cli-
mate change, introduction of new competing species to the area, or various forms of
human intervention. Favorable traits, which increase the fitness of a population to an
environment, are called adaptations. The Galapagos Islands, which have become a
field laboratory for evolution, furnish an example. In 1977 a drought wiped out 85% of
a species of finch. Studies showed that the survivors were mostly birds with larger beaks.
It was found that this was because during the drought there were fewer herbs and grasses
that produced small seeds. The birds with small beaks were unable to eat the larger seeds
that remained, and they did not survive to pass on their characteristics.

Prior to our modern understanding of genetic theory and molecular biology, the theory
of evolution could be supported by three types of evidence: the fossil record, comparisons
between the structure and function of different species, and by an analysis of the geo-
graphic distribution of existing species. The fossil record shows that (1) different organ-
isms lived at different times, (2) different organisms lived in the past than are in existence
today, (3) fossils found in adjacent sedimentary layers (and therefore relatively close to
each other on a geological time scale) are similar, (4) intermediate forms of species are
sometimes found, and (5) older rocks tend to have simpler forms.

Comparison of species falls into three categories: comparative anatomy, comparative
embryology, and comparative biochemistry. Comparative anatomy shows that similar
organisms have similar structures, but structures that serve different functions. For exam-
ple, the same bones that a human has in the forearm are found in the flipper of a whale and
the wing of a bat. It was easier for nature to modify existing structures of these mammals
than to develop completely new, specialized structures. Sometimes a structure loses its
function altogether, forming a vestigial organ. For example, whales and snakes retain
the pelvis (hipbone) and femur (thighbone). Comparative embryology finds that similar
organisms have similar embryos (the earliest multicellular form of an individual). For
example, all vertebrate embryos, including humans, have gill slits, even if the adult
does not. Evolution accounts for this by explaining that those features are retained
from ancestral forms. In an example of comparative biochemistry, techniques of mole-
cular biology have shown that similar species have similar genetic material. It is possible
to compare species based on the degree of similarity between their DNA (the chemical in
the nuclei of cells that stores the hereditary information). This has shown definitively that
species that are similar on an evolutionary scale (based on other evidence) are also similar
genetically. Furthermore, the code that converts DNA into proteins is the same in all living
things from bacteria to humans (see Table 6.2). There is no fundamental reason that this
should be so unless all these organisms developed from a common ancestor.

The third line of evidence is from biogeography, the study of geographic distribution
of living things. This type of evidence was particularly striking to Darwin. He observed
many unique species in the Galapagos, off South America, and in the Cape Verde Islands,
off Africa. Although the two island groups have similar geology and climate, their species
are more similar, although not identical, to those on the nearby mainland than to each
other. This suggested that the islands were colonized from the nearby mainland by organ-
isms swimming, flying, or rafting on floating vegetation, and that evolution continued
through their subsequent isolation. At the same time, unrelated organisms of the two
island chains had similar characteristics, suggesting that evolution formed similar struc-
tures in response to similar requirements.
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The study of evolution has helped to understand changes in populations other than the
formation of new species. Random changes in traits can occur in a population, resulting in
what is called genetic drift. This is seen when a population becomes divided by some
circumstance, such as the formation of an island from a peninsula by rising water levels.
If two populations are isolated from each other long enough, they can diverge to form
distinct species, even if both are in similar environments. This is called divergent evolu-
tion. The differences between Galapagos species and the mainland species with which
they share ancestry is an example.

Another form of genetic drift is called the bottleneck effect. This occurs if some cat-
astrophe destroys a large portion of a population. As a result, only those traits carried by
the survivors are found in future generations. Many of the less common traits will disap-
pear, and some rare ones may become common (see Figure 2.1). The bottleneck effect is
also seen when a small number of a species are introduced to a new ecosystem and flour-
ish there. The descendents share a few recent ancestors and limited genotypes.

Environmental stresses can cause changes in the genetic makeup of a population by
favoring organisms with certain alleles more than others. This is, in fact, the normal
way that populations can adapt rapidly to changes in their environment without mutations
being required to produce new adaptations. It is also the reason why populations with
genetic diversity are more likely to survive in the face of change. However, there is
another side of this phenomenon related to human impacts on populations. Toxins
added to the environment exert selection pressure for individuals that are more tolerant
of the toxins. One negative impact of this is that it can reduce the genetic diversity of
a population, making it vulnerable to further stresses. Another problem occurs if the
organism is a pest and the toxicant is an agent such as a pesticide or antibiotic. As a result
of the selection pressure, the population seems to develop tolerance or resistance to the

agent, which then becomes less effective.

Original population contains many rare alleles.
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A disaster destroys 80% of the population.
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Recovered population has lost many of the rare alleles, and a few rare alleles become common. |

Figure 2.1 Bottleneck effect. (Based on Wallace et al., 1986.)
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Sometimes very different species develop similar characteristics in response to similar
environmental conditions. This is called convergent evolution. Because of this it is not
always possible to consider species to be related evolutionarily because of superficial
similarities. For example, most of Australia’s original mammals are marsupials, which
nurture their fetuses in pouches; whereas North America is dominated by placental mam-
mals, whose fetuses grow internally in the uterus until ready to live independently.
Despite their being very different groups, similar species have arisen on both continents,
such as marsupial analogs to the wolf, mouse, and even the flying squirrel.

The Pace of Evolution The traditional view of evolution has been that it proceeds by the
accumulation of small increments of change. This view is called gradualism. Some fossil
evidence supports this. For example, fossils have shown a series of species leading from a
small, dog-sized animal, to the modern horse. However, the fossil record is more compa-
tible with the view that species remained stable for millions of years before suddenly dis-
appearing and being replaced by new ones. An alternative view, called punctuated
equilibrium, was proposed in 1972 by Niles Eldredge and Stephen Jay Gould. This pre-
dicts that evolutionary changes occur rapidly over short periods, forming new species in
small populations. These stay relatively unchanged for millions of years until they
become extinct. Gould suggests that the rapid changes could be caused by small, yet influ-
ential genetic modifications. For example, radical changes in the body plan of an organ-
isms could be mediated by a small number of mutations.

The theory of punctuated equilibrium answers the criticisms directed at evolution the-
ory for the absence of “missing links™ in the fossil record. However, gradualism also
explains some of the features observed in the living world. The structure of the eye has
been cited as being so complex as to defy explanation in terms of development from sim-
pler forms. However, four different species of mollusk illustrate stages of a continuum in
eye development (see Figure 2.2).

Extinction Extinction is the elimination of a species from Earth. The term is also used
to describe elimination of a species from a particular area or ecosystem. Today, there is
serious concern because human activities are causing the extinction of numerous species
each year. Activities that destroy ecosystems or even just reduce their size cause loss of
species. Some biologists estimate that human population pressure on natural ecosystems
could eliminate 20% of Earth’s species over the next 25 or 30 years. The term biodiver-
sity describes the taxonomic variation on Earth or in an ecosystem. The loss of species
due to human activities eliminates adaptive information created by nature over eons.
Many hope to protect against loss of biodiversity. Besides the moral motivation, there
is also the utilitarian concern that lost species might have been useful, such as for drug
development or to help control biological pests.

Extinctions also occur naturally, of course. A species may become extinct because of
competition or increased predation from another species. This could occur if the other
species is one that is newly evolved or that has invaded the ecosystem from other loca-
tions. Such invasions are caused by geological and/or climatic changes such as land
bridges that form between major islands and continents due to fluctuation sea levels, or
elimination of a climatic barrier between, say, ecosystems separated by mountains or
desert. Human importation of exotic species, intentional or not, produces a similar effect.

The fossil record shows that a number of mass extinctions have occurred in the past.
At the end of the Permian Period, some 250 million years ago, 96% of species, such as
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Figure 2.2 Development of the eye in mollusks: limpet, nautilus, scallop, octopus. (From Postlethwait
and Hopson, 1995.)

the trilobite, disappeared from the fossil record. Some 65 million years ago, at the end
of the Cretaceous Period, known as the K-T boundary, as much as 76% of species
disappear, including the dinosaurs. Recently, geologic evidence has established that this
mass extinction was caused by a large meteorite or comet striking Earth at the Yucatan
Peninsula in what today is Mexico. Shock waves traveling through Earth’s crust seem to
have focused on the opposite point of the globe, southwest of India, causing massive
volcanic outpourings. The impact plus the volcanism are thought to have sent dust and
smoke into the atmosphere, darkening the sun, directly wiping out many ecosystems
and reducing the primary productivity of the Earth (Chapter 14), starving many species
into extinction.
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Mass extinctions seem to be followed by a period of accelerated evolution of new spe-
cies. The elimination of dinosaurs, for example, paved the way for the further develop-
ment of mammals. Human activities are currently being blamed for causing the extinction
of great numbers of species, mostly by encroaching on their habitats.

24 TAXONOMY

There are an estimated 50 million species on Earth. Of the 1.5 million species that have
been named, about 5% are single-celled organisms (prokaryotes and eukaryotes), and
plants and fungi make up about 22%. About 70% of the known species are animals.
Most of these are invertebrates, especially insects, of which there are about 1 million
known species.The earliest and, until this century, the most dominant activity in biology
has been the classification of species. Aristotle was concerned with it. Even Charles Darwin,
who started developing his theory of evolution while on the famous round-the-world
voyage of the Beagle, was occupied primarily with collecting and categorizing new
species of organisms.

Why should environmental engineers and scientists study taxonomy? One reason is so
they won’t be at a loss to see how any particular organism fits in with others. Does that
worm always live where it is, or will it someday metamorphose into an insect and fly
away, perhaps carrying biological or chemical contamination with it? At a more funda-
mental level, classification is a prerequisite to the identification of patterns, which leads to
generalizations or hypotheses, and ultimately to tests of hypotheses by experiment or
further observations. Thus, classification can be seen as a basis for the scientific method.
The generalizations came later to biology than they did to physics and chemistry, perhaps
owing to the dazzling variety of life and the inherent complexity of the underlying
mechanisms.

Taxonomy is the science of classification of organisms. Taxonomy (except for micro-
organisms) was a fairly settled area until recently. Now, genetic techniques are reopening
old questions and revealing new things. The possibility that humans are causing a new
mass extinction lends a new urgency to knowing the organisms that now exist on
Earth. This loss in the diversity of life would have several potential consequences.
From a utilitarian point of view, destruction of species results in a loss of genetic material
that may include useful traits, such as production of chemicals that may have medical
uses, or traits that may be useful for invigorating agricultural plants or animals. Ecological
relationships may link the survival of one species to many others. Finally, it may be
argued from several ethical viewpoints that we have a moral imperative to preserve
Earth’s biological heritage regardless of actual or potential utility.

Two ways to classify organisms are to group them (1) by structure and function or (2)
by closeness of evolutionary descent. The two approaches often produce similar results,
but not always. Convergent evolution can make dissimilar evolutionary branches form
similar characteristics, whereas divergent evolution does the opposite. Barnacles and lim-
pets both live in shells glued to rocks in the sea, but barnacles are arthropods, like crabs,
whereas limpets are mollusks, like clams. The use of evolutionary descent was con-
strained in the past due to the incompleteness of the fossil record, resulting in ambiguity
in classifying existing organisms. Recently, however, the development of genetic engi-
neering techniques has led to quantitative measures of genetic similarity. These have
settled old classification questions and even led to increased detail in classification by
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dividing old groups, forming new ones, and producing new species, phyla, and even king-
doms (see below).

Biologists use the Linnaean system to classify organisms, which consists of a hierar-
chy of groupings and a naming convention. The lowest level of the hierarchy is the spe-
cies. Similar species are grouped into a genus. The naming convention, called binomial
nomenclature, assigns to each species a two-word name. The first word, which must be
capitalized, is the name of the genus, and the second, which is uncapitalized, is the name
of the species. For example, modern humans are in the genus Homo and the species
sapiens; thus, they’re called Homo sapiens. Other species in our genus are extinct, such
as Homo habilis. Genus and species names are either italicized or underlined when writ-
ten, and the genus name may be abbreviated by a capitalized first initial once it has
already been written out in full: H. sapiens.

In increasing degrees of generality, the other classifications are family, order, class,
phylum or division (in plants and fungi), kingdom, and domain. Each of these may
sometimes be subdivided: for example, subkingdom, subphylum, or subspecies. The fol-
lowing phrase is a memory trick for the sequence from kingdom to species:

King Phillip came over from Greece Saturday.
Kingdom Phylum Class Order Family Genus Species

The highest-level category is the domain. It is based on the type of cell comprising the
organism, of which there are three: the bacteria, the archaeans, and the eukarya. Each
domain is subdivided into kingdoms. Some biologists consider the archeans and the bac-
teria each to consist of only one kingdom. However, microbiologists note that molecular
biology methods have shown that different groups of bacteria, for example, are more dis-
tinct from each other genetically than plants are from animals. Therefore, archaea have
been divided into three kingdoms, bacteria into 15, and eukarya into four. Although this
method of classification has not yet become universal among biologists, in this book we
adopt this approach.

One domain is that of the bacteria, also sometimes called eubacteria. Their cell type
is the prokaryote, which is a simple type lacking any internal membrane structures. Their
size is typically 0.2 to 2.0 micrometers (1um). Based on morphology (physical structure)
and biochemical characteristics, the bacteria have classically been organized into
19 groups. Examples are Pseudomonas, a common soil bacterium that is also exploited in
wastewater treatment processes; and the Cyanobacteria, or blue-green bacteria, important
in the environment because they convert atmospheric nitrogen into a useful nutrient.
Based on genetic techniques, new groups have been found and some of the older ones
combined; one current classification system now has 15 high-level groupings.

Another prokaryotic domain is that of the archaea, which includes three kingdoms.
Archaea includes the methanogenic bacteria that produce methane gas in a wastewater
treatment plant’s anaerobic digester. Archaeons were once considered to be bacteria.
However, unsuccessful attempts to transfer genes from eubacteria to archaebacteria led
to the discovery that their membranes, although structurally similar to the other domains,
are chemically distinct. Many of the archaea are notable for the harsh chemical and phy-
sical environments in which they thrive. Because of this it is thought that archeons may be
relics of the earliest forms of life that still exist today.

The third domain is that of the eukarya, which comprises four kingdoms, including the
familiar plants and animals. The cells of this domain are called eukaryeotic. This is a more
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Figure 2.3 The six kingdoms, according to one taxonomic approach.

complex cell type that is characterized by internal membrane structures and membrane-
based organelles. Eukaryotic cells are much larger than prokaryotes; animal cells are typi-
cally about 20 pm across, and plant cells are about 35 pm.

The next level of classification below kingdom is phylum (in animals) or division (in
plants and fungi). Figure 2.3 summarizes the variety of life at the domain and kingdom
level and shows some of the major phyla and divisions. Table 2.1 shows how several

TABLE 2.1 Classification of Several Familiar Eukaryotes

Kingdom Animalia Animalia Animalia Kingdom Plantae
Phylum Chordata Chordata Arthropoda Division Anthophyta
Subphylum Vertebrata Vertebrata Uniramia Subdivision

Class Mammalia Mammalia Insecta Class Dicotyledones
Order Primates Cetacea Orthoptera Order Sapindales
Family Pongidae Mysticeti Tettigoniidae ~ Family Aceraceae
Genus Homo Balenoptera  Scudderia Genus Acer

Species H. sapiens B. musculus  S. furcata Species A. rubrum

Common name Human Blue whale Katydid Common name Red maple
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familiar organisms are classified according to this system. Biology does not have a central
authority for determining how to organize animals into phyla. The classifications gain cur-
rency by general usage and adoption in textbooks.

Species may be further subdivided into subspecies, strain (especially in prokaryotes),
or cultivar (in crop plants).

Formerly, the eukaryotic domain was considered to consist of only two kingdoms,
plants and animals. Now it has been further subdivided to include fungi and protists. Sev-
eral of these kingdoms are characterized based on their source of carbon. Autotrophs
obtain their carbon from the inorganic form, in particular carbon dioxide. Heterotrophs
are organisms that must obtain their carbon in the form of organic chemicals such as
sugars, fats, or proteins.

The fungi kingdom is defined to include the plantlike, mostly multicellular hetero-
trophic organisms lacking the green pigment chlorophyll. Fungal cells are surrounded
by a rigid capsule called a cell wall. Fungal cell walls are made of a polymer called
chitin. Fungi have a major ecological role in breaking down dead organisms and
making their nutrients available to other organisms. Four divisions have been recog-
nized: the ascomycetes include yeast, mildew, and the prized edibles morels and
truffles; basidiomycetes include most of the common mushrooms; deuteromycetes
include the mold that produces penicillin; zygomycetes include common black bread
mold.

Plants are multicellular photoautotrophs that reproduce sexually to form embryos (an
early stage of multicellular development). Photoautotrophs are autotrophs that get their
energy from light (as opposed to chemical sources of energy). Plant cells usually contain
chloroplasts, which are organelles containing the chlorophyll. The cells of plants are sur-
rounded by a cell wall composed largely of cellulose fibers. The major ecological role is
the capture of light energy from the sun to fix atmospheric carbon dioxide and produce
oxygen in the process called photosynthesis. This provides food for other organisms and
oxygen for their respiration, the biochemical oxidation of organic matter to produce
energy that is the opposite reaction to photosynthesis. The plant kingdom consists of
12 divisions: the bryophytes (mosses and relatives), four seedless vascular plants divi-
sions (e.g., ferns), gymnosperms (including conifers), and anthophyta (also referred to
as angiosperms, the flowering plants).

Like the fungi, animals, are multicellular heterotrophic eukaryotes. In addition, they
reproduce primarily by sexual reproduction, are motile in some part of their life cycle,
and their cells lack a cell wall. There are 33 animal phyla, including several marine organ-
isms, such as sponges, corals, and jellyfish; several phyla containing wormlike organisms;
mollusks; arthropods (which include crustaceans and insects); and the chordates. The lat-
ter include the vertebrates, which are the organisms with an internal skeleton. Thus, we
humans are chordates. All of the other animal phyla, plus a small group within the chor-
dates, are called invertebrates.

The remaining kingdom in domain eukarya is that of the protists. This kingdom some-
what arbitrarily combines single-celled eukaryotes that would otherwise be part of either
the fungi, plant, or animal kingdoms. Thus, they are classified into three groups: animal-
like protists, or protozoans, which have four phyla, including those with paramecium and
the amoeba; plantlike protists, with six divisions, euglena, dinoflagellates, diatoms, red
algae, brown algae, and green algae; and funguslike protists, with three divisions, includ-
ing slime molds. Each of these groups function ecologically in ways that are similar to
their analogous multicellular kingdom.
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The six divisions of the plantlike protists are also called algae. Three of these divisions,
the red algae, brown algae, and green algae, are dominated by multicellular forms. For
example, kelp is a brown algae and sea lettuce is a green algae. For this reason, some
textbooks place them in the plant kingdom. However, these divisions also include
many unicellular forms. Many phytoplankton are green algae, including Chlamydomonas
and a family called the desmids. In this book we adopt the convention of keeping them
with the other algae in kingdom Protista, although in Chapter 10 their modern taxonomy
is examined more closely. Plankton are very small aquatic or marine plants, animals or
algae. Plant and algal plankton are referred to as phytoplankton, and animal plankton
or animal-like protists are called zooplankton.

Viruses, viroids, and prions are infectious agents not considered to be members of a
living kingdom. They do not have a cytoplasm or cell membrane and are not capable
of any metabolic reactions within their own structure. They reproduce by infecting living
cells and causing them to produce more of the infectious particles. The resulting damage
is responsible for many diseases. They may be more properly considered to be chemical
agents. Viruses are the largest and most complex, being a geometrical particle of DNA or
RNA (the chemical agents of heredity), and surrounded by protein. They may be 1/1000
to 1/10,000 the size of prokaryotic cells. An important medical distinction between
viruses and bacteria, which also cause disease in humans, is that since viruses do not
metabolize, virus diseases cannot be treated by antibiotics, which act by killing or other-
wise preventing the reproduction of microbes. However, viruses can often be prevented by
vaccines, which stimulate the human immune system to destroy the virus particles within
the body.

Viroids are even simpler than viruses, consisting of a single RNA molecule. They have
been found to cause some crop diseases. Prions are similar in that they consist of a single
molecule; however, in this case the molecule is a protein. They are poorly understood.
Prions are suspected causes of several serious neurological diseases in humans and ani-
mals, including scrapie in sheep, bovine spongiform encephalopathy in cows (mad cow
disease), and Creutzfeldt—Jakob disease and kuru in humans. They are remarkable in that
they may be the only biological agent that reproduces yet does not have DNA or RNA, the
chemical basis of heredity.

2.5 INTERACTION OF LIVING THINGS WITH THE ENVIRONMENT

Living things don’t just live in the environment: To a great extent they create it. Photo-
synthetic plants and microorganisms are responsible for our atmosphere consisting of
21% oxygen and having only trace levels of carbon dioxide. Without them the atmosphere
would more closely resemble that of the primitive Earth, which was composed of carbon
dioxide, nitrogen, water vapor, hydrogen sulfide, and traces of methane and ammonia.

It is not only chemical changes that are wrought, but also physical ones, from the tem-
perature of Earth to the form of our landscape. The temperature of Earth’s surface is
strongly affected by plants’ ability to remove carbon dioxide, a greenhouse gas that pre-
vents radiation of heat energy from Earth into space. Bacteria in the gut of termites have
been found to be responsible for the release of methane gas, another greenhouse gas, into
our atmosphere. Trees, grasses, and other plants reduce soil erosion, affecting the shape of
the landscape.
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The two-way relationship between the all the living things on Earth and the physical
environment has been recognized in the Gaia hypothesis, put forward by the English
scientist James Lovelock (1987). His statement of the hypothesis is: “The biosphere is
a self-regulating entity with the capacity to keep our planet healthy by controlling the che-
mical and physical environment.” Lovelock is also known for another important contri-
bution to environmental protection. He is the inventor of the electron capture detector,
used in gas chromatographs to analyze for organics containing halogens or oxygen
with exceptional sensitivity. By revealing the fate and transport of minute chemical quan-
tities such as pesticides, this device can take some credit for stimulating the environmental
revolution.

Lovelock illustrated the Gaia hypothesis with a computer model that demonstrated
how organisms could control the environment to their advantage. In a model he called
Daisyworld, he postulates a planet like Earth receiving energy from the sun and covered
with two species of daisy, one light-colored and the other dark (see Figure 2.4). Both spe-
cies had an optimum temperature for growth, with the light daisy’s optimum higher than
that of the dark daisies. He then simulated the system and varied the amount of energy
radiated by the sun. The simulation showed that when the energy input increased, raising
the temperature, the population of light daisies would increase and the dark would
decrease. This increases the planet’s albedo, the fraction of incident energy that is
reflected back into space. By reflecting more energy, the temperature of the surface is pre-
vented from increasing as much as it would otherwise. At lower incident radiation, the
cooler temperatures would favor dark daisies that decrease the albedo. Without the organ-
isms, the surface temperature increases smoothly as radiation increases. With the daisies
present, as radiation is increased, the temperature first increases, then forms a plateau
within which the organisms stabilize the system.

As evidence for the Gaia hypothesis, Lovelock cites the fact that Earth’s atmosphere is
far from equilibrium. Without organisms to maintain it, he says that the nitrogen and oxy-
gen would eventually combine to form nitrates, which would dissolve in the oceans, leav-
ing an atmosphere consisting mostly of CO,, like that of Mars.
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Figure 2.4 Temperature vs. radiation intensity for Daisyworld. The dashed line shows the global
temperature in the absence of the two daisy populations. The solid line shows how temperature
would vary with their influence included.
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Individual organisms employ control mechanisms to regulate their internal environ-
ments, such as body temperature or blood chemistry in mammals. Because of this simi-
larity, some have extended the Gaia concept to mean that Earth itself is a living organism,
rather than saying that it is /ike one. This has created controversy for the hypothesis, but it
is not part of Lovelock’s conception. Although suggestive, Daisyworld is not proof of the
Gaia hypothesis. Proof awaits stronger evidence that such feedback mechanisms actually
operate on Earth.

Although the self-regulating nature of Earth’s ecosystem as a whole remains to be pro-
ven, there are many examples of environmental conditions that are caused by biological
activity, some of which involve self-regulation. Some examples include the cycling of
minerals and elements in the environment, the formation of soil, and the control of pH
in anaerobic digestion.

Biogeochemical cycles describe the various reservoirs for an element, and the reactions
and transformations that convert the matter from one reservoir to another. For example,
the major reservoirs for carbon are atmospheric CO,, aquatic or marine CO,, the bio-
sphere (in the form of living or dead biological material), and the lithosphere (solid
minerals, i.e., rocks or soil) as carbonate rocks or as fossil carbon (coal, oil, or natural
gas). The cycles can be described quantitatively in terms of the amount in each reservoir
and the rate of each reaction. Look ahead to Figure 14.5 to see that most of Earth’s carbon
is stored in carbonate rocks such as those that form the Rocky Mountains. It is interesting
to realize that the Rockies and similar mountain chains worldwide are formed entirely
from biological activity, by the gradual accumulation of the skeletons of microscopic
plants in sediments on the ocean floor, followed by geological upheavals.

Biogeochemical cycles are a starting point for the analysis of the effect of humans on
the environment. Since the heat-trapping effect of atmospheric CO, and methane are a
serious concern, it is important to understand the rate of anthropogenic (human-caused)
emissions of these gases and the rates at which they are naturally removed. Such an ana-
lysis has led to the conclusion that half of the CO, released by combustion of fossil fuel
since the beginning of the Industrial Revolution remains in the atmosphere. It is thought
that the ocean has absorbed the remainder. The details of biogeochemical cycles are dis-
cussed in Chapter 13 and Section 14.2.

Soils may be formed abiotically, but the result is very different when mediated by liv-
ing things. First, the rate at which rocks are broken down into soil can be accelerated by
the action of acids produced by lichens (an association of fungus and algae) and by
mechanical effects of the roots of plants, which can widen cracks in rocks, exposing
more surface area to weathering. Plants prevent the soil from eroding by absorbing moist-
ure and by the action of their root structure. Dead plant matter is degraded by fungi and
bacteria to form humic substances. These are complex polymeric phenolic compounds
that resist further biodegradation. Their presence enhances soil water—holding capability
and makes it more friable (easy to crumble), which makes it easier for roots to penetrate.
Humic substances also enhance the ability of soils to adsorb organic pollutants. Insects
and other invertebrates, especially earthworms, aerate and mix the upper soil. Charles
Darwin’s major preoccupation in the years after he published The Origin of Species
was a detailed study of how earthworms affect the soil, especially by moving soil conti-
nually from the depths to the surface. Microorganisms in the soil and associated with the
roots of plants convert atmospheric nitrogen to a form available to plants, effectively
producing a fertilizer in place. These changes are both caused by organisms and benefit
them.
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Anaerobic digestion, an environmental engineering process used to biodegrade con-
centrated slurries of biomass, provides another good example of organism—environment
interaction. Here, the pH is controlled by a delicate balance between two populations of
microorganisms. The acidogens break down organics into simple volatile fatty acids such
as acetic and propionic acids. This consumes alkalinity. The methanogens use the acids to
make methane, restoring the alkalinity. The methanogens are more sensitive to environ-
mental changes, including pH, than the eubacterial acidogens. Should some disturbance
affect the methanogens adversely, the acid generation can cause a pH drop, further slow-
ing acid destruction and causing a cessation of methane formation from which it is diffi-
cult for the system to recover. This is similar to Daisyworld, where the organisms control
their environment until conditions are forced outside the range in which control can occur,
and the system becomes unstable.

2.6 BRIEF HISTORY OF LIFE

With the overview of the types of living things and the mechanisms by which they evolve,
as given above, let us take a brief look at the changes that have occurred in the biology of
Earth. One of the biggest questions is: How did life originate from prebiotic conditions?
After the formation of Earth and the cooling of its crust, the atmosphere consisted mostly
of water vapor, carbon dioxide, carbon monoxide, and N,. The dominant theory derives
from the ideas of Haldane and Oparin, early twentieth-century biochemists. It holds that
energy from sunlight, lightning, and volcanic action gradually formed simple organic
molecules from these precursors. In the 1950s, Urey and Miller conducted famous experi-
ments that proved that this could occur. They passed spark discharges through similar

TABLE 2.2 Timeline for Life on Earth

Million Years Ago Event
4,600 Earth forms.
3,800 Life begins.
3,000 Prokaryotes appear.
1,000 Eukaryotes appear.
570 Algae and marine invertebrates (e.g., trilobites) dominate.
405 Terrestrial plants and vertebrates appear.
225 Dinosaurs appear.
135 Flowering plants appear.
65 Mass extinction, including dinosaurs and up to

70% of all animal species.
Mammals begin to dominate.

40 Primates appear.
4 Hominids appear.
2 Genus Homo appears.
Years Ago
30,000 Homo sapiens neanderthalis disappears.
H. sapiens sapiens appears.
5,000 Development of agriculture.
146 Publication of The Origin of Species (1859).
52 Discovery of DNA structure (1953).

8 Cloning of mammals (1997).
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primitive atmospheres in a sealed glass apparatus and produced aldehydes, carboxylic
acids, and most important, amino acids, the building blocks of proteins. In the absense
of life on early Earth, these compounds could accumulate until the seas consisted of pri-
mordial soup. These compounds could be further concentrated in drying coastal ponds or
at hot springs. Experiments have shown that under realistic conditions, polymeric macro-
molecules could be formed. Other steps along the way to a viable self-replicating cell
have been reproduced, but many critical steps have not. Overall, the process is still a mys-
tery.

However the origin occurred, the fossil record shows that life developed in complexity
continuously (Table 2.2). Humans are a very recent addition. Notice how long the dino-
saurs were on Earth relative to our tenure here.

PROBLEMS

2.1. Consider a toxic pollutant such as gasoline, the dry-cleaning solvent perchloroethy-
lene, the heavy metal mercury, or the pesticide DDT. Can you think of ways in which
the pollutant might have some effect at each level of the biological hierarchy from
metabolism to ecosystem?

2.2. How are ecosystem and environment distinguished from each other? Note that these
two terms are often confused by the public.

2.3. How could anthropogenic effects change the course of evolution?

2.4. Can you think of some pollutants that have different effects on different biological
kingdoms? How will these effects differ from each other?

2.5. All of the following have been used for biological waste treatment: bacteria,
cyanobacter, green algae, fungi, green aquatic plants, earthworms. Try to think of
how each could be used, and for what type of waste each would be applicable.

2.6. Think about how you would create a model like Daisyworld. What laws and
relationships would you use?

2.7. Assuming that the Gaia hypothesis were true, which of the criteria for life does
Earth’s ecosystem as a whole satisfy, and which does it not satisfy?
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A useful simplification of biological organisms sometimes made by environmental engi-
neers and scientists is to view them as catalysts for chemical reactions, such as the oxida-
tion of ammonia or ferrous iron, or production of methane and carbon dioxide from acetic
acid. Such a view hides the detailed mechanisms, including the sequence of chemical
intermediates and the specific chemical nature of the catalyst. Examining these details
will help us to understand more complex chemical interactions between organisms and
their environment, such as biodegradation of toxic organic chemicals or the effect of che-
micals on the health of organisms and ecosystems. The details of biochemistry begin with
knowledge of the four most important types of chemical substances comprising living
things: carbohydrates, lipids, proteins, and nucleic acids. Later, in the chapters on toxicol-
ogy, we consider the biochemical reactions involving xenobiotic compounds (those that
are, literally, ““foreign to life,” that is, substances not normally found in living things).

3.1 BASIC ORGANIC CHEMICAL STRUCTURE

A fairly simple summary of organic chemistry is sufficient for understanding much of the
structure and reactions of biochemicals. There are only two types of chemical bonds that
need to be considered at this point: ionic bonds and covalent bonds. The great majority of
biochemicals are composed of only six elements connected by those bonds: carbon,
hydrogen, nitrogen, oxygen, sulfur, and phosphorus. In addition, the attractions of dipole
forces such as hydrogen bonds and van der Waals forces act between molecules or
between different parts of the same molecule. The structure of most organic chemicals
can be described by combining the six elements with ionic and covalent chemical
bonds.

Environmental Biology for Engineers and Scientists, by David A. Vaccari, Peter F. Strom, and James E. Alleman
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Physicochemical interactions are attractions or repulsions between molecules, or
between different parts of the same molecule, which do not result in formation or breaking
of ionic or covalent bonds. They are much weaker than chemical bonds and are much
more sensitive to changes in temperature. These forces change the shape of molecules,
causing them to bend, fold, or form liquids or crystals. This affects physical properties
such as solubility or boiling point as well as the ability of molecules to enter into chemical
reactions. Much of this physicochemical behavior can be related to a few types of atomic
groups on the molecule that are called functional groups.

The main importance of this section is to arrive at an understanding of what controls
the shape of biochemical compounds. Biochemicals are often large, polymeric molecules,
whose function is intimately related to their shape. Thus, their behavior is not determined
completely by their chemical formula, but also depends on how they are folded or coiled
or by how they are arranged relative to neighboring molecules.

3.2 CHEMICAL BONDING

Atoms in a molecule are held together by covalent or ionic bonds. These bonds involve a
sharing of electrons between pairs of atoms. Bonds can be classified in terms of how
equally the electrons are shared or by the amount of energy required to break the bond.
The electrons in covalent bonds are equally or almost equally shared, whereas those in
ionic bonds are associated almost completely with one of the atoms in the bonded pair.

Electrons in bonds between identical atoms tend to be shared equally between the two.
But if the two atoms are different, the electron cloud making up the bond may be dis-
placed toward one of them. As a result, the center of charge of the electrons is different
from the center of charge of the nuclei of the atoms, and the bond will produce an elec-
trostatic field in its vicinity. A bond that produces an electrostatic field is said to be polar.
Polarity produces attractions between molecules.

For example, Figure 3.1 shows an ethylene molecule. The bond between the two car-
bons will be nonpolar. A molecule of ethanol is also shown. The carbon and oxygen atoms

ﬁHz <|3H3 CH, COOH
CHy  HC—OH COOH COOH
Ethylene  Ethanol  Acetic acid Oxalic acid

CHj cl:H3 CHs H,C—OH
(|:H2 HC—OH Cc=0 HC—OH
COOH COOH COOH H,C—OH
Proprionic  Lactic Pyruvic
acid acid acid Glycerol
HC=o0 THZ THZ THZ
HC—OH CH, HC—CHs <|3=0
H2C—OH COOH COOH NH;

Glyceraldehyde Glycine  Alanine Urea

Figure 3.1 Structures of several small, biologically important organic molecules.
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are very different in their tendency to attract electrons; thus, this molecule is polar. The
tendency of atoms to attract electrons is called its electronegativity. Oxygen is more
electronegative than carbon; therefore, the ethanol molecule will be polarized with a
positive charge toward the carbon and negative charge toward the oxygen. Sometimes
oxygen can attract electrons away from a neighboring hydrogen so completely that it
leaves the hydrogen fairly free to dissociate from the molecule as a proton, producing
an acid. This is seen most commonly in organic chemicals in the case of the carboxylic
acid group:

,0 ,0
4 4
—C_ = —C_ +H*
OH (on

also written —COOH. The two oxygen atoms act together to strip the electron from the
hydrogen.

Fluorine is the most electronegative of all the elements. Figure 3.2 shows the electro-
negativity of all the elements that have been shown to be essential in at least some living
things. The electronegativity of the other elements (except the noble elements) tends to
decrease with distance from fluorine in the periodic table. Thus, chlorine is somewhat less
electronegative than fluorine. The scale decreases more rapidly by moving to the left;
thus, oxygen, nitrogen, and carbon represent a sequence of decreasing affinities for elec-
trons. The leftmost column contains the alkali elements that are so low in electron affinity
that they tend to give up their electrons entirely in bonds formed with the halogens on the
right. These form the most polar of the bonds, the ionic bond.

The symbol-and-stick diagram for atoms and bonds in Figure 3.1 shows features that
can be used to recognize the covalent and ionic bonding arrangement for the vast majority
of organic compounds. Atoms form bonds in order to give themselves enough electrons to
fill an orbital shell, such as the noble elements have. In simpler terms, each element gen-
erally shares as many electrons (i.e., forms as many bonds) as corresponds to the number
of columns that element is away from a noble element in the periodic table. For example,
oxygen is two columns away from argon, so it forms two bonds and should be drawn as
—O— or =0, the latter showing that two single bonds can be combined into a double
bond. Carbon, nitrogen, and phosphorus can also form triple bonds, although the amount

H

2.1

Li | Be B C N | O F

1.0 | 1.5 20 | 25(3.0 35| 4.0
Na | Mg Al | Si P S Cl
09 | 1.2 15|18 |21 |25 3.0

K | Ca | Sc Ti \% Cr | Mn | Fe | Co | Ni [ Cu|Zn | Ga | Ge | As | Se | Br
08 (10 |13 |15 |16 |16 | 15 | 1.8 |18 | 18|19 |16 | 1.6 | 1.8 |19 |24 | 2.8

Mo Sn 1
1.8 1.8 2.5
w
1.7

Figure 3.2 Electronegativity of biologically important elements. This shows the portion of the
periodic table containing many of the elements that are important to life. The numbers indicate the
electronegativity of the corresponding elements. (From Pauling, 1970.)
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TABLE 3.1 Number of Bonds Commonly Formed by the Six Principal Elements of
Biochemical Compounds

Element C N O S P H
Number of bonds 4 3 2 2 5 1

of energy required makes these uncommon. Table 3.1 shows the number of covalent or
ionic bonds formed by the six principal elements.

There are several important exceptions to this simple scenario for an element that
forms the number of bonds corresponding to its valence state (see Table 13.1). One of
these exceptions is the metals. For example, iron forms two bonds in the ferrous (II)
state and three in the ferric (III) state. Sulfur typically forms two bonds in organic com-
pounds but can have other numbers in inorganics. Even carbon has exceptions to the rule,
as in the case of carbon monoxide. Also, phosphorus is almost always bound in the phos-
phate group (POff), which is usually considered as a unit.

Ionic bonds are much weaker than covalent bonds. As a result, the atoms in ionic bonds
can be separated by the relatively low-energy physicochemical forces. Although ionic and
covalent bonds seem quite distinct, there is actually a continuum of bonds of varying
polarity from ionic to covalent.

3.3 ACID-BASE REACTIONS

A special type of ionic bond is when one of the ions is either H" or OH, resulting in an
acid or a base, respectively. Water serves as a source and sink for hydrogen ions that are
generated or consumed by the dissociation of acids and bases. In fact, the very ability of
other acids in solution to act as acids may depend on their being dissolved in water. Put
another way, the presence of water shifts the acid dissociation equilibrium. The prototy-
pical acid—base reaction is

HA & HY + A~ (3.1)

where HA is the undissociated acid and A~ is its conjugate base. The equilibrium constant
is called the acid dissociation constant, K, (square brackets denote molar concentration):
[HJ[A7]

K, = W (32)

Taking the logarithm of equation (3.2), substituting the relations pH = —log[H'] and
pK, = —log|K,|, and rearranging, we obtain an expression for the fraction of undisso-
ciated acid:

HA] 1
[HA] +[A7] 1+ 10PH-PKs

(3.3)

Thus, the relative proportion of HA and A~ depends on the pH. At low pH most of the
acid is undissociated. At high pH most is dissociated. The pK, is the pH at which the
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1.25

1.00 1

0.75 1

0.50 1

Fraction Undissociated

025 1

0.00 - A :
0.0 2.0 40 6.0 8.0

Figure 3.3 Fraction of undissociated acid for acetic acid (pK, = 4.7). Points shown are for pH
3.7,4.7, and 5.7.

equilibrium is positioned at the 50:50 point: half as HA and half as A™. Figure 3.3 shows a
plot of the fraction [HA]/Cy for acetic acid, where Cr = [HA] + [A7] is the total acid
concentration. Table 3.2 shows pK, values for some important chemicals. Note that at
1 or 2 pH units below pK,, the acid is almost completely undissociated, whereas at 1
or 2 units above pK,, it is almost completely dissociated.

Example 3.1 What fraction, f, of acetic acid is undissociated at pH 7.0? The pK, is 4.7;
thus, the fraction undissociated is

1 B 1
1 4+ 1070-47 1 4+ 200

f= = 0.50%

The pH strongly influences the shape of biochemicals by altering the proportion of dis-
sociation of acidic groups on the molecule. Large biomolecules may have numerous
acidic groups with various pK, values. Varying the pH adds or removes hydrogen ions.
This affects which portion of the molecule can form hydrogen bonds, or changes the
polarity of a molecule, thereby significantly changing its shape and function.

TABLE 3.2 pK, Values for Some Biologically Important Chemicals

Compound PK. Compound pK.
Phosphoric acid (pK;) 2.0 Carbonic acid (pK;) 6.3
Citric acid (pK;) 3.1 Citric acid (pK3) 6.4
Formic acid 3.8 Phosphoric acid (pK>) 6.7
Lactic acid 3.9 Boric acid 9.2
Benzoic acid 4.2 Ammonium 9.3
Acetic acid 4.7 Carbonic acid (pK>) 104

Citric acid (pK?) 4.7 Phosphoric acid (pK3) 124
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3.4 PHYSICOCHEMICAL INTERACTIONS

Atoms on a molecule can also be attracted to atoms on another molecule, producing inter-
molecular forces. These forces are primarily electrostatic. The strength of these forces
range from that of hydrogen bonds, the strongest, to the van der Waals forces, the weakest.
However, all of them are weaker than the forces involved in chemical bonding.

Hydrogen bonds are intermolecular attractions that occur between electronegative
atoms on one molecule (e.g., O, N, or Cl) and with hydrogen atoms in another molecule.
They will occur only if the hydrogen is bonded to other atoms more electronegative than
carbon (e.g., O or N). The latter atoms pull the electrons away from the hydrogen, creating
a strong local positive charge. This charge consequently has a strong attraction to electro-
negative atoms on the other molecules.

Even in the absence of polarity-producing asymmetry, a molecule can exhibit a tem-
porary polarity as electrons shift from one side to another, or shift in response to the pre-
sence of the electron cloud of another molecule nearby. This produces a weaker
electrostatic attraction, the van der Waals force.

Attractions due to hydrogen bonds, van der Waals forces, or polarity produce several
important effects:

e The strength of these attractions allow chemicals to form liquids and solids. In more
precise terms: They tend to raise the boiling point and melting point, increase the
heat capacity and heat of vaporization, and decrease the vapor pressure.

e Dissimilar molecules that have sufficient attraction to each other can dissolve or
mix, whereas those that do not attract tend to form separate phases.

e They contribute to the shape of large molecules because of attractions between
different parts of the same molecule, modified by competition with other attractions,
such as with solvent molecules or other dissolved species.

e They affect the rate of chemical reactions between like and unlike molecules by
affecting the proximity and orientation of molecules to each other.

Water illustrates several physicochemical interactions and also plays a key role in
biochemistry. Water is the most abundant chemical in living things. Living things are
composed of between 50 and 90% water by weight. In humans, 99 of 100 molecules
are water. The water molecule is bent; that is, rather than being directly on opposite sides
of the oxygen, the two H—O bonds form a 104.5° angle with each other. The
electronegativity of the oxygen pulls the electrons from the hydrogen. This leaves the
molecule with a strong dipole, and each atom can form hydrogen bonds with other
water molecules. These properties give it strong self-attraction. This results in the
highest boiling point and heat of vaporization of any chemical of similar size or molar
mass (i.e., molecular weight). Water’s heat capacity and latent heat helps it regulate the
temperature of living things, especially animals, which can generate heat at a rapid rate. Eva-
poration of water carries away a large amount of heat. If a human consuming 2000 Cal-
ories per day (note that 1 dietary Calorie = 1000 calories, distinguished in writing by their
capitalization) were to release all that energy as heat, it could be consumed by evaporation
of 3418 grams of water, less than 1 gallon. The actual evaporation is less because not all
dietary calories are released as heat, and some heat is lost by convection.

Water’s polarity also enables it to reduce the repulsive forces between charged particles
such as ions, because it can align itself with the ion’s electric field. The reduction in
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TABLE 3.3 Properties of Various Chemicals Compared to Water

Molar Mass Boiling Point Heat of Dielectric
Substance (g/mol) ©) Specific Heat  Vaporization (cal/g)  Strength
Water 18 100 1.0 585 (20°C) 80
Methanol 32 65 0.6 289 (0°C) 33
Acetone 58.1 56.2 0.51 125 (56°C) 21.4
Chloroform 119.5 61.7 0.24 59 (61°C) 5.1
Benzene 78 80.1 0.5 94 (80°C) 2.3

Source: Smith et al. (1983), Table 2.2.

electrostatic force relative to a vacuum is called the dielectric strength. This property is
what makes water an excellent solvent for ions, since less work is required to place the ion
into the water matrix. In addition, the polarity and hydrogen-bonding capability of water
facilitates direct attraction to ions and other molecules that are polar or form hydrogen
bonds. Polar or hydrogen-bonding compounds with appreciable solubility in water are
termed hydrophilic (water-loving). Nonpolar compounds with negligible aqueous solubi-
lity are called hydrophobic, or lipophilic. Hydrophobic compounds are important for
forming separate phases within cells. The resulting interfaces are an important location
for many biochemical reactions and control the movement of hydrophobic toxicants
into and out of cells. Table 3.3 summarizes some of the interesting physicochemical prop-
erties of water and compares them to other solvents.

The physicochemical forces associated with large biological molecules depend in a
very complex way on the complete chemical structure of the molecule and on its chemical
environment. However, much of their behavior can be described in terms of local chemi-
cal structures, called functional groups, some of the most important of which are listed in
Table 3.4. Consider any hydrocarbon molecule, consisting only of a carbon backbone and
hydrogens. Replace any of the hydrogens with one of the functional groups from Table 3.4
and you produce a compound with very different properties. A simple example is
methane, CH,. Replace a hydrogen with a hydroxyl group, and methanol results, which
has a much higher boiling point and forms a liquid that is completely miscible with water.
Replacing with carboxyl forms acetic acid. Taking the three-carbon hydrocarbon propane
and replace one hydrogen from each carbon with a hydroxyl produces glycerol, a basic
component of biological fats.

3.5 OPTICAL ISOMERS

One of the simplest of the sugars is glyceraldehyde, which has two isomeric forms:

CHO ICHO
|
H—C-OH HO-C-H
|
CH,OH CH,OH

d(+)-glyceraldehyde I(—)-glyceraldehyde

These structures may seem practically identical, and in fact they have the same phy-
sicochemical properties, such as melting point and aqueous solubility. However, the dif-
ference between them is biochemically critical. One is an optical isomer of the other; that
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TABLE 3.4 Functional Groups and Their Properties”

Hydroxyl (OH)

Carboxyl (COOH)

Amine (NH,)

Aldehyde (CHO)

Keto (CO)

Methyl (CH3)

Phosphate (PO,)

Sulfthydryl

Disulfide

R—OH

RI_S_S_RQ

Polar; increases solubility in water; forms hydrogen
bonds; characteristic of alcohols

Polar; most important acidic group in biochemicals;
pK, depends on R (the more electronegative, the
lower the pK,)

Weak base; electronegative nitrogen attracts an addi-
tional H' from solution to become positively
charged; common in proteins

Polar and water soluble; common in sugars and as
fermentation products

Polar and water soluble; common in sugars and as
fermentation products

Nonpolar; reduces water solubility

Polar acidic group; important in energy metabolism;
found in DNA, sugars; additional organic side
chains can replace the two hydrogens; phosphorus
is usually present only in the form of phosphate

Polar; forms disulfide bonds to link molecules

Formed from two sulthydryl bonds; important in
protein folding

“R stands for the rest of the molecule.

is, they rotate polarized light in opposite directions due to their mirror-image asymmetry.
To understand this, it is necessary first to recognize that the four bonds that a carbon atom
can participate in are arranged to point to the vertices of a tetrahedron if each bond con-
nects to identical structures. This can be seen in Figure 3.4, which shows the tetrahedral

(a)

(b)

Figure 3.4 (a) Tetrahedral structure of carbon bonding and (b) a methane molecule. (Based on

Gaudy and Gaudy, 1988.)
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structure and a methane molecule having that form. If the functional groups on all four
bonds are identical, the angle between any two bonds will be 109°.

The difference between the two types of glyceraldehyde is not obvious in the two-
dimensional representation above. It seems that it should be possible to rotate the mole-
cule around two of the bonds to change one form to the other. That it is not possible will
be clearer if the molecule is viewed in its true three-dimensional form. The central carbon
atom could be viewed as being at the center of a tetrahedron, with each of its four bonds
pointing to a vertex. However, each of these bonds connects to a different group: an H, an
OH, a CHO, and a CH,OH. Such asymmetrical carbons are called chiral centers. Mole-
cules with chiral centers can rotate polarized light either to the right, designated (4), or
the left, designated (—). Biochemical compounds are often designated d- for dextro,
meaning ‘“‘right” or I- for levo, meaning “left,” based on a relationship to the structure
of (+4)glyceraldehydes or (—)glyceraldehydes, respectively. More complex molecules
may have multiple carbon atoms that can form centers for optical rotation. In such
cases, the d- or /- notation indicates a relationship to the structure of glyceraldehydes,
not whether the molecule actually rotates light to the right or left. Whether the molecule
actually rotates polarized light to the right or left is designated by including (4) or (—) in
the name, respectively.

Figure 3.5 shows three-dimensional views of d- and [-glyceraldehyde. In part (a) the
two forms seem identical, but a close examination will show that bonds that point out of
the plane of the page in one form point inward in the other. The difference between
the two becomes more clear in part (b), which could be formed by taking hold of the
hydrogen bonded to the central carbon of each compound and pointing it toward the
viewer. The CH,OH group is pointed to the left (the oxygen is hidden behind the carbon).
Then it can clearly be seen that the two compounds cannot be superimposed on each other

Figure 3.5 Three-dimensional views of the glyceraldehyde structure: (a) mirror-image views; (b)
views showing the orientation with hydrogen of the central carbon pointed toward the viewer.
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because the three groups attached to the central carbon atom are arranged in opposite
directions around the carbon.

The importance of chirality is that these isomers are biochemically different and will
react differently from each other. Fundamentally, optical isomers have different shapes
from each other. The shape of a molecule determines how it can form complexes with
other molecules. As described below, the formation of complexes, especially with enzyme
molecules, is a key step in a biochemical reaction. For example, d-glucose can be used for
energy by the brain, but /-glucose cannot. Similar differences are true for many other
stereoisomeric biochemical compounds. Another name for d-glucose is dextrose, the
familiar ingredient in manufactured food items.

3.6 THE COMPOSITION OF LIVING THINGS

Four groups of compounds are of primary importance in living things: carbohydrates
(including sugars, starches, cellulose, and glycogen), lipids (fats and oils), proteins, and
nucleic acids (which form DNA and RNA). The first three of these form the majority of
cell dry weight and are important for structural material, energy metabolism, and other
metabolic functions. Nucleic acids are significant in reproduction and in energy metabo-
lism. Finally, there are many compounds that do not fit neatly into these categories or may
be hybrids of two or more.

3.6.1 Carbohydrates

Carbohydrates include sugars, starches, and structural materials such as cellulose. All
have the empirical chemical formula (CH,0),,. For example, glucose is CcH,0g, so n
is 6. Glyceraldehyde is one of the simplest carbohydrates, with an n of 3. The large num-
ber of hydroxide groups on carbohydrates renders them hydrophilic. Carbohydrates are
classified into several groups: Monosaccharides are the simplest and are building blocks
for the others. They have relatively low molar masses, and # in the formula can range
from 3 to 9. Monosaccharides can form chains, called polymers, producing disacchar-
ides, which are formed from pairs of monosaccharides, or the long-chain polysacchar-
ides, which can have molar masses as high as 1 million. Large molecules such as
polysaccharides, proteins, or DNA are called macromolecules.

The structures of several monosaccharides that are commonly found in nature are
shown below. Ribose is a five-carbon sugar; the others are six-carbon sugars. Glucose
is a particularly important six-carbon sugar. It is the principal sugar formed by photo-
synthesis and is the main immediate source of energy for all cells. Nervous tissue in
animals can only use glucose for energy.

H_|C:O H—(IZ:O H—(I;:O (liHZOH
HO—IC—H H—?—OH H—?—OH IC=O
H-C-OH HO—C-H H-C-OH HO-C-H
H—IC—OH HO—?—H H—?—OH H—IC—OH
H-C-OH H-C-OH CH,0H H-C-OH
CH,OH CH,0H CH,OH

d(+)-glucose d(+)-galactose d(+)-ribose d(—)- fructose
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One end of monosaccharides such as glucose reacts spontaneously with either the other
end or the adjacent carbon to form ring structures. For example, glucose can form a six-
membered ring, and fructose, a five-membered ring.

CH,0OH CH,0H o
0 (0]
OH O
OH [ OH CH,0H
OH OH
d-glucose d-fructose

The rings are closed by an oxygen atom. The ring form and the open-chain form freely
interconvert. However, for glucose, for example, the equilibrium highly favors the ring
form.

A number of monosaccharide derivatives are important. Conversion of ends to —COOH
groups produces the sugar acids, such as glucuronic acid. Fermentation may result in
the production of sugar acids as intermediates. Amino sugars are formed by replacing
one of the hydroxyl groups on certain monosaccharides with a nitrogen-containing
amino group (see below under proteins). Another derivative is the deoxy sugar, formed
by replacing one of the hydroxy groups with a hydrogen; thus, one of the carbons will
have two hydrogens. A very important deoxy sugar is deoxyribose, an important compo-
nent of DNA.

Monosaccharides can also form a special type of bond with each other or with other
molecules. This glycosidic bond forms between a hydroxide on the monosaccharide and a
hydroxide on another molecule, which may be another monosaccharide, with the elimina-
tion of one molecule of water. Again, the link will be through an oxygen atom.

If the other molecule is another monosaccharide, the result is a disaccharide. Familiar
table sugar is sucrose, a disaccharide formed from the monosaccharides glucose and
fructose. Lactose, the sugar in milk, is formed from glucose and galactose. The same
two monosaccharides can form disaccharides in several ways, depending on orientation
and location of the connection. For example, maltose and cellobiose are both made from
two glucose residues.

CH,OH
o CHOHoy
OH 0
o
OM 0 CH,OH
oH

sucrose

Glycosidic bonds can form longer-chain carbohydrates called oligosaccharides, those
with only a few monosaccharides, which include the disaccharides, and the much longer-
chain polysaccharides. Starch is a type of polysaccharide produced by plants for energy
storage. Humans obtain most of their dietary carbohydrate in the form of starch from
grain. Starch is a chain of glucose residues bonded as in maltose. The chain may be
straight, as in amylose, which makes up about 20% of potato starch; or it may be
branched, as in amylopectin, which forms the other 80% of potato starch.

Animals store carbohydrates in a polysaccharide called glycogen. Glycogen is similar
to starch except that the chain is much more highly branched. It is thought that by having
more ‘“‘ends” to the glycogen molecule, it is more available for rapid conversion to
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glucose for the sudden energy demands of animals. Depletion of glycogen in the muscle
may cause the “wall” experienced by marathoners after several hours of running, which
prevents them from continuing the race. With glycogen gone, the body switches to fat,
which does not provide energy fast enough and produces other physiological stresses.
In mammals, skeletal muscle contains about two-thirds of the body’s glycogen, and the
liver holds most of the rest. The liver uses the glycogen to control glucose levels in the
blood. Figure 3.6a shows the basic structure common to both starch and glycogen.

Cellulose is an unbranched polysaccharide also composed exclusively of glucose resi-
dues, but with an important difference from starch. The glycosidic bond is reversed, as in
the cellobiose disaccharide (see Figure 3.6b). This prevents the molecule from twisting,
making it stiffer. As a result, it finds use as a structural material located in the cell walls of
plants and forming the major component of wood. (It should be noted that the hardness of
wood comes not from cellulose but from /lignin, described below.) Another important fact
about cellulose is that only a very few animals (such as garden snails) can digest it. Most
cannot break it down to glucose to make the stored energy available. However, several
animals, such as termites and cows, have developed associations with microorganisms
that live in their digestive systems. The microorganisms accomplish the digestion for
the animals.

CH,OH

N
CH,OH CH,OH CH, CH,OH CH,OH
(o] (o] (o] (o] O
————— o o o o e
CH,OH CH,OH CH,OH CH,OH CH,OH
Q 0, (o] Q 0,
o o] o [e]

Figure 3.6 Polymers of glucose: (a) starch or glycogen showing a maltose repeating disaccharide
unit; (b) cellulose with a cellobiose repeating unit.
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Another structural polysaccharide is chitin, which forms the hard shell of arthropods
such as insects and crabs, as well as the cell walls of most fungi. Chitin is a polymer of
a sugar amine, N-acetyl glucosamine; crustaceans also include calcium carbonate in their
shells. Chitin has been studied for use as an adsorption media for removing heavy metals
from water. Other important structural polysaccharides include agar and carrageenan,
which are extracted from seaweed. The former is used as a substrate for culturing bacteria,
and the latter is used as a food thickener.

3.6.2 Lipids

Lipids refer to a loose category of compounds with the common property that they have
fairly low solubility in water or are extracted from biological materials by solvents having
polarity much less than water, such as ethanol or chloroform. There are five major types,
of which the first four are described here and the fifth in a later section.

e Fatty acids, long-chain aliphatic carboxylic acids
e Fats, esters of fatty acids with glycerol

Phospholipids, esters of phosphate and fatty acids with glycerol

Lipids not containing glycerol, including waxes and steroids

Hybrid lipids, such as those combined with carbohydrates or proteins

Fatty acids are simply straight-chain hydrocarbons with a carboxylic acid functional
group at one end (Figure 3.7). They usually, but not always, have an even number of car-
bon atoms. It is the hydrocarbon chain that imparts hydrophobicity, since the carboxyclic
acid group is water soluble. The larger the chain is, the more hydrophobic the molecule.
The simplest fatty acid is formic acid, where a simple hydrogen makes up the variable
R-group. The most familiar is acetic acid, formed with a methyl group. Vinegar is
about 5% acetic acid. Both of these are quite water soluble. The melting point of fatty
acids tends to increase with chain length.

Fatty acids usually do not accumulate in nature. Systems may be engineered to produce
them, as is done in fermentation processes. An important environmental application
is anaerobic digestion, in which fatty acids consisting mainly of acetic acid, but also

Basic structure:
R—COOH

Saturated fatty acids:

Formic HCOOH

Acetic CH;COOH
Proprionic CH;CH,COOH
n-Butyric ~ CH;(CH,),COOH
Caproic CH3(CH,)4COOH
Palmitic CH;(CH,);,COOH
Stearic CH;(CH,),,COOH

Unsaturated fatty acids

Oleic CH;(CH,);CH=CH(CH,);COOH

Linoleic CH;(CH,),CH=CHCH,CH=CH(CH,),COOH
Arachidonic CHj;(CH,)4-(CH=CH-CH,)4-(CH,),-COOH

Figure 3.7 Structures of some of the more common fatty acids found in nature.
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Figure 3.8 Formation of triglyceride from glycerol and fatty acids.

proprionic, butyric, and others, can accumulate to levels typically below 1%, as an inter-
mediate in methane production.

Saturated fatty acids are those in which the maximum number of hydrogens have
been bonded with the carbons in the hydrocarbon chain. If a hydrogen is removed at a
point in the chain, the corresponding carbon has an extra bond to form, to fill its comple-
ment of four. It satisfies this requirement by forming a double-bond with its neighbor
(which also loses a hydrogen). Fatty acids containing one or more double-bonded carbons
are called unsaturated fatty acids. Unsaturation puts a kink in the chain, reducing the
ability of the molecules to pack together. As a result, they are less likely to form solids
(i.e., their melting points are lowered).

Except for formic acid (pK, = 3.75), all of the saturated fatty acids have acid dissocia-
tion constants averaging around 4.85, similar to that of acetic acid (pK, = 4.76).

Fats are formed from the covalent bonding of three fatty acids with the three hydro-
xides of a glycerol (Figure 3.8). For this reason they are often called triglycerides. The
bonding of a hydroxyl of an alcohol with the hydroxyl of a carboxylic acid, with elimina-
tion of a water molecule, results in an ester linkage. This eliminates the hydroxide from
the alcohol and the ionizable portion of the acid. With the loss of these functional groups,
polarity is greatly reduced, ionization is eliminated, and water solubility is therefore
decreased. Because the ester linkage is only slightly polar, the properties of fats are domi-
nated by the properties of the hydrocarbon chains of the fatty acids that form them.

The reverse of the esterification reaction is hydrolysis, which means “splitting with
water.” Hydrolysis of ester bonds is catalyzed by H or by enzymes called lipases.
The ester bond can also be hydrolyzed in a strong basic solution, in a reaction called sapo-
nification. The salts of the fatty acids thus formed are soaps. In fact, soap was made in
preindustrial households by reacting fats collected from meat with lye (sodium hydroxide)
leached from ashes.

Oils are fats that are liquids at room temperature. Fats made from unsaturated fatty
acids are unsaturated fats. As with the fatty acids, they will have lower melting points.
This is why you may read that margarine or shortening contains ‘“‘partially hydrogenated
fats.” Fats are hydrogenated by reacting unsaturated vegetable oils with hydrogen, redu-
cing the number of double bonds, in order to decrease the melting point, allowing the oil
to form a solid. In a similar way, living things select for the saturation of fats to obtain
properties that are useful.

The major functions of fats in organisms are for energy storage and structural use.
Fats yield twice as much chemical energy as carbohydrates or proteins; fats average about
9.3 Calories per gram vs. 4.1 Calories per gram for both proteins and carbohydrates.
(Note that the dietary Calorie, which must be capitalized, is equivalent to the kilocalorie
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TABLE 3.5 Percentage of Types of Fats in Some Dietary Fats and Oils

Mono- Poly- Cholesterol
Saturated unsaturated unsaturated Other (mg/tB)
Canola oil 6 62 31 1 0
Safflower oil 9 12 78 1 0
Olive oil 14 77 9 0 0
Beef fat 51 44 4 1 14
Butter 54 30 4 12 33
Coconut oil 77 6 2 15 0

commonly used in thermodynamics.) However, fat storage is long term. The energy con-
tained in fats is not released as rapidly as with the polysaccharides starch or glycogen.
Other functions of fats are for insulation for animals exposed to cold, and for flotation
in marine animals. The blubber of sea mammals is an example of both of these functions.

The degree of fat saturation in the human diet is linked to human health. A small
amount of unsaturated fat is required in the diet, because humans cannot form fatty
acids with double bonds. One of these in particular, linoleic acid, can be converted
into all the other fatty acids needed by humans. For this reason, it and several others
are placed in a dietary group called the essential fatty acids.

A mammalian diet containing a high proportion of saturated fats is associated with car-
diovascular disease, via its connection with cholesterol and blood lipoproteins. (Choles-
terol is another type of lipid, described below. Lipoproteins are hybrid compounds, also
described below.) Among the unsaturated fats, monounsaturated fats, those with only
one double bond, seem to be even more healthful than polyunsaturated fats, those
with more than one double bond. Table 3.5 shows how various fats compare in these diet-
ary constituents. Olive oil has the highest monounsaturated fat content of all. This has lent
support to the “Mediterranean diet,” in which olive oil replaces butter and other animal
fats in recipes, to the extent of placing a plate of oil on the table for dipping bread instead
of a butter dish. Lest one should think that only animal fats are suspect, notice the high
saturated fat content of coconut oil. High polyunsaturated fat content also seems to ben-
eficially lower blood lipid concentration. Safflower oil is best in this regard, followed by
corn, peanut, and cottonseed oils.

Phospholipids are particularly critical to life, as they form the basic structure of cell
membranes. Glycerol can form ester linkages with inorganic as well as organic acids.
Phospholipids consist of ester linkages of glycerol with two fatty acids and with phospho-
ric acid in the third position. Usually, another of the phosphate hydroxyl groups form, in
turn, another ester bond with still another organic molecule, called a variable group. The
variable group often contains nitrogen, adding to the polar character of the lipid.

OH Il-l
R—O—lPl—O—C—H
o
0 ‘ Il Pz
HC—O0—C

%
H2C—O—CJ\/\/\/\/\/\/\/\/\/

phospholipid structure
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Monolayer
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Monomers
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Figure 3.9 Surfactant structures formed in solution: (@) behavior of surfactants in solution;
(b) phospholipid bilayer structure.

This structure results in a surfactant, a molecule that has a hydrophilic part and a
hydrophobic part. Similar to soaps and detergents, if there are enough molecules in solu-
tion, they will form aggregates called micelles, a sort of “circling the wagons” in which
the polar ends face the water and the hydrophobic ends form a separate phase in the inter-
ior of the micelle (Figure 3.9). One of the phospholipids is lecithin, which is important in
metabolism of fats by the liver. Egg yolks are rich in lecithin, and its detergent nature
helps maintain the emulsion between oil and vinegar in mayonnaise.

Biological lipids show an important difference in behavior from other surfactants.
Under the right conditions, they form micelles with multilayered structures that can
become vesicles (water-filled cavities) bounded by a lipid bilayer, as also shown in
Figure 3.9. This important structure is the basis for the cell membrane, and therefore
for the cell itself. The bilayer membrane forms a barrier to the uncontrolled passage of
water-soluble constituents into and out of the cell. However, its lipophilicity makes it the
site of action of many lipophilic pollutants, such as some industrial organic solvents.

Other lipids: Since the definition of lipids is based on physicochemical properties and
not chemical structure, it is not surprising that the group is very diverse. A variety of other
biological compounds fit the category. Waxes are long-chain fatty acids combined with
long-chain alcohols other than glycerol. They are formed by plants to produce protective
and water-conserving layers on their surfaces and by animals such as the honeybee, or for
ear canal protection. Terpenes are long-chain hydrocarbons based on units similar to the
compound isoprene. They include essential oils from plants, among other compounds.

One important group of compounds that is in this catch-all class of lipids is the steroids.
Steroids consist of four fused rings, three with six carbons and one with five, and with a
hydroxide at one end and a hydrophobic ‘“‘tail”” at the other. Steroids are important reg-
ulatory chemicals in plants and animals. They are able to move through cell membranes
formed by lipid bilayers. The sex hormones estrogen and testosterone are steroids, as are
the fat-soluble vitamins A, D, and E. The most abundant steroid in animals is cholesterol.
It forms an essential part of the cell membrane, affecting its fluidity. However, factors
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related to diet and heredity can cause cholesterol to form obstructive deposits in blood
vessels, causing strokes or heart attacks.

HO

cholesterol

Another lipid that is important in biological wastewater treatment is poly-B-hydroxybutyric
acid (PHB). This is used for energy storage by some bacteria.

O [CH; O CH; O
“e_C_uCH__C_ JCH _C_ _~.
<ot e o e o7

poly-B-hydroxybutyric acid

3.6.3 Proteins

Proteins have a central role in cell function. Like carbohydrates and lipids, they are
involved in structure and in energy metabolism. More important is the function unique
to proteins: Each of the thousands of enzymes in living things, each of which catalyzes
a specific biochemical reaction, is a protein specialized for that task. In addition, they may
act as biochemical regulators or hormones, such as insulin; transport chemicals such as
hemoglobin, which transports oxygen in the blood; or they may be responsible for motility, as
in the cilia and flagella of protists.

Proteins are composed of one or more chains of amino acid repeating units. Each indi-
vidual chain is called a polypeptide. In turn, amino acids are compounds in which a cen-
tral carbon is covalently bonded to three functional groups: an amine, a carboxylic acid,
and a variable organic side group:

COOH
R—C-H
NH,

Many amino acids are found in nature, but only 20 are commonly part of proteins. In
contrast to polysaccharides, proteins are formed not from one or two repeating units, but
from all 20, and in any sequence. This makes possible a virtually unlimited variety of
structure and of corresponding function. A chain of n amino acids can form 20" different
proteins. For a length of only five acids, this gives 3.2 million combinations. Typical chain
lengths are from 100 to several thousand. Of course, only certain combinations actually
occur. The human body has about 100,000 different proteins.

Table 3.6 shows the 20 amino acids commonly found in proteins. Some have simple
side groups (e.g., glycine and alanine), others are complex (e.g., tryptophan). Two contain
sulfur (cysteine and methionine). Some have ionizable side groups, such as the carboxylic
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TABLE 3.6 Amino Acids Commonly Found in Proteins and Their pI Values

Name Symbol Structure pl
Amino Acids with Nonpolar R Groups
i
Alanine Ala H;C —(li—COO‘ 6.00
NH;*
H:C—CH, H
Isoleucine® Ile ,CH—?—COO’ 6.02
H;C NH,*
HyC H
Leucine® Leu /CH—CHZ—(IZ—COO‘ 5.98
HC NH;*
i
Methionine® Met H3C—S—CH2—CH2—IC—COO‘ 5.74
NH;*
i
Phenylalanine® Phe Q CH,— Cli —C00~ 5.48
NH;*
~-CH, H
H,C~ 12
Proline Pro g C 6.30
HC~ \H+ > coo™
0
u I(If—CHz—C—COO’
Tryptophan Trp CH NH;* 5.89
N
H
me,
Valine® Val _CH- (li —-CO00O~ 5.96
H3C NH 3+
Amino Acids with Uncharged Polar R Groups
o, !
Asparagine Asn :\C—CII—COO‘ 5.41
N Nhy*
i
Cysteine Cys HS—CHZ—IC—COO’ 5.07
NH;*
0 i
Glutamine Gln :\C —CHQ—CHZ—IC— COO~ 5.65

N NH;*
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Name Symbol Structure pl
I;I
Glycine Gly H—|C—COO‘ 5.97
NH;*
III
Serine Ser HO—CHz—IC—COO‘ 5.68
NH;*
I;I
Threonine® Thr H;C —ICH—F—COO’ 5.60
OH NH;*
!
Tyrosine Tyr HO @ CH,— IC —COO~ 5.66
NH;*

Amino Acids with Acid R Groups (Negatively Charged at pH 6.0)

Aspartic acid Asp

Glutamic acid Glu

o H
,\/C—CHZ—C—COO‘ 2.77
o) I
NH;*
_ H
O\ |
_C—CH,—CH,—~C—CO00" 3.22
o) |
NH;*

Amino Acids with Basic R Groups (Positively Charged at pH 6.0)

Arginine Arg
Histidine His
Lysine” Lys

H
"H3N—C—NH—CH,—~CH,~CH,~ ¢ -Co0~  10.76
NH NH;*
H
H(I::IC—CHZ—(::—Coo- s
*HN ,NH NH;* :
C
H
H
*H;N— CH,—CH, —CH,— CH,— ¢ —COo0~ 9.74
NH;*

“Essential amino acids.
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acids in aspartic acid and glutamic acid, or the basic amines of lysine, histidine or argi-
nine. Amines, including the one connected to the central carbon, ionize by accepting an
additional hydrogen ion at pH levels below a characteristic pK value. Because all amino
acids have both an acidic and a basic functional group, all will have an ionic charge at
either sufficiently high or low pH values. For some, it is possible at certain pH values for
both groups to be ionized:

COOH COo0~
|

R=C-H => R—-C-H

NH, NH;*

These behaviors are important in forming attractions between different parts of the
protein molecule, affecting its shape. Table 3.6 also gives the isoelectric point (pI),
which is the pH at which the number of positive charges on the amino acid in solution
equals the number of negative charges.

The fact that all amino acids contain nitrogen explains the importance of that element
to all organisms. Nitrogen limitations can cause growth problems in biological wastewater
treatment and in natural ecosystems. Humans also have a nutritional requirement for
proteins. We can form many of the amino acids from other compounds. However, we
cannot synthesize the following eight, which are called essential amino acids: isoleucine,
leucine, lysine, methionine, phenylalanine, threonine, tryptophan, and valine. These must
be provided in the diet daily, since free amino acids are not stored in the body. The
absence of any one causes protein synthesis to stop. Most animal proteins contain all
eight, but many plant proteins do not, or do not have them in balanced amounts. For
this reason vegetarians need to be aware that they must eat vegetables in combinations
that eliminate deficiencies. For example, rice is deficient in lysine but has sufficient
methionine, whereas beans are low in methionine but contain adequate lysine. However,
beans and rice together in a diet supply a complete protein supply.

Amino acids form polypeptides by covalently bonding the carbon from the carboxylic
acid group to the nitrogen of the amine, with loss of a water molecule. The result is called
a peptide bond:

H H H 'O  COOH
0 0 [T
R]—(ll—C\ + Rz—(IZ—C\ > R,—C=C ITT-—C R, + H0
- 1
NH, OH NH, OH NH, 'H H

peptide bond formation

Because of the amino acid functional groups, proteins also possess charges in solution,
which vary with pH. Like individual amino acids, proteins have an isoelectric point. These
can range from less than 1.0 for pepsin, the digestion enzyme that must act under
acidic conditions in the stomach, to 10.6 for cytochrome ¢, which is involved in cellular
respiration.

Unlike polysaccharides, which can have random lengths and random branching, each
peptide is a single chain with a precise sequence of amino acids. Changing even a single
amino acid can destroy the ability of the resulting protein to perform its function. Further-
more, the peptide chain must arrange itself into a complex shape, which is determined
by the exact amino acid sequence, and often by the method by which the cell machinery
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Figure 3.10 Tertiary and quarternary protein structure as shown in bovine insulin. This protein
consists of two polypeptide chains joined by two disulfide bonds. Another disulfide bond within the
smaller chain contributes to the molecule’s shape. (Based on Bailey and Ollis, 1986.)

constructs the protein. The structure of a protein has three or four levels of organization.
The primary level is the actual amino acid sequence. The secondary level refers to rela-
tively local arrangements such as coiling into a helix or folding into a pleated sheet. The
helix is held together by hydrogen bonds between the peptide bonds of every fourth amino
acid. The tertiary level of organization is larger-scale folding and coiling, to give the
overall shape to the molecule. Some proteins will exhibit the quaternary level of struc-
ture, in which several polypeptides are linked together by a variety of attractions, includ-
ing hydrogen bonds, ionic attraction, or covalent disulfide linkage between cysteine amino
acids on the two peptides. Hemoglobin, for example, consists of four polypeptide units.
Figure 3.10 shows an example of protein structure. If the protein forms a compact, water-
soluble state, which the majority of proteins do, they are called globular proteins.
Fibrous proteins are elongated and often function in structural applications in connective
tissue, contractile tissue, or as part of the hair or skin in mammals.

Proteins molecules often have other chemical compounds, called prosthetic groups,
included in their structure, usually through noncovalent bonding. Often, they include
metal ions. Hemoglobin contains four organic prosthetic groups, each containing an
iron atom. Other proteins may contain chromium, copper, or zinc, for example. This is
one of the reasons that humans and other organisms have a nutritional requirement for
some heavy metals.
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Since the higher levels of protein structure depend on relatively weak bonds such
as hydrogen bonds, they are easily disrupted by increasing temperature or by changing
pH or ionic strength. Such changes may result in conversion of the protein to a non-
functional form, which is said to be denatured. These changes are often reversible.
For example, hair can be curled by wrapping it around a rod and heating. This
breaks hydrogen bonds, which re-form upon cooling, “freezing” the protein in the new
shape. However, there is tension in the hair fibers, and with time the hydrogen
bonds gradually rearrange into their former relationship, losing the curl. A “permanent”
rearrangement can be made by using chemical treatment, which breaks disulfide bonds
between cysteine residues in hair proteins, then re-forms them in the curled shape. A
common example of irreversibly denaturing proteins by heat is the cooking of eggs.
Heat disrupts the globular albumin proteins, which do not return to their native state
upon cooling.

Enzymes are protein catalysts that increase biochemical reaction rates by factors
ranging from 10° to 10'? over the uncatalyzed reactions. They often include non-
amino acid portions that may be organic or consist of metallic ions. These are called
cofactors.

Most enzymes are named with the suffix -ase. For example, lipase is an enzyme that
digests lipids. Another enzyme is lactase, which catalyzes the breakdown of milk sugar,
the disaccharide lactose, into monosaccharides glucose and galactose. Many adults, and
almost all non-Caucasian adults, lose their ability to produce lactase after early childhood.
However, some bacteria, including Escherichia coli, produce a different lactose-digesting
enzyme. Adults lacking lactase who eat milk products have abdominal disturbances when
the bacteria in the gut begin to produce gas using the lactose.

Enzymes are very specific; each catalyzes one or only a few different reactions, which
is sensitively controlled by its shape. It is remarkable that contrary to reactions in aqueous
media in the laboratory, enzyme-catalyzed reactions produce few side reactions. Equally
remarkable is the fact that, with enzymes, a wide variety of reactions are promoted at mild
conditions of temperature, pressure, and pH.

Each enzyme has at least one active site, the location on the molecule that binds with
the substrate(s) (the reactants in the catalyzed reaction). The active site attracts the sub-
strate(s) and holds it, usually by physicochemical forces. Two major mechanisms by
which enzymes increase reaction rates are (1) by bringing the reactants close together,
and (2) by holding them in an orientation that favors the reaction (Figure 3.11). It is
also thought that enzymes can act by inducing strain in specific bonds of bound substrates,
making certain reactions favorable.

Since the shape of a molecule is so sensitive to its environment, the cell can turn reac-
tions on or off by changing conditions (e.g., pH) or by providing or withdrawing a cofac-
tor or inhibitory compound. Figure 3.12 shows how a cofactor could promote binding of a
single substrate with an enzyme. The cofactor binds first with the enzyme, changing the
shape of the active site. This allows the substrate to bind, forming the complex. As with
all proteins, denaturing stops the function of any enzyme.

Enzymes may also require coenzymes, which are molecules that function by accepting
by-products of the main reaction, such as hydrogen. Coenzymes differ from cofactors and
from enzymes themselves in that they are consumed by the reaction (although they may
be regenerated in other reactions). Examples include NAD and FAD, discussed below.
Some cofactors and coenzymes cannot be synthesized by mammals and must be included
in their diet, making them what we call vitamins.
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Figure 3.11 Enzyme control of proximity and orientation of substrates.

Another important protein function is their use as binding proteins. Hemoglobin is an
example of a binding protein that transports oxygen in the blood. Other binding proteins
are active in the immune system, which responds to foreign substances in animals. The
cell membrane is studded with proteins that function in communicating substances

@

Enzyme-
substrate-
cofactor
complex

—

T
<

T
<
®

Figure 3.12 Hypothetical enzyme mechanism involving a cofactor.
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and signals into and out of the cell. Cell membrane proteins are also a point of attack for
infectious agents such as viruses, or may bind with drugs, leading to reactions that pro-
duce their characteristic effects.

3.6.4 Nucleic Acids

Nucleic acids do not form a large portion of the mass of living things, but make up for this
in importance by being central to reproduction and control of cell function (DNA and
RNA) and as the single most important compound in energy metabolism [adenosine tri-
phosphate (ATP)]. DNA and RNA are linear polymers of nucleotides; ATP is a single
nucleotide.

A nucleotide is a compound consisting of three parts:

pyrimidine or purine base + ribose or deoxyribose sugar + one or more phosphates

The pyrimidines are based on a six-membered ring containing two nitrogens. Only the
following three pyrimidines are found in DNA and RNA: thymine, cytosine, and uracil
(Figure 3.13). Purines have an additional five-membered ring fused to the pyrimidine.
Only two purines are used in DNA and RNA, adenine and guanine. Nucleotides
using these bases are labeled with their first letter: A, G, U, C, or T. The five-carbon
sugars are bonded to the base, and the phosphate(s) are connected to the sugar via an
ester.

A nucleoside is the same as a nucleotide, without the phosphate. The nucleoside
formed from adenine and ribose is called adenosine. The nucleoside formed from thy-
mine and deoxyribose is called thymidine.

Besides forming a chain of phosphates, the phosphate portion of the molecules can
form ester bonds to two nucleotide sugars, forming a linear polymer with the phosphates
and sugars as a “‘backbone” and the bases as branches (Figure 3.14).

Deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) are polymers formed
from nucleotides. In DNA the sugars are deoxyribose; in RNA the sugars are ribose.
Another important difference between these polymers is that DNA does not contain uracil,
while RNA never includes thymine. In other words, DNA includes only A, G, C, and
T; RNA has only A, G, C, and U.

RNA is present only as a single chain. However, two strands of DNA form a fascinat-
ing structure called the double helix, discovered by Watson and Crick in 1953. It happens
that thymine and adenine on two different strands can form two hydrogen bonds in just the
right position relative to each other, and cytosine and guanine on two complementary
strands form three such bonds (Figure 3.14). Thus, the sequence of bases on one strand
determines the sequence on the other. The two complementary strands are held together
by a large number of hydrogen bonds, making the pairing very stable. The resulting struc-
ture resembles a ladder, with each sugar—phosphate backbone making one side of the lad-
der, and the base pairs forming the rungs. A purine is always opposite a pyrimidine, to
keep the lengths of the rungs all the same. In addition, the ladder has a right-hand twist to
it, making a complete turn every 10 “‘rungs” or base pairs, producing the famous double
helix structure.

Notice from Figure 3.14 that the point of attachment at one end of the chain of nucleo-
tides is carbon 5 of the sugar, and at the other end it is carbon 3. This gives a direction to
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Figure 3.13 Nucleotide structures.

the chain. The ends are labeled 3’ and 5'. You can also see that the complementary DNA
chains run in opposite directions.

The importance of DNA is that it carries all of the genetic information of all
living things. The information is coded in the sequence of bases in the DNA molecule. The
two strands, although different, are complementary and carry the same information. That
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Figure 3.14 DNA molecule section showing the phosphate-sugar “‘backbone.”

is, if one strand has the bases ATGCCACTA, the other strand must be TACGGTGAT, to
form the following pairings:

3'...ATGCCACTA...5
5'...TACGGTGAT...3

What does DNA code for? Very simply, by specifying the sequence of amino acids,
it contains instructions for the construction of all the proteins that the organism can
make. Recall that proteins can have 20 different amino acids. So how can four nucleotide
bases code for all 20? The answer is that the DNA bases code in groups of three.
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The sequence for the bottom strand in the example above, and the corresponding amino
acid sequence, is

DNA: TAC — GGT — GAT
AA : methionine — proline — leucine

As mentioned above, RNA uses uracil in place of thymine and ribose sugar instead of
deoxyribose. In addition, it is a single strand. The major function of RNA is to commu-
nicate the DNA code from the cell nucleus to the cytoplasm, where proteins are synthe-
sized. More details on the mechanisms involved are provided in Section 6.2.1. RNA has
another function, recently discovered. It can act as a catalyst, similar to protein enzymes.
RNA with this capability are called ribozymes. One school of thought holds that because
RNA can act as both a genetic template and as a catalyst, it may be that when life origi-
nated, it was based on RNA for both of those functions.

Several nucleotide monomers are important participants in biochemical reactions.
More is said in Section 5.1.3 about adenosine triphosphate (ATP) and its central role
in energy metabolism. The cell uses a number of other nucleotides. Cyclic adenosine
monophosphate (cAMP) is involved in regulation of cell metabolism. Adenine is com-
bined with other organic molecules to form a number of coenzymes, including:

flavin adenine dinucleotide (FAD)

nicotinamide adenine dinucleotide (NAD)
nicotinamide adenine dinucleotide phosphate (NADP)
guanosine triphosphate (GTP)

These compounds are important in the mechanisms for many biochemical processes,
including photosynthesis and respiration, as discussed below.

3.6.5 Hybrid and Other Compounds

Hybrid compounds are those composed of a combination of two or more types of com-
pounds, such as sugar combined with protein or with lipid. Some have already been dis-
cussed; examples are some proteins with their prosthetic groups; the nucleotides
themselves, which contain sugars; and the nucleic acid coenzymes.

In addition, sugars commonly combine covalently with lipids and proteins. Many are
important in cell membranes. For example, peptidoglycans have the interesting property
that they form a two-dimensional polymer (covalently bonded in both the x and y direc-
tions) so that they encapsulate bacterial cells with a single huge macromolecule. Lipopo-
lysaccharides include bacterial cell membrane components called endotoxins, which are
responsible for powerful toxic effects in animals. Bacteria important in wastewater treat-
ment secrete a coating of polysaccharides and lipopolysaccharides that enables them to
flocculate into large aggregates or to form slime layers called biofilms. This improves
their ability to capture particulate food matter.

Lipoproteins are noncovalently bound lipids and proteins. Since lipids are insoluble in
water, they are transported in the blood by being associated with proteins in this way. In
other words, proteins act as a ‘“‘detergent” to solubilize lipids, including cholesterol.
Despite cholesterol’s bad reputation related to disease of the circulatory system, it is an
essential component of animal cell membranes and a precursor for steroid hormones and
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bile acids (which aid in lipid digestion). However, people with high levels of cholesterol
in the blood tend to have higher incidences of arteriosclerosis, the narrowing and block-
ing of arteries by cholesterol deposits. This can lead to strokes and heart attacks. Blood
lipoproteins can be separated into fractions distinguished by density. One of the fractions
is low-density lipoprotein (LDL). Blood cholesterol is concentrated in the LDL fraction,
resulting in its being labeled as ““bad” cholesterol. A high LDL level is associated with
the intake of saturated fats and alleviated by the intake of monounsaturated fats.

Lignin is a polymer of various aromatic subunits, such as phenylpropane. It is produced
by woody plants as a resin, bonding the cellulose fibers into a tough composite.

3.7 DETECTION AND PURIFICATION OF BIOCHEMICAL
COMPOUNDS

The tremendous amount that is known about biochemistry may seem somewhat myster-
ious without an appreciation for the methods used to gain it. A brief description of some
of the techniques used to purify and detect biochemical compounds may help with under-
standing how this body of knowledge came about.

Thin-layer chromatography is done with paper or a glass plate coated with silica
powder or other adsorbent material. A solution containing a mixture of biochemical com-
pounds, ranging from amino acids and nucleic acids to polypeptides, is placed in a spot
near one corner. One edge is then placed in contact with a solvent, which carries the com-
pounds along the plate as it is drawn up by capillary action. Compounds with various
physicochemical properties move at different speeds. This spreads the compounds out
in a line along one edge. That edge is then placed in a different solvent, which moves
the compounds across the plate in the other direction. This distributes the individual com-
pounds from the mixture across the two dimensions of the plate (Figure 3.15). The resulting
spots can be made visible by chemical treatment or can be removed for further experiments.

If the molecules are electrically charged, such as amino acids and polypeptides at the
appropriate pH, one of the solvent steps can be replaced with an electrostatic field to move
the compounds. This is called electrophoresis.

Large molecules and subcellular particles can be separated by sedimentation. This is
done in an ultracentrifuge, which creates accelerations up to 400,000g by spinning as
fast as 75,000 rpm. Molar masses of large macromolecules can be determined from
their sedimentation rate. Particle size is often given in terms of its settling velocity in a
centrifuge, measured in Svedberg units.

Immunoassay uses antibodies to form a precipitate with specific compounds. Antibo-
dies are special proteins produced by the body to bind with foreign substances so that they
can be made harmless. Each antibody is highly specific, binding only to a single substance
and binding extremely tightly in what is called a lock-and-key relationship. Molecular
biology techniques have enabled the production of large quantities of antibodies of a spe-
cific type, called monoclonal antibodies. They are used for research purposes as well as
to detect specific hormones in pregnancy tests and tests for prostate cancer. Immunoassay
is a highly sensitive and selective detection method. Its use has been extended to organic
pollutants and even to heavy metals.

The power of the methods described above is often increased by the use of radioiso-
tope labeling. In this technique, radioactive compounds such as *H, MC, 32p or 3P, and
338 are incorporated into substrates, making it easy to detect the products incorporating
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Figure 3.15 Two-dimensional thin-layer chromatograph separation of amino acids. (Based on
White et. al., 1973.)

them. The radioactivity makes compounds easier to detect in small quantities. For exam-
ple, exposing plants to carbon dioxide with carbon-14, and then analyzing plant matter
periodically for radioactive compounds is a way to elucidate the steps in photosynthesis
as the '*C appears in one compound and then another. Radioimmunoassay can detect
compounds such as hormones or drugs in blood plasma at quantities as low as several
picograms (107'2 g).

Other analysis techniques, based on the methods of molecular biology, are discussed in
Chapter 6.

PROBLEMS

3.1. Write symbol-and-stick diagrams for CO,, NHy4, 1,1,1-TCA (1,1,1-trichloroethane),
TCE (trichloroethylene), and formic acid (CH,0,).

3.2. Glucose, starch, and glycogen are very similar chemically. How will wastewater
containing a high concentration of one or the other affect a biological wastewater
treatment plant differently? How would the same wastewater affect a stream
differently? Assume that the chemical oxygen demand (COD) of each wastewater
is similar.

3.3. A rule of thumb for biological wastewater treatment plant nutrition is that for every
100 mg of oxygen demand there should be 5 mg of nitrogen. (a) Would a wastewater
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containing either only glycine or only leucine need a nitrogen supplement? (b)
Which of the 20 amino acids is most balanced in this respect? [Hint: Answer by
computing the theoretical oxygen demand for each substrate and compare to the
mass concentration of nitrogen. The theoretical oxygen demand for C.H,O,N,, is
¢+ (h—3n)/4—o0/2 moles of oxygen per mole of substrate. Convert this to grams of
oxygen per gram of substrate by the molar mass of O, (32 g/mol), dividing by the
molar mass of the substrate.] Computing oxygen demand is discussed in detail in
Section 13.1.3.

List all the elements that are more electronegative than carbon.

For each of the acids listed in Table 3.3, compute the fraction that would be
undissociated at pH 7.4, the normal pH of human blood.
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THE CELL: THE COMMON
DENOMINATOR OF LIVING THINGS

Cells were discovered by Robert Hooke of England in the mid-seventeenth century, and
named by him after the small dormitory-style rooms inhabited by monks. He first saw cell
wall remains in thin slices of cork, using a microscope. Around the same time, Anton van
Leeuwenhoek of Holland advanced the art of building microscopes, achieving magnifica-
tion up to 500 times. With these he was able to make detailed studies of living cells.
Further study led to the development in the nineteenth century of cell theory:

e All living things are composed of one or more cells.
e Cells are the basic units of living things and are the site for the reactions of life.
e Under today’s conditions, all cells come from preexisting cells.

The first tenet encompasses everything from single-celled bacteria to large animals and
trees that can have trillions of cells. The second tenet recognizes that individual parts of
cells are not by themselves viable. This tenet also excludes viruses from being classified
as living things, since they do not metabolize. The third tenet leaves open the possibility
of cells arising spontaneously under the conditions of the primitive Earth.

The light microscope opened a new world to examination, literally under our noses.
Typical cell sizes are about 1 um for bacteria to 10 um for most human cells. The
human eye can resolve down to only about 100 um (0.1 mm). The light microscope
extends resolution down to 0.2 pm [200 nanometers (nm)], which is half the wavelength
of violet light. An advance similar in magnitude to Hooke and Leeuwenhoek’s micro-
scopes occurred in the 1960s with the development of electron microscopes. These can
magnify by 30,000 to 100,000 times, yielding resolution down to 2 nm. This is enough
to resolve some of the larger macromolecules such as proteins and nucleic acids. Another

Environmental Biology for Engineers and Scientists, by David A. Vaccari, Peter F. Strom, and James E. Alleman
Copyright © 2006 John Wiley & Sons, Inc.

65



66 THE CELL: THE COMMON DENOMINATOR OF LIVING THINGS

leap was made in 1986, with the development of the atomic force microscope, which can
resolve individual atoms and has been used to detect the shape of the DNA helix. These
imaging tools, together with biochemical techniques, have led to continual advances in
cytology, the study of cells.

4.1 PROKARYOTES AND EUKARYOTES

As mentioned in Section 2.4, the highest level of biological classification, the domain, is
based on cell type. Bacteria are made of the simpler prokaryotic cell; protists, fungi,
plants, and animals are eukaryotic. Prokaryotes are smaller than eukaryotic cells and
lack any internal membrane-bound structures. Eukaryotes have organelles, which are
specialized structures within the cell that are surrounded by their own membranes, almost
like cells within a cell. Some organelles, such as mitochondria, even have their own DNA.

It is thought that prokaryotes are relatively primitive life-forms and that eukaryotes
may have evolved from a symbiotic association in which an early form of prokaryotic
cell incorporated other prokaryotes internally. For example, a large anaerobic prokaryote
may have incorporated an aerobic bacterium. The latter eventually became mitochondria,
the site of aerobic respiration in eukaryotes.

Table 4.1 shows some of the similarities and differences between prokaryotic and
eukaryotic cell structures. Figure 4.1 illustrates a typical bacterial (prokaryotic) cell.
The nuclear region is not surrounded by a membrane, as it is in eukaryotes. Photosyn-
thetic bacteria include thylakoid membrane structures, an exception to the rule of not
having internal membranes. Granules are structures that contain storage projects such
as lipids or starches. Bacterial cells are typically about 1 um in size.

Table 4.1 Contrast Between Prokaryotic and Eukaryotic Cells

Prokaryotes Eukaryotes
Structure Archaeans Bacteria Plants Animals
Cell wall No peptidoglycan; Peptidoglycan Cellulose None

Cell membrane

Motility
Genetic material
Ribosomes

Membranous
organelles

some have
glycoprotein or
protein walls
Lipid biolayer
ether-linked

branched hydro-

carbon chains
Flagella

Single circular
DNA

Yes

Absent

Phospholipid bilayer composed of ester-linked straight
hydrocarbon chains

Flagella

Single circular
DNA

Yes

Few: e.g.,
thylakoids for
photosynthesis
in cyanobacter

Flagella Flagella or
cilia
Several linear DNA molecules

Yes Yes

Nuclear envelope, endoplasmic
reticulum, mitochondria, Golgi
apparatus, lysosomes, centrioles

Chloroplasts and
central vacuoles
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Figure 4.1 Structure of a prokaryotic cell.

Figure 4.2 shows typical plant and animal (eukaryotic) cells. These cells are much
more complicated. The nuclear region (nucleus), endoplasmic reticulum, mitochondria,
Golgi apparatus, chloroplasts in photosynthetic organisms, and a number of other struc-
tures are all surrounded by their own membranes. Eukaryotic cells are usually much larger
than prokaryotic cells, on the order of 10 um in size.

Functionally, prokaryotes are capable of a much wider range of basic metabolic
processes, including many of environmental importance. These include many processes
that catalyze key pathways of the biogeochemical cycles. All chemoautotrophs (organisms
that obtain energy from inorganic chemicals) are prokaryotes. These include bacteria that
oxidize minerals, such as Fe(Il), NH3, H,S, and others. Other major processes limited to
prokaryotes are nitrogen fixation and denitrification. Furthermore, with few exceptions,
only prokaryotes are capable of using electron substitutes for oxygen, such as nitrate,
sulfate, or carbonate, and can live their entire life cycles in the absence of oxygen. However,
prokaryotes are specialized, and none can do all of these processes, and most do very few.
What specialized advantage do eukaryotes have? One answer is that only eukaryotes form
multicellular organisms.

4.2 THE BIOLOGICAL MEMBRANE

In many areas of science, it is at the interface where things get interesting, and difficult.
Chemical reactions in homogeneous gas or liquid phases are complex enough, but when
an interface is present, even the notion of chemical concentration is oversimplified. For
example, the pH near the surface of a colloid can vary with distance from the surface.
Surface-active agents will distribute themselves differently between the surface and the
bulk fluid. Many surfaces act as catalysts. They can be gatekeepers, affecting the transport
of substances between phases. The phospholipid bilayer membrane is the major interface
formed by living things. It is the structure that separates “inside” from ‘‘outside.” By
increasing the complexity of the system, it also increases its possibilities.

The biological membrane is a flexible sheet forming a closed surface, whose basic
structure is formed of a phospholipid bilayer (see Figure 4.3). The capability of phospho-
lipids to form enclosed bilayer vesicles spontaneously was described in Section 3.7.2. The
outer membrane of all cells is called the plasma membrane or cell membrane. Similar
membranes also enclose cell organelles such as the mitochondria or the nucleus in
eukaryotic cells.
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Figure 4.2 Animal (a) and plant (b) cells. (From Fried, 1990. © The McGraw-Hill Companies,
Inc. Used with permission.)

Besides being flexible, the phospholipid molecules can move freely within the plane of
the membrane, a behavior described as a two-dimensional fluid. Other molecules are inti-
mately associated with the membrane. Eukaryotic membranes can contain large amounts
of cholesterol, which increase the fluidity of the membrane. Fatty acids serve the same
function in prokaryotes. Globular proteins are embedded in the membrane, somewhat
like icebergs floating in the sea. Some penetrate both surfaces of the membrane and
participate in the transport of substances across it. Others are embedded in one or the
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Figure 4.3 Plasma membrane structure. (From Van De Graaff and Rhees, 1997. © The McGraw-
Hill Companies, Inc. Used with permission.)

other surface and function as chemical receptors or catalytic sites. Biological membranes
are asymmetrical. The external surface of the plasma membrane and the internal surface
of organelles have carbohydrates bonded to them, forming glycolipids and glycoproteins.

The plasma membrane of archaean cells is chemically distinct from eubacterial or
eukaryotic cell membranes. Instead of being composed of lipids made from straight-
chain fatty acids bonded to glycerol by ester bonds, archean membrane lipids are made
of the branched hydrocarbon isoprene bonded to glycerol by ether bonds. This structure is
thought to give archeans greater physical and chemical resistance to the relatively unfa-
vorable environmental conditions in which they are often found.

Membranes are typically less than 10% carbohydrate by mass; the rest of the mem-
brane mass is about equally divided between protein and lipid. In animals, about half
the lipid is phospholipid and half is cholesterol.

The membrane controls the transport across it of both substances and information.
Information is transported in the sense that substances, called ligands, can bind to recep-
tors composed of transmembrane proteins (proteins that penetrate both sides) on one side
of the membrane, producing a change in its conformation on the other side. The altered
protein can then affect other reactions. This sends a signal across the membrane without a
substance actually crossing over. Examples of this are the intercellular messengers called
hormones. Insulin, for example, binds to a receptor and causes two separate effects. Pri-
marily, it stimulates plasma membrane mechanisms for the transport of glucose, some
ions, and amino acids. Second, it results in changes in intracellular metabolism that result
in increased synthesis and storage of protein, glycogen, and lipid. Some toxic substances
act by binding with receptors, either by stimulating an inappropriate response directly, or
by competing with normal ligands.

4.3 MEMBRANE TRANSPORT

Membranes also control the transport of substances. This is one of the essential functions
of life: the maintenance of different conditions between the interior and exterior of the
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cell, the distinction between the self and the rest of the world. Many toxic substances also
must be transported across membranes to achieve their effect.

The simplest mechanism is passive transport, the movement of a chemical from an
area of relatively high concentration, through a membrane, to an area of low concentra-
tion, by means of molecular diffusion. The transport occurs only when a concentration
difference exists between the aqueous phases on the two sides of the membrane. To
diffuse across a membrane, a chemical must first dissolve in it. Then, random molecular
motion results in a net movement toward the side with the lower concentration. However,
molecules that are polar, such as ions or sugars, have very low solubility in the nonpolar
interior of the phospholipid bilayer. Thus, the transport of such compounds through the
membrane is very slow by this mechanism.

Water also moves across membranes by passive transport. The movement is from low
solute concentration to high solute concentration. Realize that the higher the concentra-
tions of solutes (ions, proteins, sugars, etc.), the lower the concentration of solvent (water,
in this case). From the point of view of the water, the movement is from high concentra-
tion (of the water) to low concentration. The passive transport of water due to its concen-
tration gradient is called osmosis.

Consider a membrane that is permeable to neutral molecules such as water but
impermeable to ions and that separates a solution of fresh water from salt water. The
water will move by osmosis from the fresh water (which has a higher water concentration)
to the salty side. The flow continues until equilibrium is achieved. If the pressures are
equal, osmotic equilibrium means that the concentration of particles is the same on
both sides. However, if the system is held at constant volume, the flow results in an
increase in pressure on the salty side. The pressure difference across the membrane at
equilibrium, T, is related to the difference in the molar concentration of total particles,
Ac, by a version of the ideal gas law:

n = AcRT (4.1)

The effect of particle concentration is approximately independent of charge or size.
For example, a 0.1 M solution of sodium chloride has the same osmolarity as a 0.2 M
solution of glucose, because the sodium chloride dissociates to form 0.2 mol of ions
per liter.

The concentration of particles expressed in moles per liter is called the osmolarity
(Osmol/L). For example, blood plasma has a total particle concentration of about 325 mmol
per liter (mOsmol/L). This produces an osmotic pressure of about 6000 mmHg (7.9 atm).
(This is similar to the osmotic pressure of the ocean during the Precambrian Era, when
animals with closed circulation evolved. Since then, the osmotic pressure of seawater has
continued to increase about 3.5-fold.) If two solutions with different osmolarities are
separated by a barrier to the solutes such as a plasma membrane, the lower-concentration
solution is said to be hypotonic to the other. The higher-concentration solution is said to
be hypertonic. If the two solutions have the same osmolarity, they are isotonic.

Because of osmotic pressure, the total concentration of particles inside a cell must be
almost equal to that outside. Otherwise, water would cross the membrane, causing the cell
to either shrink or to swell and burst. Plant and bacterial cells are surrounded by rigid cell
walls that protect them from bursting, and can therefore exist in a hypotonic solution. A
hypertonic solution, however, will cause them to shrink within their cell walls. Cells that
have osmotic pressure are said to be turgid.
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Plasma membranes have pores consisting of embedded proteins. In most cells, these
allow molecules up to a molar mass of 100 to 200, including water itself, to pass by
filtration. The membranes of capillary (blood vessel) cells have larger pores, which
allow molecules up to molar mass 60,000 to pass.

Molecules too lipophobic for passive diffusion or too large for filtration may still enter
the cell by specialized transport systems. These include four types of carrier-mediated
transport: facilitated diffusion, active transport, co-transport, and countertransport. In
facilitated diffusion the problem of lipophobicity is solved by forming a complex
between the solute and a protein in the membrane (the carrier). Random molecular
motion then transports the complex to the other face, where the solute is released and
the protein is freed for reuse by other molecules. Facilitated diffusion has two important
differences from passive diffusion: (1) Because there are a limited number of carriers, at
high solute concentrations the carrier protein can become saturated, resulting in a max-
imum flux. Passive diffusion is limited only by the concentration gradient. (2) Facilitated
diffusion is more selective than passive diffusion, since the solute must be able to form a
complex with the carrier, and it can be inhibited by competition. An important compound that
is carried across membranes by this mechanism is glucose. If it weren’t for protein trans-
porters, membranes would be impermeable to glucose. The hormone insulin affects the
permeability of muscle and adipose tissue membranes by increasing the amount of
transporter proteins in those membranes.

Passive transport, whether membrane or film theory, membrane filtration, or facilitated
transport is a physicochemical process and requires no expenditure of energy by the cell.
Instead, the cell relies on the free energy of the concentration gradient. Another form of
carrier-mediated transport, active transport, involves the use of metabolic energy in the
form of ATP. Active transport can occur when a membrane-spanning carrier absorbs the
substrate from one side of the membrane and uses energy from ATP to pass the substrate
through a channel and exude it at the other side. A second active transport mechanism can
involve the consumption of a substrate on one side of the membrane, coupled with its
production at the other side. The substrate is not really transported across the membrane,
but the effect is as though it has been. An example of the latter mechanism is the ‘“‘trans-
port” of protons across the membrane of bacteria or mitochondria in the respiration
process.

Active transport is an important mechanism for the transport of natural biochemical
compounds in living things. It is the way they obtain nutrients and eliminate waste
products. It is also a mechanism for the uptake and excretion of toxins. For example,
lead is absorbed by active transport in the intestines. Active transport can move chemicals
against a concentration gradient. Active transport has the following characteristics:

1. Chemicals can be moved against electrochemical gradients.

2. Like facilitated diffusion, active transport can be saturated and shows a maximum
flux.

3. Also like facilitated diffusion, active transport is highly selective and exhibits
competitive inhibition.

4. Active transport requires energy and so can be inhibited by metabolic poisons.

Active transport is exploited to transport water passively across membranes by osmosis.
For example, the large intestine removes water from its lumen (interior) by using active
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transport to remove sodium. This decreases the osmolarity in the lumen, and water
passively diffuses out to the higher-osmolarity tissues surrounding it. When solutes
are transported across a membrane, water will follow if the membrane is permeable to
water.

Cotransport and countertransport involve two substrates being brought across the
membrane by the same carrier at the same time, either in the same direction or in opposite
directions, respectively. At least one of the substrates must be transported downgradient
and provides the energy to transport the second substrate. For example, a sodium gradient
can drive the cotransport of glucose into a cell. A countertransport mechanism exchanges
chloride for bicarbonate in the kidney. Since these mechanisms are carrier mediated, they
can also be saturated.

Another type of specialized transport, limited to eukaryotes, is endocytosis, in which
particles are engulfed by cells. The cell accomplishes this by surrounding the particle with
part of the plasma membrane, which then pinches off inside the cell, forming a vesicle. If
the particle is solid, the process is called phagocytosis; if liquid, it is called pinocytosis.
The protozoan amoeba feeds by phagocytosis and the lungs use it to clear themselves of
inhaled particulates, incidentally taking up any associated toxins.

More details on some membrane transport processes, including ways of describing
them mathematically, are given in Section 18.2.

44 EUKARYOTIC CELL STRUCTURE AND FUNCTION

The emphasis here is on eukaryotic cells. More details on prokaryotic cells are given in
Chapter 10.

Plants, some fungi, some protists and most prokaryotes form a cell wall outside their
plasma membrane. The basic structure in plants is composed of cellulose fibers (cotton
is a pure form of cellulose). Besides maintaining cell shape and preventing a cell from
rupturing due to osmotic forces, a cell wall provides structural rigidity to multicellular
plants. Many plants also lay down a secondary cell wall, which includes lignin, inside
the primary wall. Lignin is a polymer of aromatic subunits whose presence increases
the toughness of wood. Lignin biodegrades much more slowly in the environment than
cellulose does. The degradation products of lignin are thought to be the major source
of humic substances, which are the predominant forms of organic matter in soil. The
humic substances, in turn, give topsoil its beneficial properties for plant growth and are
responsible for the great capacity for soils to absorb nutrients as well as many types of
pollutants.

Animal cells protect themselves against rupturing from osmotic forces partly by
manipulating those forces. Multicellular animals can control the osmotic pressure of
their intercellular fluids. In addition, they produce a network of collagen fibers. Collagen
consists of polypeptide strands twisted into a ropelike structure. About 25% of the protein
in mammals is collagen, and tendons are mostly collagen.

The basic matrix of the cell interior is the gel-like cytoplasm, in which the other cell
materials and structures are suspended, including the organelles. A three-dimensional
lattice of protein fibers called the cytoskeleton gives structure to the cytoplasm and
helps orient organelles. Inside cells, the largest and most obvious structure is the nucleus,
which contains most of a cell’s DNA. In eukaryotes the nucleus is separated from
the cytoplasm by a nuclear membrane, which consists of two phospholipid bilayer
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membranes, penetrated by numerous protein pores. (In prokaryotes, the DNA is not iso-
lated from the cytoplasm by a membrane, and the structure is called a nuclear region
rather than a nucleus.) Each of the DNA molecules in the nucleus is contained in a
chromosome. A chromosome is a complex of a DNA molecule and associated proteins.
Chromosomal DNA forms a template for protein synthesis.

Protein synthesis takes place outside the nucleus in the cytoplasm. The nucleus
synthesizes RNA molecules, each having the code for production of a protein. The
RNA then passes out through the nuclear pores to the cytoplasm. There, the RNA interacts
with particles in the cytoplasm. These particles are the ribosomes, in which amino acids
are linked up to form proteins, using the RNA templates as a guide. Ribosomes are made
of several proteins and RNA molecules in two subparticles called 50S and 30S in prokar-
yotes, and 60S and 40S in eukaryotes. The designation refers to their size in Svedberg
units as measured by the settling velocity in a centrifuge.

In eukaryotes, the ribosomes line a folded membrane structure called the endoplasmic
reticulum (ER), which occupies a large portion of the cytoplasm. ERs serve as channels
to transport newly synthesized substances within a cell. The part studded with ribosomes,
called the rough ER, is responsible for the synthesis of proteins, including enzymes.
Another portion of the ER, the smooth ER, lacks ribosomes. The smooth ER is associated
with synthesis of lipids and the detoxification of lipid-soluble toxins. The liver has abun-
dant smooth ER. It is the location of the enzyme complex cytochrome P450 system, which
is responsible for much of the liver’s detoxification activity as well as other biotransfor-
mation functions (see Section 18.5)

The endoplasmic reticulum pinches off small, self-enclosed sacs of synthesized com-
pounds called vesicles for transport elsewhere in the cell. Often, the vesicles go to the
Golgi apparatus, a structure consisting of flattened disks of membrane structures. The
Golgi apparatus may perform finishing touches on the products, then pinch them off in
another set of vesicles that go toward their final destination. For example, some digestive
enzymes are activated in the Golgi apparatus, and migrate in vesicles to the plasma mem-
brane, where their contents are discharged outside the cell.

Other vesicles, including lysosomes, remain in the cytoplasm. Lysosomes contain
enzymes that can digest particles taken in by endocytosis or, interestingly, can be used
by the cell to commit ‘““suicide,” when the cell is damaged or otherwise unneeded.
Other vesicles contain enzymes that break down water-soluble toxins in the cytoplasm.
Peroxisomes destroy peroxides in the cell, and peroxisomes in the liver and kidney
perform about half of the work of ethanol detoxification in the body. Microsomes,
vesicles originating in the smooth ER, contain enzymes for detoxification.

The mitochondria are the site where eukaryotes perform respiration, the oxidation of
substances using inorganics such as oxygen as ultimate electron acceptors, for the produc-
tion of energy. Thus, the mitochondria are often described as the cell’s “powerhouse.”
They are the place where organics and oxygen are reacted to form carbon dioxide and
water, with the capture of energy in the biologically useful form of ATP molecules.
The structure and function of mitochondria are discussed in detail in Section 5.4.3 (see
also Figure 5.6).

Several organelles are unique to plants and plantlike protists. Chief among these is the
chloroplast. The chloroplast is the site where energy from light is captured in photosynthesis.
Photosynthesis is the production of carbohydrates from CO, and H,O using light energy;
it is the reverse reaction to respiration and is the basis for the production of almost
all organic matter by the biosphere. The chloroplast and the mitochondrion have many
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similarities in structure and function, although they are quite distinct. A detailed descrip-
tion is deferred to Section 5.4.5. The structure of the chloroplast is shown in Figure 5.9.

A vacuole is a membrane-bound storage vesicle within a cell. In plants they may be
quite large, even filling the majority of the cell volume. The plant cell vacuole may serve
to store nutrients, as in sap. It may also be a depository for waste products, since plants do
not have the mechanisms that animals have for excreting wastes. Vacuoles in some pro-
tists, such as Euglena and Paramecium, are used to excrete water, which otherwise would
cause the cells to burst.

Flagella and cilia are organelles of cell movement. Flagella are whiplike extensions of
a cell, which may be many times longer than the main part of the cell. A cell can propel
itself through a liquid by motion of a single flagellum. Examples of cells with a flagellum
are the protist Euglena and the human sperm cell. Animal cells or some animal-like pro-
tists may instead have cilia. Cilia are short hairlike projections covering the surface. They
propel the cell by a coordinated beating action, like oarsmen on an ancient warship. The
protist Paramecium is an example of a cell that propels itself this way. Cilia may have
another function: moving particles past stationary cells. This is their function in helping
protists such as the “stalked ciliates” feed. Cilia also line the human respiratory tract,
where they serve to expel inhaled particles. Damage to respiratory cilia from cigarette
smoking impairs removal of harmful materials and causes ‘“‘smokers’ cough.”

Another mechanism by which cells can move under their own power is by extending
part of the cell membrane, “flowing” the cytoplasm into the extending part while with-
drawing from the other side. The classic example of this is the protist amoeba. In humans,
the white blood cells, or leukocytes, which protect the body against infection, have the
same capability.

4.5 CELL REPRODUCTION

Growth and reproduction of organisms proceeds primarily by increasing the number of
cells rather than by increasing cell size. The cell cycle is a sequence of growth, duplica-
tion, and division. Cell reproduction in prokaryotes is called binary fission. Cytoplasm is
produced during growth and the cell enlarges. The single loop of DNA and other struc-
tures, such as the ribosomes, are duplicated and collect at opposite ends of the cell. A
partition grows between the two ends, which then separate into two new cells, called
daughter cells. Under optimum conditions of temperature, nutrients, and so on, bacteria
can double as often as once every 10 minutes. For example, under ideal conditions, E. coli
doubles in as little as 17 minutes, and Bacillus sterothermophilus can double in 10 minutes.

Cell division in eukaryotes is more complex. In eukaryotic cells, the chromosome is a
complex structure consisting of a single linear DNA molecule wrapped up around a group
of proteins. The eukaryotic chromosomes are large enough that at some stages of the cell
cycle they can be made visible in a light microscope by staining. At this point it is worth
reviewing the organization of DNA in a eukaryotic cell. DNA consists of two complemen-
tary strands of a linear polymer of nucleic acids, which forms a double helix. Each three
units of the polymer codes for a single amino acid. A sequence of these units contains the
code for a single protein. A gene is a sequence of DNA that codes for a single protein. One
DNA molecule has many genes. Each DNA molecule is wrapped up with proteins in a
chromosome structure. Most eukaryotic cells have their chromosomes in functional
pairs. Thus, there will be two of each gene in the nucleus, both of which code for a protein
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Figure 4.4 Chromosome structure in eukaryotes. (Based on Postletfvattama TrTopsom 1995.)

having the same function. One chromosome of each pair comes from the organism’s
father, the other from its mother. It is important to note that the proteins are not necessa-
rily identical, just that they have the same function. Humans, for example, have 23 pairs of
chromosomes, 46 in all.

There are two main phases of eukaryotic cell reproduction. In interphase, the cell
produces new protein, ribosomes, mitochondria, and so on, and this is followed by
replication (copying) of the cell’s chromosomes. Each chromosome is linked with its new
copy at a point along its length, so they have the appearance of two sausagelike shapes tied
together. This results in a number of X- or Y-shaped structures, depending on where they
are linked (see Figure 4.4). The cell then enters the division phase. The division phase
itself is composed of two stages. Mitosis is the separation of the replicated DNA into two
new nuclei, and cytokinesis is the distribution of the cytoplasm components and a phy-
sical separation into daughter cells. The eukaryotic cell cycle may take much longer than
prokaryotic binary fission. Red blood cells are produced by division of cells in the bone
marrow, which divide every 18 hours. The events of mitosis are the most dramatic of the
cell cycle, and can be readily observed under the microscope with suitable staining.

Figure 4.5 shows that mitosis is also separated into a number of stages of development.
At the beginning of mitosis, the chromosomes are dispersed in the nucleus and not readily
visible under the light microscope. As mitosis proceeds, the nuclear envelope disperses
and a spindle forms, consisting of a web of microtubules. By this time the chromosomes
can be made visible under a light microscope when stained, displaying the well-known X
and Y shapes. (The X, for example, is actually two replicated chromosomes linked along
their length, due to be separated into daughter cells. The Y shape is the same thing except
that the chromosomes are joined near one end.) The chromosomes migrate into positions
aligned along the center between the two poles of the spindle. The spindle then physically
separates the chromosomes to the poles of the now-elongated cell. Finally, the spindle
dissolves and the nucleus re-forms, completing mitosis. Cytokinesis continues, forming
new plasma membranes to complete the cell division.
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Figure 4.5 Stages of mitotic division. (From Fried, 1990. © The McGraw-Hill Companies, Inc.
Used with permission.)

There are two salient facts regarding mitosis. First, mitosis results in two cells with
identical genetic composition, barring errors in reproduction. Thus, each of our “body”
cells are genetically identical. Skin cells have the same genes as pancreas cells, so skin
cells have the genes to produce insulin, although they do not actually do so. The remark-
able variety in cell structure and function despite their having the same control codes is
one of the greatest mysteries in biology. How, during the formation of the body as well as
later, does a cell “know” that it is a bone marrow cell and not a liver cell?

The second salient fact about mitosis is that it both starts and ends with cells having
two copies of each chromosome. Such cells are called diploid cells (Figure 4.6). The
“body” cells in most multicellular organisms are diploid and are called somatic cells.
This is to distinguish them from cells that are destined to produce offspring by way of
sexual reproduction, called germ cells, which are also diploid.

Germ cells produce gametes, which are reproductive cells such as the egg and sperm
cells in animals, and the egg cells and pollen spores in flowering plants. Gametes have
only one copy of each chromosome, a condition that is called haploid. In the process
of fertilization the haploid germ cells from two parents fuse to create a new diploid
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Figure 4.6 Life cycle of sexual organisms.

cell, the zygote, which then grows into a new organism. Thus, the life cycle of complex
multicellular organisms such as animals and higher plants consists of growth by mitotic
cell division, meiosis, and fertilization.

Meiosis is a form of cell division that converts a diploid cell into a haploid cell. Meiosis
actually consists of two cell divisions, resulting in four cells that have chromosomes that
are not only different from each other, but are different from those in the parent cell.

The process will be illustrated using the example of a cell with two sets of chromo-
somes (Figure 4.7). This diploid cell has two short chromosomes: one from the organism’s
father (shown in black) and one from the mother (white). Similarly, there are two longer
chromosomes, one from each parent. As in mitotic division, the chromosomes replicate.
But a critical difference is that the chromosome pairs come together and may intertwine
themselves. At the points where the chromosomes cross each other, the DNA molecules
can break and reconnect with the fragment from its complement. This results in new
chromosomes that can have both maternal and paternal genes. This process is called
crossing over, and the resulting exchange of genetic material between chromosomes is
called recombination. The crossing-over point can occur at many locations on a single
chromosome, although only one is shown in the figure. Thus, a huge number of possible
combinations can result.

Recombination is an important source of genetic variability in organisms. In addition,
it is important to science for several reasons. It is the basis of chromosome mapping, a
technique that determines the location of genes on the chromosomes. Artificial control of
recombination has become one of the most important procedures of genetic engineering
(discussed further in Chapter 6). It has inspired a mathematical optimization method
called appropriately the genetic algorithm, which has applications far beyond biology.

After crossing over, the replicated chromosomes line up and are separated by a spindle
apparatus, just as in mitosis. However, note that this could occur in four different ways.
The two daughter cells could have all paternal chromosomes in one cell and maternal
chromosomes in the other; or one cell could have a long paternal and a short maternal,
and the other would then have a long maternal and a short paternal. If there were more
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Figure 4.7 Meiosis: crossing over and independent assortment of chromosomes.

chromosomes, more combinations would be possible. In all, there would be 2N where N is
the number of chromosome pairs. For humans with 23 pairs, this results in
223 = 8.4 x 10° possible combinations. If crossing over did not occur, this is the number
of genetically unique offspring that a single human couple could possible produce. The
combinations occur randomly, depending on how the chromosomes align before being
pulled apart by the spindle. The random distribution of chromosomes to the daughter
cells in the first stage of meiosis is called independent assortment.

When random assortment is combined with crossing over, the number of possible
daughter cells that can be formed is extremely large. This is an important source of the
random variation that drives evolution. Even without mutations, crossing over can create
new genes by combining pieces of two old ones. The great variation in offspring that
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results can help a species adapt rapidly to changing environmental conditions. This is one
of the great evolutionary advantages of sexual reproduction.

The meiotic process just described is actually only the first step, called meiosis 1. After
that step, two daughter cells are produced that although already haploid, contain two of
each type of chromosome that originated in the replication process. In meiosis II, these
are separated in another division process, resulting in a total of four haploid cells, each of
which probably has a unique genetic complement.

PROBLEMS

4.1 Name the kinds of physicochemical or chemical effects the following types of
pollutants might have on plasma cell membranes: (a) dissolved hydrophobic solvents
such as benzene or TCE; (b) surfactants such as detergents; (¢) salts such as chloride
or sulfate; (d) strong oxidizers such as chlorine or ozone.

4.2 Why do animal cells not need cell walls to maintain their structure?

4.3 Consider a solution of 500 mg of NaCl per liter as an analog for tap water. What is the
particle concentration in mmol/L? What will be its osmotic pressure?

4.4 A fruit fly has four pairs of chromosomes. How many possible combinations can be
produced in its gametes by random assortment (with no crossing over)? List the
possibilities.
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ENERGY AND METABOLISM

All the biochemical reactions in a living organism, taken together, are the organism’s
metabolism. The metabolic processes of life can ultimately be described as a complex
set of chemical reactions distributed in space and time, and coupled by shared intermedi-
ate compounds and transport mechanisms. In this chapter we focus on the chemical reac-
tions themselves, but the reader should also pay attention to the where and when of the
chemical choreography of the cell.

Our first concern will be whether or not a particular biochemical reaction can proceed.
This question is answered by thermodynamics. In general, a reaction is feasible if the pro-
ducts are collectively more stable (in a lower-energy state) than the reactants. Thermody-
namics also describes how energy is produced or consumed by a reaction. Although a
reaction may be thermodynamically feasible, there may be an energy barrier between pro-
ducts and reactants that limits the rate at which it occurs. We describe the rate at which
reactions occur using chemical kinetics. Finally, we examine several of the most impor-
tant metabolic reactions found in living things.

5.1 BIOENERGETICS

Thermodynamic relationships govern whether a reaction can occur, although not whether
it will. A reaction may be thermodynamically feasible but may occur too slowly for prac-
tical consideration. We will also be very concerned with whether a reaction provides
energy for doing biochemical work or requires such energy from other sources.

5.1.1 Some Basic Thermodynamics

The second law of thermodynamics states that processes in an isolated system, including
chemical reactions, tend to proceed from a less likely to a more likely state: that is, to
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increase entropy (S), or randomness. However, organisms are not isolated systems. They
are better approximated as a closed system, in which energy, but not matter, can cross
their boundaries. In particular, organisms approximate closed systems at constant tem-
perature and pressure. The appropriate measure for energy added to a closed system at
constant pressure is the change in enthalpy, AH,

AH =AU+ PAV (5.1)

where AU is the resulting change in the internal energy of the system, P is its total pres-
sure, and AV is the change in volume of the system.

In closed systems a decrease in entropy can be compensated for by adding energy from
outside the system. This causes the entropy outside the system to increase enough so that
the total entropy change is positive. For a closed system at constant temperature and pres-
sure, the relevant quantity to determine if a process is feasible is the change in the Gibbs
free energy, AG, which includes the effects of both entropy and enthalpy:

AG = AH —TAS (5.2)

To summarize, in isolated systems changes in energy are described in terms of the
internal energy, U, and the system will always change in a way that increases its entropy,
S. However, for closed systems at constant pressure, it is more convenient to describe both
of these processes in terms of enthalpy, H, and Gibbs free energy, G, respectively.

Thus, a reaction is feasible in closed systems only if it causes a decrease in Gibbs free
energy. For an individual chemical, the Gibbs free energy increases with concentration
logarithmically. For example, the Gibbs free energy of compound A would be

Ga = G5 + RT In[A] (5.3)

where G} is the standard Gibbs free energy of A, corresponding to the Gibbs free
energy at a molar concentration of A, [A], equal to 1.0 M in solution or 1.0 atm partial
pressure for gases. The standard Gibbs free energies of formation for several biochemical
compounds are give in Table 5.1. (Note that chemical activity should be used instead of
concentration, to be strict. However, we will use concentration, which approximates activ-
ity, in order to make the development easier to follow.)

Consider the reaction

aA+bB < cC+dD (5.4)

in which a moles of A and » moles of B react to form ¢ moles of C plus d moles of D. As a
result, the Gibbs free energy of the mixture will be decreased by aGs + bGp and

increased by c¢G¢ + dGp, producing a net change in Gibbs free energy for the reaction,
AG:

AG = ¢Gc + dGp — aGx — bGg
— ¢(GS + RT In[C]) + d(GS, + RT In|D))
— a(G, + RT In[A]) — b(G; + RT In[B]) (5.5)
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TABLE 5.1 Standard Gibbs Free Energies of Formation for
Several Biochemical Compounds”

Compound Formula G° (kcal/mol)
Oxalic acid (1) (COOH), —166.8
Proprionic acid (liq) (2) C3Hs0g —91.65
Pyruvic acid (liq) (2) C3H,05 —110.75
Acetic acid* C,H40, —93.8
Lactic acid (cr) (2) C3HgO5 —124.98
Glucose (3) CeH 206 —216.22
Glycerol (3) C3HgO5 —116.76
Ethanol (3) C,HgO —43.39
Ethylene (gas) (1) C,H, 16.282
Methanol (liq) (1) CH,O —57.02
Methane (gas) (1) CH,4 —12.14
Alanine (3) C3HgO,N —88.75
Glycine (2) C,H50,N —88.62
Urea (aq) (1) CH,4ON, —48.72
Ammonia (gas) (1) NH; —4.0
Water (liq) (3) H,O —56.69
CO, (gas) (3) CO, —94.45
Nitric acid (1) HNO; —19.1

“Values for 1 M aqueous solutions at pH 7.0 and 25°C, except as noted; cr,
crystal form.

Source: (1) CRC Handbook of Chemistry and Physics, 60th ed.; (2) Lange’s
Handbook of Chemistry; (3) Lehninger, Biochemistry.

Some rearrangement gives the following expression for the change in Gibbs free energy of
the reaction at any concentration of reactants:

c D d
26— ac kel 56
[A]“[B]
where
AG® = ¢G{ + dG}, — aGy — bGy (5.7)

is the standard Gibbs free-energy change for the reaction.

If one starts with a mixture of A and B, they would begin to convert to C and D because
if the latter have a low enough concentration, their Gibbs free energy will be less than that
of the reactants. As the reaction proceeds, the combined Gibbs free energy of A and B will
decrease, and the contribution from C and D will increase. Eventually, a point is reached
where any change in the Gibbs free energy of the products exactly balances changes in the
Gibbs free energy of the reactants. Any further reaction would cause an increase in the
total Gibbs free energy. The total Gibbs free energy is then at a minimum, and if the reac-
tion proceeded infinitesimally, the change in Gibbs free energy given by equation (5.6)
would be zero. Thus, substituting equilibrium concentrations into (5.6) and setting AG
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to zero, we have

e ICEDE,
= — nﬁ = —RT In Keq (58)
[Aleq[Bleg

where K. is defined as the equilibrium coefficient:
A = K, (5.9)

From equation (5.8) we also have that

Keq = exp (— ii ) (5.10)

The equilibrium constant is a unique thermodynamic constant for each reaction. We
have already met one example of an equilibrium constant in the K, for acid—base reactions
as defined in equation (3.2).

By convention, when biochemists compute K.q and AG® for reactions that involve
water or hydrogen ions, they assume that their concentrations are held constant at 1.0
and 10~ M (pH 7.0), respectively.

Example 5.1 Compute AG° and K., for the complete oxidation of oxalic acid.
Answer First write the balanced equation for the oxidation:

1
C,H,04 + 502 — 2C0O, + H,O

Then use Table 5.1 and equation (5.7):

AG® = ¢G2 + dGS) — aG5, — bG,
= 2(—94.45) + 1(—56.69) — (—166.8) — 0.0 = —78.79 kcal /mol

Note that AG® for elements (oxygen, in this case) equals zero. Next, use equation (5.10):

AG® —78.79
Keg=exp( -2 ) —expl—— | 14
e exP( RT ) xp {(1.987)(298‘15)}

Keep in mind that equation (5.8) holds only at equilibrium, whereas equation (5.6) is
valid at any combination of reactant and product concentrations. If equation (5.6) evalu-
ates to a negative value, the reaction will tend to proceed in the forward direction as writ-
ten. If it is positive, the reverse reaction will tend to occur. This also means that the actual
amount of Gibbs free energy released by a biochemical reaction will depend on the con-
centrations in the cell. As reaction products build up in relation to reactants, the Gibbs free
energy yield decreases. If product concentrations are held low enough, any reaction can be
made to produce a large amount of Gibbs free energy.
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Put another way, it is important to distinguish between AG and AG°. The latter is the
change in Gibbs free energy only when the reactants are all at concentrations of 1 M (if a
reactant is a gas, its partial pressure is used instead of concentration, and the partial pres-
sure is assumed to be 1 atm). A positive value for AG° does not mean that the reaction
cannot proceed. It only means that the equilibrium is tilted toward the reactants. The reac-
tion can be made to proceed by keeping the concentration of one or more of the products
low. On the other hand, AG depends on the actual concentration of reactants and pro-
ducts. When the numerator of the quotient on the right-hand side of equation (5.6) is
less than the denominator, the logarithm will be negative. If it is negative enough so
that its absolute value exceeds AG°, AG will be negative and the reaction will tend to
proceed spontaneously toward equilibrium. If, on the other hand, the numerator is more
than the denominator, AG will be positive, and the reaction will tend to proceed in the
reverse direction.

As an analogy, AG® is like the amount of potential energy that would be released
by a fluid falling through a standard elevation change, say, 1 meter. This is a property
of the fluid (a function of its specific gravity). On the other hand, AG is like the
potential energy released by an actual change in elevation. This can be made arbitrarily
large, or reversed in sign, by changing the beginning and ending elevations for the
flow.

Equation (5.8) embodies what is known as Le Chatelier’s principle. This states that if
a reaction at equilibrium is disturbed, such as by adding one of the reactants or products to
the solution, the reaction will proceed in a direction so as to partially eliminate the dis-
turbance. For example, cells convert glucose-6-phosphate to fructose-6-phosphate as part
of glycolysis. If the fructose-6-phosphate were not subsequently consumed, allowing it to
accumulate, the reaction could stop or even reverse itself, so as to maintain the proper
ratio between product and reactant. This is an important mechanism for the control of
biochemical reactions.

Also remember that the thermodynamic relationships say nothing about how fast a
reaction will proceed. The sucrose crystals in a sugar bowl are unstable in contact with
air in terms of equation (5.6), but do not react at a measurable rate. However, in the pre-
sence of microbial enzymes and other requirements of microbes, such as moisture and
nutrients, the sugar and oxygen are soon converted to carbon dioxide and water.

The enthalpy, AH, is the actual amount of energy released by a reaction in a closed
system under constant pressure and temperature. So why do we use AG, which is the
enthalpy reduced by a factor involving the change in entropy 7 AS [equation (5.2)]
when we discuss the energy provided by a reaction? The answer is that the Gibbs free
energy is the energy available to do work. This work may include the driving of other
reactions ‘“‘uphill” in a thermodynamic sense. For example, the Gibbs free energy
released in oxidizing sucrose can be used to synthesize amino acids. The AH value for
the oxidation of glucose to carbon dioxide to water is 680 kcal/mol, whereas the AG®
value for this reaction is —686 kcal/mol, which gives K.q = 3.046.

The Calorie counts for fats, proteins, and carbohydrates represent values for AH for
the complete oxidation (except for proteins, because the nitrogen is excreted mostly as
urea, not as nitrate). However, in humans the processes of digestion and absorption
also require energy, amounting to about 6%, 4%, and 30% of the energy in fats, carbohy-
drates, and proteins, respectively. This energy is wasted as heat. This accounts for why
people often want to eat less in hot weather. It also suggests that they would be less
uncomfortable if they substituted pasta for meat on warm days.
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5.1.2 Ocxidation—Reduction

Among the energy-intensive reactions are oxidation—reduction, or redox, reactions.
Oxidation is the loss of an electron, reduction is the gain. Consider how easy it is for
some molecules to lose a proton. The acids readily give up a proton (hydrogen ion) in
aqueous solution, but the hydrogen’s electron is left behind. Subsequent removal of the
electron constitutes oxidation and liberates energy. As a result, removal of a hydrogen
atom (with its electron) often is the same as oxidation in biochemical systems. This is
referred to as dehydrogenation. For example, methanol can lose two hydrogens in a
reaction with oxygen to make formaldehyde:

i 0
2H(|1—0H+02<:>2C|:O+H20
H H

Sometimes it is less obvious if a reaction is an oxidation. Reactions of covalently
bonded carbon atoms rarely involve complete transfer of electrons. Whether an organic
compound was oxidized or reduced can be determined if there is an increase or decrease
in the oxidation state or oxidation number of its atoms, particularly of its carbon atoms.
The oxidation state is determined for each carbon in the molecule by assuming that all of
the electrons that participate in bonding with the carbon are assigned to the more electro-
negative of the bonded pair. The oxidation state will then be the electrical charge that
remains on the carbon.

For example, because carbon is more electronegative than hydrogen, a —1 is added to
its oxidation state for each hydrogen bonded to it. Since oxygen is more electronegative
than carbon and a pair of electrons are shared in a carbonyl bond (—C=0), the carbonyl
bond contributes +2 to the carbon’s oxidation state. An —OH connected to a carbon con-
tributes +1. Although the oxidation state really refers to a single atom, the oxidation state
of an organic compound can be considered to be the sum of the oxidation state of all its
carbon atoms.

Thus, the carbon in methane has an oxidation state of —4, and carbon dioxide is +4.
The carbons in sugars have an oxidation state of 0, whereas the alcohol methanol is —2.
Reaction by addition of a water molecule (hydrolysis) does not change the oxidation state
of the carbons in an organic compound.

The oxidation state of different compounds can be compared using the mean oxida-
tion state of carbon (MOC). The MOC is the sum of the oxidation states of all the carbon
atoms in a molecule, divided by the number of carbon atoms. The concept can be
extended to complex mixtures including suspensions such as wastewaters and sludges,
leading to the MOC. The MOC can be estimated using the total organic carbon
(TOC) and the theoretical oxygen demand (ThOD):

ThOD) 5.11)

MOC =4 — 1.5(——
oC 5<TOC

The TOC can be computed from the chemical formula as the mass of the carbon per
mole of the compound divided by its molar mass. ThOD is the mass of oxygen required
stoichiometrically to oxidize a material completely. The ThOD can be computed from the
balanced equation for the oxidation. The calculation of TOC, ThOD, and MOC is shown
in Example 5.2. ThOD can also be estimated in the laboratory by calculating the chemical
oxygen demand (COD). A sample is oxidized using potassium dichromate with strong
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acid and a catalyst under boiling conditions and the amount of oxygen equivalent to the
dichromate is computed.

Example 5.2 Compute the oxidation number of oxalic acid by counting electrons shared
across bonds using equation (5.11).

Answer Each carbon in the oxalate molecule is bonded to two oxygens, one by a dou-
ble bond. Since oxygen is more electronegative than carbon, one electron from the single
bond and two from the double bond are assigned to the oxygens, leaving each carbon with
a charge of +3. The carbon—carbon bond does not redistribute an electron. Therefore, the
average oxidation number of the two compounds is 3.0.

According to the balanced equation for the oxidation of oxalic acid in Example 5.1,
% mol of O, is required to oxidize each mole of oxalic acid. The molar mass of oxygen
is 32 g/mol, and for oxalate it is 90 g/mol. Therefore, the ThoD is (0.5)(32/90) = 0.178 g
0O,/goxalate. The molecular formula of oxalate is C,H,O4, so the TOC = (2)
(12/90) = 0.267gC/g oxalate. Using these values with equation (5.11) yields
MOC = 3.0, which agrees with the value computed directly.

Equation (5.11) assumes that there are not significant amounts of nitro, azo, or halo-
genated compounds present. These can result in MOC values that are too low. It is also
assumed that inorganic interferences with the COD measurement are absent. These can
include cyanide, sulfide, cyanate, thiocyanate, sulfite, nitrite, thiosulfate, Fe2+, Mn2+, or
H>0,. The MOC can be used as an indication of the extent to which an organic waste has
been treated by oxidation processes.

In oxidation, electrons are never released directly, but are taken up by other com-
pounds, called electron acceptors, which thus become reduced. Hydrogens (and their
electrons) are usually picked up in pairs. Thus, oxygen accepts a pair of electrons and
becomes H,O, and nitrate becomes ammonia. Organic molecules can also accept elec-
trons, as in fermentation reactions, for example. The oxidized forms of some metals
[e.g., Fe(IIl) and Mn(IV)], can also act as electron acceptors.

A cell will often need to oxidize or reduce compounds. Since every oxidation must be
accompanied by a reduction (one compound loses an electron, another gains), the cell
could do this by coupling the oxidation of one compound to another that needs to be
reduced. However, the great variety of individual oxidations and reductions that may
be needed would result in a huge variety of combined reactions, and it would be necessary
to have an enzyme system for each. A simpler approach is to have a smaller number of
intermediary compounds that accept electrons in oxidations and then give them up in
separate reduction reactions. This is called reaction coupling.

Several of the important compounds involved in coupling redox reactions are nucleotides
that have been mentioned previously, including NAD, NADP, and FAD. In their reduced
forms they are referred to as NADH,, NADPH,, and FADH, (often written without the
subscript “2”"), respectively. NAD serves as an oxidizing agent in many biochemical reac-
tions, extracting a hydrogen with its electron. Conversely, NADHj; is a reducing agent.
These acronyms are a shortened form. NAD is actually NAD™, and NADH, is actually
NADH + H*, and similarly for NADP and FAD. In this book we use the simpler notation.

5.1.3 Phosphate Compounds and ATP

Another form of reaction coupling involves the liberation of energy in reactions, because
the energy liberated by one reaction could be used to drive another. As in redox coupling,
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however, there is a need for an intermediary to serve as a sort of broker in the transfer of
energy from one set of reactions to another. This function is served mostly by a single
compound, adenosine triphosphate (ATP).

Energy is stored in a high-energy bond between phosphate and organic compounds.
Such bonds have standard Gibbs free energies of hydrolysis in the range —2 to
—13 kcal/mol. The reaction that bonds phosphate to an organic is called phosphorylation.
The reverse reaction is hydrolysis. Phosphorylation of an organic is often a step in its
oxidation. For example, the first step in oxidation of glucose is conversion to glucose-6-
phosphate.

A number of compounds have energies in the higher end of the range given above,
including adenosine triphosphate (ATP). ATP is used to provide energy to almost all bio-
chemical reactions that require energy. The standard Gibbs free energy for the hydrolysis
of ATP to adenoside diphosphate (ADP) is —7.3 kcal/mol:

ATP < ADP + P; AG°® = —7.3 kcal/mol (5.12)

However, since other reactions remove phosphate continually, this reaction is not at
equilibrium in the cell. The actual AG can be as negative as —11 or —12 kcal/mol or
more. ATP is not stored in significant quantities by cells. If production stopped, a muscle
cell would deplete its supply in a few minutes. However, the turnover rate is quite high.
Humans produce and use about 40 kg in a day.

OH OH

adenosine triphosphate (ATP)

5.1.4 Reaction Coupling

To show how reaction coupling works, consider the following hypothetical reaction:
A< B AG° = 44.0kcal/mol (5.13)

The equilibrium ratio for this reaction will have the following value at 310 K (based on
equation (5.7):

4.0 _
Kajp = [A]"q = exp ( ﬁ) =15x107° (5.14)

Thus, at equilibrium only a small portion of A will be converted to B. However, if by some
mechanism, reaction (5.13) could be combined with reaction (5.12), the net reaction and
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standard Gibbs free-energy change would be

A+ ATP < B + ADP + P; AG° =4.0—-17.3 = —3.3kcal/mol (5.15)
The equilibrium constant for reaction (5.15) is

K’ - [B]eq [ADP]eq [Pl]
AR AL, [ATP

33
“ — exp <+ﬁ) =216.0 (5.16)

€q

However, ATP in cells is never in equilibrium with ADP and P;. Under physiological
conditions the relationship is approximated by

[ATP]
————~ 500 5.17
ADPP; 517
Now we can see that the equilibrium ratio of B to A in the coupled reaction is

[B]., , ATP
© =K [A[DP] [Li]

Kap = = (216)(500) = 1.1 x 10° (5.18)

Thus, the equilibrium ratio of B to A would be increased by a factor of more than 107
by coupling the reaction with the conversion of ATP to ADP. Note that for this coupling to
work, there must be some actual connection between the two reactions. In this example, A
may first react with ATP, transferring a phosphate to A. The phosphorylated A might then
be an unstable compound that converts into phosphorylated B. The final stop might then
be the dissociation of the phosphate from B, leaving the free product. Thus, there is no
step where A is converted directly to B. If all the steps just described each can proceed to
a reasonable extent, this mechanism would circumvent the activation energy barrier. The
net effect of this coupling is that as long as ATP is present, the equilibrium between A and
B will be displaced toward formation of the product. This kind of coupling is exploited in
numerous biochemical reactions.

5.2 ELEMENTARY KINETICS

One last preliminary subject is needed before we look at specific metabolic reaction sys-
tems. If the thermodynamics is favorable, the reaction may proceed. However, thermody-
namics tells us nothing about how fast the reaction will go. As noted above, a solution of
sugar in water in contact with air is thermodynamically unstable. However, the reaction
proceeds immeasurably slowly. How fast the reaction occurs is part of the study of che-
mical kinetics. We start with some basic kinetics, since the same approach is useful to
model other kinds of biological changes, including microbial growth, growth of plant or
animal populations, and transport of pollutants in the environment or within organisms.

Recall reaction (5.4). In a constant-volume batch system the specific reaction rate, r,
is defined in terms of any of the reaction participants as

_1dA]_1dB]_ 1d[C]_ 1d[D]
TS da Thd T cd - dd 3:19)
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The specific reaction rate, r, depends on the concentrations of the reacting species as well
as factors such as temperature, pressure, and ionic strength. We hold those last three con-
stant and examine the dependence on reactant concentration alone. We will also examine
only the forward reaction, ry, the elimination of A and B by conversion into products,
neglecting any formation of A and B from the reverse reaction of C and D. The equation
relating the reaction rate to the concentrations of reactants is called the rate law.

At this point we invoke an assumption that the reaction proceeds exactly as written,
without the formation of intermediate compounds. Such a reaction is called an elemen-
tary reaction. Although not strictly applicable, elementary kinetics are a good approxi-
mation for many complex biochemical reactions, such as biodegradation of organics by
microorganisms.

The rate of an elementary reaction is proportional to the product of the reactants raised
to their stoichiometric coefficients. This is called the law of mass action. Referring to the
reaction rate for A (ra = ar) instead of the specific reaction rate, the law of mass action
gives the following rate law:

_dAl_ k[A)“[B]” (5.20)
dt
Thus, if we know the stoichiometry of the reaction and can assume it to be an elementary
reaction, we can write down the rate law. The order of the reaction is defined as the sum
of the exponents of the concentrations in the rate law. In this case, the order is a + b. The
coefficient k is called the rate coefficient.
For example, the air pollutant nitrogen pentoxide (N,Os) decomposes spontaneously in
air according to the following rate law:

d[N,Os]

= —kN:05] (5.21)

This is an example of a first-order rate law. The rate coefficient for this reaction at 45°C
has a value of 0.0299 min~". First-order rate laws are used very commonly. For example,
the bacterial biodegradation of organic compounds in lakes and rivers is usually approxi-
mated as a first-order decay process, even though it is a complex metabolic process.

Equation (5.21) is easily integrated to yield concentration, c, as a function of time for a
closed system (such as a reaction in a beaker) given an initial concentration cy:

‘. exp(—kt) (5.22)
co

Equation (5.22) shows that for first-order reactions the concentration changes by fixed
ratios in fixed time periods. One such ratio leads to the concept of half-life, #, . Setting
¢/co = 0.5, and rearranging gives the relationship between the half-life and the rate
coefficient:

—In 0.5 0.693
l]/z :T:T (523)

Bear in mind that this relationship, and indeed the very idea of a half-life, is valid only for
first-order reactions. In the nitrogen pentoxide example, the half-life is 23.2 min. Thus a
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vessel containing 100 ppmv initially would have 50 ppmv after 23.2 min and 25 ppmv
after 46.4 min.

Example 5.3 The oxidation of ferrous iron(Il) to ferric(Ill) in water follows first-order
kinetics if oxygen is not limiting. A solution of 20 mg/L ferrous iron at pH 8.0 is aerated
for 60 min. The ferric iron that is formed precipitates and can be removed by filtration.
The remaining iron concentration is 4.0 mg/L. What are the rate coefficient and the half-
life?

Answer Rearrange equation (5.22) gives k = —In(c/co)/t = 0.027 min~'. Then use
equation (5.23), we have 11/, = 0.693/0.027 = 25.8 min.

Sometimes a higher-order reaction will behave as if it were first order. For example, if
the reaction is A + B = C, the rate law is d[A]/dt = —k[A][B]. Now suppose that B is
present far in excess of A. Then as A is depleted, B will decrease only a small amount
proportionally. For a specific example, suppose that the initial concentrations [A], = 2.0
and [B], = 100.0. Now as A becomes depleted by 50%, B will only decrease by 1%.
Thus, B can be assumed to have a constant concentration. The concentration of B can
be combined to form a new rate coefficient, k' = k[B], and the new rate law becomes
first order: d[A]/dr = —Kk'[A]. This assumption is called a pseudo-first-order reaction.
This effect is one reason why a great many reactions can be treated as being first order
even if the underlying reaction mechanism is very complicated.

5.3 ENZYME KINETICS

Enzymes function not only to catalyze reactions but to enable control of those reactions
via sensitivity to environmental conditions and to the presence of cofactors, which can
increase or decrease rates. A detailed treatment of the kinetics of enzyme reactions will
be beneficial for two reasons. First, it will lead to a clearer understanding of the action of
enzymes. Second, the kinetic equations themselves can be useful in modeling biochemical
processes in environmental systems. This can be true even when the process involved is
not a simple enzyme reaction. For example, the first system we describe will be Michaelis—
Menten kinetics. The resulting model is derived rigorously. However, an empirical
equation of the same form, the Monod equation, is used effectively to model substrate
utilization by systems consisting not only of many different enzymes and of substrates,
but of mixed populations of microbial organisms.

Recall from general chemistry that a catalyst is a substance that affects the rate of a
reaction but is not changed by it, and that it acts by lowering the activation energy, E,.
The activation energy refers to the height of a barrier between reactants and products of a
reaction. The molecules in a given system have a distribution of energies. If the activation
energy is high, fewer molecules possess enough to surmount the barrier. Lowering the
height of the barrier means that a higher proportion of the molecules has enough energy
to get over it, and the rate at which molecules pass is increased. The effect of activation
energy and temperature on the rate constant of a first-order reaction is given by the
Arrhenius equation:

E
Ink=B-—% (5.24)
RT
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where k is the rate constant for the reaction, B is an arbitrary constant, R is the gas law
constant, and T is the temperature in kelvin. As an example, the hydrolysis of sucrose is
catalyzed by hydrogen ions, with an activation energy of 25,600 cal/mol. The yeast
enzyme invertase lowers the activation energy barrier to about 8000 cal/mol. By writing
equation (5.24) first for the hydrogen catalysis, then for the enzyme, assuming that B is the
same for both reactions, and subtracting the two, one gets the following expression for the
ratio of the two rate constants:

k 25,600 — 8000
log —enzyme _ =, — 124 5.5
8 Knydrogen 23RT (5.25)

at the human body temperature of 310 K. Thus, by reducing the activation energy 69%,
the enzyme enhances the rate of this reaction by a factor of 2.5 x 10'?!

5.3.1 Single-Substrate Kinetics

The simplest enzyme system we can study is one with a single substrate, S, and single
product, P: that is, the reaction

S+E—P+E (5.26)

The reaction rate, r, is the mass of product produced or substrate consumed per unit time
per unit volume. This is expressed as

—d[S] _ d[P]
r=— = (5.27)

Experiments with such systems have been conducted at varying concentrations of total
enzyme [E], and substrate [S]. Two observations are commonly made based on experimen-
tal observations:

e The rate of the reaction at any particular substrate concentration is proportional to
the total concentration of enzyme if the substrate concentration is held constant
(Figure 5.1a).

0.35 0.25
i Tmax = K'E;
- 0.30 S=15 0.20 .‘4 ..................
@ 0.25 0
=1 S=1.0 4/
% 0.20 A % 0.15 4
£ 0151 E o107 — rorp2
= 0107 S$=05 In = :
=0.5mmo .05 .
0.05 - 0.05 e
0.00 T T 0.00 - T T
0.0 0.2 0.4 0.6 0.0 1.0 2.0 3.0
E; (mmol/L) S (mmol/L)

(a) (b)

Figure 5.1 Typical behavior of single substrate—enzyme reactions: (@) constant S; () constant E;.
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o If the total enzyme concentration, E;, is held constant, the rate of reaction shows
a saturation effect of substrate concentration. At low concentrations of substrate, the
rate is proportional to substrate concentration. However as substrate concentration
becomes large, the rate levels off, until it is independent of concentration
(Figure 5.10).

An empirical expression was proposed in 1902 by Henri that satisfied these observa-
tions. Michaelis and Menten developed a theoretical derivation, later improved by Briggs
and Haldane, resulting in what is now called the Michaelis—Menten equation. The deriva-
tion starts by assuming the following reaction mechanism:

k1

S+E & ES (5.28)
—1

ES2 Pt E (5.29)

The species ES represents a combined enzyme—substrate complex in which the sub-
strate is bound to the active site of the enzyme. The first reaction, in which the complex
is formed, is assumed to be reversible and in equilibrium. The second part, decomposition
of the complex into product with recovery of the free enzyme, is assumed to be irrever-
sible. The total enzyme concentration is given by

[E], = [E] + [ES] (5.30)

Experimentally, [E], is known since it is the amount of enzyme present initially. The

species E and ES usually cannot be measured directly. Now the rate equations for the

reaction rate and the rate of change of [ES] can be written assuming elementary reaction
kinetics:

— = ~kilSI[E] + ko [ES] (5.31)
D8] _ alBlIS) — (bt + ko) ES) (532)

At this point another key assumption is introduced that simplifies the result. Equations
(5.30) to (5.32) do not have an analytical solution but can be solved numerically. Exam-
ination of numerical solutions shows that after a short startup period, the concentration of
the enzyme—substrate complex is fairly constant. Thus, equation (5.32) can be set to zero.
This is the quasisteady-state assumption. With this assumption, and using equation
(5.30) to eliminate [E], equation (5.32) can be rearranged into

SI(E] ~ [ES) K.+ _
[ES] ki

K, (5.33)
where K, is known as the Michaelis constant. Solving equation (5.33) for [ES] gives

[BS] = 2~ (5.34)
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Finally, it is noted the rate of the reaction in equation (5.29) must be equal to the overall
rate of reaction, r (with the units [M - t~!]. Therefore, from elementary reaction kinetics
we can say:

r = ky[ES] (5.35)

Using equation (5.35) to eliminate [ES] from equation (5.34), we obtain
r= [7 (5.36)

This is the final form of the Michaelis—Menten equation, which satisfies the observations
made above. Note that k = k. We have dropped the subscript 2 from the rate constant for
simplicity. The two coefficients of equation (5.36) are determined by fitting to experimen-
tal data. Usually, the equation is linearly transformed so that linear regression methods
can be used. However, modern statistical software makes nonlinear regression easy and
eliminates accuracy problems with the linear transformation methods.

The Michaelis—Menton equation approaches its maximum value of k[E], as the sub-
strate concentration increases without limit. When the substrate concentration is equal
to K,,,, the reaction rate will be one-half its maximum value at that same enzyme concen-
tration.

Example 5.4 The reaction rate for an enzyme reaction is 0.1 mol/L - min a substrate con-
centration 0.01 M. Doubling the substrate concentration increases the rate by 50%. What
is K, for this reaction? What is the maximum rate for this reaction?

Answer Taking equation (5.36) and writing the first rate r; at concentration S;, and
the second r, at S,, we can cancel out k[E]t by taking the ratio r; /r, and then solve for K,,:

r_l_KerSz&
rn K,+S1S,
$1S,(ry — 0.01)(0.02)(0.15 — 0.10
g, S8 —n) _ (001)(0.02) ) oooM

r182 — I’gSl (O]O)(OOZ) — (015)(001)
The maximum rate is equal to k[E],, which from equation (5.36) is

K, +S 0.02 +0.01 .
k[E], =ri —; L= (0.10) <ﬁ> = 0.30 mol/L - min
1 )

The Michaelis—Menten equation is well known and often used. However, it is instruc-
tive to consider conditions under which the equation is not accurate. One is if the ratio of
[E],/[S] is large (see Problem 5.2). Also, the pseudosteady-state assumption does not
apply at the beginning of an experiment, when enzymes are just mixed with substrate
and no complex has been formed. Of course, there are many situations in which the
basic mechanism may be more complicated, such as in the case of multiple substrates
or the use of cofactors.

What is the effect of assuming that reaction (5.29) is irreversible? If it is assumed
reversible, with an equilibrium constant equal to Kp, and renaming K, to Ks, and
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Figure 5.2 Substrate activation and inhibition.

again invoking the quasisteady-state assumption, we obtain

(k2/Ks)[S] — (k-1/Kp)[P]
" 1+4[S]/Ks +[P]/Kp

r=[E] (5.37)

One important thing to note about this case is that the rate depends on the product con-
centration as well as substrate concentration, and that the rate decreases with increasing
product concentration.

Two other single-substrate concentration effects are worth noting. Substrate activa-
tion describes the situation observed in Figure 5.2, in which the effect of substrate con-
centration on reaction rate shows a sigmoidal shape. It can be modeled by adding a
reaction to (5.28) and (5.29) in which the free enzyme is in equilibrium with an inactive
form. Activation is different from enzyme induction (discussed in Section 6.2.2). In induc-
tion the presence of substrate actually stimulates the organism to produce the enzyme; that
is, the enzyme is absent when not needed.

Substrate inhibition is the case when adding substrate beyond an optimum amount
causes a reduction in the reaction rate (Figure 5.2). It can be modeled by assuming that
a second substrate molecule complexes reversibly with the enzyme but that this new com-
plex does not produce product directly. The resulting rate equation is

k[E]

=TT RS + SUK;

(5.38)

where K,,, and K; are constants. This expression is known as the Haldane equation, and is
equivalent in form to the Andrews equation (Section 11.7.7), often used to model micro-
bial biodegradation of toxic substances. Equation (5.38) has a maximum at the substrate
concentration:

[S] KK, (5.39)

max =
Many industrial organic chemicals are both biodegradable and toxic to microorganisms,
and thus their biodegradation may be modeled by the Haldane equation. Examples of such
compounds include benzene and phenol.
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Inhibition can be important in the normal control of metabolism. For example, the
amino acid isoleucine inhibits one of the enzymes involved in its formation, preventing
an oversupply from being produced. This is an example of feedback inhibition.

5.3.2 Multiple Substrates

In the case where two substrates, S; and S,, bind reversibly to a enzyme to make a single
product, we may assume the following reaction mechanism:

k
Si+E f‘» ES,

—1

ko
S:+E & ES,

k
S, + ES, ké ES,S, (5.40)
—12

k
Si + ES, ké ES,S,

—21

ES; S, L P+E

where the first four reactions are in equilibrium with dissociation constants of K, K», K>,
and K3, respectively. The resulting equation for the rate is

_ [S1] [S2]
T k[ELKT + [Si] K> + [S2)] G4D)
where
. Ko[S:] +KiKin
S e e (5.42)

It is interesting that an empirical equation of the same form as (5.41) is sometimes used to
model dual substrate microbial kinetics, except that K7 is treated as a constant. For exam-
ple, such a model has been used where the two substrates are chemical oxygen demand
(COD) and oxygen, or COD and nitrate.

Besides the substrate inhibition described above, inhibition can come from compounds
other than the substrate. Some inhibitors will react irreversibly with the enzyme, removing
it from availability permanently. These are poisons. An example is cyanide, which deac-
tivates an enzyme in the respiration process. Others act by competing with substrate in
reversible reactions with the enzyme. Their effect can be categorized in terms of their
effect on the coefficients of the Michaelis—Menten equation and in terms of how they
bind to the enzymes.

Competitive inhibitors bind to the same active site as the substrate. They do not
change the maximum reaction rate, but do change K,,. Their effect can be overcome
by increasing substrate concentration. For example, TCE is cometabolized with substrates
such as methanol. The presence of TCE reduces the biodegradation rate of the methanol
but not its maximum biodegradation rate. Noncompetitive inhibitors bind at a different
site than the substrate. They act by changing the shape of the enzyme, and therefore its
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activity. The maximum rate is changed but not K;,,. Uncompetitive inhibitors bind to the
enzyme—substrate complex, preventing the formation of products. Both maximum rate
and K, are reduced.

5.3.3 Effect of pH

Like all proteins, enzymes have a variety of acidic and basic groups, each with its own
ionization constant. For the enzyme to have optimum activity, it must exist in a particular
ionization state. If the pH changes enough to change the ionization significantly on any
one group, the enzyme’s activity will decrease. This can be modeled by assuming that the
enzyme is in equilibrium with two versions of itself, one containing one additional proton
over the optimum, E*, and another with one proton less than optimum, E~, with equili-
brium constants associated with the conversion to each of those states:

K K
Ef S E&SE (5.43)

With this mechanism it is possible to derive the following equation for the fraction of the
total enzyme in the optimum state as a function of the hydrogen ion concentration:

E] 1
[, ~ T4 []/K 1 Ko/ 7] 5:44)

Notice that this has the same form as the Haldane equation for substrate inhibition as in
equation (5.38). In a similar fashion, the optimum pH is found to be

_ pKi +pKa

pHoptimum - 2 (5 45)

Figure 5.3 shows the effect of pH on enzyme activity according to equation (5.44). All
curves have an optimum pH of 7.0. The outer curve has pK; and pK, values of 4 and 10,
respectively; inner curves are 5 and 9, 6 and 8, and 6.75 and 7.25, respectively. Note that

the farther apart the pK, values, the broader the optimum. Furthermore, if the pK, values
are close to each other, the maximum activity falls substantially below 100%. This means

1.2
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0.6 1
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Figure 5.3 Effect of pH on enzyme activity for various ranges of pK,.
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that even at the optimum pH, much of the enzyme is in an inactive form because one or
the other of the acid—base groups is in the wrong state of association.

5.3.4 Effect of Temperature

At first it would seem that the Arrhenius equation (5.24) would be all that is needed to
describe the temperature effect. In fact, it does hold, but only in the lower range of tem-
peratures associated with life. At higher temperatures another reaction occurs: the dena-
turation of the enzyme. One way to handle this is to treat the denaturation reaction as a
simultaneous equilibrium. The dissociation equilibrium constant, K, is related to tem-

perature by
B -AGy\ —AH, —ASy
K, = exp( RT ) = exp( RT ) exp( R ) (5.46)

where AG,, AH;, and AS, are Gibbs free energy, enthalpy, and entropy of deactivation,
respectively. For example, the enthalpy and entropy of dissociation for trypsin are 68 kcal/
mol and 213 cal/mol-K, respectively, and the Gibbs free energy for the reaction is
1.97 kcal/mol. With this and a similar relationship for the rate constant, k, in equation
(5.36) the following expression for maximum rate in the Michaelis—Menten equation
can be derived:

B BTexp(—E/RT)
"1 +exp(AS;/R) exp(—AHy/RT)

Fmax = k[E] (547)

where B is a kinetic rate coefficient. This is curve (a) in Figure 5.4.

Figure 5.4 shows this relationship. Note that the side of this curve below the tempera-
ture optimum is slightly concave upward. This portion can be approximated empirically
as a simple exponential, as shown in Figure 5.4b:

r=ryd" % (5.48)
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Figure 5.4 Effect of temperature on hydrogen peroxide decomposition by catalase; (a) is equation
(5.47) with E = 3.5kcal/mol, AH,; = 55.5kcal/mol, AS; = 168 kcal/mol - K, B = 258 mm? /min;

(b) is equation (5.48) fitted to equation (5.47) at 20°C and 25°C; ry = 185.8 mm?/min, 0 = 1.024.
(Based on Bailey and Ollis, 1986.)
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where T is the temperature in degrees Celsius, r the reaction rate at 20°C, and 0 an
empirical coefficient. This expression is commonly used to describe the effect of tempera-
ture on biological growth rates in biological waste treatment processes. In the example of
Figure 5.4, the denominator of equation (5.47) is very close to 1.0 up to a temperature of
40°C. Thus, the numerator carries most of the effect of temperature and the exponential
form of (5.48) holds.

5.3.5 Other Considerations

Keep in mind that the deactivation due to temperature described above is reversible. Irre-
versible denaturation can be modeled in a number of ways, depending on the mechanism.
In the simplest case, first-order decay may suffice. Irreversible denaturation by heat may
be one of the principal mechanisms of heat sterilization.

It is also important to know that many enzymes function when associated with mem-
branes or other biological structures and may not function at all when extracted into solu-
tion. Some, such as pancreatic lipase, function only when absorbed at the interface
between a lipid droplet and an aqueous solution.

5.4 BIOCHEMICAL PATHWAYS

With the preceding discussion of the types of compounds that form living things (Chapter 4)
and of the enzymes that facilitate and control their chemical transformations and of ther-
modynamic relationships governing individual reactions, we can now examine some of
the most important of these transformations. We are usually interested not in individual
reactions but in a sequence of reactions, called a pathway, leading from initial reactants to
final products. For example, the oxidation of the carbon in glucose to carbon dioxide
involves some 21 reactions, usually divided into two pathways: glycolysis, which forms
an intermediate called pyruvate, and the Krebs cycle, which produces the CO,.

The detailed reactions of each pathway are not given here. Instead, we examine the
overall reactions for several major pathways, with a few details about what occurs within
the pathway. The rate of an overall reaction pathway is often governed by a single limiting
step in the sequence of reactions. In the case of biodegradation of xenobiotic compounds,
it is often the first step that limits the overall rate. Biochemical pathways can be classified
in several ways. One of the simpler ways is to divide them into the following: Catabolic
pathways are those that break down organic compounds, usually to provide energy;
anabolic pathways are those that synthesize complex organics, such as to form new
cell material, from simpler precursors. However, many metabolic pathways do not fit
easily into these two categories.

5.4.1 Glycolysis

First we consider ways of extracting energy from organics without external oxidizers such
as oxygen. Essentially, this means producing ATP from ADP (phosphorylation) for
short-term use (on the order of seconds or minutes). Phosphorylation of ADP by reaction
with organic molecules, and without an electron acceptor such as oxygen, is called sub-
strate-level phosphorylation. For longer-term energy supply, cells store glucose (as
starch in plants or as glycogen in animals) or lipids. Thus, our starting point is glycolysis,
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which provides a ready source of ATP by partial oxidation of glucose. It incorporates sub-
strate-level phosphorylation. Its products feed into respiration pathways, for more energy
extraction, or to fermentation pathways for waste elimination.

Glycolysis is the conversion of glucose to pyruvic acid, an important metabolic inter-
mediate. It is the first of several pathways for the production of ATP from glucose
(Figure 5.5). Glycolysis consists of nine reactions involving nine intermediate com-
pounds. The six-carbon glucose first enters into several reactions involving ATP, forming
a fructose with two phosphate groups. Since this consumes ATP, it represents an invest-
ment by the cell to get the reaction going, forming an activated intermediate compound.
This splits into two three-carbon sugars, each with one phosphate, which is oxidized by an
NAD to form NADH,. Both three-carbon sugars then go through a series of steps that
generate two ATPs each, for a total of four. Thus, the net reaction of glycolysis is

glucose + 2ADP + 2P; + 2NAD = 2 pyruvic acid + 2ATP + 2NADH, (5.49)

Since each ATP has a standard Gibbs free energy of 7.3 kcal/mol and the complete
oxidation of glucose has 686 kcal/mol, this reaction has an efficiency of only 2.1%. Addi-
tional energy is contained in the pyruvic acid and the NADH,, but these are unavailable
without an oxidizing agent. This is why anaerobic bacteria yield less cell mass than aero-
bes do, since they do not harvest as much energy for synthesis. In the aerobic process of
respiration, described below, both the pyruvate and the NADH, can be made to yield more
ATP.

Pyruvate is a link to numerous other biochemical pathways, besides feeding into the
respiration pathway. It can be made into alanine, leading to synthesis of amino acids.
Pyruvate is also the starting point for many fermentation products described below.
Some of the other glycolysis intermediates are also used to synthesize other sugars or
amino acids. There also are other less important pathways for glucose catabolism. The
cell shifts to them to control the level of ATP in the cell or to form other compounds.

5.4.2 Fermentation

Besides ATP and pyruvate, glycolysis produces the reducing agent NADH,. Unless this
were reoxidized to NAD, the cell’s supply of NAD would be depleted. Also, pyruvate is
retained by the cell. A buildup of pyruvate would decrease the rate of the glycolysis by the
law of mass action. Many cells use the pyruvate and NADH, in respiration with oxygen
(described in the next section) to produce more ATP. In the absence of oxygen, cells use a
different pathway, in which the NADH, is used to reduce the pyruvate to various products
that can leak out of the cell as waste products. This process, which forms such partially
oxidized by-products to regenerate NAD, is called fermentation. More generally, fermen-
tation is an anaerobic biochemical process in which organic compounds serve as both
electron donors and acceptors. Thus, some organics become reduced (e.g., NAD) and
others are oxidized (e.g., ethanol to acetic acid), and no inorganic electron acceptor
(such as oxygen) is needed.

In animals, the rapid generation of ATP needed for muscle power can only be gener-
ated by glycolysis. Animal cells eliminate pyruvate and regenerate NAD by a single-step
reaction that forms lactic acid. However, lactic acid is a “‘blind alley” in animals and can-
not be used further. But unlike pyruvate, it can diffuse out of the cell, where the blood
transports it to the liver. There it is converted back to pyruvate to enter other pathways.
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Figure 5.5 Glycolysis, fermentation, and the Krebs cycle. Inputs and outputs from each cycle are
shown, as well as connections with the metabolism of other biochemical compounds.

The accumulation of lactic acid in the muscles causes the pain that results from vigorous
exercise. Rest allows time for the elimination and conversion of the lactic acid.
Bacteria and yeast can produce other products. The most important is ethanol, which is
formed by yeast in two steps, with acetaldehyde as an intermediate. Specific organism and
cultivation conditions yield specific end products. Yeast can produce glycerol in addition
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to ethanol, although it is derived from intermediates of glycolysis and not from pyruvate.
Clostridium produces acetone, isopropanol, butyrate, and butanol. Proprionic acid bac-
teria produce proprionate. Coliforms produce formic acid, acetic acid, hydrogen, and
CO,. Enterobacter produces ethanol, 2,3-butanediol, formic acid, and lactic acid.

Fermentation produces other compounds of commercial importance, some of which
may originate with pyruvate, such as penicillin. However, although they are produced dur-
ing fermentation, they are not end products used by the cell. Thus, these are properly
referred to as secondary metabolites, not fermentation products.

5.4.3 Respiration

Respiration is a process in which organic compounds or reduced inorganics (such as
hydrogen or ferrous iron) are oxidized by inorganic electron acceptors for the production
of energy. Eukaryotes can only use oxygen as a final electron acceptor, in what is called
aerobic respiration. Microorganisms can also use nitrate, sulfate, some metals, and even
carbon dioxide, in what is generally called anaerobic respiration. In environmental
applications the term anoxic respiration is generally used for nitrate reduction, and anae-
robic respiration is limited to the other forms.

Strictly speaking, glycolysis is not a part of respiration, although it is the first step lead-
ing to respiration for glucose. Nevertheless, when discussing respiration, many scientists
and engineers are referring to the overall conversion of glucose or other carbohydrates to
carbon dioxide and water:

CeH 1,06 + 60, = 6CO, + 6H,0 (5.50)

Respiration occurs in two phases. The first is the Krebs cycle [also called the citric
acid cycle or tricarboxylic acid (TCA) cycle]. The Krebs cycle completes the job of oxi-
dizing the carbon that originated with glucose, forming CO, and ATP. However, much of
the energy is left in the reducing power of NADH, or FADH,. These are converted to ATP
in the second phase, called the electron transport system or cytochrome system. The
cytochrome system is also responsible for reducing oxygen to water, the other product
of the overall reaction for the oxidation of glucose. Both the Krebs cycle and the cyto-
chrome system are cyclic because intermediates involved in each reaction are regenerated
by other reactions.

Both of these process are mediated by enzymes bound to membranes and require the
presence of the membranes in order to function. In eukaryotes this occurs within the mito-
chondria. Pyruvate must diffuse into the mitochondria to enter the process. Prokaryotes do
not have internal membrane structures. Their respiratory enzymes are bound to their cell
membrane. The discussion here focuses on eukaryotes, but the process is similar in pro-
karyotes. Mitochondria consist of an inner and an outer membrane, forming an inner and
an outer compartment. The inner membrane is folded extensively (Figure 5.6). The Krebs
cycle occurs within the inner compartment. The cytochrome system is integral to the inner
membrane and involves reactants in both compartments.

Glycolysis forms two three-carbon pyruvate molecules for each glucose. When oxygen
or another suitable electron acceptor is available, the pyruvate enters into respiration
instead of fermentation. Respiration begins when the pyruvate diffuses into the inner com-
partment of the mitochondria. There, each pyruvate becomes covalently bonded through a
sulfhydryl bond with a coenzyme, called coenzyme A CoA, which itself is a derivative of
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Figure 5.6 Mitochondrion structure, showing membrane structure and division into inner and
outer compartments. (From Smith et al., 1983.)

ADP. The process is an oxidation and requires an NAD. It results in a compound called
acetyl-CoA:

ci ci

(|3:O+COA—SH+NAD — (|3:O+C02+NADH2

COOH S-CoA (5.51)
pyruvate acetyl-CoA

The removal of one CO, for each pyruvate accounts for two of the six carbons originating
in the glucose. The NADH, carries much of the energy of oxidation and will be used to
generate ATP in the electron transport system.

Acetyl-CoA is another important metabolic intermediate. It is a point of connection
between a number of pathways, including the breakdown of lipids and amino acids for
energy. But for purposes of the present discussion, a pair of acetyl-CoAs serve the purpose
of carrying four carbons from the original glucose molecule into the Krebs cycle.

Krebs Cycle The Krebs cycle oxidizes the two carbons remaining from each pyruvate to
CO,. One ATP is formed as a result, and the remaining four pairs of hydrogens (with their
energetic electrons) reduce the cofactors NAD or FAD. The overall reaction is

acetyl-CoA + 3NAD + FAD + ADP

5.52
= 2CO, + CoA + 3NADH, + FADH, + ATP ( )
Since two such reactions occur for each glucose, all of the original carbon atoms are
accounted for. Only two additional ATPs are formed, for a total of four when combined
with glycolysis. Thus, the efficiency so far, in terms of standard Gibbs free energy, is four
times 7.3 kcal/mol for the ATPs, divided by 686 kcal/mol glucose, or 4.3%. However,
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there are a total of 10 pairs of energetic hydrogen electrons that have been captured by
cofactors.

Some details of the cyclical reactions of the Krebs cycle may help clarify the picture.
The cycle starts when the C4 oxaloacetate combines with two carbons of the acetyl-CoA
that originated with pyruvate. The products of this first reaction regenerate the CoA and
form the Cg tricarboxylic acid citric acid:

ICOOH
ICOOH (|ZH2
CH, + acety-Co)oA —> HO—-C—-COOH + CoA
L ] (5.53)
IC— (0] (|ZH2
COOH COOH
oxaloacetate citric acid

A series of eight reactions complete the cycle, in which the two carbons added by the
first step are effectively removed, along with the four pairs of hydrogen. (Some of the
hydrogen originates in H,O, which is incorporated at several steps.) Some of the inter-
mediates may be used to synthesize other compounds needed by the cell. The reducing
power of the NADH, may be used in synthesis reactions of other pathways. Both of these
reduce the energy yield of the Krebs cycle; however, this is not necessarily inefficient
since useful products are made. However, the cell must maintain a supply of oxaloacetate
so that the cycle can continue. If intermediates are drawn off, oxaloacetate can be formed
from pyruvate and CO,.

The Krebs cycle is normally controlled by feedback inhibition by the products of the
cycle. High levels of the ratios NADH,/NAD, ATP/ADP, or acetyl-CoA/CoA indicate that
the cell has ample energy, and slow the cycle.

The Cytochrome System The six carbons from the glucose have been disposed of, but
the substantial reducing power in the form of NADH, and FADH, has yet to be converted
to energy in a useful form: namely, as ATP. In eukaryotes this conversion occurs with a
series of enzymes and other compounds bound to the inner mitochondrial membrane,
which comprise the cytochrome system (Figure 5.7). NADH, reduces the first of these
compounds, flavin mononucleotide (FMN), which spans the membrane from one side to
the other. FMN takes the two hydrogens, passes their electrons to the next membrane
compound (at a lower energy), and releases the protons to the outside of the membrane.
It may be useful to think of the electrons as dropping to a lower voltage, to use an elec-
tronic analogy, each time they pass from one electron carrier to the next. Thus, the net
effect is to use some of the energy from the electrons to move a pair of protons to the
outer compartment of the mitochondrion.

The compound that receives the electrons does a similar thing; it passes them on at a
yet lower energy, which may or may not result in moving protons to the outer compart-
ment. In all, six protons are transported. Consider the result: Energy is used to transport
protons, creating a pH gradient. This pumping of protons across a membrane into an area
of increasing proton concentration stores energy, just as to pumping air into a tank pro-
duces a pressure difference that also stores energy. But there isn’t only a pH gradient.
Since the protons are transported without their electrons or complementary anions, an
electric charge gradient, an actual voltage, is also accumulated. The combined chemical
and electrical potential across the inner membrane of the mitochondrion is called the
chemiosmotic potential.
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Figure 5.7 Cytochrome electron transport system, with a relationship to glycolysis and the Krebs
cycle.

The energy of the chemiosmotic potential is used when the protons flow back across
the membrane to the inner compartment through a complex of transmembrane proteins
called ATP synthase, producing ATP from ADP. Think of air that has been pumped into
a pressure vessel then flowing back out through a turbine to produce electricity.
Altogether, 3 mol of ATP is produced for each mole of NADH,. The FADH, acts similarly,
except that its electrons have a lower energy to start with, so it enters the chain farther
along. It provides only enough energy to produce 2 mol of ATP per mole of FADH,.

Finally, what becomes of the energy-depleted electrons in the transport chain? The
final components of the transport chain are a series of membrane-bound compounds called
cytochromes. The final cytochrome performs one last reduction, that of oxygen. Each
% mol of O, receives 2 mol of electrons and 2 mol of H*, forming H,O and completing
the process of respiration. Because of the use of an electron acceptor, ATP production in
this system is called oxidative phosphorylation.

Assuming that none of the intermediate compounds or NADH, have been shunted off
for other cellular purposes, the final tally for ATP is a maximum of 36 mol per mole of
glucose oxidized. Now the efficiency based on standard Gibbs free energy is 38%, a big
improvement over glycolysis or the Krebs cycle. Since organisms will use every oppor-
tunity for growth, a more typical number of ATPs actually produced by glycolysis and
respiration is 20 to 25.

In prokaryotes, the electron transport chain is located in the cell membrane. Bacteria
perform the function of the electron transport system without mitochondria by pumping
protons outside the cell, depleting it within to create the chemiosmotic potential.

Alternative Electron Acceptors Some bacteria can switch to other electron acceptors,
such as nitrate, when oxygen is absent. The nitrate becomes reduced ultimately to
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nitrogen by the process of denitrification. It is thought that this occurs in a series of steps
as follows:

NO;” = NO, = NO = N,O= N,

However, the nitrate requires a higher-energy electron for its reduction. It gets it at an
earlier point in the electron transport system, so that only 2 mol of ATP is formed per
mole of NADH,. This is why organisms that can will always use oxygen when it is pre-
sent and switch to nitrate only in the absence of oxygen.

Sulfate and carbon dioxide can also function as electron acceptors for certain micro-
organisms. However, the organisms that do so cannot also use oxygen. When sulfate is
reduced, the product is hydrogen sulfide, a poisonous gas. Carbon dioxide is reduced to
methane by molecular hydrogen by a special group of organisms within the archaea. Oxi-
dized metal ions such as ferric (III) iron can also be an electron acceptor. This occurs, for
instance, in the sediments of wetlands, where oxygen is limiting. The iron becomes
reduced to ferrous (II) iron. If an environment contains oxygen, nitrate, sulfate, and car-
bon dioxide, the oxygen will tend to be used up first, producing H,O. Then the nitrate,
then sulfate, and then CO, will be used. In homogeneous environments, one electron
acceptor will not be utilized until the energetically more favorable one is depleted. How-
ever, in some situations microenvironments may form, allowing several of these reactions
to proceed simultaneously. For example, in biological slime layers in aquatic systems,
microorganisms near the slime layer surface may have access to oxygen while organisms
below the surface may be depleted of oxygen and will use nitrate.

5.4.4 Okcxidation of Fats and Amino Acids

Obviously, glucose is not the only fuel used by living things. Our foods contain other
sugars, such as lactose in milk and fructose in the disaccharide sucrose (table sugar).
The success of dieters hinges on the body’s ability to use fat as fuel; of course, this is
why the body stores fat in the first place. Under starvation conditions, the body obtains
its energy for basic cell function by cannibalizing itself, by oxidizing its proteins.

The sugars are converted fairly easily into either glucose or another intermediate in the
glycolysis pathway. In the case of sucrose and glycogen, these polysaccharides are split
into simple sugars by phosphorolysis (splitting by phosphate) instead of hydrolysis. This
results in glucose-6-phosphate, the intermediate in glycolysis that just follows the point
where an ATP is reacted with glucose to get things going. Thus, the extra ATP is not
needed, and glycolysis yields one more ATP than for glucose itself.

The human body maintains only enough stored glycogen to last about a day. Then it
must switch to fats as a fuel. Most fats are stored in the body as triglycerides. Because
they are not soluble in water, they must be transported in the blood as lipoproteins. After a
fatty meal the concentration in the blood may be sufficient to give it a milky opalescence.
Lipase enzymes in the blood or in fatty tissues hydrolyze the lipoproteins to glycerol and
to fatty acids bound to blood proteins. The glycerol enters glycolysis after a few steps
involving ATP. The fatty acids enter the cell and react with CoA similar to the way pyr-
uvate does at the start of the Krebs cycle. The fatty acid-CoA compounds are then trans-
ported into the inner compartment of the mitochondria, where a series of reactions split
off the last two carbons of the fatty acid, with the CoA, forming acetyl-CoA and a shorter
fatty acid-CoA. The process, called beta oxidation, is repeated until the fatty acid has
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been consumed. The acetyl-CoAs produced then enter the Krebs cycle, where they are
further oxidized. In addition, for every acetyl-CoA formed, one NADH, and one
FADH, are formed, feeding the electron transport system production of ATP. This
accounts for the high-energy yield of fats in comparison to carbohydrates.

Proteins are first hydrolyzed into their component amino acids, followed by deamina-
tion, removal of the amino group. Finally, each of the 20 amino acids is converted to
either pyruvate, acetyl-CoA, or one of the other intermediates in the Krebs cycle, for
further oxidation. Free amino acids are not stored in the body. Excess proteins in the
diet thus must be eliminated by the mechanism just described. Deamination releases
ammonia to the blood, which can be toxic and must be rapidly removed. This can be
accomplished by incorporation into new amino acids or by excretion either directly as
ammonia (fish), uric acid (birds and reptiles), or urea (mammals).

5.4.5 Photosynthesis

Virtually all the organic carbon in our environment, from the carbon in a person’s finger-
nails to the carbon in a plastic pen, was formed by plants from CO; in the air. The energy
for this conversion comes entirely from sunlight. Among the few known exceptions in
nature are ecosystems found on the ocean floor and hot springs that obtain their energy
from oxidation of reduced inorganic compounds issuing from deep below the ocean floor
in hot-water vents. Most human-made sources of energy, such as fossil fuels and weather-
driven electric plants (wind and hydroelectric), ultimately come from the sun. Only
nuclear, geothermal, and tidal electrical facilities, plus a portion of wind energy driven
by Earth’s rotation, do not derive their energy from the sun.

Use of the sun’s energy to synthesize carbohydrates is called photosynthesis. Only cer-
tain bacteria, algal protists, and green plants are capable of photosynthesis. Organisms
that can synthesize their own carbohydrates from inorganic precursors are called auto-
trophs. Those that use sunlight to provide the energy for this are called photoautotrophs.
Some bacteria can use inorganic energy sources, such as H,, H,S, NH3, or reduced metal-
lic salts such as manganese or ferrous iron, to form carbohydrates from CO,. These are
called chemoautotrophs or lithoautotrophs. All other organisms, including all animals
and fungi, and most bacteria, depend ultimately on the autotrophs for organic carbon and
energy. Organisms such as animals, fungi, and many bacteria that must obtain their
organic carbon ultimately from autotrophs are called heterotrophs.

Photosynthesis is somewhat more complicated to describe than respiration. However,
once we have understood respiration, there are enough similarities to respiration in reverse
to describe it in those terms. Recall that in respiration, there is a separation between the
oxidation of organic carbon to CO, (glycolysis and the Krebs cycle), which produces
reducing power as NADH,, and the electron transport system, which consumes the redu-
cing power and reduces oxygen to water.

In photosynthesis, the CO, gets reduced, producing glucose. The reducing power
comes from photons of light. The overall net reaction of photosynthesis is

6 CO, + 6 H,O = C¢H; 206 + 60, (5.54)

The two major parts of photosynthesis are the light reactions, which are analogous to
electron transport in respiration, and the dark reactions, which can be compared to the
reverse of the Krebs cycle and glycolysis. Several basic experimental facts support the
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division of photosynthesis into light and dark reactions: (1) Plants give off oxygen only in
the light; and (2) if a suspension of algae is illuminated for some time in the absence of
CO,, then placed in the dark with CO,, the CO, is incorporated into carbohydrate for a
brief time. Additional work with tracer elements further supports the idea.

In the light reactions, energy from light is used to oxidize H,O to O, and produce ATP
and/or NADPH,. As in respiration, electron transport is involved and even uses cyto-
chromes. In fact, one type of organism, the purple nonsulfur bacteria, use the same elec-
tron transport chain for both respiration and photosynthesis. In algae and plants there are
actually two electron transport systems just for photosynthesis, which act in concert. The
light reactions require a membrane structure, the chloroplast (except in cyanobacter),
which is similar to the mitochondrion. Furthermore, ATPs are formed as a result of the
generation of a chemiosmotic potential by the electron transport system. In the dark reac-
tions, the ATP and NADPHj are used in a cyclic reaction to form sugars from CO,. Some
of the reactions involved are the reverse of parts of glycolysis.

Chloroplasts are the cellular organelles in plants and algae where all of the light reac-
tions and some of the dark reactions are located. Bacteria perform the function of chlor-
oplasts using their cytoplasmic membrane, as they do for the respiratory electron transport
system. Like mitochondria, they contain an internal membrane structure that divides the
interior into stacks of flattened hollow disks, thylakoids (Figure 5.8). The inner compart-
ment of the thylakoid is called the lumen, the outer compartment is called the stroma.

The membranes of the thylakoids are studded with three groups of proteins and other
compounds (Figure 5.9). Two of these groups are photosystem I and photosystem II,
which perform the principal task of capturing the light energy and transporting the elec-
trons. Each photosystem consists of pigments, proteins, and electron transport com-
pounds, such as cytochromes. The third group is actually a single complex, called the
CF1 particle. Like the ATP synthase particle in the mitochondrion, The CF1 particle
uses the energy stored in the chemiosmotic potential created by the electron transport sys-
tems (in this case of the photosystems) to generate ATP.

The photosystems consist of an association of membrane-bound particles, one of which
is called the antenna. The antenna is a complex of numerous chlorophyll molecules, most
bound to proteins. Chlorophyll is the green pigment of plants, which absorbs much of the
light energy for photosynthesis. The antenna then transfers the energy to a ““special pair”

ter membran
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granum
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Figure 5.8 Chloroplast structure. (From Fried, 1990. © The McGraw-Hill Companies, Inc. Used
with permission.)
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Figure 5.9 Photosynthetic apparatus. (From Fried, 1990. © The McGraw-Hill Companies, Inc.
Used with permission.)

of chlorophyll molecules, called the reaction center, which uses the energy to promote an
electron to a higher energy level and transfer it to the electron transport system. The reac-
tions centers of photosystem I and photosystem II are known as P700 and P680, respec-
tively, for the optimum wavelengths at which they operate.

The chlorophyll molecule consists of a hydrocarbon tail connected to a ring system
with a nonionic magnesium atom at its center (Figure 5.10). The ring system has the alter-
nating single and double bonds that often characterize compounds that absorb visible
light. There are two main types of chlorophyll: a and b, but chlorophyll @ is most common
in plants. Chlorophyll a absorbs most strongly in the blue (400 to 450 nm) and red (640 to
680 nm) regions of the spectrum, leaving green to please our eyes (Figure 5.11). However,
photosystem antennas contain other pigments, such as carotenoids, which capture green
and yellow light energy and transfer it to the chlorophyll. This is particularly important for
plants that live in deep waters, where the longer wavelengths do not penetrate. Diatoms,
the brown algae, and dinoflagellates (including the red tide organism) contain pigments
that absorb strongly in the range 400 to 550 nm. The carotenoids become visible when the

Chlorophylla: R = CHj3

Chlorophyll b : R = CHO

Figure 5.10 Structure of chlorophyll a and chlorophyll b.
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Figure 5.11 Absorption spectrum of chlorophyll and of a green leaf, and the action spectrum for
the rate of photosynthesis vs. wavelength. (From Fried, 1990. © The McGraw-Hill Companies, Inc.
Used with permission.)

chlorophyll degrades in deciduous tree leaves in certain areas in the fall, creating the spec-
tacular fall color displays.

Before examining photosynthesis in plants, it may be useful to consider bacterial
photosynthesis first, because it is simpler and because its mechanism is retained in
algae and plants. Bacteria have only one photosystem. Absorption of a photon by the
photosystem starts the process of cyclic photophosphorylation, which results in the pro-
duction of a single ATP. The photon excites an electron in the chlorophyll, which transfers
to the electron transport chain. As the electron is passed down the chain, two protons are
secreted outside the cell using energy from the electron. At the end of the chain, the low-
energy electron returns to the chlorophyll, ready to start the cycle again. The proton secre-
tion creates a chemiosmotic potential across the membrane, which produces ATP as it
passes back into the cell through an enzyme complex. To form carbohydrates, the bacteria
need ATP and NADPH,. Bacteria require an external chemical reducing agent to form
NADPH,, such as H,, H,S, or organic matter. The ATP and NADPH, then feed the
dark reactions to produce carbohydrates as described below. No oxygen is produced as
it is by plants. Indeed, oxygen is toxic to these bacteria. An exception is the prokaryotic
nitrogen-fixing cyanobacter, which does produce oxygen.

Light Reactions Plants and algae retain the cyclic photophosphorylation pathway but
have developed noncyclic photophosphorylation, which has the advantage of not requir-
ing an external reducing agent to replace the electron given up by the chlorophyll
(Figure 5.12). Instead, in photosystem II, water is hydrolyzed to hydrogen and oxygen;
the hydrogens provide the needed electrons, and the remaining protons enter the thylakoid
lumen to augment the chemiosmotic gradient (ultimately for ATP production). The oxy-
gen formed by hydrolysis of the water is released. After passing through the electron
transport chain of photosystem II, using their energy to pump more protons, the low-
energy electrons can then replace electrons promoted by another photon absorbed by
photosystem I. The reenergized electrons, now in photosystem I, pass through another
electron transport chain and ultimately are used to reduce NADP to NADPH,. (Note
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Figure 5.12 Noncyclic photophosphorylation.

the use of NADP instead of NAD as in respiration. NADP is used preferentially when the
reducing power is to be used for synthesizing compounds, not just for transporting elec-
trons.) The sequence of events takes about 5 ms. The overall reaction for noncyclic photo-
phosphorylation is

12H,0 4+ 48 hv + 12NADP + 12 ADP + 12P; = 6 O, + 12 NADPH, + 12 ATP
(5.55)

Equation (5.55), as written, involves two electrons, each of which requires two
photons. The protons produced by photolysis of water, plus additional protons pumped
by the electron transport system (not shown), wind up in the thylakoid lumen. The che-
miosmotic gradient across the thylakoid membrane can be as much as 3 pH units, with an
electric potential of up to 100 mV. About one ATP is produced per NADPH,. Overall,
then, noncyclic photophosphorylation requires four photons to produce one ATP and
one NADPH,.

Noncyclic photophosphorylation produces NADPH, and ATP in about equal amounts;
but glucose production requires additional ATP, and the cell has other uses for ATP as
well. To get more ATP, plants are able to exploit cyclic photophosphorylation, similar
to bacteria, which does not produce oxygen or NADPH,. It does this by a sort of
“short circuit” that shunts electrons excited by photosystem I back to the electron trans-
port chain of photosystem II (see the dotted line in Figure 5.12). The process is controlled
by NADPHj; levels; high levels hinder the flow of electrons out of photosystem I, forcing
them into the other pathway. Thus, the cell can control somewhat independently the rela-
tive amounts of NADPH, and ATP that it produces.

The energy of a mole of photons, E, is related to the frequency, v (or wavelength, 1) by

where £ is Planck’s constant and c is the speed of light. The two peak wavelengths shown
in Figure 5.11 are 430 and 650 nm. The corresponding energy levels are 67 and 43.5 kcal/
mol, respectively. Four moles of photons of light energy must be absorbed by each of the
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two photosystems (eight photons in all) to produce one molecule of O,, two of NADPH,,
and two of ATP. To produce a six-carbon sugar by the dark reactions, the cell will need
12 NADPH, and 18 ATP. This can be satisfied most efficiently by 48 photons in noncyclic
photophosphorylation (making 12NADPH, and 12ATP) and 12 photons in cyclic photo-
phosphorylation (six more ATP), for a total of 60 photons. Assuming that a conservative
40 kcal/mol of photons gives a total of 2400 kcal/mol glucose formed since the standard
Gibbs free energy of formation of glucose is 686 kcal/mol, the potential efficiency is 29%
(based on photons absorbed). The actual efficiency is less, due largely to a wasteful side
reaction called photorespiration, described below.

Dark Reactions The conversion of CO, to glucose is called CO, fixation. It is accom-
plished by two pathways. The first is a series of 12 reactions called the Calvin cycle
(Figure 5.13). The cycle starts in the stroma of the chloroplast when CO, combines
with a pentose (five-carbon sugar) to form two three-carbon acids:

ribulose-1,5 biphosphate + CO, = 2,3-phosphoglycerate (5.57)

Note that this step may be considered to be the actual point of carbon fixation. Yet
it does not require energy from light or even ATP. But ATP and the reducing agent
NADPH, are needed to ensure a supply of the ribulose to keep this reaction going. Several

6 Molecules 12 Molecules of
of CO, 3-Phosphoglycerate
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=

12 Molecules of
1,3-diphosphoglycerate
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(Photorespiration)
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The Calvin Cycle
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12 Molecules of 12 NADP

Glyceraldehyde
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PGAL ‘
12ATP
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v

Carbohydrate Synthesis
(glucose, sucrose, starch)

Figure 5.13 Carbon dioxide fixation.
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subsequent reactions use two NADPH, and two ATP to produce phosphoglyceraldehyde
(PGAL, or glyceraldehyde-3-phosphate). Most of the PGAL goes on to be converted back
into the ribulose, to keep the cycle going. This requires another ATP.

Two of every 12 PGALs formed are converted to another triose, which leaves the chlor-
oplast for the cytoplasm. There they can be converted to glucose or other carbohydrates in
the second pathway. The enzymes for forming glucose are the same as the ones in glyco-
lysis, acting in reverse. In fact, PGAL is one of the key intermediates in glycolysis. PGAL
can also be converted into glycerol and fatty acids for fats, or into amino acids for pro-
teins. Overall, since each turn of the cycle incorporates a single CO,, it takes six cycles to
produce one molecule of glucose. The overall stoichiometry for the Calvin cycle is

6CO, + 12NADPH, + 18 ATP = C¢H,,06 + 12NADP + 18 ADP + 18 P; + 6 H,0
(5.58)

Strangely, most plants have a wasteful side reaction, called photorespiration, which
uses the same enzyme as reaction (5.57). The reaction occurs during hot, dry conditions
when leaf pores close to conserve water. CO, is depleted inside the leaf and O, builds up.
The oxygen competes with the CO, for the enzyme, producing a side reaction with the
ribulose-1,5 biphosphate. Waste products are formed instead of carbohydrates, and ATP is
consumed. There seems to be no benefit to the plant. This is a major drain on biological
productivity for the world’s plants and can reduce the net efficiency of photosynthesis
below 1%.

A minority of plants (about 100 species are known) have developed a mechanism to tilt
the balance back toward normal CO, fixation. This has occurred in plants that grow in hot,
arid regions. Closing the stomates to limit water loss also limits CO, entry to the leaf. In
these plants, instead of forming the three-carbon phosphoglycerate in reaction (5.57), cells
near the outside of the leaf use a different reaction that forms the four-carbon oxaloace-
tate, which is then reduced by NADPH, to the four-carbon malate. The malate diffuses to
other cells in the leaf interior, where it reacts to form pyruvate, CO,, and NADPH,. This
has the net effect of transporting CO, and NADPHj to the inner cells at a higher concen-
tration, where they enter the Calvin cycle. Twelve additional ATPs are used per glucose,
but the net efficiency increases because photorespiration is relatively low. Plants that do
this include the important food crops sorghum, corn, and sugarcane. Because they form a
four-carbon product with CO,, they are called C4 plants. The more common plants with-
out this ability are called Cz plants.

Actual maximum photosynthetic efficiencies of the C4 crops sugarcane (Saccharum
officinale), sorghum (Sorghum vulgare), and corn (Zea mays) have been measured to
range from 2.5 to 3.2%; for the C; crops alfalfa, sugar beet, and the alga Chlorella, the
range is 1.4 to 1.9%. C; plants can fix 15 to 40 mg of CO, per dm? of leaf surface per
hour, while Cy4 plants can fix 40 to 80 mg/dm? per hour. C4 plants lose much less water by
transpiration than do C; plants. The optimum daytime temperature for growth of C4 plants
is higher: 30° to 35°C vs. 20° to 25°C for C; plants. Examples of C3 crop grasses are
wheat (Triticum aestivum), rye (Secale cereale), oats (Avena sativa), and rice (Oryza
sativa).

A third strategy for photosynthesis is carried out by succulents such as the jade
plant and some cacti. These are called CAM (for ‘“‘crassulacean acid metabolism’)
plants. CAM plants fix carbon at night with the stomata (pores in the leaves) open. During
the heat of the day the stomata close, and the Calvin cycle obtains its carbon from the
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nighttime storage. Note that C4 and CAM plants have all the photosynthetic machinery of
C; plants: namely, the photosystems and the Calvin cycle. However, they have additional
mechanisms that enable them to utilize CO, more efficiently.

The difference between C; and C4 plants has caused concern about the effect of the
global CO, increase that is under way. Fossil fuel consumption has caused CO, in the
atmosphere to increase from 280 ppmv in preindustrial times to 356 ppmv in 1993. C;
plants are more sensitive to low CO, levels. Experimental results have verified that
they can benefit more from an increase than C4 plants. This has the potential to cause
ecological changes as the competitive balance between plant species changes. It is also
feared that some of the C4 food plants could face increased competition from Cj
weeds. On the other hand, the lawn grasses Kentucky Bluegrass (Poa pratensis) and
creeping bent (Agrostis tenuis) are C; plants, whereas crabgrass (Digitaria sanguinalis)
is a C4 plant, ordinarily giving it an advantage during hot, dry summers.

5.4.6 Biosynthesis

Many of the smaller molecules of the cell, whether those used directly or those used as
building blocks of macromolecules, are synthesized from precursors found among the
intermediates of respiration. These anabolic pathways connect respiratory intermediates
with other sugars, amino acids, fatty acids and fats, and nucleic acids. Virtually all the
pathways in a cell are interconnected in a network of reactions.

Nitrogen is assimilated by cells by forming glutamate and glutamine from ammonia
and ketoglutaric acid. In nitrogen-poor environments, energy must be expended. Rooted
plants and algae can use ammonia, but primarily take nitrogen in as nitrate. Some micro-
organisms can take in nitrate or fix atmospheric nitrogen, but first convert these to ammo-
nia. Other amino acids are then formed using the glutamate, possibly with other
precursors, many of which are intermediates in respiration, such as pyruvate or oxaloace-
tate. Formation of proteins from amino acids is discussed in Chapter 6.

Nucleotide synthesis begins with ribose for purines and glutamine for pyrimidines. The
nitrogens are obtained from the amino acids glycine, glutamine, and aspartate. Fatty acids
are formed using acetyl-CoA, similar to a reverse of the fatty acid oxidation described
above. The process occurs in the cytoplasm and requires NADPH,, CO,, and Mn*".
Mammals can synthesize the saturated and monounsaturated fatty acids.

The biopolymers (starch, glycogen, protein, and nucleic acids) are produced by succes-
sive addition to the ends of the molecules. Often, ATP is converted to another nucleoside
triphosphate for the reaction, such as uridine triphosphate, cytosine triphosphate, guani-
dine triphosphate, or thymine triphosphate. The reaction usually splits the second phos-
phate bond, producing a monophosphate instead of a diphosphate. For example, if a
monomer M is joined to a polymer of 7 units,

ATP +M + [M], = AMP + M],, , + PP;

Then the resulting pyrophosphate (PP;) is hydrolyzed to orthophosphate. By eliminating
the pyrophosphate reaction product, the first reaction is pushed toward completion by the
mass action law.

Sulfur in the form of sulfide (Szf) is needed for the amino acid cysteine, which forms
the disulfide bonds that are so important to protein folding. However, our aerobic envir-
onment provides sulfur mostly in the form of sulfate, SO/ ~. The sulfide can be formed
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anaerobically by microorganisms that use the sulfate as a terminal electron acceptor in the
electron transport chain. Sulfate can also be reduced by a series of steps starting with ATP,
followed by use of one NADPH, to form sulfite (SO32’) and then three more NADPH, to
reduce the sulfite to sulfide.

PROBLEMS

5.1.
5.2
5.3.

54.

5.5.

5.6.

5.7.

5.8.

5.9.
5.10.

5.11.

Compute AG° and K4 for the complete oxidation of ethanol.
Compute AG° and K.q for methanogenesis CsH;,0¢ < 3CO, + 3CHy.

Compute the oxidation states of glucose, pyruvate, and lactic acid. Is the conversion
of glucose into two pyruvates an oxidation? How about the conversion of glucose
into lactate?

For pyruvic acid, glucose, ethanol, and glycine: Using the molecular formula,
compute the oxidation state, the theoretical oxygen demand, and the total organic
carbon content (TOC). Use equation (5.9) to compute the mean oxidation state of
carbon. Compare with the value computed directly from the formula. Discuss the
results.

Use the Arrhenius equation to compare the temperature increase that doubles the
reaction rate coefficient starting from 25°C for the hydrolysis of glucose example
given in the text, for cases with and without enzyme catalysis.

In Example 5.4, at what concentration will the reaction rate be double the first value
measured?

(a) Write a computer program or develop a spreadsheet to solve Michaelis—Menten
equations (5.30) to (5.32) numerically using Euler’s rule with Ar = 0.001 min. Start
by writing a differential equation based on elementary kinetics for d[P]/dt based on
equation (5.29). Use values for all rate coefficients equal to 1.0 (units are min~! or
min-L/mg), initial values are [S],= 100, and [E], =50.0, and [ES] = [P], = 10.
Plot the values of [S], [ES], and [P] from 0.0 to 0.5 min. How accurate is the
quasisteady-state assumption?

(b) Repeat part (a) using [E]o = 100. How is the rate of conversion of S to P
affected?

Using the data of Figure 5.4, equation (5.47) gives reaction rates of 145.2, 185.8,
and 234.2 mm?>/min for temperatures 10, 20, and 30°C, respectively. Use the data
for 20 and 30°C in equation (5.48) and solve for 6. Then use (5.48) with your value
of 0 to estimate the reaction rate at 10°C. How does this compare to the value from
equation (5.47)?

What is the difference between Le Chatelier’s principle and the law of mass action?

If a first-order reaction has a half-life of 1h, what is the rate coefficient for that
reaction? How long will it take for the reactant to fall to 1% of its initial
concentration?

If K, in the Michaelis—Menten equation is equal to 0.02 M, at what concentration
will the reaction proceed at 90% of the maximum rate? 99%?
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5.12. A sample of water containing photosynthetic algae (and negligible amounts of
heterotrophs) is placed in a sealed bottle in sunlight. After a time it is observed that
the dissolved oxygen level in the water has increased and dissolved carbon dioxide
decreases. How will the rate of change of these two substances change immediately
after the bottle is placed in the dark? (Don’t forget about the dark reactions of
photosynthesis.) What about several hours after being in the dark?
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GENETICS

Genetics is one of the most fascinating areas of biology. It has effects at all scales from the
molecule to populations. Its study involves a wide variety of tools, from biochemical tests
to microscopy to breeding experiments. It relies on sophisticated mathematical analysis,
especially from probability and statistics. It is one of nature’s best examples of amplifica-
tion, in which a small change in a single molecule can spell the difference between
disaster and delight at the birth of a child.

Genetics is the science of heredity. Heredity is the transmission of traits from one
generation to another. By traits, we mean a distinguishing observable characteristic of
an organism, such as color or shape of one of its parts, or its ability to metabolize a
particular substance. Each trait is controlled by one or more genes.

6.1 HEREDITY

Gregor Mendel was one of the first biologists to use mathematical analysis to prove
hypotheses. He used elementary probability theory in his work. He was also inspired
by the atomic theory of matter (an appropriate example of cross-fertilization in science).
He wondered whether hereditary traits were also passed as particles to future generations.
Previously, it was thought that traits from parents blended to form a new mix in offspring.
Mendel proved his hypothesis and published his results starting in 1865. However, his
contribution was not recognized until the principles were rediscovered independently
by others some 35 years later.

Mendel deduced several of the basic principles of heredity. Here we summarize all of
the principles as known today. Then several of Mendel’s and others’ results will be
described as examples. The principles of heredity can be summarized as eleven rules:
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. A gene is a sequence of nucleotides that codes for a specific polypeptide. [Recall
that a protein can consist of several polypeptides, and possibly other factors such as
metal atoms (e.g., hemoglobin, which has four polypeptides and iron atoms).] Not
all genes in a particular cell actually produce their polypeptide. Cells that do
produce the polypeptide associated with a gene are said to express the gene.

2. The genes are contained in the chromosomes.

. A gene may come in a variety of mutated forms, called alleles. For example, the
gene for eye color may have an allele for blue eyes and another allele for brown
eyes. Although all the organisms of a single species will have the same genes, each
individual can have a unique combination of alleles.

. The particular combination of alleles that an individual has is called its genotype.
The particular set of genetically controlled traits possessed by an individual is
called its phenotype. That is, the phenotype is the result of expression of the

genotype.
. Most higher organisms, in particular most plants and animals, are diploid, having
chromosomes in pairs. Thus, they have two copies of each gene.

. The two copies can have the same or different alleles. If both chromosomes have
the same allele, the organism is said to be homozygous for that gene. If the alleles
are different, the organism is heterozygous. For example, a human can have a blue-
eyed allele on one chromosome and a brown-eyed allele on the other. That
individual would be heterozygous for eye color. Alternatively, both alleles could
be for blue eyes, and the person would be homozygous for eye color.

. When the two alleles for a gene are different, several situations can occur:

a. Complete dominance: one allele is expressed; the other is not. An allele that is
expressed at the expense of another is said to be dominant. The allele that is not
expressed in a heterozygous genotype is said to be recessive. For example,
brown eye color is dominant and blue eye color is recessive. Blue eye color is
expressed only if both alleles are for blue eyes. When a gene is homozygous for
arecessive allele, it is said to be double recessive, and the recessive allele can be
expressed.

b. Incomplete, or partial, dominance: In this case, a mixed phenotype results in a
heterozygous individual. For example, if snapdragons with red flowers (homo-
zygous for red) are crossed with those with white flowers (homozygous for
white), all the offspring will be heterozygous and will have pink flowers.
However, if these are then crossbred with each other, about one-fourth of the
next generation will be red, one-fourth white, and one-half pink.

c. Codominance is when both traits are fully expressed in the heterozygous
organism. This is usually seen only in biochemical traits. An example is
human blood type. If a heterozygous individual has allele A and allele B,
their blood cells will have both type A and type B antigens.

. Meiosis separates the two alleles of a diploid organism. Thus, gametes have only

one allele. This is called segregation.

. Random assortment in meiosis distributes the chromosomes to the gametes

independently. That is, the chromosomes of an individual’s gametes can have

any combination of its maternal and paternal chromosomes. In genetics, this is
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called independent assortment. For example, the fruit fly Drosophila has four
pairs of chromosomes, one of each pair coming from each parent. However, its egg
cells, which are haploid, may contain chromosome 2 from the father and chromo-
somes 1, 3, and 4 from the mother, or any other combination.

10. All of the genes on a chromosome tend to segregate together. Therefore, genes on
the same chromosome are not assorted independently. Their traits tend to be passed
on to the next generation together. The tendency for genes on the same chromo-
some to be inherited together is called gene linkage.

11. Recombination caused by crossing-over in meiosis acts to weaken linkage
between genes on the same chromosome. Because of crossing-over, a maternal
chromosome in a gamete may include pieces of the paternal chromosome. The
closer together two genes are located, the less likely that crossing-over will
separate them and the stronger will be their linkage. Two genes that are at extreme
ends of the same chromosome will exhibit weak linkage and in fact may show
independent assortment, behaving as if they were on different chromosomes.

6.1.1 Mendel’s Experiments

Mendel studied the inheritance of seven traits in the pea plant. For example, one trait was
seed shape. Mendel had a variety that produced either round or wrinkled seed. He started
with two sets of true-breeding plants, one that produced only round seeds and another that
produced only wrinkled seeds. When he crossbred them with each other, all of the off-
spring had round seeds (see Figure 6.1). It would seem that the ability to produce wrinkled
seeds had been lost. However, if a number of plants produced in this way were allowed
to self-fertilize (self-pollination is the normal mode of fertilization in the pea plant),
one-fourth of the offspring had wrinkled seeds!

. Round Wrinkled
True-breeding seeds seeds

(homozygous) o

parent
generation (RR) (rp)
All round
F, seeds
generation (0]
(all heterozygous) (Rp)

Selffertilization

A 4 A 4 A 4 A 4

Round Round Round Wrinkled
F, seeds seeds seeds seeds
generation O O O
(RR) (Rr) (Rr) (rr)

Figure 6.1 Cross-breeding between two pea plants homozygous for seed shape. (Based on
Postlethwait and Hopson, 1995.)



HEREDITY 119

The explanation for this result is as follows. True-breeding plants are those that have
been self-bred for many generations. As Problem 6.1 shows, this results in plants that are
homozygous in all their genes. If we represent the gene for seed shape by R for round seed
and r for wrinkled seed, the true-breeding round-seed plant would have its two alleles
represented by RR, and the homozygous wrinkled-seed plant would have genotype rr.
The round-seed plant could produce only one type of gamete: R. Similarly, the
wrinkled-seed plant could only produce r gametes. Thus, the offspring produced by mat-
ing these two plants could only be heterozygous: Rr. The fact that all of the offspring of
this generation had round seeds demonstrates that R is the dominant allele and r is the
recessive.

The offspring, being all heterozygous, produce gametes half of which are R and half r.
Randomly mating these would produce genotypes of about 25% RR, 50% Rr, and 25%
rr. Since R is dominant, both RR and Rr, or about 75% of the offspring, would have
round seeds. The remaining 25% are homozygous recessive and would express the
gene for wrinkled seeds. The reappearance of the wrinkled phenotype and the proportions
involved proved Mendel’s hypothesis of the particulate transmission of hereditary traits,
the principles of paired alleles, the existence of dominant and recessive alleles, and the
existence of segregation of alleles in gametes.

Mendel demonstrated the principle of independent assortment by examining the phe-
notypes for two genes at a time in similar experiments. Another phenotype of Mendel’s
pea plants had to do with seed color. Yellow seeds were dominant over green seeds in his
variety. True-breeding plants with yellow round seeds would be homozygous for both
genes (YYRR). True breeding plants with green wrinkled seeds would also be homozy-
gous, but in this case, they would be double recessive for both traits (yyrr). A cross
between these two plants could only be YyRr, heterozygous for both traits, and therefore
expressing the dominant yellow, smooth seed phenotype.

However, the gametes of these offspring could be of four types: YR, Yr, yR, or yr.
When allowed to self-fertilize, the possible crosses can be found by constructing a
Punnett square (Figure 6.2). The possible gametes are listed along the top and left.
Each type has equal probability of occurring. Thus, each cross represented by a box
within the square occurs in the same proportion of the population. Just as expected
from the single- trait experiment, one-fourth of the population will have wrinkled seeds

Gamete
YR Yr R r
Genotype y 4

YYRR YYRr YyRR YyRr

YR Yellow, O Yellow Yellow, Q Yellow,
Smooth Smooth Smooth Smooth
YYRr YYrr YyRr Yyrr

Yr Yellow, O Yellow, Yellow, Q Yellow, @
Smooth Wrinkled Smooth Wrinkled
YyRR YyRr yyRR yyRr

yR Yellow, O Yellow, Q Green, O Green, O
Smooth Smooth Smooth Smooth
YyRr Yyrr yyRr yyrr

yr Yellow, Q Yellow, Green, Green,
Smooth Wrinkled Smooth Wrinkled

Figure 6.2 Dihybrid cross. The gametes are formed by plants that are heterozygous for both traits.
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and one-fourth will be green. Assuming that two events are independent, elementary
probability theory gives the chance of them occurring simultaneously as the product of
the two probabilities: i X i = % This is the proportion shown in the Punnett square to
be both green and wrinkled.

If the seed color and shape genes were linked by being on the same chromosome, the
gametes listed across the top of Figure 6.2 would not occur with equal probability. For
example, suppose that the two genes were so close together that meiotic recombination
practically never separates them. Then one chromosome comes from the YYRR plant and
the other from the yyrr. Only YR and yr gametes would be produced, and one-fourth of
the next generation would have green, wrinkled seeds. Of course, the strength of the link-
age can vary, producing a range of distributions.

By looking at the proportions of different phenotypes in breeding experiments, geneti-
cists can determine if genes are linked, establishing that they are on the same chromo-
some. By examining the strength of the linkage, a relative distance can be determined
between genes. This led to the development of genetic mapping, the determination of
the relative position of genes on a chromosome. Genetic mapping was invented by an
undergraduate student, Alfred H. Sturtevant, while he was working with Thomas H. Morgan,
the scientist who first explained linkage.

A gene may have more than two types of alleles associated with it. For example, the
basic human blood types A, B, AB, and O are caused by the combination of three alleles:
A, B, and O. Allele A results in a sugar called type A to occur on the surface of a person’s
red blood cells. Allele B results in a different sugar called fype B. Allele O does not result
in the formation of any sugar. Alleles A and B are codominant; that is, both are expressed.
A person who is heterozygous AB produces cells with both sugars and has blood type AB.
A person with genotype either AA or AO will have only type A sugar and will have blood
type A. Genotypes BB or BO result in type B blood. Allele O is recessive, so to have type
O blood, a person must have homozygous genotype OO. In this case, a single gene with
three alleles results in six possible genotypes but only four phenotypes.

Some factors, such as height or stature, are controlled by two or more pairs of genes,
giving rise to a range of phenotypes. Traits resulting from two or more genes are called
polygenic. In addition, some alleles can be associated with more than one phenotypic
effect. Other genes can have their expression modified by environmental effects.

6.1.2 Sex Chromosomes

Recall that the somatic cells in animals contain chromosomes in pairs that are similar.
After replication, each chromosome looks like a pair of sausages tied together. The
pairs may have varying lengths and they may be bound at different points. If bound
near the middle, they resemble an X. If bound near one end, they look like a Y. However,
in most animals one pair can be dissimilar. The chromosomes of one of the 23 pairs
in humans are called sex chromosomes. It contains the genes that determine a person’s
gender, among other things. In females, both chromosomes of this pair are X’s; in
males one of the pair is much smaller and has the Y form. The Y chromosome contains
a gene for a factor that stimulates the formation of male sexual structures, and thence
the male sex hormones. The absence of this gene results in the formation of a female.
Thus, each cell in a female contains an XX pair of sex chromosomes, and each cell in
a male contains an XY pair. Chromosomes other than the sex chromosomes are called
autosomes.
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Because the chromosome pairs are separated by meiosis in the formation of gametes,
the gametes from females (egg cells) can have only X chromosomes. Half of the gametes
from males (sperm cells) have X and half have Y chromosomes. Thus, the sperm deter-
mines whether the individual resulting from fertilization will be male or female.

6.1.3 Genetic Disease

Many diseases are caused by genetic defects. The corresponding alleles may be dominant
or recessive and may be found on autosomes or on sex chromosomes. Some genetic dis-
eases are associated with extra chromosomes or missing pieces. An example of a domi-
nant autosomal genetic disease is Huntington’s disease. It results in neurological
degradation leading to death. Because the symptoms do not appear until a person is
about 40 years old, the victim may already have produced a family, potentially passing
the trait on. The children of the victim are left knowing that they have a 50% chance
of having the disease themselves. Since the 1980s, it has been possible to test these
offspring for the gene, which, however, results in several types of ethical dilemmas
(see Problem 6.2).

Many genetic diseases are caused by recessive genes on autosomal chromosomes.
Albinos have a recessive defect on chromosome 11, which prevents formation of pigments
in skin, hair, and eyes. Cystic fibrosis is caused by a chromosome 7 gene, which results in
a defect in a membrane protein. Affected individuals produce excessive mucus, which
harms respiratory and digestive function. One in every 11,000 persons born in this country
inherits a defect in chromosome 12, resulting in phenylketonuria. Those affected lack
an enzyme to metabolize the amino acid phenylalanine. The condition exhibits partial
dominance. Heterozygous individuals have about 30% of the enzyme activity as normal
people. Unchecked, it can cause retardation. However, routine screening at birth makes it
possible to avoid disease symptoms by careful dietary control. In addition, affected people
must avoid foods containing the artificial sweetener Aspartame, which is an amino acid
dimer of phenylalanine and aspartic acid.

Several conditions are caused by recessive alleles on the X chromosomes. Since males
have only one copy of X, they can inherit these conditions only from their mother. Exam-
ples of these conditions are color blindness for green, inability to form the enzyme
glucose-6-phosphate dehydrogenase, Duchenne muscular dystrophy, and two forms
of hemophilia. Since many X-linked genetic diseases are fatal when homozygous, only
heterozygous females survive gestation. They themselves do not exhibit the disease
and are called carriers. They pass the gene for the disease to (on average) half their
daughters, who also become carriers, and to half their sons, who exhibit symptoms of
the disease.

Another type of genetic disease is that related to chromosomal abnormalities such as
extra or missing chromosomes, chromosome breakage, or translocation (the exchange of
genetic material between chromosomes). Errors during meiosis can cause extra or missing
chromosomes. A person with a single X chromosome and no Y becomes a sterile female.
Some people have one or more extra sex chromosomes. One in 1000 males is XXY. These
individuals are sterile, have tall stature and diminished verbal skills, yet normal intelli-
gence. One in 1200 females is XXX. Many are normal, but some exhibit sterility and
mental retardation. XYY males tend to be above average in height and below normal
in intelligence. Prison inmates have been found to have a higher incidence of this disorder,
although XYY males in the general population do not show any unusual tendencies.
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Missing autosomes are usually fatal before birth, and extra autosomes are fatal in infancy,
with the exception of the smallest autosome, number 21. Having three chromosomes is
called trisomy. Trisomy 21 is the cause of 95% of Down syndrome. Affected persons
show numerous characteristics, including an eyefold similar to those of oriental people,
short stature, and small heads. They are retarded and susceptible to various diseases,
including respiratory and heart problems, and to Alzheimer’s disease in older persons.
The rate of Down births increases rapidly with the age of the mother, from 1 in 1000
at age 30, to 1 in 100 at age 40, and 1 in 50 at age 45.

Cancer is a result of a series of mutations (see Section 6.2.3). If some of these are
inherited, a person is more susceptible to cancer, since fewer mutations remain to
occur. For example, a gene associated with breast cancer has been discovered on chromo-
some 17 that is responsible for about 10% of all cases. Women with the mutation have an
80 to 90% chance of contracting the disease.

6.2 MOLECULAR BIOLOGY

In recent times the most dramatic advances in biology are coming from the field of mole-
cular biology. Although this title could describe any area of biochemistry, it is usually
taken to represent the study of processes involving genetic material that controls the activ-
ity and destiny of every individual cell. Genetic processes determine how cells differenti-
ate into brain cells and stomach cells. Genetic control ensures that the brain cells do not
secrete hydrochloric acid, as the stomach cells do.

It may seem incredible that the 23 DNA molecules in the haploid human genome can
contain enough information to describe a human being completely. A simple comparison
can be made to memory in a binary computer. Each of the 3.2 billion positions in the
human genome can be occupied by one of four nucleotides. The number of possible com-
binations is 4% P°" which is 264 "°" Thys, the human genome has the information
capacity of a 6.4-gigabyte binary memory. Think about how much memory would be
required to specify the design of a human. The brain alone consists of about 10'* nerve
cells, each with an average of 10° connections! A way around this paradoxical situation is
to consider that the genes might only specify a set of rules that generate the structure
rather than the detailed design of the structure. The new mathematical fields of chaos
and complexity theory described in Section 2.5 show that exquisitely detailed structures
can result from exceedingly simple rules.

Even more surprising is to discover that the human genome codes for only about
25,000 polypeptides (Table 6.1). Details of the remarkable mechanism by which the

TABLE 6.1 Amounts of Genetic Material in Several Organisms

Organism Nucleotides Genes Chromosomes
Homo sapiens 3.2 billion 20,000-30,000 23
Drosophila melanogaster (fruit fly) 120 million 12,500 4
Saccharomyces cerevisciae (yeast) 15 million 6,000

E. coli 4 million 4,000 1
Bacteriophage A 45,000 (est.) 35-40 1

HIV (AIDS) virus 9

Source: Based on Klug and Cummings (1997).
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Figure 6.3 Cell processes involving genetic material.

DNA code is transformed into those proteins are summarized below. Several of these
processes have environmental significance. Others are of interest simply because they
explain the working of the machine of life, or for the utilitarian reason that scientists
are learning to manipulate (i.e., “‘engineer’’) the processes to our own purposes, and
we will have to make societal and individual choices about their use. We are interested
primarily in three processes (Figure 6.3), which we discuss in turn.

Replication is the production of two DNA molecules from one. As described in Sec-
tion 4.6, this occurs during the interphase of mitosis as the cell prepares to divide. The
basic mechanism is similar for prokaryotes and eukaryotes. The DNA of eukaryotes exists
in the nucleus wrapped around a complex of special proteins called histones. The com-
plex must be dissociated for replication to occur. Furthermore, eukaryotes typically have
on the order of 10,000 times as much DNA as prokaryotes, and it is present in a number of
linear DNA molecules rather than a single ring as in prokaryotes. It would be worthwhile
at this point to review the description of nucleic acids in Section 3.6.4.

The replication process starts with an uncoiling of the DNA double helix. Then
the double strands are separated at a special origin, forming a replication bubble (see
Figure 6.4). Replication then proceeds along the DNA molecule, expanding the bubble

Replication
bubble

Primers

Figure 6.4 DNA replication, showing how the replication fork proceeds, opening up the
replication bubble and leaving two complete double strands behind it.
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in one direction only. The point where the DNA separates at the end of the replication
bubble in the direction of synthesis is called the replication fork. Prokaryotes have
only one replication fork, whereas eukaryotic DNA has tens of thousands. Thus, eukar-
yotic DNA replication can occur simultaneously at numerous points on the molecule,
increasing the overall speed of the process.

A short piece of RNA known as a primer is attached to the DNA at the origin. This
provides a free nucleotide end for the DNA chain to start building on. Free nucleotides
diffuse into the replication fork and pair up with the exposed nucleotides on the single
strands of DNA. Recall, as shown in Figure 3.14, that the two strands of the DNA run
in opposite directions, and the two ends can be designated by the terminal bonding carbon
number on the base: namely, either 3 or 5. DNA synthesis can proceed only in a direction
toward the 5’ end of the molecule. Since the two strands run in opposite directions, the
“wrong”’ strand has to add new primers repeatedly as the fork moves along, and synthesis
proceeds backward in short segments. The primers are removed periodically and the gaps
filled.

The final step is the formation of the ester bonds between the phosphate groups and the
sugars, linking the adjacent nucleotides together. This is accomplished by a group of
enzymes known as DNA polymerase. A DNA polymerase molecule moves along the
pair of separated DNA strands just behind the replication fork. The replication fork and
the DNA polymerase travel along the DNA strand, leaving two complete double helix
strands in their wake. Each cell has several types of DNA polymerase. Because prokar-
yotes have only a single DNA molecule with a single origin of replication, they have few
molecules of the main form of DNA polymerase (15, in the case of Escherichia coli).
Eukaryotes, on the other hand, have about 50,000, so as to be able to copy the large gen-
ome rapidly. As we shall see, DNA polymerase is also an important tool in genetic engi-
neering.

Not infrequently, the wrong nucleotide will have moved into position for polymeriza-
tion. DNA polymerase can detect these mistakes, back up, remove the offending nucleo-
tide, and then continue forward again. This is called proofreading, and it greatly
increases the accuracy of the replication. The overall error rate is about 10~°. Thus, a
human egg or sperm with its 3.2 billion base pairs will have an average of three errors
each. Some of these errors will have minor effects; others will render the zygote nonvi-
able, resulting in a spontaneous abortion. Some errors may result in hereditable defects,
and a very few may actually produce hereditable advantages to offspring. Advantageous
errors contribute to the natural variation that drives evolution.

6.2.1 Protein Synthesis

Each gene contains the instructions that determine the sequence of amino acids in a single
polypeptide. (Recall that a protein consists of one or more polypeptides). As described in
Section 3.6.4, each sequence of three nucleotides, which is called a codon, codes for one
amino acid. The four nucleotides can form codons in 4° = 64 ways. Since there are only
20 amino acids, most can be coded by more than one codon. Thus, it is said that the code
is degenerate. In addition, there is one codon to indicate START, the beginning of a gene,
and several to indicate STOP at the end. The START codon also indicates the amino acid
methionine, making it the only codon with two purposes. Table 6.2 is a complete list of
codons with their corresponding amino acids.
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TABLE 6.2 mRNA Coding Dictionary

Second Position

First Third
Position U C A G Position
8] uuu phe UCu ser UAU tyr uGU cys U
uucC uccC UAC UGC C
UUA leu UCA UAA  STOP UGA STOP A
uuG UCG UAG  STOP UGG trp G
C CuUU leu CCU pro CAU his CGU arg U
CucC CcCC CAC CGC C
CUA CCA CAA gln CGA A
CUG CCG CAG CGG G
A AUU ile ACU thr AAU asn AGU ser U
AUC ACC AAC AGC C
AUA ACA AAA lys AGA arg A
AUG met ACG AAG AGG G
START
G GUU val GCU ala GAU asp GGU gly U
GUC GCC GAC GGC C
GUA GCA GAA glu GGA A
GUG GCG GAG GGG G

Remarkably, the coding scheme is nearly universal in all organisms, from bacteria to
humans. This underscores the unity of life and makes it seem likely that all living things
on Earth arose from the same primitive organisms. Of practical significance is the fact that
a gene from a human, when inserted into bacteria by genetic engineering techniques
described below, can be expressed by the bacteria. In other words, bacteria can be
made to produce human proteins.

Now, let’s examine the mechanism by which the DNA code results in protein synthesis.
The two fundamental steps are called transcription and translation. Transcription converts
the DNA code into an intermediate molecule called messenger RNA (mRNA). The mRNA
leaves the nucleus for the cytoplasm, where it combines with ribosomes in the process of
translation, wherein the mRNA sequence is translated into an amino acid sequence, pro-
ducing a polypeptide. Translation occurs on the ribosomes, using the mRNA as a tem-
plate. Another type of RNA, called transfer RNA (tRNA) acts as a “‘shuttle,” bringing
individual amino acids to the mRNA-ribosome complex, where they are polymerized into
the protein. With this outline of the process, let us now examine it in more detail.

The DNA never leaves the nucleus, so transcription occurs in the nucleus. Transcrip-
tion, or mRNA synthesis, is catalyzed by the enzyme RNA polymerase. The RNA poly-
merase particle is thought to “patrol” the DNA molecule until it comes upon one of
several specific sequences of nucleotides called promoters. The promoter is a signal to
start forming mRNA from the DNA template. It is located a fixed number of nucleotides
before the actual beginning of the gene (usually, 10 to 35 bases upstream). Unlike DNA
replication, no primer is needed, just the AUG start codon. The RNA polymerase simply
begins to link nucleotides together, complementary to the template strand of DNA.
Wherever the DNA has an adenosine residue, the mRNA is given a uracil, T produces
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A, C produces G, and G produces C. For example, if a section of the DNA template has
the bases TACGGTGAT, the resulting mRNA will be AUGCCACUA, with the following
resulting amino acid (AA) sequence:

DNA : TAC — GGT — GAT
RNA : AUG - CCA — CUA
AA: methionine — proline — leucine

Note that the other complementary DNA strand is not directly involved. Although it
could be used to form mRNA by another RNA polymerase working in the opposite direc-
tion, in most cases this is not a functional gene. Furthermore, in eukaryotes only, most
genes have sections within their sequence that do not ultimately code for amino acids.
These sections are called introns. The sections that do code for amino acids are called
exons. Initially, the eukaryotic mRNA contains both. The introns are excised and the
remaining exons spliced together before the mRNA goes on to participate in protein
synthesis. Whether introns perform any function is unknown.

In prokaryotes, the mRNA can enter the translation process to produce proteins even
before its synthesis is completed. As one end of the RNA is being synthesized, proteins
can be produced at several points along the already completed length. In eukaryotes,
however, the mRNA must first diffuse out of the nucleus into the cytoplasm. In either
case, the mRNA then associates with a ribosome particle to begin the translation process
(Figure 6.5).

The transfer RNA (tRNA) is relatively small, consisting of only 75 to 90 nucleotides
(Figure 6.6). One form exists for each amino acid. The tRNA are folded and looped to
form a ““cloverleaf” structure. The amino acid binds to a section near the paired ends
of the molecule. One of the loops has three chemically modified nucleotides that are com-
plementary to the mRNA codons corresponding to its amino acid.

The ribosome is a particle consisting of several RNA strands and several dozen pro-
teins. Recall that it is associated with the endoplasmic reticulum. Ribosomes are the cel-
lular machine that brings all the players together for protein synthesis. These include the
mRNA, which forms the blueprint, and the tRNA with associated amino acids. First, the
mRNA is bound to the ribosome. One of the codons is presented, and a corresponding
tRNA binds to it. The next codon of the mRNA is presented and attracts another
tRNA. The two amino acids are then joined in a peptide bond, the mRNA moves over
by one codon, and the assembly is ready for another tRNA to bring in another amino
acid. Repeated cycles elongate the polypeptide chain until a STOP codon is encountered
on the mRNA and the new polypeptide is released.

The flow of information in the process just described is from DNA to mRNA to
protein. However, certain viruses, called retroviruses, can form DNA from an RNA tem-
plate. They use a special enzyme called reverse transcriptase. Human immunodeficiency
virus (HIV), which causes the disease AIDS, is a retrovirus.

6.2.2 Gene Regulation

Cells do not continually produce all the proteins coded for by their genes. This would be
wasteful or even disruptive. Therefore, there must be some means to turn genes on or off,
or to control their rate of expression. For example: Prokaryotes respond to the presence of
substrates to produce enzymes to metabolize a particular substrate only when needed.



MOLECULAR BIOLOGY 127

Unzipped DNA double helix

G‘ACCACTAGGATCCTGTX
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Figure 6.5 (a) Transcription and (b) translation. In transcription, messenger RNA is formed from
the DNA template at the chromosome. Subsequently, the mRNA is transported to the cytoplasm,
where it encounters ribosomes and participates in translation. In translation, mRNA is used as a
template to produce polypeptides. The numbered arrows indicate the approximate sequence of
events.

This has significance in the biodegradation of chemicals. Multicellular eukaryotes can
also turn genes permanently on or off, to reflect the specialized roles of particular
tissues.

Some enzymes are produced continuously regardless of the environmental conditions.
Others are produced only when the substrate is present. The latter is called enzyme induc-
tion. For example, the cytochrome P450 enzymes responsible for biotransformation of
xenobiotic compounds are induced by many of these substances, including components
of tobacco smoke and polynuclear aromatic hydrocarbons.

The production of some enzymes is inhibited by the presence of some molecule in the
environment. This is called enzyme repression. Both of these types of regulation are
transcription-level control, controlling protein synthesis by affecting the production of
mRNA.

Studies of E. coli led the French geneticists Francois Jacob and Jacques Monod to pro-
pose the operon model of genetic control in 1961 to explain both induction and repression.
In the operon model, a biochemical function is associated with a cluster of genes, includ-
ing structural genes. Structural genes are genes that actually code for enzymes. Other
genes control the expression of the structural genes. The control genes include a repressor
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Figure 6.6 Structure of the transfer RNA molecule. (From Fried, 1990. © The McGraw-Hill
Companies, Inc. Used with permission.)

gene and an operator region. The operator region is the location where RNA polymerase
binds to the DNA to begin the transcription process. The repressor gene produces a
protein that binds to the same location in the absence of substrate, preventing gene expres-
sion. When the substrate is present, it binds to the repressor protein, causing it to release
from the operator region, and allowing transcription to proceed.

For example, E. coli has three enzymes that play a role in cleaving the disaccharide
lactose into glucose and galactose. When there is no lactose in the medium, E. coli
does not produce the enzymes because the repressor protein is bound to the operator
region of the operon containing the three genes. When lactose is present, it binds to
the repressor protein, changing its shape and causing it to release from the operator
region. The enzymes are then produced by the transcription and translation process.

In enzyme repression, the repressor protein normally cannot bind to the operator
region. However, a corepressor molecule can bind to the repressor, changing its shape
to one that does bind the operator region, stopping expression of the structural genes in
the operon. For example, E. coli can produce enzymes to synthesize the amino acid tryp-
tophan. However, when sufficient tryptophan is present in the growth medium, there is no
need for the enzyme, and indeed, it represses its own production.

Eukaryotes also have transcription-level control. However, they also exert control in
posttranscription stages, such as by controlling mRNA splicing, transport, and stability,
by controlling translation, or by modifying the activity of the protein product.

Similar to operator regions, eukaryotes have promoter and enhancer nucleotide
sequences that interact with proteins called transcription factors to activate transcription
(in contrast to prokaryotic repressors). Steroid hormones act through this mechanism.
They bind to protein transcription factors, and this complex then binds to DNA and acti-
vates transcription.
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Another mechanism for preventing expression of a gene is by changing the DNA che-
mically. Specifically, a methyl group is added to some of the cytosine nucleotides, pre-
venting transcription to mRNA.

Certain white blood cells in vertebrates produce antibodies in the blood. Antibodies
complex with and inactivate foreign substances that may be toxic or infectious. The anti-
bodies are highly specific proteins, each designed to react with a different foreign sub-
stance. The body produces millions of different kinds—many more than the number of
genes in the chromosomes! To achieve this type of variety, the cell can actually rearrange
the DNA sequences for antibody production. Rapidly growing tissues, such as egg-produ-
cing tissues or cancerous tumors, can increase the rate of gene expression by making
many copies of the gene or by stockpiling mRNA for later use.

A remarkable and poorly understood feature of gene regulation in multicellular organ-
isms is their ability to choreograph gene expression from embryonic development through
specialization in the adult. Somehow, the ability of a cell to produce insulin must be
turned off in the zygote, then turned on later, but only in certain cells in the pancreas.
Similarly, each tissue must have specialized genes that determine its function, distinct
from all others in the organism. The ability to “‘clone” animals, even mammals, from
a single somatic cell taken from an adult is proof that each somatic cell contains the entire
genome.

6.2.3 Mutations

A mutation is a change in the hereditary information contained in an organism. With
most mutations, if the genotypic change is expressed phenotypically, cell death results.
In a few cases survival is possible, with altered function. In rare cases, the mutation
may actually aid the cell. Usually, it does not. In somatic cells, some mutations may be
an initiating step in the formation of cancer. In germ (reproductive) cells, mutations may
be passed on to the offspring, resulting in either teratogenesis, genetic disorders, or in
some cases producing cancer that develops later in the offspring. Mutations can be caused
by chemical or physical agents such as natural or industrial chemicals or radiation.

Mutation results from one or more changes in the sequence of nucleic acid bases in the
DNA molecule. The effect can be illustrated by looking at what happens when a single
change is made in the base sequence, in what is called a point mutation. There are three
types of point mutation: base-pair substitution, insertion, or deletion. In the first, base-
pair substitution, only a single amino acid in the final protein is affected (Figure 6.7).
This type of mutation has a reasonable probability of not having a large effect. For exam-
ple, if the protein being coded for is an enzyme, and the affected amino acid is not at the
active site nor greatly affects the shape of the enzyme, the enzyme may still function nor-
mally, or almost normally. Also, note that because of the degeneracy of the genetic code,
there is a chance that a base-pair substitution will still result in coding for the same amino
acid.

The other two types of mutations have a much greater potential for disastrous conse-
quences: base-pair insertion and base-pair deletion mutations. These are collectively
called frame-shift mutations, because by changing the number of base pairs, they affect
the reading of every codon that follows. Unless the mutation occurs near the end of the
protein, a large number of amino acids will be changed, probably destroying its function.
The sequence in Figure 6.7 is read from left to right, with location of mutations and
altered amino acids marked by underscores. Shown are the sequence for the DNA strand
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NORMAL SEQUENCE

Compl-DNA ATG | TCC| TGT | CCA | TGG | GGA | CGA
DNA TAC | AGG| ACA | GGT | ACC | CCT | GCT
mRNA AUG | UCC | UGU | CCA | UGG | GGA | CGA
Amino acid Met | Ser | Cys | Pro | Trp | Gly | Arg
BASE-PAIR SUBSTITUTION

Compl-DNA ATG | TCC| TAT | CCA| TGG | GGA| CGA
DNA TAC | AGG| ATA | GGT | ACC | CCT | GCT
mRNA AUG | UCC| UAU | CCA | UGG | GGA | CGA
Amino acid Met | Ser | Tyr Pro | Trp | Gly | Arg
BASE-PAIR INSERTION

Compl-DNA ATG | TCC | TGG | TCC | ATG | GGG | ACG | A
DNA TAC | AGG| ACC | AGG| TAC | CCC| TGC | T
mRNA AUG | UCC | UGG | UCC | AUG | GGG | ACG | A
Amino acid Met | Ser | Trp Ser | Met | Gly | Thr
BASE-PAIR DELETION

Compl-DNA ATG | TCC | TT_C | CAT | GGG | GAC| GA
DNA TAC | AGG| AAG| GTA| CCC| CTG | CT
mRNA AUG | UCC | UU_C | CAU | GGG | GAC| GA
Amino acid Met | Ser | Phe | His | Gly | Asp

Figure 6.7 Types of point mutations with examples.

that is being expressed, its complementary DNA strand, the messenger RNA formed from
the sequence, and the resulting amino acid sequence.

If the mutation does not leave both strands of the DNA molecule with the proper com-
plementary pair at a point, special repair enzymes can attempt to undo the damage. Of
course, the mechanism is not perfect. Sometimes there is so much damage that informa-
tion is lost. The repair enzymes excise or replace damaged parts of the DNA molecule, but
consequently, may leave point mutations.

Mutations have the potential for causing heritable genetic disorders. However, this is
less of a concern than the potential for causing cancer. Most heritable genetic disorders
are due to genes already in the human gene pool. Some even confer advantages in special
situations. For example, sickle-cell anemia, although disabling for those who are double
recessive, may give partial immunity from malaria for those who are single recessive.
Similarly, it is thought that single-recessive carriers of the cystic fibrosis gene may
be relatively resistant to cholera. Nevertheless, exposure to mutagens can increase the
frequency of genetic disorders such as those in Table 6.3.

6.2.4 DNA Repair

Cells have a variety of processes for repairing damage to DNA. First, the damage must be
of a form that can be detected by a repair mechanism. Deletion of one or more base pairs
results in a chemically correct DNA molecule and cannot be fixed by enzymes. However,
removal of one base from a pair, replacement of one base with a noncomplementary base,
or other chemical changes to the nucleotides produce recognizable distortions in the DNA
molecule.
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TABLE 6.3 Partial List of Human Genetic Disorders

Chromosome abnormalities
Cri-du-chat syndrome (partial deletion of chromosome 5)
Down syndrome (triplication of chromosome 21)
Klinefelter syndrome (XXY sex chromosome constitution; 47 chromosomes)
Turner syndrome (X0 sex chromosome constitution; 45 chromosomes)

Dominant mutations
Chondrodystrophy
Hepatic porphyria
Huntington’s chorea
Retinoblastoma

Recessive mutations
Albinism
Cystic fibrosis
Diabetes mellitus
Fanconi syndrome
Hemophilia
Xeroderma pigmentosum

Source: Based on Williams and Burson (1985).

For example, a particular type of damage caused by UV radiation is the formation of
covalent bonds between the pyrimidine residues of two adjacent thymidine bases. (Nor-
mally, the bases are joined only through the sugar—phosphate groups.) This thymine
dimer produces strain in the DNA molecule. The bonds can be removed by a special
enzyme called photoreactivation enzyme. Interestingly, this enzyme requires a photon
of blue light to complete the repair. It is present in humans as well as prokaryotes.

Another type of repair involves several enzymes. Excision repair uses a variety of
enzymes that “patrol”” the DNA molecule, remove bases that they recognize as damage,
and patch the molecule using DNA polymerase. Any damage that distorts the double helix
structure can stimulate this mechanism.

Some humans have an inherited autosomal recessive condition called xeroderma pig-
mentosum. These persons are exceedingly sensitive to getting skin cancer from exposure
to sunlight. The condition can be diagnosed in infancy, enabling people to lead fairly nor-
mal lives by protecting themselves from exposure to the sun. The condition seems to be
related to a number of different mutations, including about seven that affect excision
repair, and to reduced activity of the enzyme that uses blue light to repair thymidine
dimers.

A third repair mechanism, called recombinational repair, comes into play when
damage is missed by the other mechanisms, but comes to interfere with the replication
process.

6.3 GENETIC ENGINEERING

Knowledge of the chemistry of DNA has made it possible to manipulate this material in
useful ways. This leads to a category of techniques variously called molecular biology,
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biotechnology, or genetic engineering. Most of the applications involve the ability either
to place genes from one organism into the chromosomes of another or just to be able to
analyze the DNA at various levels of detail. The former application makes it possible, for
example, to produce human proteins such as hormones in bacterial cultures or to place
genes for hereditable human diseases in laboratory mice to facilitate the experimental
study of therapies. In the emerging area of gene therapy, humans with genetic diseases
such as cystic fibrosis can potentially be ““infected” with viruses carrying the normal ver-
sion of the genes, replacing the function of the defective genes.

There are other ways to exploit our knowledge of molecular biology for medical uses.
The drug zidovudine (AZT) is similar to normal thymidine but lacks an OH group at
a point where it is linked to other nucleotides to form DNA. AZT competes with the
thymidine, preventing the completion of DNA synthesis. Fortunately, this effect is
more pronounced in DNA synthesis caused by the AIDs virus than the cell’s normal
DNA synthesis.

Another therapy on the horizon is antisense drugs, which are synthetic nucleotide
polymers that bind selectively to mRNA from a particular gene, interfering with synthesis
of the corresponding protein. If the mRINA structure for a protein is known, an antisense
drug can be designed to be complementary to 17 to 25 of its bases. This gives the drug
high specificity, and since cells may make thousands of protein molecules from each
mRNA, the antisense drugs could be effective in very low doses. Antisense drugs are
being designed to block expression of cancer and virus genes, as well as normal
human genes in special cases. However, delivery of these drugs to the cell interior is a
problem.

DNA analysis includes DNA fingerprinting. This technique can be used forensically,
such as to identify the person that a blood stain or hair root came from. It can be used
to determine paternity conclusively. It can also be used to determine another type of rela-
tionship—that between species, in the development of taxonomic family trees. Another
emerging area with direct relevance to the environmental field is the use of DNA analysis
to make positive identification of disease-causing organisms, including waterborne
parasites.

6.3.1 DNA Analysis and Probes

DNA sequencing is the complete determination of the sequence of nucleotide bases in a
DNA molecule. Several methods have been developed to do this, involving radioactive
tracers or fluorescent dyes and electrophoresis separation. The technique using dyes has
been automated, making the process faster and relatively inexpensive. Sequencing has
made it possible to identify the nucleotide sequences associated with origins of replica-
tion, regulatory regions adjacent to genes, and of course the genes themselves. For exam-
ple, in eukaryotes, the location of a gene is marked by a promoter sequence, followed a
fixed number of nucleotides later by a START codon, and ending with a STOP codon.
When the sequence is known, the amino acid sequence of the corresponding protein
can be determined. Although the gene may include introns, comparison with known pro-
teins can often find the corresponding protein.

Another powerful technique is the ability to cut DNA molecules at specific locations.
Restriction enzymes have the property of being able to make a precise cut in a double-
stranded DNA molecule at or near a specific nucleotide sequence. About 200 different
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ones are known, each of which recognizes a different sequence. For example, one called
EcoRI comes from E. coli and catalyzes the following reaction:

--GAATTC--- = ---G + AATTC---
.-.CTTAAG:-- EcoRI ---CTTAA G-

Restriction enzymes have a number of important uses. One is the production of recom-
binant DNA, which is described below. Other uses have to do with DNA analysis. Treat-
ment with a restriction enzyme breaks a DNA molecule up into fragments of various sizes.
Gel electrophoresis separates these according to size and provides a measure of the num-
ber of base pairs in each fragment. By examining the fragment sizes produced when DNA
is treated by a variety of restriction enzymes, singly and in combination, it is possible to
locate the positions of all the cutting sites on the molecule. This is called restriction map-
ping. By combining restriction map information with genetic maps based on linkage,
individual genes can be located on the chromosome. This is a first step in the isolation
of individual genes.

In DNA fingerprinting, the pattern of DNA segments produced by treatment with
restriction enzymes is used for forensic purposes such as identification of the person
from which a tissue sample, such as semen or hair follicles, originated. It is also used
to establish paternity. In most cases, determinations can be made with a very high degree
of confidence.

Individual genes can be marked using molecular probes. A probe, in molecular biol-
ogy, is a cloned section of DNA that is complementary to part of a gene or a section of
RNA. For example, suppose it is desired to locate the gene that produces a particular pro-
tein. If the protein could be purified, its amino acid sequence could be determined. Using
the genetic code, one can determine nucleotide sequences that could produce a segment of
the protein. Since the genetic code is degenerate, there are many such sequences. Then,
using chemical methods, segments of single-stranded DNA containing radioactive nucleo-
tides are synthesized that are complementary to all the possible gene sections (Figure 6.8).

Amino Acid . met his gly
Eight candidate S AUG CAU GGA
oligonucleotides - AUG CAU GGT

AUG CAU GGC
AUG CAU GGG
AUG CAC GGA
AUG CAC GGT
AUG CAC GGC
AUG CAC GGG

Selected oligonucleotide| . . . AUG CAC GGA
Complementary gene| . .. TAC GTG CCT

Figure 6.8 Development of DNA probes complementary to part of a gene for a short amino acid
sequence. Methionine has only one possible codon, but histidine has two and glycine has four. Thus,
there are eight possible oligonucleotide combinations for this sequence of amino acids. A mixture of
all eight is prepared, and the one that is complementary to the gene will bind to it selectively.
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These are cloned (copied) and placed in contact with restriction enzyme-cut DNA seg-
ments from a gel electrophoresis plate. The probes that are actually complementary to
parts of the DNA will be bound by the same hydrogen-bonding mechanism that holds
the double helix together. The rest are then rinsed away, and the restriction fragments
that retain radioactivity are detected using x-ray film. All the fragments containing
DNA complementary to one of the probes will be marked by this procedure, which is
called the Southern blot. The Southern blot is also one form of DNA fingerprinting,
used to identify the individual source of biological samples.

Due to normal genetic variation, two individuals of the same species can have different
fragment patterns. Differences in locations of restriction enzyme cuts are called restric-
tion fragment length polymorphisms (RFLPs). RFLPs are inherited according to
Mendel’s laws. Several thousand have been identified at locations randomly distributed
throughout the human genome. Since they are inherited like genes, they can be mapped
by linkage analysis, and from knowledge of their nucleotide sequence, their location can
be further specified by restriction mapping and the use of probes and the Southern blot.
RFLPs have greatly accelerated the mapping of the human genome. By studying their
linkage, they help to locate specific genes, such as those associated with disease.

These techniques and other described below have made it possible to map the DNA of
an organism completely. This could be done at several levels of detail: from RFLPs, to
individual genes, to a complete nucleotide sequence. These genome projects have been
conducted on hundreds of organisms from bacteria to humans. The human genome
project cost at least $3 billion and required the efforts of many laboratories around the
world. The project produced a complete nucleotide sequence for a particular human cell
culture commonly used in laboratory experiments, which originates from a single person.
A surprise result of the human genome project is that there are only 20,000 to 30,000
human genes, much fewer than the 100,000 or more thought to be present based on earlier
evidence. Genome projects have already yielded new knowledge. For example, geneticists
were surprised to learn that the traditional mapping techniques discovered only about
half of the genes on a segment of E. coli that was sequenced. Several new modes of
mutations leading to human genetic diseases have been discovered. Ultimately, it is
hoped that these projects will produce a windfall for science, in terms of understanding
the basis of life, and for medicine, in the development of treatments for genetic disease
and cancer.

Probes may also be produced that are covalently linked to fluorescent molecules,
producing what is known as the fluorescence in situ hybridization (FISH) probe.
This makes it possible to visually identify cells containing specific DNA or RNA
sequences using fluorescent microscopy. For example, it is possible to determine where
a strain of nitrifying organisms is located within an activated sludge floc using this
method. To do this, a sample of activated sludge is placed on a microscope slide and
fixed, such as by heating. The slide is then treated with a solution containing a fluorescent
probe that is complementary to the ribosomal RNA of the bacterial strain of interest. The
probe can penetrate the membrane of the fixed cells and attach to (hybridize with) the
ribosomal RNA. The probes thus become concentrated in the bacterial cells. When illu-
minated by the appropriate wavelength of light under a microscope, the cells of the
selected strain “light up,” making them visually distinguishable from other cells or cel-
lular debris.

FISH probes typically have about 20 nucleotide base units. They are designed to be
complementary to sections of the 16S rRNA of the microorganism. Probes are available



GENETIC ENGINEERING 135

commercially that select for individual species of bacteria, particular bacterial groups or
genera, or even all bacteria.

6.3.2 Cloning and Recombinant DNA

A clone is a genetically identical copy of a DNA molecule, a cell, or an organism. Clones
of DNA are produced in order to obtain sufficient genetic material for applications, such
as DNA analysis or for producing recombinant DNA. Recombinant DNA is DNA formed
by joining segments of DNA from different organisms.

Recall that recombination occurs naturally between chromosomes in the same cell dur-
ing meiosis and results in segments of DNA from one chromosome being included in
another. Recombinant DNA can also be produced artificially. The procedure uses restric-
tion enzymes that leave uneven lengths of DNA on the two strands, such as EcoRI. For
example, if it is desired to join a segment of human DNA to a bacterial DNA, both are first
treated with the EcoRI. The uneven ends will have nucleotide sequences of either TTAA
or AATT. These are termed sticky ends because they are complementary and easily form
hydrogen bonds. In a mixture, some of the human strands will bond with some of the
bacterial strands. The enzyme DNA ligase is then added, which repairs the strands at
the cuts. DNA ligase is different from DNA polymerase in that the latter forms the
chain of nucleotides by adding nucleic acids one by one, whereas the former links two
strands of DNA together end to end.

The recombinant DNA can be cloned by insertion into prokaryotic or eukaryotic cells,
which then reproduce, also reproducing the extra DNA. After the cell multiplies, the
recombinant DNA can be extracted and purified, or the cells themselves may be used
to express the inserted gene, producing the corresponding protein or expressing a trait
in the organism. The process of inserting recombinant DNA into a cell is called transfec-
tion. Transfection is accomplished in various ways. One way is by direct insertion using a
very fine needle under microscopic examination. Another way to accomplish transfection
is by forming the recombinant DNA from a special DNA molecule called a vector. A
vector is a DNA molecule that can reproduce itself independently inside cells. There
are several main types: plasmids, bacteriophages, and yeast artificial chromosomes,
plus some others that are hybrids or forms of these.

Recall that bacteria possess a single circular chromosome. In addition, they, as well as
some eukaryotes (e.g., yeast) and some plants, can also contain an additional piece of cir-
cular double-stranded DNA called a plasmid. In bacteria, the plasmid often contains
genes for antibiotic resistance. Bacteria can exchange plasmids, and plasmids can exist
outside the cell. Their possession of antibiotic genes makes it easy to select for bacteria
that have been transfected by recombinant plasmid DNA.

A bacteriophage is a virus that infects bacteria. A virus is itself an infectious particle
consisting solely of a protein coating with DNA or RNA genetic material. A virus infects
a cell by injecting its genetic material, which then directs the cell to produce new
virus particles. This behavior makes it a natural means of cloning recombinant DNA in
bacteria.

A yeast artificial chromosome (YAC) is a linear DNA molecule with yeast telomeres
(the chromosome ends), an origin of replication, and a yeast centromere. These features
allow the YAC to be replicated when inserted into eukaryotic cells. The YAC has the
further advantage in that larger genes (up to 10° base pairs) can be inserted, unlike
most plasmids or phages.
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Whichever vector is used, it is transfected into an appropriate host cell using chemical
and/or physical techniques. It is somewhat of a random process; only a fraction of the
cells in a culture will be transfected successfully. Antibiotic resistance or other marker
genes are included in the transfection to help select the desired cells. These are then
cultured for further application.

Cloning for the purpose of getting an organism to express a gene from a different spe-
cies has been applied in a number of ways. Animal hormones, including from humans,
used to have to be purified from large quantities of tissue samples. Now some, such as
growth hormones for humans and cows, are produced in bacterial cultures.

Sometimes bacterial gene expression is not sufficient, and eukaryotes must be used.
Plants or animals containing a foreign gene are called transgenic. A human blood
clot—dissolving substance called tPA can save the lives of heart attack victims. However,
tPA was still too expensive when produced by bacteria. The solution was to insert the gene
for tPA into a sequence of goat DNA involved in milk production. One such goat pro-
duced milk containing 3 g of tPA per liter of milk, worth about $200,000 per day at pre-
vious production rates. Transgenic crop plants have been developed with increased
resistance to viral disease or with resistance to agricultural herbicides.

Sometimes, DNA is inserted into the genome of an organism to disrupt a particular
gene, as a way to study the effect of the gene or to mimic human genetic disorders.
This has been done with mice, and the resulting animals are called knockout
mice.

Gene therapy is the transfer of normal human genes into human somatic cells to treat
genetic disease. There has been some success at the experimental level, such as in treating
severe combined immunodeficiency (SCID), a hereditary inability to fight infections. The
therapy works as follows: A viral vector is prepared with the nondefective SCID gene
inserted, and several viral genes responsible for its replication are removed. This makes
the virus particle capable of infecting but not destroying the cell. Next, tissue is obtained
from the patient and a type of leucocyte, or white blood cell, is separated. The leucocytes
are infected with the viral vector in vitro (literally, ““in glass,” or in the test tube). The
leucocytes are then injected back into the patient, where they function normally in fighting
infections. The procedure has to be repeated periodically to maintain a population of
normal cells.

6.3.3 Polymerase Chain Reaction

Although one of the uses of cloning is to produce quantities of identical DNA, a chemical
procedure has largely taken the place of this function. The polymerase chain reaction
(PCR) is a technique that repeatedly replicates DNA in vitro. Each cycle takes a matter
of minutes and forms two DNA molecules from one. Twenty of these doublings produce
more than 1 million molecules starting from a single strand. Variations of the basic pro-
cedure are used for detection of mutations and genetic diseases, identification of viruses
and bacteria, and recovery of DNA from tiny samples for analysis.

PCR was developed in 1983 by Kary Mullis. He was working in a biotechnology
laboratory producing DNA probes for Cetus Corporation in Emeryville, California.
Recent automation techniques had left him ‘“‘creatively underemployed,” with lots of
time to think. The personal computer revolution was also under way, and Mullis had
learned about the power of iteration in computer programs. Driving late at night on his
way to a mountain cabin for the weekend, with his girlfriend asleep in the passenger seat,
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Mullis had the insight that would revolutionize molecular biology and win him a Nobel
prize.
The procedure works as follows:

1. The sample containing the DNA to be copied is heated to separate the two strands
of the double helix, and then cooled.

2. Two primers are added, one for each strand. The primer is a short piece of RNA
similar to a probe but that can be recognized by DNA polymerase as a place to start
DNA replication. The primers are chosen to be complementary to each strand close
to its one end, since the next step extends the molecule toward the other end.

3. DNA polymerase and a solution of nucleotide bases are added. The DNA
polymerase extends the primer using nucleotides complementary to the original
strand until it completes the replication process.

4. Repeat.

The process is easily performed today using a small automated tabletop instrument. It
turned out that all the steps needed for PCR had been well known for a decade. Many
biologists had to wonder “why didn’t I think of that?”’

6.3.4 Genetic Engineering and Society

Along with the benefits of genetic engineering described above come numerous actual and
potential dangers in its application. Experience with introduction of ‘“‘natural’”’ nonnative
species into an ecosystem has shown the potential for disaster. Often introduced deliberately,
they have often been found to occupy unexpected niches in the ecosystem, displacing
other organisms. Many examples exist. The kudzu vine was introduced to the southern
United States to control erosion, but proliferated beyond control and is destroying
some forests in the region. The starling was introduced to the United States from
England by groups who wanted to import a representative of each species mentioned
by Shakespeare. Starlings soon displaced native songbirds such as the bluebird from
the northeast.

Suppose that a new variety of rice were developed by genetic engineering techniques
that could be cultured in salt water, increasing arable land availability. Would it become a
weed that will choke salt marshes around the world? If a cancer gene were transfected into
a common infectious virus, could it spread a new epidemic? If a bacterium were engi-
neered to biodegrade xenobiotic toxic pollutants or oil spills, would it spread to destroy
chemicals in useful applications, or infect petroleum stocks?

Some of these risks can readily be discounted, although others remain. The possibility
of bacterially transmitted cancer was taken seriously enough by biologists so that in the
mid-1970s they agreed to a moratorium on recombinant DNA research until tests showed
that transmission did not occur. Infection of oil wells would be limited not by the ability
of bacteria to biodegrade oil, which they already are capable of, but rather by the limita-
tions in that environment of water, oxygen, and nutrients such as nitrogen.

Other risks exist in the uses of biotechnology. From the late nineteenth century until
World War II, a school of thought called eugenics suggested that the methods of genetics
should be turned to improving the human gene pool. This idea led to forced sterilization:
first, of various criminal populations, and eventually, of alcoholics and epileptics. The
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policies were used to restrict immigration of certain Asian and European populations that
were termed genetically inferior. Eugenics had its ultimate expression when it provided
the “‘scientific” basis for the racial policies of the Nazis before and during World War II.
Where the capability exists, so will the temptation. Will parents seek to amplify the gene
for human growth hormone in their offspring so that their children could become heftier
football linemen or taller basketball players? The ability to select the gender of one’s off-
spring by amniocentesis and abortion is already causing problems in some cultures.

A more immediate set of risks are the problems of confidentiality and discrimination
associated with the newly developed capability to test for genetic predisposition to certain
diseases. As mentioned previously, a gene has been discovered that predisposes women to
breast cancer. Women who test positive for this gene can protect themselves by aggressive
monitoring or by preemptive surgery. However, insurance companies may refuse to issue
life or health insurance to women who possess this gene although not all will actually
contract the disease. As a result, many women whose family history suggests that they
might have the gene refuse to be tested.

Extensive genetic screening of African Americans for the genetic disorder sickle-cell
anemia was conducted in the 1970s. However, it has now been practically halted because
affected persons were not adequately counseled, some suffered job discrimination as a
result, and suspicions arose between the African Americans and the predominantly
white medical establishment that administered the program. Three lessons were learned
from this:

1. A person must be able to realize a direct benefit from participation in genetic
screening, such as by its leading to therapy or prevention.

2. Results must be held in strict confidence.

3. Advice must be provided about the meaning of the outcome for that person, and for
his or her relatives.

Controversy exists over whether we should allow new life-forms to be patented. With-
out patent protection, companies would be reluctant to develop useful new organisms. The
U.S. Patent and Trademark Office has issued patents for oil spill-eating bacteria and
pesticide-resistant crops. Some have sought to patent portions of the humane genome
that were sequenced without even knowing their function. However, these patent claims
have been denied.

6.4 GENETIC VARIATION

Genetic variation drives adaptation and evolution. The early eugenicists and modern pro-
ponents of “‘ethnic purity’’ ignore the fact that heterozygous organisms tend to be more
vigorous. Many alleles are responsible for lethality, sterility, or other defects when they
are homozygous. Thus, inbreeding in populations with diverse genotypes usually results
in a loss of fitness, defined as the probability that an organism will produce offspring. In
one species of fruit fly, almost 70% of chromosomes 2 and 3 contain alleles that cause
male sterility when homozygous.

Many domesticated plants and animals have been inbred for centuries, with nonvigor-
ous offspring eliminated through artificial selection. Nevertheless, the vigor of some of
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these can be increased by crossing them to form hybrids. Hybrid crops are often more
productive. However, the vigor commonly declines with subsequent generations in hybrids,
so the hybrids must be regenerated from the original breeding stocks for each planting.

In natural populations, inbreeding is more often deleterious. About 6.7% of human
genes are heterozygous. Inbreeding in human populations increases the rates of sponta-
neous abortions, birth defects, and genetic disease. Many endangered species have very
low heterozygosity. The cheetah is only 0.07% heterozygous, giving it a low capacity to
adapt to changes such as to challenges from new disease organisms. Within humans, the
variation between racial subgroups is accounted for by about 10% of the genome. The
difference in skin color between Europeans and Africans is controlled by only two to
five genes.

Genetic variation between species can be studied by looking at the number of differ-
ences in (1) the amino acid sequence of one of their proteins, or (2) the nucleotide
sequence of a particular gene. At the genetic level, the distinction between similar species
can be very small. Two species of fruit fly, for example, differ in DNA sequence by only
about 0.55% located at about 15 to 19 genes. Yet their morphology and breeding beha-
viors are drastically different.

The amount of time that has elapsed since two species diverged from a common ances-
tor is sometimes known from paleontological data. By examining the number of protein or
nucleotide sequence differences that separate two such species, it is possible to calibrate a
molecular clock, to measure the time since other species diverged by evolutionary
change. These data can be used to construct genetic “family trees,” called phylogenetic
trees, to show the degree of relationships. For example, the phylogenetic tree in Figure 6.9
was developed on the basis of a measure of DNA hybridization. This value was calibrated
by comparison with fossil evidence to determine the rate at which mutations accumulate
in the genome. The figure shows that chimpanzees and humans are more closely related to
each other than either is to the gorilla. This type of analysis has led to revision of many
taxonomic classifications formerly based on measures that are more ambiguous.
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Chimpanzee (Pan troglodytes)
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g Pigmy Chimpanzee (Pan paniscus)
h Human (Homo sapiens)
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Common Gibbon (Hylobates lar)
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Figure 6.9 Phylogenetic tree for some primates. (Based on Klug and Cummings, 1997.)
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Phylogenetic trees can also be constructed using differences among individuals in a
single species. The mitochondrion has its own DNA, separate from the chromosomes
of the nucleus. This DNA is inherited only from the mother. A molecular clock was
constructed using RFLPs of human mitochondrial DNA. The results indicate that all
humans have a common female ancestor who lived 200,000 years ago.

6.5 SEXUAL REPRODUCTION

Simpler organisms, such as unicellular ones, reproduce by asexual reproduction, in
which offspring are produced by a single individual. The offspring have the same geno-
type as the parent. Examples of asexual reproduction range from binary fission in bacteria
to vegetative propagation of plants by cuttings or the budding of the hydra, a jellyfishlike
animal.

In sexual reproduction, offspring are produced by combining genetic material from
two distinct individuals. The offspring are genetically different from either parent by vir-
tue of having a combination of the genes from each. Sexual reproduction evolved as a
strategy to greatly increase variation within a population. Recombination during meiosis
can combine pieces of two genes from alleles from different parents to create novel genes.
This facilitates adaptation to changing conditions. When environmental conditions
change, it is likely that some subset of the population will have a genotype that is
more appropriate than the majority of the population to the new conditions. This minority
will tend to flourish, establishing a new majority that is better adapted. To put it
succinctly: Sex produces variation without mutation. This is the advantage that sexual
reproduction confers on a species.

In diploid organisms that reproduce sexually, the germ cell line alternates between hap-
loid and diploid with each generation. The transformations from one to the other are per-
formed by the processes of meiosis and fertilization. Meiosis converts diploid cells into
haploid cells, which become the gametes. In fertilization, two gametes unite to create the
diploid zygote cell. Around this basic plan, there are three variations (Figure 6.10).

In zygotic meiosis, the haploid cells produced by meiosis are called spores. Spores are
haploid cells that can undergo mitosis, producing a multicellular haploid organism. [In
contrast, gametes are haploid cells that must fuse (in the process of fertilization) to
form diploid cells, which in turn divide mitotically to form a multicellular diploid organ-
ism.] Spores reproduce to form a haploid multicellular individual (or many unicellular
ones). These individuals eventually produce gametes, which through fertilization produce
a diploid zygote. The zygote then immediately undergoes meiosis. The zygote is the only
diploid form in organisms with this type of life cycle. Organisms with this life cycle
include the fungi and some algae, such as Chlamydomonas.

Gametic meiosis is a life cycle wherein meiosis produces haploid gametes almost
directly. Subsequent fusion of two gametes in fertilization results in a diploid zygote,
as in zygotic meiosis. However, in gametic meiosis the zygote now forms a multicellular
individual. Thus, the diploid form is the only multicellular form, and it dominates the life
cycle. This life cycle is characteristic of most animals, some protists, and at least one alga.
In animals, the female gametophyte is the egg, and the male gametophyte is the sperm.

In sporic meiosis, multicellular forms appear after both meiosis and fertilization.
The haploid organism is called a gametophyte; the diploid form is a sporophyte. This
plan is typical of all plants and many algae. Sometimes the gametophyte looks like the
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Figure 6.10 Types of life cycles in sexual reproduction. (Based on Raven et al., 1992.)

sporophyte (e.g., certain brown algae). In most plants, they are distinct. In simpler plants,
such as mosses, the gametophyte is larger than the sporophyte and is self-sufficient nutri-
tionally. In the higher vascular plants the sporophyte is dominant and the gametophyte
depends on the sporophyte for nutrition. In the most extreme example, in flowering plants
the female gametophyte has only seven cells and the male gametophyte (pollen) has only
three.

PROBLEMS

6.1. Consider what would happen in Mendel’s experiment with a single trait if another
generation were produced by self-fertilization. What proportion of the total popula-
tion would be heterozygous? What about after yet another generation?

You should see that the proportion of heterozygous organisms becomes smaller
and smaller. If repeated many times, every organism will ultimately have a genotype
consisting of a mix of double recessive and double dominant genes. This is how a
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“true-breeding” population is produced. In many species, especially of animals, this
can be harmful, because although many recessive traits may be helpful to the
organism as a hybrid, they can be harmful as a double recessive. The gene for sickle-
cell anemia is an example. When heterozygous it is thought to confer resistance to
malaria, but as a double recessive it causes a crippling sensitivity to oxygen
deprivation. The risks from true breeding provides a biological justification for
social taboos against incest and marriage between close relatives.

6.2. What are some of the ethical problems that could be created by the existence of a test
for the Huntington’s disease gene?

6.3. Use your calculator to compute the number of copies produced by 20 doublings,
which would occur in that many cycles of the polymerase chain reaction.
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THE PLANTS

Plants and fungi were once classified into a single kingdom (together with the plantlike
protists). They are now distinguished into separate kingdoms. They have in common the
facts that they are mostly multicellular, mostly nonmotile, and their cells possess a cell
wall (although of different compositions). Fungi are heterotrophic, eukaryotic organisms.
They are discussed in Chapter 10 with the microorganisms, even though they include
multicellular macroscopic forms.

Plants are multicellular, photosynthetic, eukaryotic organisms. Their environmental
importance begins with their being the basis of almost all ecosystems, fixing atmospheric
CO; into organic matter that provides food for other organisms, and producing oxygen.
Other environmental concerns involving plants (both positive and negative) that are more
directly affected by human activities include:

e Protection of soil from erosion
e Sequestration of carbon dioxide produced by fossil-fuel combustion

Forest damage from acid deposition
e Damage to plants from urban air pollution

In addition, plants are now being used increasingly for pollution control, in a process
called phytoremediation. For example, certain grasses have been found to concentrate
heavy metals, including radionuclides, from contaminated soil. Poplar trees are being
investigated for the remediation of groundwater contaminated with volatile organic
compounds.

Plant cells are characterized by cellulosic cell walls, they store carbohydrates as starch,
and they contain both chlorophyll a and ». The major trend in the evolutionary develop-
ment of plants is increased dominance of the sporophyte. As you move to the higher
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divisions, the gametophyte phase becomes less and less conspicuous, and increasingly
dependent on the sporophyte for survival. Another structure that distinguishes more com-
plex plant divisons from the simpler ones is the presence of vascular bundles. These are
bundles of cells arranged in columns spanning the length of the plant. They conduct water
and minerals from the roots upward and the products of photosynthesis from the leaves to
the rest of the plant. The development of vascularization enabled plants to grow to great
heights. We first describe the taxonomy and then examine the physiology of the dominant
plant division, the flowering plants.

7.1 PLANT DIVISIONS

There are 12 existing divisions of plants, arranged in four groups (Table 7.1). The
bryophytes comprise the mosses and related divisions. They lack specialized vascular
tissues for transport of nutrients within the plant, which limits them to a height of only
several centimeters. Instead of roots, they have rhizoids, which are filamentous cells that
act primarily as anchors, not for absorption. They require moist conditions for their motile
sperm cells to reproduce. (Some plants that are called mosses are not bryophytes. For
example, reindeer moss is a lichen, and the Spanish moss that hangs from branches of
trees in the southeastern United States is actually an angiosperm.) The genus Sphagnum
includes 350 species of peat mosses. The gametophyte dominates, forming masses of
green plants. They grow in temperate and cold bogs, where they acidify their environment
to a pH as low as 4.

The second group is the seedless vascular plants, which includes the ferns. They
developed several adaptations suited to drier conditions. These include vascular systems

TABLE 7.1 The Divisions of the Plant Kingdom, Organized into Groups

Bryophytes The nonvascular plants
Division Bryophyta Mosses (9500 species)
Division Hepatophyta Liverworts (6000 species)
Division Anthocerophyta Hornworts
Seedless vascular plants Vascular plants that reproduce by spores
Four divisions are extinct, four remain
Division Psilotophyta Includes Psilotum, a tropical plant and greenhouse weed that lacks
both roots and leaves
Division Lycophyta The club mosses, 1000 living species; during the Carboniferous
age some grew to 40 m in height
Division Sphenophyta A single genus: Equisetum (horsetails), 15 species
Division Pterophyta The ferns (11,000 species, mostly in tropical climates)
Gymnosperms “Naked seed” plants: provide protection and nutrition
Division Cycadophyta Cycads: palm-like plants (palms are monocot angiosperms)
Division Ginkgophyta Only one surviving species: Ginkgo biloba
Division Gnetophyta Gnetophytes: 3 genera with 70 species
Division Coniferophyta Conifers: 50 genera, 550 species
Angiosperms The flowering plants
Division Anthophyta 235,000 species

Monocots (65,000 spp.)
Dicots (170,000 spp.)




PLANT DIVISIONS 145

for the transport of water and nutrients to upper plant parts, specialized roots for absorp-
tion, a waxy cutin layer on leaf surfaces to reduce evaporation, and the production
of lignin to provide structural strength for taller plants. Before the Cretaceous age,
144 million years ago, in the time of the dinosaurs, ferns dominated in tropical climates,
forming large trees. Although the living plants are now gone, their carbonized remains are
the basis of today’s coal deposits. The familiar fern plant is a sporophyte that produces
spores on the underside of the fronds. When the spores fall on a suitable surface, they
produce a small gametophyte. This, in turn, produces eggs and motile sperm cells that
fertilize and grow into a mature sporophyte. Ferns may also reproduce asexually from
horizontal stems called rhizomes.

The third group is the gymnosperms, or “‘naked seed” plants. The seed is formed after
fertilization. It contains the embryo, which is a young sporophyte. It also contains a quan-
tity of starch for use by the embryo during germination. An outer seed coat provides
protection. In conifers, gnetophytes, and angiosperms, seeds are formed when the
ovule, which contains the egg, is fertilized by the pollen grain, the male gametophyte.
This arrangement eliminates the requirement that there be free water present in order for
fertilization to happen, as is needed by all seedless plants.

Of the four gymnosperm divisions, by far the most familiar is that of the conifers. They
include 50 genera with 550 species. One is the redwood (Sequoia sempervirens), the tal-
lest terrestrial plant, at up to 11 m in diameter and 117 m high. Others are the pines, firs,
spruces, hemlocks, cypresses, junipers, and yews. Most bear their seeds in cones, except
for the yew, which contains them in a fleshy fruitlike structure. The bark of the Pacific yew
(Taxus brevifolius) has been found to contain a substance, called faxol, that is used as a
treatment for breast and ovarian cancer. Most conifers keep their leaves for several years
and do not lose them all at once. A few conifers, however, are deciduous; that is, they lose
their leaves at the end of the growing season. These include the European larch (Larix
decidua) and the bald cypress (Taxodium distichum).

The cycads form tall trees that resemble palms, with the difference that the trunk is
covered with the bases of leaves that have been shed as the tree grew taller. New leaves
are grown only at the top of the trunk. (Palm trees are monocot angiosperms.) Cycads
produce compounds that are neurotoxic and carcinogenic. They harbor cyanobacteria
and thus contribute to nitrogen fixation. Gnetophytes include many unusual plants,
such as Welwitschia, which grows mostly below the soil, as well as trees, vines, and
shrubs. Some are very similar to dicotyledonous angiosperms. Ginkgo includes a single
species of tree, Ginkgo biloba, that was known to the West from fossils but was thought to
be extinct. It was subsequently found cultivated on temple grounds in China and Japan,
but apparently was not found anywhere in the wild. It is now cultivated throughout the
world and is easily identified by its unique fan-shaped leaves. It is exceptionally resistant
to air pollution and thus has found use in urban parks and along roadsides.

The final group is that of the angiosperms, the flowering plants. Angiosperms have
dominated the land for 100 million years. Their rise paralleled that of the mammals,
both of which were relatively insignificant during the tenure of the dinosaurs. The single
division of the angiosperms is called anthophyta, making these two terms synonymous.
They are distinguished by the presence of flowers, fruit, and a distinctive life cycle. Most
familiar plants are angiosperms, from the millimeter-sized duckweed (Lemmaceae) to
100-m-tall Eucalyptus trees; from the aquatic water lily (Nymphaea odorata) to the
Saguaro cactus (Carnegiea gigantea). Although mostly autotrophic, it includes parasitic
and saprophytic species. For example, the Indian pipe (Monotropa uniflora) lacks
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Figure 7.1 Microscopic cross sections through dicot (a) and monocot (b) stems. (From Fried,
1990. © The McGraw-Hill Companies, Inc. Used with permission.)

chlorophyll but obtains nutrients from the roots of other plants through an association with
fungi.

The angiosperms are divided into two classes: monocotyledones and dicotyledones
(monocots and dicots, for short). The names refer to the embryonic leaves of the seed.
Monocots have a single leaf (called a cotyledon), dicots have two. They can be distin-
guished by looking at the starchy food-storage part of the seed, called the endosperm.
Rice and corn are monocots and have a single endosperm. Dicots, such as peanut or
bean, have two. Even without seeing the seeds, the two are easily distinguished. Monocot
leaves have parallel veins, as in grasses. Dicots have a network venation, such as in oak or
maple leaves. In monocots the vascular bundles (described in the next section) are usually
arranged throughout the cross section of the stem, as in celery. The vascular bundles of
dicots are arranged in a ring (Figure 7.1).

7.2 STRUCTURE AND PHYSIOLOGY OF ANGIOSPERMS

Since angiosperms are the dominant terrestrial plants and are of such economic impor-
tance, we describe them in more detail than the other divisions. Agriculture results in sev-
eral types of environmental impacts, including extensive monoculture and contamination
from pesticides and fertilizers. Therefore, understanding plants would be a useful back-
ground for managing these sources of pollution.

7.2.1 Water and Nutrient Transport

The vascular bundles consist of two types of conducting tissues, xylem and phloem.
Xylem is the main water- and mineral-conducting tissue. It consists of columns of cells,
some with perforations through the ends of each cell, through which materials move. At
maturity the xylem cells lose their protoplasm, forming nonliving hollow tubes. Phloem is
the food-conducting tissue that transports substances to and from the roots and leaves.
The vascular bundles consist of xylem and phloem, as well as other tissues. In dicot
stems there is a layer of growing cells called the cambium layer between the xylem and
phloem in each bundle. The cambium extends from one bundle to the next, forming a ring
all the way around the stem. This narrow layer just below the bark of trees is the only
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Figure 7.2 Microscopic cross sections through an apical meristem. (From Weier et al., 1970.)

place where growth occurs in the stem. Xylem is formed toward the inside of the cam-
bium, and phloem toward the outside. Each season produces a new layer of xylem, visible
as the “tree rings” of a stump. Wood consists of dead xylem cells, most of which still
conducts water and minerals. A tree can be killed without cutting it down simply by
destroying the cambium all the way around the tree, a practice known as girdling. Length-
ening of a plant occurs mostly by growth at the tip of the shoot, called the terminal bud
or the apical meristem (Figure 7.2). Other buds produce branches or leaves.

The root is the underground portion of the sporophyte. Their main function is ancho-
rage and absorption, but they may also be used in storage (as in carrots and potatoes).
Monocots form a shallow fibrous root system. Gymnosperms and most dicots form a
main root called a taproot that grows straight down. Roots of some trees have been
found to penetrate 30 to 50 m into the soil. Most of the tree roots involved in absorption
are in the top 15 cm and extend out beyond the crown of the tree. Roots of the corn plant
(Zea mays) penetrate up to 1.5 m, and spread horizontally 1 m around the plant. The sur-
face area of roots is greatly increased by the formation of root hairs, which grow from
cells at the surface of the roots (Figure 7.3). As the plant grows, it maintains a balance
between the leaf surface area and root surface area, so that water, minerals, and carbohy-
drates are formed in the proper proportion for growth. The roots absorb minerals by active
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Figure 7.3 Microscopic view of root with root hairs. (From Simpson and Orgazaly, 1995.)

transport, which requires energy. Water transport, on the other hand, is mostly passive,
powered by evaporation in the leaves.

The leaf is the main photosynthetic organ of the plant. Its large surface area is designed
to capture sunlight. A cross section through the leaf (Figure 7.4) shows that the upper and
lower surfaces of the leaf are formed of a layer of cells called the epidermis, which is
covered by a waxy cuticle to minimize water loss. The cells between these two layers
form the mesophyll, which has two parts. The palisade parenchyma form vertical col-
umns under the upper surface. They are the main photosynthetic tissues of the leaf. The
rest of the mesophyll consists of spongy parenchyma, which has a about 15 to 40% void
volume filled with air and a large surface area for exchange of carbon dioxide, oxygen,
and water vapor.

The epidermis is punctuated by special pores called stomata (singular, stoma or
stomate). There can be as many as 12,000 stomata per square centimeter, mostly on
the lower surface of the leaf, where they occupy about 1% of the leaf surface. Each
stoma is made up of a pair of banana-shaped guard cells. The guard cells have chloro-
plasts, whereas the other epidermal cells do not. The stomata control the passage of gases
into and out of the leaf, thus affecting photosynthesis and water use. They also affect the
transport of pollutants into the leaf. When the guard cells accumulate water, they swell,
causing them to bow outward, opening the pore. Conversely, loss of water causes the pore
to close. This occurs in response to several conditions. First, and most obviously, if water
is scarce, a general wilting will cause the stomates to close, limiting water loss. This gives
the plant control over transpiration, the evaporation of water from the plant. This ““loss”
is actually necessary for the plant’s survival, giving it the means to transport minerals
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from the roots. A field of corn in Kansas transpires the equivalent of 28 cm of rain per
year. A stand of red maple transpires an estimated 72 cm. These figures are far in excess
of the water actually used by the plant in its tissues or for photosynthesis.

When water is not limiting, the plant needs the stomata to open to admit CO, for
photosynthesis. When light is present, the plant actively transports salts into the guard
cells. This increases their osmotic potential, drawing in water and opening the pore.
Photosynthesis in the guard cells also contributes to their osmotic potential by producing
glucose in the cytoplasm. Temperatures above 30 to 35°C or high CO, levels can cause
stoma closing. Because of all these effects, a plant may close its stomata at night, open
them in the morning, then close them again in the heat of the midday, finally to open them
again when the afternoon cools. The arid-climate CAM plants are different: They
open their stomata at night and close them all day to conserve water. CO, is stored during
the night for use in photosynthesis during the day.

An interesting problem for tall plants is how they are able to move water from the soil
to great heights, as high as 111 m. Either the water is pushed by the roots, in which case
the water column would be under pressure, or it is drawn from the top, which would place
the water in the xylem under vacuum. Experiments show that when the xylem is punctu-
red, air is drawn in. This eliminates the pressure hypothesis. However, it is a simple
hydrodynamic fact that even a perfect vacuum pump cannot raise water much more
than about 10m. The accepted explanation is called the cohesion-tension theory.
The suction is provided by evaporation of water from small pores in the leaves. The
water column is prevented from breaking because of adhesion to the walls of the
xylem. Experiments have shown that water in a fine capillary can withstand a tension
of up to —26.4 megapascal (MPa). But only —2.0 MPa (about —20 atm) is needed to
lift water to the top of a tall redwood. (Actually, the roots of many plants do produce
some pressure. They do so by active transport of ions into the xylem, producing osmotic
pressure. Root pressures as high as 0.3 to 0.5 MPa have been measured.)

Transport of sugars via the phloem is described by the pressure-flow hypothesis. First,
the sugars (mostly sucrose) are moved into the phloem from leaves or storage by active
transport. This increases the osmotic potential, causing water to be absorbed into the
phloem, which generates hydrostatic pressure. The pressure causes the fluid to flow
toward tissues that are removing sugars. The removal of sugar at those sites causes
water to leave the phloem osmotically at that point. Most of the water then returns to
the xylem to complete the circulation. Thus, plants, like animals, can be thought of as
having a complete circulatory system, although it is not a single closed system.

7.2.2 Plant Growth and Control

Plants produce a number of chemical messengers, called hormones, which affect the way
the plant grows. There are five main hormones or groups of hormones:

1. Gibberellins promote growth, especially the lengthening of stems and formation of
fruit and leaves.

2. Auxins promote growth by stimulating cells to elongate. They control the bending
of plants toward light. They are used commercially to stimulate plant cuttings to
form roots. Auxins are produced by the growing tip of the plant and diffuse
downward through the plant. Pruning encourages the formation of lateral buds by
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removing the auxin-forming tip of the plant. Developing seeds produce auxin, which
stimulates the formation of the fruit. There is only one naturally occurring auxin:
indole-3-acetic acid, which is chemically similar to the amino acid tryptophan.
However, many synthetic analogs have been developed, including the herbicides
2,4-D and 2,4,5-T.

3. Cytokinins promote growth by stimulating cell division. They have an effect on
differentiation of plant cells. Leaves that turn yellow after being picked can be kept
green longer by treatment with cytokinins. Chemically, they are derivatives of
adenine.

4. Abscisic acid has the opposite effect of some of the other hormones: It inhibits
growth and development. It is produced during water stress, causing the stomata to
close and thereby inhibiting photosynthesis. It is involved in causing the seed
embryo to become dormant so that it does not germinate prematurely. It also
stimulates. A some processes, such as protein storage in seeds.

5. Ethylene is the simple hydrocarbon H,C=CH,. It stimulates maturation, promoting
the ripening of fruit and the dropping of fruit, leaves, and flowers. Being a gas, it is
released to the air by plants and ripening fruit. This explains the adage ‘“‘one bad
apple spoils the bunch,” as ethylene from one fruit hastens ripening in the others.
Plants also release it when injured. Ethylene is used commercially to stimulate
ripening of fruit such as the tomato that were picked green so that they could be
transported to market while firm and less liable to damage. Ethylene is active at air
concentrations as low as 0.06 ppmv (parts per million by volume).

Plants also change their growth patterns in response to environmental stimuli, such as
by light and gravity. The response to gravity is called geotropism. If a potted plant is
placed on its side, the cells on the lower side of the stem will elongate, causing the
stem to bend upward. Auxin seems to be involved. The turning of plants toward the
light is called phototropism. Experiments have established that light coming from
the side, especially blue light, causes auxin to migrate to the shadow side of a stem.
This causes elongation on the shaded side, bending the plant toward the light.

Plants exhibit another behavior, familiar to those who raise houseplants, called photo-
periodism, in which the length of the night controls when the plant flowers. Plants exhibit
one of three photoperiodism behaviors: Short-day plants set flower only when the length
of the night exceeds a critical period, which varies from plant to plant. Examples include
some chrysanthemums, poinsettias, and strawberries. Short-day plants flower in the early
spring or fall. Ragweed, for example, blooms in the fall and needs at least 9.5 hours of
continuous darkness. Interestingly, a single flash of light in the middle of the night can
fool a short-day plant and prevent its flowering. Long-day plants require a period of dark-
ness less than some critical value and tend to flower in the summer. Spinach, lettuce, and
some varieties of potato and wheat are long-day plants. Spinach will bloom only if there
is less than 10 hours of darkness. In contrast to short-day plants, a flash of light during a
long night can fool a long-day plant into flowering. Finally, there are day-neutral plants,
such as cucumber, sunflower, rice, and corn, which are not controlled by photoperiod.
Photoperiodism is controlled by a membrane-bound protein complex called phytochrome
that acts as a detector for light. Plants also use phytochrome to detect if light is totally
absent, such as if the plant is shaded by other plants or by a fallen log. In response, plants
do not produce chlorophyll but instead, devote their energy to growing longer, seeking
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the sunlight. The result can be seen in the spindly, yellow growth of grass that has been
covered by a board for some days. Some seeds require total darkness in order to germi-
nate; others, such as lettuce, grow only if exposed to light. The difference relates to
whether the seeds need to be buried or on the surface of the soil to germinate. This beha-
vior is also controlled by phytochromes.

Plants also show 24-hour cycles in movements of their leaves that persist even if light
cues to day length are removed. Some plants open their flowers in the morning; others
fold their leaves at night. In the absence of light cues, the timing is not precise. It ranges
from 21 to 27 hours. These cycles are called circadian rhythms and have been referred
to as biological clocks. Circadian rhythms are now known to occur in all eukaryotes,
including animals. However, they are absent in prokaryotes.

The herbicides 2,4-dichlorophenoxyaceticacid (2,4-D) and 2,4,5-trichlorophenoxyace-
tic (2,4,5-T) were active ingredients in Agent Orange, the dioxin-contaminated herbicide
used in the Vietnam war to deprive the enemy of their forest cover. The use and manu-
facture of 2,4,5-T is now banned in the United States. 2,4-D is still used in household
broadleaf weedkiller, because dicots (such as dandelion) are much more sensitive to it.
They act by causing the plant to grow out of control, plugging the phloem. Another impor-
tant herbicide is glyphosate, which is sold by Monsanto under the name Roundup.
Glyphosate effectively kills all plants, although it is nontoxic to animals. It acts by
blocking the action of a single enzyme involved in the production of aromatic amino
acids.

7.2.3 Plant Nutrition

Plants, being autotrophs, do not require organic food sources. In fact, they do not need any
organic growth factors. They can synthesize all of the amino acids and vitamins they
require. Thus, their only known nutritional requirements are the inorganic nutrients listed
in Table 7.2. Besides roles as components of organic compounds, the elements are used as
enzyme cofactors, as intermediates in electron-transfer reactions, and for regulating
osmotic pressure and membrane transport.

Nitrogen is absorbed by plants as either nitrate or ammonium. If it is in the form of
nitrate, it is reduced to ammonium by the plant. This requires energy. The ammonium
is then transferred to organic compounds such as amino acids, in a process known as ami-
nation. These processes occur mostly in the roots. Forms of nitrogen rising toward the
shoot in the xylem are almost all organic, mostly amino acids.

Plants can also take up toxic minerals such as lead or some radionuclides from the
soil. This is being exploited in the phytoremediation of contaminated land (see
Section 16.2.4).

PROBLEMS

1.1. By looking at the Table 7.2, can you find any minerals that may be soil pollutants and
that might be removed from soil by plants? Are there any minerals not in the table
that are more toxic, yet have similar chemical behavior?

1.2. Sometimes industrial sites can be seen to have large areas of soil with few or no
plants. Other than the presence of toxic substances, what could account for this?
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THE ANIMALS

Animals are multicellular heterotrophs whose cells lack cell walls and that have a motile
stage at some part of their life cycle. They are diploid and reproduce primarily by sexual
reproduction. Some of the interactions between animals and the environmental effects of
human activities are:

e Loss of wildlife habitat may cause extinction.

e Overharvesting may lead to depletion or extinction of species.
e Animals may be reservoirs for human diseases.

e Control of pests may cause pollution.

The animal kingdom is divided into 33 phyla. A few of them include familiar groups or
organisms. However, quite a few are relatively unfamiliar, and most of these are small
marine organisms. About 1.5 million animal species have been named, but these are prob-
ably only a fraction of those that exist. Table 8.1 summarizes the animal phyla, grouped
according to an informal subdivision system.

8.1 REPRODUCTIVE STRATEGIES

Animals have a great variety of means of reproduction. Only a few of the simplest
animals reproduce asexually. Cnidarians, such as hydra, reproduce by budding, the
unequal division of an organism. Many invertebrates, such as sea stars, can reproduce
by fragmentation, in which the organism can simply be broken in two, with each part
then regenerating the missing portion. Asexual reproduction produces clones, individuals
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TABLE 8.1 Summary of Animal Phyla

Phylum Description

Mesozoa Small worms 0.5 to 7 mm long, composed of only 20 to 30 cells; exclusively
marine parasites.

Porifera Sponges, ~5000 species (150 freshwater) made of gelatinous matrix with
calcium carbonate or silicate skeleton. Flagellated cells pump as much as
1500 L of water per day to capture food.

Placozoa Contains a single species, Trichoplax adhaerens, a small (2 to 3 mm
diameter) plate like organism, it glides over food, secreting digestive
enzymes, absorbing the products.

Coelenterates (the Only Animals with Radial Symmetry)

Cnidaria Mostly marine, includes jellyfish, corals, anemones, and freshwater hydras.
First phylum with specialized tissues (e.g., nerve cells).

Ctenophora Common name comb jellies. Fewer than 100 species known. Only biradial
phylum.

Flatworms, etc.: More Complex Organ Specialization

Platyhelminthes Flatworms and flukes, turbellarians (e.g., Planaria), trematodes (e.g.,
Schistosomona), tapeworms.

Gnathostomulida Jaw worms: found in sediments, where they tolerate low oxygen levels; feed
on fungi and bacteria scraped from rocks.

Nemertea Ribbon worms: simplest organisms with a circulatory system.

Vermiform (Worm-Shaped)

Rotifera Rings of beating cilia draw food to the mouth, giving impression of rotating
wheels.

Nematoda Roundworms; includes organism that causes trichinosis.

Gastrotricha These resemble rotifers, but without “wheel” of cilia. Together with rotifers

Kinorhynca and nematodes, form a group called aschelminthes, and are common

Loricifera aquatic organisms.

Nematomorpha Horsehair worms, include 250 species that are arthropod parasites.

Acanthocephala Spiny-headed worms; all are internal parasites that cause painful intestinal
injury.

Entoprocta Sessile organisms that superficially resemble hydra, but with ciliated
tentacles.

Priapulida 15 species of cold-water marine worm.

Development of a “True” Body Cavity

Mollusca Bivalves (e.g., clams), octopus and squid, snails and slugs.

Annelida Segmented worms: polychaetes (marine worms), oligochaetes (e.g.,
earthworms, tubifex), leeches.

Arthropoda Insects, crustaceans, spiders.

Lesser Protostomes: Minor Ecological Significance

Echiurida

Sipunculida

Tardigrada Water bears, common in aquatic habitats.

Pentastomida

Onychophora

Pogonophora

Includes tube worms from deep-sea vent communities.



REPRODUCTIVE STRATEGIES 157

TABLE 8.1 (Continued)

Phylum Description

Animal Weeds: Sessile Wormlike Marine Animals

Phoronida Only 10 known species.
Ectoprocta Moss animals.
Brachiopoda The “lamp shells”, resemble bivalves.
Deuterostomes
Chaetognatha Arrowworms: wormlike planktonic predators, 2.5 to 10 cm long.
Hemichordata Wormlike organisms.
Echinodermata Sea stars, sea urchins, etc.

Higher Animals

Chordata Tunicates, lancelets, vertebrates.

that are genetically identical to the “‘parent.” It has the advantage that it can produce new
individuals rapidly. However, it reduces genetic variablity and the ability of a population
to adjust to drastically changed environmental conditions.

Sexual reproduction is the formation of a new individual from the union of two
potentially genetically distinct gametes. The larger, nonmotile gamete is called the egg,
produced by meiotic division in female sex organs. In animals the smaller motile gamete
is the sperm, which is produced by meiosis in male sex organs. The haploid gametes
combine in the process of fertilization to form a diploid single cell called the zygote,
which will develop into a new individual.

The most familiar form of sexual reproduction is bisexual reproduction, in which the
male and female organs that produce the gametes are on separate individuals. Species that
use this strategy are called dioecious. Almost all vertebrates, and many invertebrates, are
dioecious. Mating requires time, energy, and coordination and results in offspring that do
not share all the genes of either of its parents. Nevertheless, sexual reproduction confers
on a species a great ability to adjust to environmental change.

Some animals reproduce by parthenogenesis (virgin origin). No fertilization occurs,
although the diploid condition is restored by chromosome doubling. Some flatworms, roti-
fers, insects, and even fish reproduce parthenogenetically. Among the bees, a queen may
allow only some of her eggs to be fertilized. The fertilized eggs develop into diploid
female worker bees; the haploid males are drones. Certain strains of turkeys have been
found capable of parthenogenetic reproduction. Even in mammals, such as mice, eggs
will on rare occasions start to develop into embryos and fetuses without fertilization.
However, they have never been found to survive to full term.

Some animals are hermaphrodites, having both male and female sex organs on the
same individual. They are also referred to as monoecious. This is a reproduction strategy
that is appropriate for organisms that are sessile, such as barnacles, or live in burrows or
parasitically within other organisms, such as the tapeworm. The advantage of this is that it
makes it possible for every individual to bear young, not just half the population. Some
hermaphroditic fish actually start out as a member of one sex, then change to the other
during their life span.
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8.2 INVERTEBRATE PHYLA OTHER THAN ARTHROPODS

Coral (cnidaria) form colonies, building huge structures as their calcium carbonate
skeletons add to others below. This accretion eventually builds into reefs and atolls.
Coral reefs have bright colors due to symbiotic algae that live inside the coral cells. In
recent years many reefs have been losing their algal symbionts, leading to the death of
the reef. The cause of this coral bleaching is unknown, but it is feared that pollution
and global warming are involved.

The three phyla in the group called flatworms show more organ specialization, including
a primitive nervous system. Some have a gut with only a single opening rather than a
separate mouth and anus. Others lack a gut and absorb food directly through their surface.

The phylum Platyhelminthes comprises the flatworms and flukes. There are four
classes, of which we will describe three. The turbellarians include the small aquatic flat-
worm Planaria (Figure 8.1), found on the bottom of rocks in streams. The trematodes
include the blood fluke Schistosomona (also called Bilharzia), which causes the important
waterborne parasitic infection schistosomiasis (or bilharziasis). This disease is common
in warm climates. The schistosomes are discharged from the intestines of infected people
in their feces. If the fecal contamination reaches a stream, the fluke can infect a specific
kind of snail, where it develops. Released back to the water, the schistosomes can reinfect
humans through the bare skin. It then travels via the bloodstream to infection sites in the
liver and digestive system. Symptoms in humans include extreme diarrhea and bloody
stool or urine. It can be controlled by proper sanitation and by control of conditions favor-
able to the snail host.

Tapeworms are in another class, the cestodes. Tapeworms are long (up to 10 m), very
flat worms that infect vertebrate digestive tracts. Humans can contract them from impro-
perly cooked meats. When ingested, they attach inside the intestines and grow to great

Figure 8.1 Planarian, showing internal structure. (From Hickman et al., 1997. © The McGraw-
Hill Companies. Used with permission.)
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lengths. They have no digestive system, but absorb food from the host gut through tiny
projections similar to the villi of the intestines themselves. They shed reproductive organs
from their end, which leave with the feces or crawl out the anus, spreading larvae for sub-
sequent infections. Pork tapeworm can migrate to the eye or brain of humans, causing
blindness or death. About 1% of American cattle are infected, and 20% of slaughtered
cattle are not federally inspected. Furthermore, inspections miss 25% of infections.
These facts point up the importance of cooking meat thoroughly, which kills tapeworms.

The nine phyla of the vermiform (worm-shaped) group have a complete mouth-
to-anus digestive system. Phylum rotifera (the rotifers, Figure 8.2) have one or more
rings of cilia at the head to draw food toward the mouth. When the cilia are beating,
they give the impression of a rotating wheel. The foot has one to four toes that it uses
for attachment. There are about 1800 species, all of which are dioecious. Most live in
benthic aquatic habitats. They can withstand desiccation for long periods.

The phylum nematoda contains the nematodes, or roundworms. Nematodes are among
the most abundant animals on Earth. There can be 3 billion per cubic meter of soil, where
they help to recycle organic matter. They are common parasites in pets and other animals.
Ascaris lumbricoides is a large roundworm that commonly infects humans. A female may
lay 200,000 eggs a day, which pass in the feces. Trichinella spiralis causes the disease
trichinosis. In the past this disease was contracted by eating poorly cooked pork, but it
has been virtually eliminated in the United States. T. spiralis is actually an intracellular
parasite that can control the gene expression of its host cell. Eight species of filarial

Figure 8.2 The rotifer Philodina, showing internal structure. (From Hickman et al., 1997. © The
McGraw-Hill Companies. Used with permission.)
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worms infect humans, including one that causes the disease called river blindness, which
is carried by black flies and is common in hot climates.

8.3 MOLLUSKS, SEGMENTED WORMS, ARTHROPODS

s

This group is distinguished as having the simplest phyla with a “true coelum,’
cavity completely lined with mesoderm tissue.

a body

8.3.1 Mollusks

The mollusks are soft-bodied animals whose unique features include a muscular foot
for motility and a radula (except in bivalves), a rasplike tongue for scraping food off sub-
strates. A skin covering called the mantle protects the body and, in most species, secretes
the shell. Mollusks are the first phylum with a specialized respiratory system, consisting
of lungs or gills. Most have an open circulatory system, in which blood flows not only in
vessels but also outside the vessels, where it can bathe the tissues directly. There are about
50,000 known living mollusk species.

There are eight classes of mollusks, of which we discuss three. The largest and most
diverse class is the gastropods, which includes snails, slugs, conches, and limpets. If there
is a shell, it is a univalve (one piece). Gastropods show a wide range of feeding behaviors.
Most are herbivores that rasp algae off surfaces. Others are scavengers or carnivores. The
oyster borer urosalpinx cinerea uses its radula to drill through the shell of the oyster.
Members of the genus Conus can eat fish, harpooning them with their radula at the tip
of a proboscis and using a poison to stun the fish.

The class bivalvia contains all the mollusks with two-part shells, including mussels,
clams, scallops, and oysters. Most bivalves are marine and most are filter feeders.
Their gills are specialized for both oxygen transfer and feeding. Cilia are used to draw
water through pores in the gills. The pores trap the particles and ensnare them in
mucus secretions. The mucus is then transported to the mouth by ciliary action. This feed-
ing behavior causes them to concentrate pathogens from wastewater pollution, making
them a possible source of infection for humans who feed on them.

A third class of mollusks is composed the cephalopods. This class contains marine
predators, including octopuses, squid, nautiluses, devilfish, and cuttlefish. The foot, as
the name implies, has become part of the head and is modified for expelling water
from the mantle to provide locomotion. The edge of the head forms a circle of arms or
tentacles. Squids and cuttlefish have a small internal shell, and octopuses do not have
shells at all. Cephalopods have the largest brains of any invertebrates. Octopuses can
even be trained. Cephalopods have well-developed eyes. The eyes of the giant squid
can be up to 25 cm in diameter, the largest in the animal kingdom.

8.3.2 Annelids

The annelids are the segmented worms, which include the common earthworm. Segmen-
tation facilitates the formation of larger organisms and the motility of those organisms.
Annelids have a completely closed circulatory system, which allows higher blood pres-
sures and the consequent control over blood flow. They lack specialized respiratory
organs. Their digestive system is more developed than that of other phyla we have
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discussed, containing two specialized areas: The crop stores food; the gizzard grinds it.
Annelids are usually divided into three classes: polychaetes, oligochaetes, and hirudinea.

Polychaetes (many bristles) include 10,000 species, mostly of marine worms.They are
usually 5 to 10cm long, and many are brightly colored. They are distinguished from
the other annelids by the presence of a pair of appendages on each segment. They are
commonly found burrowed in the sediments of estuaries. They may achieve densities
of thousands per square meter in mud flats. Others move about, and these are usually
predatory.

Oligochaetes (few bristles) are the class that includes the common earthworm Lumbri-
cus terrestris. Most are scavengers, feeding on decayed plant and animal matter. Earth-
worms are hermaphroditic but must copulate with another individual. Eggs and sperm are
then deposited in a mucus and chitin pouch, or cocoon. Earthworms play an important
role in the ecology of the soil. Their burrows improve soil drainage and aeration. They
mix the soil by ingesting it at depth and depositing it at the surface, and they bring organic
matter from the surface down into the burrows, where the nutrients released by their decay
can become available to plant roots. Freshwater oligochaetes are smaller but more mobile
than their terrestrial cousins. They can be an important source of food for fish. One is
Tubifex, a small reddish worm that forms tubes in the sediment in which it lives head
down, with tails waving in the water. Tubifex can form carpets on the bottoms of heavily
polluted streams.

The class hirudinea are the leeches, most of which live by sucking blood from other
organisms. They have specialized sucker organs to attach themselves to prey. Some aqua-
tic leeches prey on fish, cattle, horses, and humans. Some terrestrial leeches prey on insect
larvae, earthworms, and slugs, or may climb bushes and trees to reach birds.

8.3.3 Arthropods

Arthropods (jointed legs) include the spiders, centipedes, millipedes, insects, and crus-
taceans. They represent an evolutionary advance that allowed them to form the greatest
diversity and number of species of all the phyla, about 1 million species known. The
advance was the development of a jointed exoskeleton made of chitin, a nitrogenous poly-
saccharide, bound with protein. In crustaceans the exoskeleton also contains calcium salts
for added strength. Other innovations with this phylum are increased specialization of the
body segments; locomotion via muscles in external appendages; improved sensory cap-
abilities; more efficient respiratory organs, which enables high activity rates and even
flight; and even the development of social organization.

Because the rigid exoskeleton places limits on the organism’s growth, it must shed its
covering periodically in a process called molting. It then secretes a new cuticle, which
hardens into a new shell. Each stage in the life of an arthropod between molts is called
an instar.

Besides taking on virtually all the kinds of ecological roles there are, arthropods are
essential to the survival of many other species, from the many flowering plants that
depend on insects to pollinate them, to the many larger animals that depend on them
for food. In aquatic ecosystems, for example, microscopic crustaceans form much of
the zooplankton, which forms the first animal level of the food chain, and insect larvae
are the food source for many fish species.

There are numerous arthropod classes (see Table 8.2). We focus on several of the most
familiar and ecologically important. The diversity of this group is so great that we will
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TABLE 8.2 Classification of Familiar Arthropods
Phylum Subphylum Class Order
Arthropoda

Trilobites (extinct)
Chelicerata
Merostoma [includes horseshoe crabs (Limulus)]
Pycnogonida (sea spiders)
Arachnida
Araneae (spiders)
Scorpionida (scorpions)
Opiliones (harvestmen, or “daddy longlegs™)
Acari (ticks and mites)
Uniramia (two classes not shown)
Chilopoda (centipedes)
Diplopoda (millipedes)
Insecta (the terrestrial mandibulates; 16 of 27 orders shown)
Anoplura (lice)
Coleoptera (beetles, fireflies, weevils)
Dermaptera (earwig)
Diptera (true flies, mosquitoes)
Ephemeroptera (mayfly)
Isoptera (termites)
Lepidoptera (moths, butterflies)
Hemiptera (true bugs, bedbugs, water striders)
Homoptera (aphids, cicadas)
Hymenoptera (bees, wasps, ants)
Neuroptera (lacewing, dobsonflies)
Odonata (dragonfly)
Orthoptera (roaches, grasshoppers, locusts, crickets,
mantids)
Plecoptera (stoneflies)
Siphonaptera (fleas)
Trichoptera (caddis flies)
Crustaceans (the aquatic mandibulates; two minor classes not shown)
Branchiopods (several other classes not shown)
Anostraca (brine shrimp)
Cladocera (water fleas, or Daphnia)
Maxillopoda
Subclass Ostracoda
Subclass Copepoda (e.g., Cyclops)
Subclass Cirripedia (includes barnacles)
Malacostraca (14 orders, not all shown)
Isopoda (pill bugs or sow bugs)
Amphipoda (scuds, sideswimmers)
Euphausiacea (krill)
Decapoda (crayfish, lobsters, crabs, “true” shrimp)
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find numerous familiar species to be in surprising relationships. For example, horseshoe
crabs are more closely related to spiders than to crustaceans, and the “daddy longlegs” is
not really a spider. The “pill bugs™ often found upon overturning a rock in the garden are
not insects, but one of the few terrestrial crustaceans.

Arthropods share the segmentation of the annelids; however, the segments are fused
into functional parts. For example, the insects have three such parts: the head, thorax,
and abdomen. In spiders and crustaceans the head and thorax are further fused into a
cephalothorax.

Arachnids include the spiders and several other orders. There are about 35,000 species
of spiders. All are venomous predators. However, few are dangerous to humans, not even
the tarantula, Rhechostica hentzi. Among the few that are dangerous are the black widow
spider, Latrodectus mactans, and the brown recluse, Loxosceles reclusa. These can be
recognized by a red “hourglass” shape on the bottom of the abdomen and a ‘‘violin-
shaped” mark on the cephalothorax, respectively. Even most scorpions are not very
dangerous, except, again, for certain species in Africa and Mexico. Arachnids have six
appendages, but only four are used as legs. The other two are modified into poison
fangs. The protinaceous web is spun from an organ on the abdomen, producing silk
that is stronger than steel of the same thickness.

Ticks and mites are the most abundant arachids and the most important from an eco-
nomic and medical viewpoint. They attach to plants and animals, puncturing their surface
to suck out fluids or blood. Besides the direct harm this causes, they are the most impor-
tant insect disease vector after mosquitoes. They spread Lyme disease and Rocky Moun-
tain spotted fever in humans, as well as many cattle diseases.

Crustaceans and insects make up some 80% of all the named species of animals.
Whereas insects dominate the land, crustaceans rule the waters. In fact, it may be that the
most abundant animals in the world belong to the copepod genus Calanus, a zooplankter.

Crustaceans are distinguished from other arthropods in that they always have rwo
pairs of antennas, and their chitin exoskeleton is hardened with calcium salts. The head
and thorax is fused into a cephalothorax, as with spiders. Each of the typically 16 to 20
body segments has a pair of appendages, adapted for various uses, such as grasping, walk-
ing, and swimming. They have gills for respiration. An example is the lobster, a decapod
(Figure 8.3).

Hold a glass of pond water up to the light and you will see “specks” swimming or
darting about. Most likely, you will be seeing one of the planktonic crustaceans: cladocer-
ans, ostracods, or copepods (see Figure 15.10). The cladoceran Daphnia spp. are also
called water fleas. They feed on algae. Daphnia, along with the brine shrimp, are impor-
tant in the laboratory for their use in toxicity testing. Ostracods resemble the cladocerans,
except that they are enclosed by a two-piece carapace that makes them look like a very
small clam. As mentioned above, copepods are extremely common. In the oceans the
copepod Calanus and the euphasid krill form the major food source for herring, menha-
den, sardines, and some whales and sharks. The copepod Cyclops is very common in
freshwater systems.

Barnacles start their lives as planktonic forms resembling copepods. Eventually, most
attach to a solid surface and form the familiar shell of calcareous plates that we see on
rocks exposed by low tide. When covered with water, they open the slitlike apertures and
wave their fanlike legs to filter food particles from the water.

The class Malacostraca is the most diverse. It contains the most familiar crustaceans
of all, the decapods, which include crabs, lobsters, and shrimp. As the name implies,
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Figure 8.3 Typical body plan of the lobster, order Decapoda, class Malacostraca, subphylum
crustacean. (From Hickman et al., 1997. © The McGraw-Hill Companies, Inc. Used with
permission.)

decapods have five pairs of walking legs, the first of which may be modified into a claw.
The euphasids have only about 90 species but form the important marine food source
called krill. Most of them are bioluminescent. The amphipods have a laterally flattened
form with immobile compound eyes and two types of legs. For example, one set of legs
may be for swimming, the other for jumping. An example is Orchestia, the beach hopper.
Isopods are the only crustacean group to include terrestrial species, such as the familiar
pill bug. They have a flattened form and compound eyes. Although adapted for land, they
are not efficient at conserving water and require moist conditions to survive. Some are
parasites of fish or other crustaceans.

Around 1 million species of insects have been named, and this is thought to be only a
fraction of the number that exist. There are more species of insects than of all other ani-
mals combined. They dominate the land and fresh water, although few marine insects
exist. Their success is attributed to the arthropod characteristics, plus their small size
and their development of flight. Table 8.2 shows some of the variety in the insect class.
In all there are 27 orders. The word “‘bug” is popularly used to denote any insect, or
sometimes any small organism. Environmental engineers often refer to the organisms
populating biological wastewater treatment plants, including bacteria and protozoans,
as bugs. To an entomologist (a scientist who studies insects), however, a “bug” is an
insect of a single order only, the Hemiptera.

An insect is an arthropod with three pairs of legs and (usually) two pairs of wings on
the thorax. Some insects have only one pair of wings or none at all. For example, the true
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flies (order Diptera) have only one pair, and female ants and termites have wings only at
certain times. Lice and fleas have no wings. The head of an insect usually has two large
compound eyes and one pair of antennas. Most insects eat plants, although parasitic
insects are common. Some are predators on other insects or animals. Fleas feed on the
blood of mammals. Many wasps lay their eggs in or on spiders, centipedes, or other
insects, on which the larvae feed after hatching. Many predatory insects benefit humans
by attacking crop pests. Many larvae and beetles eat dead animals.

To accommodate the high oxygen consumption rate necessary for flight, insects have
evolved an efficient tracheal system, consisting of tubes to transport air directly to the
tissues. Insects, along with arachnids, have evolved an efficient water-conserving excre-
tion mechanism that eliminates nitrogen waste in the form of insoluble uric acid.

Insects are dioecious with internal fertilization. Most female insects lay a large number
of eggs. The eggs must be laid in highly specific settings. For example, the monarch but-
terfly must lay its eggs on milkweed plants, which its caterpillar stage needs to eat. Some
insects lay their eggs on water, and their juvenile stages are aquatic.

About 88% of insects go through complete metamorphosis, in which the juvenile
form is radically different from the adult insect. The hatchling of an insect that undergoes
this process is wormlike and is called a larva, also known as a caterpillar, maggot, grub,
and so on, depending on the species. The larva grows through a series of molts and even-
tually surrounds itself with a cocoon, transforming into a transitional nonfeeding stage
called a pupa or chrysalis. When it molts out of this stage, the result is an adult, a
form that no longer molts. Other insects undergo gradual metamorphosis, in which
the juvenile somewhat resembles the adult and becomes an adult by gradual change.
The juvenile forms are called nymphs. Examples of species that have nymphs are grass-
hoppers, cicadas, mantids, and terrestrial bugs. Both larvae and nymphs pass through
several instars before going on to the next stage.

Besides those that attack crops, many insects harm humans directly. Mosquitoes trans-
mit malaria, encephalitis, yellow fever, and filariasis. Fleas transmit plague; the housefly,
typhoid; and the louse, typhus fever. Our battle with insects has had signal success—only
for us to have found that in some cases, the cure is worse than the disease. Unrestricted
use of pesticides starting after World War II had become a crisis by the 1960s, giving rise
to the modern environmental movement. Elimination of the more persistent pesticides and
more careful use of others has greatly reduced environmental and health risks today. How-
ever, alternative approaches are being developed. Parasitic wasps are sometimes cultured
to fight crop pests. Viral, bacterial, and fungal insect pathogens are being recruited. For
example, the bacteria Bacillus thuringiensis has been found to be effective against lepi-
dopterans (moths and caterpillars). A strategy called integrated pest management (IPM)
combines plant culturing techniques such as crop rotation and selection of resistant vari-
eties with minimum timed use of pesticides to control insects without the heavier pesti-
cide dose that would otherwise be needed.

8.3.4 LESSER PROTOSTOMES

The lesser protostomes are a group of phyla whose species have mostly minor ecological
significance today. Most of them are worms or wormlike. One phylum that may be fami-
liar is the tardigrades, the water bears, which are common in aquatic habitats. Phylum
pogonophora live mostly below 200 m in the ocean in tubes made of chitin. This phylum
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includes one of the most interesting of the recently discovered animals: the tube worms of
the deep-sea vent community (see Section 15.4.3).

8.4 DEUTEROSTOMES (STARFISH, VERTEBRATES, ETC.)

The deuterostomes constitute a group of phyla distinguished by the apparently arcane
distinction that the gut forms from the blastula, starting at the anus rather than the
mouth, as in protostomes. There are seven phyla in this group. The six that are exclusively
invertebrate can be clustered into a group called the lesser deuterostomes. Only one of
these, the echinoderms, includes familiar organisms, the sea stars and the anemones.

8.4.1 Echinoderms

The phylum echinodermata includes sea stars, sea urchins, brittle stars, sea lilies, and sea
cucumbers. They are among the most fascinating of marine organisms for the beachcom-
ber. The name means ““spiny skinned,” a reference to the spikes, bumps, or other projec-
tions all echinoderms have to protect them from predators. Curiously, although they are
among the higher phyla, they have primitive features, such as radial or biradial symmetry.
This characteristic is usually associated with sessile animals, but echinoderms are motile.
Their larvae are, however, bilateral. They also lack a brain and excretory and respiratory
systems. However, they do have one evolutionary advance: an endoskeleton consisting of
calcareous plates. Echinoderms cannot osmoregulate and thus are not found in brackish
waters, where the salinity may vary with tidal changes. Movement, excretion, and respira-
tion are performed by means of a unique water-vascular system, which uses canals
connected to the environment by pores. By pressurizing parts of the canal system, the
echinoderm can slowly move part of its body.

Sea stars, or starfish, are mostly predators feeding on other invertebrates and small fish.
Strong suckers on the legs enable movement and gripping prey. Some can force open a
clamshell, and then discharge their stomach through their mouth to digest the clam. Sea
urchins have their mouths on the bottom, where they graze algae and detritus from the
substrate.

8.4.2 Chordates, Including the Vertebrates

Finally, we come to the phylum that includes ourselves. The chordates incorporated
evolutionary innovations that made it possible for them to grow to great size, forming
the largest animals on land (dinosaurs and elephants) and in the water (whales). The
four unique characteristics of the phylum Chordata are:

1. They have the presence of a notocord at some point in their development. The
notocord is a flexible skeletal rod that runs the length of the organism. It remains in
adult lampreys and hagfish, but in other chordates it is mostly replaced by vertebrae.

2. They have a single, hollow tubular nerve cord, located dorsal to the notocord,
usually enlarged at the anterior end to form a brain.

3. They have paired openings in the anterior digestive tract called gill slits at some
point in their development. In humans these are present in the embryonic stage.



DEUTEROSTOMES (STARFISH, VERTEBRATES, ETC.) 167

One pair remains after this stage and forms the Eustachian tubes, which connect
the throat to the middle ear. It is the Eustachian tube that allows you to equalize the
pressure in your ear by swallowing.

4. The notocord, nerve cord, and segmented muscles continue into a tail that extends
beyond the anus. In humans the tail is present only briefly in the embryo.

Other important, although less unique characteristics are: They have segmented
muscles in an otherwise unsegmented body. In humans these muscles lie along the spinal
column. Chordates have a closed blood system with a ventrally located heart, and they
have a complete digestive system.

Not all chordates are easily recognizable as being closer relatives to us than, say,
echinoderms. Two subphyla within the Chordates are marine invertebrates (Table 8.3).
The subphylum Urochordata constitutes the funicates. These include about 2000 species
of filter feeders. Many, called sea squirts, are sessile. One group, called the salps, form
meters-long colonies of transparent lemon-shaped bodies. Salps are brightly biolumines-
cent. The phylum Cephalochordata includes the 25 or 30 species of lancelets. Also
called amphioxus, they resemble a small, translucent fish without fins or mouth or eyes
to mark the head. They are common in sandy coastal waters around the world. Four
species are found off the coast of North America.

If you ask someone to name any animal that comes to mind, they will probably think of
a member of the third chordate subphylum: the vertebrates. The unique characteristic of
the subphylum Vertebrata (also called Craniata) is that they possess a cartilaginous or
boney endoskeleton with a cranium, or brain case. Bone is a living tissue, not just calcar-
eous deposits. As the name implies, almost all vertebrates have a spine made of a series of
bones called vertebrae. The segmented muscles attach to the vertebrae. The only excep-
tion is the cartilaginous fishes (such as sharks). The subphylum Vertebrata includes eight
classes that are placed in five groups, each of which contributes new adaptations:

1. The fishes comprise four classes with about 30,000 species. They are the oldest
vertebrates and represent the development of the skull, bones, jaws, fins, and
vertebrae.

2. The class of amphibians has about 3000 species. They innovated with legs, fully
functioning lungs, a chambered heart, and separate circulation systems for the lungs
and the rest of the body.

3. The class of reptiles has 6500 species. Their innovations include dry, scaly skin, an
expandable rib cage, and the transfer of legs to beneath the body.

4. The birds (class Aves) include 9600 species. They represent the development of
warm-bloodedness, although many now believe this first occurred among the
dinosaurs. They also uniquely have feathers, air sacs, and hard-shelled eggs.

5. The class of mammals has about 5000 members. They independently developed
warm blood, plus their unique characteristics of body hair, a placenta for nurturing
embryos (in most orders), and mammary glands with milk production for nurturing
juveniles.

Hagfish and lampreys are in two classes that together make a superclass called the
jawless fish. Hagfish are blind scavengers that find prey by smell and attach themselves
by the mouth. They are the only vertebrates that keep their osmotic equilibrium with the
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TABLE 8.3 Classification of Living Members of Phylum Chordates

Subphylum  Class Order Family  Genus Species

Urochordata (tunicates; sea squirts and salps)
Cephalochordata (lancelets)

Vertebrata

Myxini (hagfish (43 spp.)
Cephalaspidomorphi (jawless fish, e.g., lamprey)
Chondrichthyes (cartilagenous fish: sharks and rays, 850 spp.)
Bony fish (45 living orders, about 30,000 spp.)
Ampbhibia (3900 spp.)
Caudata (salamanders, 360 spp.)
Anura (frogs and toads, 21 families, 3450 spp.)
Reptilia (13 orders, including the extinct dinosaurs)
Testudines (turtles)
Squamata (lizards and snakes)
Crocodilia (crocodiles and alligators)
Aves (birds) (27 living orders)
Mammalia
Nonplacental mammals:
Monotremes (only 3 spp., including duck-billed platypus);
Marsupials (kangaroos, opossums, koalas, 260 spp.)
Placental mammals:
Insectivora (shrews, hedgehogs, moles, 390 spp.)
Macroscelidea (elephant shrews, 15 spp.)
Dermoptera (flying lemurs, 2 spp.)
Chiroptera (bats, 986 spp.)
Scandentia (tree shrews, 16 spp.)
Xenarthra (anteaters, armadillos, sloths, 30 spp.)
Pholodota (pangolins, 7 spp.)
Lagomorpha (rabbits, hares, pikas, 69 spp.)
Rodentia (gnawing mammals: squirrels, rats, 1814 spp.)
Cetacea (whales, dolphins, porpoises, 79 spp.)
Carnivora (dogs, wolves, cats, bears, weasels, 240 spp.)
Pinnipedia (sea lions, seals, walruses, 34 spp.)
Tubulidentata (aardvark, 1 spp.)
Proboscidea (elephants, 2 spp.)
Hyracoidea (coneys, 7 spp.)
Sirenia (sea cows and manatees, 4 spp.)
Perissodactyla (odd-toed hoofed mammals:
horses, asses, zebras, tapirs, rhinoceroses, 17 spp.)
Artiodactyla (even-toed hoofed mammals: swine, camels, deer,
hippopotamuses, antelopes, cattle, sheep, goats, 211 spp.)
(Perissodactyla and Artiodactyla are called ungulates)
Primates (233 spp.):
prosimians (lemurs, tarsiers), monkeys, apes, humans
Great Apes
Homo
Homo sapiens
Homo habilis (extinct)
Pan (chimpanzees)
Gorilla
Lesser Apes




DEUTEROSTOMES (STARFISH, VERTEBRATES, ETC.) 169

surrounding seawater instead of controlling their internal condition. The lamprey is a
destructive eel-like parasite. It attaches itself to live fish by a suckerlike mouth and
uses sharp teeth to rasp at the flesh of the victim. Accidental introduction of the sea
lamprey Petromyzon marinus to the Great Lakes in the nineteenth century led to devas-
tation of one commercial species of fish after another. Larvicides are applied to streams
where they breed. This, combined with fish stocking programs, are producing a recovery
of the fisheries.

The cartilaginous fish, which include sharks and rays, surprisingly evolved from
boney ancestors. They track prey by smell and use an interesting lateral line system
of sensors along the side that detect vibrations and bioelectrical fields produced by all
animals. The electric ray can produce a low-voltage but high-current field from large
organs alongside its head. The power output can be several kilowatts and can stun prey
or repel predators.

The boney fish include most of the familiar fresh- and saltwater fish. They have
developed ray fins and a swim bladder, a gas-filled chamber below the spine that the
fish uses to control buoyancy. The importance of this can be seen by considering
the sharks, which lack a swim bladder and therefore must swim continuously to keep
from sinking to the bottom of the sea.

Among amphibians, the life cycle of frogs comes close to proving a famous biological
principle proposed in the nineteenth century which states that ontogeny (the development
of an individual from embryo to adult) recapitulates (repeats) phylogeny (the evolution-
ary development of a species). This principle, termed recapitulation, is invoked to
explain embryonic features that disappear in the adult, such as gill slits in human
embryos. As new features evolve, they are added to the embryonic development. But
the principle turns out to have too many exceptions to be generally valid. Evolution some-
times deletes characteristics, as well as adding them, so the ontogeny is not an accurate
record of the organism’sevolution. What we observe in frogs is the development of an
aquatic species into a terrestrial species. For example, all frogs hatch from the egg resem-
bling fish, having gills, a tail, and no limbs. This early stage is called the tadpole.
Gradually, the tadpoles sprout limbs, grow lungs and eyelids, and the tail shortens,
until the adult frog is finished.

The most abundant frog genus is probably Rana. All frogs, and most adult amphibians,
are carnivores. They feed on anything that moves and that is small enough to swallow
whole. Some amphibians, such as some salamanders, remain aquatic; others do not
have an aquatic stage. However, all have thin water-permeable skins that require moist
conditions. This may make them among the terrestrial animals that are most vulnerable
to environmental problems. There is considerable anecdotal evidence today that frog
populations in many areas are in serious decline. The cause is a mystery, but some of
the factors that have been blamed include habitat destruction, acid rain, pesticides, and
damage from increased ultraviolet radiation due to destruction of stratospheric ozone.

Reptiles show numerous evolutionary developments. Many of these developments
freed reptiles from dependence on moist conditions. Their dry skin limits evaporative
loss. Internal fertilization and shelled, waterproof eggs eliminates the need for water for
reproduction. In turtles and crocodilians the temperature of incubation of the eggs deter-
mines the sex ratio. More efficient respiration allows greater size, up to the 115-kg
Komodo dragon. Reptile jaws are capable of applying crushing force. They have higher
blood pressure and more efficient circulation. Their lungs are more efficient. Whereas
amphibians force air into their lungs with mouth muscles, reptiles developed the ability
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to suck air in by expanding the rib cage. They excrete nitrogen as insoluble uric acid,
further conserving water. The nervous system of reptiles is much more complex than
that of amphibians. Crocodilians developed a true cerebral cortex. Placement of the
legs below the body instead of at the sides allows better support and motion.

Birds (class Aves) have many distinguishing characteristics other than the obvious ones
of having feathers and forelimbs developed into wings. Their necks are disproportionately
long. Their skeleton contains air cavities, making them strong, yet light. Their beaks lack
teeth. They have a four-chambered heart and are warm-blooded. They excrete nitrogenous
wastes as uric acid. Fertilization is internal and they produce eggs with a large amount of
yolk. Some birds feed on insects; other invertebrates, such as worms, mollusks, and
crustaceans; and vertebrates. About one-fifth feed on nectar. Many eat seeds. The beak
is specialized for the type of feeding behavior. Bird behavior is highly developed, includ-
ing complex activities such as nest building and social activity. The farther from the
equator one gets, the higher the percentage of birds that migrate for the winter. The
Arctic tern breeds above the Arctic Circle and then migrates to the Antarctic region!
Day length seems to be the factor that stimulates migration. Birds can navigate using
the sun and stars as cues. Amazingly, it has been proven that they can also detect Earth’s
magnetic field.

Birds are very sensitive to the use of pesticides in the environment. Some pesticides
tend to biomagnify, increasing in concentration as they are passed up the food chain.
This has had the greatest impact on birds of prey, such as eagles and osprey. Other
contaminants that affect birds include lead shot discharged by hunters in wetlands. Water-
fowl ingest them, resulting in lead poisoning. The loss of wintering lands in tropical
regions may be a cause of the reduced songbird populations that have occurred in the
last 40 years.

The classification of birds and reptiles may soon change. This is because the common
ancestor of all reptiles is also the ancestor of the birds. Thus, they should be classified
together, or perhaps distinguished as feathered or featherless reptiles. Birds developed
from certain dinosaurs. Their closest relatives today are the crocodilians. For the present,
however, the traditional classification is retained.

The main distinguishing characteristic of mammals is the presence of hair or fur and
the production of milk. Hair or fur provides insulation, giving greater advantage to the
warm-blooded metabolism. It has other functions as well, such as camouflage, water-
proofing, and sensing (as by whiskers). Hair is produced from dead cells that leave a
fibrous protein called keratin, the same substance that forms nails, claws, hooves, and
feathers. Mammalian skin contains a variety of glands, including sweat, scent, and mam-
mary glands. The latter produce the milk to nurture the young. Herbivorous animals
harbor anaerobic bacteria and protozoans in a stomach chamber to ferment cellulose
into sugars, fatty acids, and starches. No vertebrates are able to use cellulose on their
own. Carnivores feed mostly on herbivores. The need for hunting behavior has selected
for intelligence in these animals. The herbivores, on the other hand, have developed keen
senses as protection against predators.

Most mammals have mating seasons, timed to produce young at a favorable season for
rearing. Mating is limited by the female, who is receptive to mating only during a brief
period in the mating season known as estrus. Old World monkeys and humans have a
different cycle, the menstrual cycle. Mammals exhibit three ways of giving birth. Mono-
tremes, such as the duck-billed platypus, is a mammal that lays eggs. Animals that lay



DEUTEROSTOMES (STARFISH, VERTEBRATES, ETC.) 171

eggs are called oviparous. The platypus still nurses its young with milk, however.
Marsupials are viviparous; that is, they give live birth. However, the newborns are
essentially still embryos. For example, the red kangaroo spends about a month in the
uterus. When it is born, it climbs by itself through the mother’s fur to a pouch, where it
attaches itself to a teat to suckle for 235 days until it is capable of living independently.

The third way to give birth is that of the placental mammals, which comprise 94% of
all mammals. Gestation in utero is prolonged. The embryo is nourished by a placenta, a
membrane structure produced by and surrounding the embryo. The placenta grows thou-
sands of tiny fingerlike projections called villi into the lining of the mother’s uterus to
absorb nutrients and oxygen from the maternal blood supply without there being an actual
exchange of maternal and fetal blood. The fetus is connected to the placenta by the umbi-
lical cord. Once born, the mammal may be more or less dependent on parents for a time.

Humans are members of the primate order. The first primate fossils date back about
40 million years. About 8 million years ago, forests in eastern Africa gave way to savan-
nas, giving an advantage to apes that could stand upright. But it was 4 million years ago
that the first fossils that could be called hominids (humanlike) appeared. This species has
been named Australopithecus afarensis. One of the best such fossils, discovered in 1974,
is of a female that has been named “Lucy.” It had a brain the size of a chimpanzee’s,
about 450 mL. The first species of our genus was Homo habilis, which lived from 2 million
years ago until about 1.5 million years ago. This species used stone and bone tools and had
a brain size of about 640 mL. This was followed by Homo erectus, which had a brain size
about 1000 mL and lived in social groups. Homo erectus disappeared about 300,000 years
ago and was replaced by our species, Homo sapiens. About 130,000 years ago a subspe-
cies of Homo sapiens appeared, called the Neanderthals. They had a brain size within the
range of modern humans, about 1100 to 1700 mL.

About 30,000 years ago Neanderthal man was replaced by a new subspecies, Homo
sapiens sapiens—us! These ancestors of ours were distinct from the Neanderthals in a
number of ways. Although Neanderthals made stone blades, those of sapiens were of
much higher quality. Sapiens buried their dead with ritual objects, suggesting a belief
in an afterlife. Finally, their vocal apparatus and related portions of the brain show
increased development. This suggests that early humans may have been capable of
language. Language capability confers the ability to do abstract reasoning. Thus, language
is the basis of intellect, the one thing that most decisively distinguishes us from the other
animals. It is interesting to realize that modern humans coexisted with a distinct sub-
species not long before the beginning of recorded history. Many suspect that Neanderthal
man was wiped out in conflicts with our ancestors. Others think that the two groups
merged by interbreeding.

Some interesting information on our more recent origins has been obtained from
studies of mitochondrial DNA. Although we inherit the DNA in our cells’ nuclei from
both parents, there is also DNA in our mitochondria that we inherit from our mother
alone. Mitochondrial DNA can be used to trace genetic heritage because it is not
confounded by recombination and the mixing due to sexual reproduction. The diversity
in mitochondrial DNA from different ethnic populations has been compared with the
divergence that would have occurred due to the rate of mutation from natural effects.
From this it has been possible to establish that if the assumptions used in the analysis
are reasonable, all humans in the world today are descendents of a single individual
that lived in Africa 200,000 years ago.
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PROBLEMS

8.1. Which phyla consist of organisms with no specialized excretory organs and therefore
would be most susceptible to toxic water pollutants? What other mechanisms would
these organisms have for excreting toxins?

8.2. The most common type of organism on land is virtually absent from the sea, and vice
versa. What are these two groups, and what do they have in common?

8.3. What class of vertebrates, other than the fish, are most susceptible to water pollution,
and why?
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THE HUMAN ANIMAL

Now we begin a detailed examination of the physiology and anatomy of the human ani-
mal. Homo sapiens has adapted itself for life under the widest conditions of any animal
species, from the equator to the poles, from the bottom of the ocean to the top of the atmo-
sphere and beyond. The phenomenal success of this animal has not been without negative
effects on other organisms. Its activities have resulted in extinction of other species and
loss of habitat for many more. It may be the only species that by itself is responsible for
global changes in the environment. It produces chemicals that deplete stratospheric ozone,
with effects that are yet to be well understood. Its activities produce CO, fast enough to
result in a doubling of the atmospheric concentration by the mid-twenty-first century, and
which is expected to alter Earth’s climate. Homo sapiens has turned a good portion of the
world’s biological productivity toward its own use, but it is at risk of depleting its own
resources. It has the greatest ability to plan of any species by far, including the capability
of controlling its own resource consumption to prevent the risk of depletion. However, it
remains to be seen whether it will actually do so to prevent catastrophe in the future.

We will study the biological functioning of the human body, stopping short of human
behavior, which is beyond the scope of this book. We focus in turn on each of the 11 major
organ systems. An understanding of the structure and function of the human body will
help in understanding the effect of toxins.

The cells in the body are differentiated into about 200 different kinds. These are
classed into four basic types, which also correspond to the four basic types of tissues:

1. Muscle cells and tissues generate mechanical force and movement. They are
derived from the mesoderm. There are only three types of muscle tissue: smooth, skeletal,
and cardiac.

Environmental Biology for Engineers and Scientists, by David A. Vaccari, Peter F. Strom, and James E. Alleman
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2. Nerve cells and tissues produce and conduct electrical signals over large distances
within the organism and at great speed. They can stimulate response from other cells, such
as in muscles or glands. They are derived from the ectoderm.

3. Epithelial cells and tissues, or epithelium, form a lining over the organs, line body
cavities such as the inside of the intestines or the lungs, and cover the organism as a
whole, as the outer part of the skin. Thus, almost all absorption of pollutants must first
pass through the epithelium. In keeping with this role, its cells are specialized to be
selective in their absorption and secretion of ions and organic compounds, enabling them
to act as a barrier to the passage of chemicals into and within the body. Epithelium is
formed from ectoderm, mesoderm, and endoderm. Epithelial tissue never has its own
blood supply; instead, it receives nutrients by diffusion from the underlying connective
tissue. Cells that secrete substances such as hormones or digestive enzymes are epithelial
cells called gland cells.

4. Connective cells and tissues connect and support parts of the body. Examples
include bones, cartilage, fat storage cells, blood cells, and lymph fluid. Connective tissue
includes a number of cells that respond to tissue injury. These include a variety of
leukocytes, or white blood cells, which protect against infection, and mast cells, which
release the compounds histamine and heparin, which are responsible for the inflammation
response. Connective tissue underlies most epithelial layers. Connective cells are often
embedded in a large amount of extracellular material. For example, bone cells are
surrounded by a crystalline matrix. Tendons and ligaments consist almost completely of
collagen, a tough, ropelike fibrous protein that resists stretching. Some ligaments have a
stretchy fiber called elastic fiber, which is made up of the protein elastin.

The organs themselves are made of combinations of different kinds of the four basic
types of tissues. In a typical example, blood vessels have an inner lining of epithelium,
surrounded by a layer of connective tissue, and then by another layer of muscle tissue. The
muscle layer controls the movement of blood by constricting or dilating. For example,
when the body is cold, the muscle layer surrounding the blood vessels near the skin con-
stricts, reducing the transport of heat to the skin surface. Blushing occurs when the oppo-
site happens: The capillary muscles of facial skin dilate (open wider), bringing more
blood to the surface. Adipose tissues are the fatty deposits below the skin. They can be
an important storage site for toxins.

9.1 SKIN

The integumentary system consists of the skin and associated structures, such as hair,
nails, and glands. The skin is one of the body’s main protections against toxins in the
environment. Looking at this from a different point of view, the skin is also an important
route of exposure for many toxins. The skin consists of two main layers, the dermis and
the epidermis (Figure 9.1). The dermis, the inner layer, is made up primarily of connec-
tive tissue, plus sweat glands, hair follicles, nerve endings, blood vessels, and the small
muscles that make your hair “stand up on end.” The dermis contains a large amount of
intracellular collagen fibers and elastic fibers. The elastic fibers give the skin the ability to
stretch. The collagen fibers limit the stretching and give skin strength.

The epidermis, the outer layer, is about 1 mm thick. The epidermis does not have its
own blood supplys; it is supplied from capillaries in the dermis. The innermost part of the
epidermis is the basal cell layer, a single layer of cells that replicate to replace lost
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Figure 9.1 Layers of the skin. (From Van de Graaff and Rhees, 1997. © The McGraw-Hill
Companies, Inc. Used with permission.)

epidermal cells. These new cells push up as other new cells are produced below. Once
they are several cells away from the basal cell layer, they start producing large amounts
of keratin, a tough fibrous protein, and the cells gradually die off and dehydrate. This
process produces the outermost layer of the epidermis, called the stratum corneum.
This layer consists of dead epidermis cells filled with keratin and sandwiched between
phospholipid membranes. These cells are sloughed off continuously and regenerated by
the epidermis. It takes about 15 to 30 days for a cell to go from the basal layer to the
stratum corneum, and another 14 before it is shed.

The stratum corneum is resistant to water and other substances, although pores in the
skin provide a route for substances such as drugs or toxins to enter. The solvent dimethyl
sulfoxide (DMSO) easily crosses the skin and enters the circulation. Substances that other-
wise do not easily cross the skin may do so if dissolved in DMSO. Melanin is the dark
pigment in the skin of black people and of Caucasians with substantial exposure to sun-
light (a tan). It is produced by cells in the basal layer called melanocytes. The melanin
protects skin by absorbing ultraviolet light from the sun. Ultraviolet radiation from sun-
light is a common cause of skin cancer.

9.2 SKELETAL SYSTEM

The skeletal system consists of the bones, cartilage, and joints. Its functions are to pro-
vide support, protection, movement, mineral storage, and the production of red and white
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blood cells. Of environmental interest, the bones may be a significant storage site for toxic
divalent heavy metals such as lead, radium, or strontium.

Bone is a living tissue, although most of its mass consists of calcium salt crystals
and collagen fibers. Almost two-thirds of the mass of the bone is hydroxyapatite,
Ca ((PO4)6(OH),, plus sodium, magnesium, and fluoride salts. About one-third of bone
mass is made up of collagen fibers. Living cells make up only 2% of the bone’s mass.
The cells include blood vessels and bone cells, called osteocytes. The combination of
crystalline hardness and collagen toughness give bone structural properties comparable
to high-quality steel-reinforced concrete. Bone structure often consists of a solid compact
bone exterior, with a strong, yet light spongy bone layer inside. Many bones have an
internal cavity containing marrow, which is the bone tissue that produces red and
white blood cells and that stores fat reserves.

Bones are dynamic tissues. Some osteocytes, called osteoblasts, produce new bone;
others, called osteoclasts, dissolve bone material. For example, when a long bone
grows in diameter, the osteoblasts produce bone on the outside while osteoclasts dissolve
bone on the intererior to enlarge the marrow cavity. Physical stress, such as from exercise,
causes bones to grow at the point of attachment of the muscle tendons. (Exception: In
children, excessive strenuous activity can damage sites of bone lengthening and result
in shortened stature.) Baseball pitchers and tennis players have 35 to 50% more bone
in their playing arm than in the other arm. Inactivity, on the other hand, can cause a
loss of bone mass. Weightlessness causes astronauts to lose significant bone mass even
if they exercise regularly. Older women are vulnerable to bone loss due to hormonal
changes, a condition called osteoporosis. However, this problem can be at least partially
forestalled by physical activity and/or hormonal therapy.

Humans have about 206 bones. The exact number varies because a variable number
fuse together during development. The head contains 29 bones: 22 facial bones, 8 cranial
bones, 6 bones in the ears, plus the hyoid bone. The latter is the only bone in the body not
connected to the skeleton. It is located just under and behind the tongue, and is involved in
swallowing. The spine consists of 26 bones: 24 are vertebrae, divided into the cervical,
thoracic, and lumbar regions. At the bottom of the spine are the sacrum, which connects to
the pelvis and is formed from five fused bones, and the coccyx, a vestigial tail formed
from three to five fused bones. The rib cage plus the sternum makes another 25 bones.
The upper and lower extremities plus the pelvic and pectoral girdles makes up another
126.

Cartilage is a clear, glassy material composed of cartilage cells surrounded by a mesh
of collagen fibers. It lines the moving surfaces of the skeletal joints. Cartilage has few
blood vessels, a reason that injury to it is slow to heal. Tendons are bands of dense tissues
containing parallel fibers of collagen that connect muscles to bones. Ligaments are like
tendons, but form connections from one bone to another. Some ligaments, such as those in
the spine, contain more elastic fibers than collagen, making them springy.

9.3 MUSCULAR SYSTEM

Muscles are organs containing cells, called muscle fibers, which are specialized to con-
tract. There are three types of muscle tissue. Cardiac muscle is present only in the heart.
Smooth muscle is responsible for involuntary actions, such as the contractions that move
food through the digestive system. It is also the type of muscle that surrounds the blood
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vessels, controlling their contraction and dilation. Both of these types of muscle make up
about 3% of the body. However, the great majority of the body’s muscle is of the third
type: skeletal muscle, which makes up about 40% of the body’s weight. We focus on this
type of muscle.

Each skeletal muscle is made up of muscle fibers, each one a single cell that can
extend the length of the muscle (up to 20 cm) and 10 to 100 pm in diameter. Each of
these giant cells has hundreds of nuclei. Within each muscle fiber are many parallel bun-
dles called myofibrils, which run the length of the cell. Finally, within each myofibril are
numerous thick filaments composed of bundles of the protein myosin, and thin filaments
made of actin and other proteins. Muscle contraction is caused by the sliding filament
mechanism, in which the myosin filaments pull on the actin filaments like a person pull-
ing on a rope.

The ATP for muscle contractions can come from four sources: aerobic oxidation, or
glycolysis with fermentation to lactic acid, creatine phosphorylation, and free ATP.
Under resting conditions, muscle cells produce ATP from the oxidation of fatty acids
via aerobic respiration. Because it requires oxygen, this mechanism can provide energy
only as fast as the required amount of oxygen can be provided to the muscle by the blood-
stream. Although this is most efficient, aerobic respiration does not provide ATP fast
enough for continuous contractions such as those during athletic performances. It can, how-
ever, support moderate continuous activity such as hiking or, literally, “aerobic’ exercise.

Recall from Section 5.4.1 that glycolysis, which occurs in the cytoplasm, can produce a
few ATPs from a partial oxidation of glucose to pyruvate. A fermentation step then con-
verts the pyruvate to lactic acid. The glucose itself is stored in the muscle in the form of
glycogen. Glycolysis provides enough energy for vigorous activity lasting 1 to 3 minutes,
such as an 800-m run. It has the advantage that it does not require oxygen. However, the
lactic acid accumulates in the muscle fiber, reducing the pH and disrupting the cell’s activ-
ity. This is the “burn” felt after heavy exercise that forces us to rest to recover from the
exertion. Muscle cells cannot oxidize the lactic acid. They must release it to the blood-
stream, where it will reach the liver. Only the liver can eliminate lactic acid. The liver will
gradually oxidize about 30% via respiration and use the resulting ATP to convert the rest
of the lactic acid back to glucose. Thus, the rate of oxygen utilization is elevated for a time
after the exertion stops, to repay the accumulated oxygen debt.

For very brief, explosive activity, such as a single leap or a throw, the muscle cell has
two immediate sources of ATP. One is the small amount of free ATP always present in
cells. This can support about 2 seconds of contractions. The second immediate source is a
high-energy compound called creatine phosphate (CP). The muscle fibers store about five
times as much CP as they do ATP.

An analogy for these sources of energy is in sources of money. Free ATP is like change
in the pocket. It’s ready in an instant, but it doesn’t last long. If you take a moment more,
you can fish for paper money in your wallet or purse. This is like the creatine phosphate.
Glycolysis is like using a credit card. It lasts longer but produces uncomfortable side
effects (financial debt, in this case), which must be paid back. Finally, the reactions of
respiration are like getting a job to obtain money. It comes in slow and steady, although
not fast enough to sustain a marathon shopping spree. To extend the analogy, fats can be
compared to ownership of stocks. Although they can be a significant reserve, they must be
converted to cash (liquidated, in the financial parlance) in order to be useful.

The muscles contain sensors that provide information to the central nervous system
about the state of contraction of the muscles. This gives us a sense of body position and
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helps provide muscle tone, which is the contraction of some muscle fibers even when resting.
Muscle tone helps keeps bones and joints in position and protects against sudden shocks.

9.4 NERVOUS SYSTEM

The nervous system is one of the two main control mechanisms of the body, the other
being the endocrine system. Nervous tissue is among the most sensitive in the body to
toxins. Because nervous tissue has a very high metabolic rate, its role is so critical that
even small amounts of damage can have significant effects, and some toxins (i.e., the
insecticides) are actually designed to be neurotoxic in order to be effective against insects
at low dosages.

The primary functional components of the nervous system are the nerve cells, or neu-
rons. They can have many shapes; Figure 9.2 shows a common type. The main parts are
the cell body, or soma, the highly branched dendrites, and the axon. The soma contains
the nucleus and cytoplasm, with its typical cell machinery, such as mitochondria and ribo-
somes. The neuron lacks a centriole, which makes it impossible for it to divide. Thus,
neurons cannot regenerate once damaged. This also means that neurons cannot become
cancerous. Brain cancer in adults occurs in other nervous system cells, called glial cells.
The dendrites provide most of the sites for the reception of nerve signals. The axon is a
long extension of the cell that serves to transmit the nerve signal over a great distance. It
may have branches, and it is often sheathed in a lipid coating called myelin that serves as
an insulator for the signal transmission. Neurons transmit signals from one cell to another
at a specialized point of contact called a synapse. A nerve is a bundle of neuron axons.

9.4.1 Nerve Signal Transmission

Nerve signals are transmitted along the axon as a wave of electrochemical charges caused
by movement of potassium and sodium ions across its membrane. A membrane would be
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Figure 9.2 Typical motor neuron. (From Fried, 1990. © The McGraw-Hill Companies, Inc. Used
with permission.)
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fairly impermeable to ions except for the presence of special pores called membrane
channels that provide a path for the ions. There are special membrane channels for potas-
sium and others for sodium. One type of membrane channel allows a continuous but slow
leak of ions across the membrane. Another type opens and closes in response to voltage
across the membrane. In addition, there is a sodium—potassium exchange pump that
uses ATP to exchange three intracellular sodium ions with two extracellular potassium
ions. In other words, it pumps two potassium ions into the cell for every three sodium
ions pumped out. When the nerve cell is resting, the exchange pump maintains an elec-
trostatic potential, or voltage, of —70 mV across the membrane. That is, the inside of the
cell is negatively charged, or has a deficiency of positive anions. This voltage is called
the resting potential of the cell. The pump also ensures that under resting conditions,
the inside of the cell has far more potassium than sodium, and the reverse is true
outside the cell.

Nerve signal propogation along the axon begins when a sodium channel is opened at
some point, such as by a chemical signal from a synapse. This causes the voltage to
increase toward zero, a process called depolarization. Depolarization triggers a sequence
of sodium and potassium pore openings and closings. First one, then the other ion floods
across the membrane, causing the voltage to increase and then decrease back to the resting
potential. This sequence moves along the axon in a wave, transmitting the signal. The
entire sequence at one point may occur in 1 ms.

The largest axon fibers, from 4 to 20 um in diameter, are well insulated by myelin
and can propagate signals at speed up to 140 m/s. Others are unmyelinated and are
less than 2 pum in diameter; their transmission speed is only about 1 m/s. The faster
fibers are used to transmit the senses of balance, body position, and delicate touch.
Slower neurons take less space and are used to transmit information on temperature
and pain as well as information for organs and glands. About one-third of an adult’s
neurons are myelinated. Children lack myelination until early adolescence, which
partly accounts for their reduced coordination ability. Multiple sclerosis is a disease
involving the loss of myelination of axons, which results in muscle paralysis and loss
of sensations.

9.4.2 Synaptic Transmission

At the end of the axon, the neuron must transmit the signal to another neuron or to an
effector. This is done through the synapse. Most synapses involve the use of a chemical,
called a neurotransmitter, to communicate the signal across a gap from one cell to
another. One of the most widespread neurotransmitters is acetylcholine (ACh). This neu-
rotransmitter is a target of many insecticides, in particular the organophosphorus and
carbamate pesticides.

The axon ends in a synaptic knob (Figure 9.3), which contains as many as 1 million
vesicles containing ACh. The membrane of the synaptic knob is separated from the
membrane of a target neuron by a gap of about 20 nm width. When the depolarization
wave from an axon reaches the synaptic knob, ACh is released and diffuses across the
gap to the target neuron. There it stimulates pores to open, depolarizing the target neuron
membrane and initiating a nerve signal transmission. An enzyme, acetylcholinesterase,
rapidly decomposes the ACh into choline and acetate. The choline is reabsorbed by the
synaptic knob and recycled into more ACh. It is the enzyme acetylcholinesterase that is
affected by organophosphorus and carbamate pesticides (see Section 17.4.7).
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Figure 9.3 Neural synapse. (Based on Fried, 1990.)

There are many other neurotransmitters. Many hormones serve this function, including
epinephrin (adrenaline), ADH, oxytocin, insulin, and glucagon. The amino acids glycine,
glutamine, and aspartic acid are neurotransmitters, as are the gases carbon monoxide and
nitric oxide. A group of compounds called endorphins modifies the effect of neurotrans-
mitters and may be involved in mood and pain reduction. They are similar in structure to
morphine. It is thought that exercise produces a natural release of endorphins. Dopamine
is a central nervous system neurotransmitter that can be inhibitory or excitatory, depend-
ing on the receptor. A decline in dopamine production produces Parkinson’s disease, in
which the inhibitory action of dopamine is missing. As a result, the neurons that control
muscle tone become overstimulated. All movement requires overcoming the tension of the
opposing muscle. Dopamine cannot cross the blood—brain barrier, but the drug L-dopa
can, and it is converted to dopamine in the brain, providing relief from symptoms.

9.4.3 Nervous System Organization

The nervous system may be the best example of “‘the whole is more than the sum of its
parts.”” Even accounting for the fact that the behavior of individual neurons is much more
complex than described above, it is difficult to explain our higher behaviors, such as lan-
guage, abstract reasoning, and self-consciousness, in terms of them. That is a far greater
task than explaining the functioning of a computer in terms of the action of individual
transistors. Those higher behaviors depend on neuronal activity, but in ways far from
well understood and beyond our scope here, in any case. Here we can only summarize
the basic organization of the nervous system.

The nervous system can be divided into a central nervous system (CNS) and a per-
ipheral nervous system (PNS) (Figure 9.4). The CNS consists of the brain and spinal
cord. The CNS performs integration of information and coordination of actions. The
actual source of information and distributor of commands to the body is the PNS,
which includes all of the other neurons in the body.
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Figure 9.4 Organization of the nervous system. (Based on Martini, 1998.)

The brain is where all the higher-level activity occurs. The human brain weighs about
1.4 kg and has a volume averaging 1200 cm”®. Brain size in humans correlates with body
size and not with intelligence. It contains about 10'? neurons, each with an average of
about 1000 connections. The brain has three main parts: the cerebrum, the cerebellum,
and the brainstem. The brainstem is the connection between the brain and the spinal
cord. It regulates some of the functions most basic to our survival. Within the brainstem,
the medulla oblongata controls basic functions such as breathing, heartbeat, and blood
pressure. Above the medulla are the pons and midbrain, which act as relay centers for
sensory information. The hypothalamus is above this. It regulates the pituitary gland,
forming a connection between the nervous system and the endocrine system. It also reg-
ulates many functions of homeostasis: body temperature, salt and water balance, hunger,
and the digestive system. It also contains areas associated with pleasure and ecstasy. The
thalamus is above the hypothalamus (as the name implies) and also serves as a relay sta-
tion. From the thalamus down to the spinal cord runs the reticular formation, which is
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connected with sleeping and awareness and the ability of a student to concentrate during
long, boring lectures.

The cerebellum is located dorsal to the medulla and controls fine motor skills.
Although the decision to make some motion is made in the cerebrum, the cerebellum pro-
vides feedback control to accomplish the task with precision. It is most developed in birds
and mammals, since they have much higher dexterity than that of the other animals.

The cerebrum is the part of the brain responsible for voluntary control of skeletal mus-
cles, speech, vision, memory, thoughts, and consciousness. Most of its activity relates to
sensory and motor functions. It is the largest part of the brain, forming the familiar highly
folded structure divided into two parts, a right and a left hemisphere. The outer layer of
the cerebrum is the cerebral cortex. It is only 3 mm thick but accounts for 90% of the
brain’s cell bodies. Many specific capabilities can be localized to very small areas of
the cerebral cortex. For example, the ability to recognize your mother’s face can be
eliminated by the destruction of a very small area of the cortex, such as by a stroke.
Another area controls learned eye movements. People with damage to this area can under-
stand writing but cannot read because they cannot follow lines of type on a page with their
eyes.

The endothelial cells that line the blood vessels in the brain are joined to each other
very tightly. Thus, for any chemical to pass from the blood to the brain, it must pass into
and out of the epithelial cells rather than through spaces between them as is possible else-
where in the body. This is called the blood-brain barrier, and it limits the passage of
hydrophilic (water-soluble) compounds, thus protecting the brain against many types of
toxins and drugs. The brain uses glucose for energy almost exclusively and does not store
glycogen; thus, it is dependent on a continuous supply in the blood. It also uses oxygen at
a high rate. If the oxygen is cut off for more than 4 or 5 minutes, or if glucose is cut off
for more than about 15 minutes, brain damage will occur.

The peripheral nervous system has two parts, corresponding to the two functions of
obtaining information and distributing commands. Information is provided by the nerves
associated with the senses through the neurons of the sensory system. Action is stimu-
lated by the motor system, which connect to the muscles and initiate their contractions.
Both of these systems branch out from the brain and spinal cord. Some sensory neurons,
such as some of those connected with pain sensors in the skin, are connected to motor
neurons in the spinal column. This forms a reflex arc, which enables rapid response to
danger without taking the time to transmit signals all the way to the brain for additional
CNS signal processing. For example, the sudden pulling of a finger away from a hot
object is accomplished by the reflex arc.

The motor system is itself divided into two parts: the somatic nervous system and the
autonomic nervous system. The somatic nervous system transmits signals for voluntary
control of the skeletal muscles. Their neurons, called motor neurons, have large-diameter
myelinated axons and tend to pass directly from the brain or spinal cord to the target mus-
cle without intermediate synapses. All the motor neurons stimulate muscle contractions;
none are inhibitory. The only neurotransmitter used is ACh.

The autonomic nervous system controls involuntary activities, the body functions
that occur without our conscious awareness. The effectors (the target organs that act
upon receiving a nerve signal) include smooth muscle, the heart, and glands. Most of
the neurons of the autonomic nervous system do not pass directly from the CNS to the
effector. Instead, each path consists of two neurons, joined by a synapse in a structure
called a ganglion, most of which are located alongside the spinal column. Autonomic
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system neurons may be stimulatory or inhibitory. Most autonomic neurons use ACh, but
other neurotransmitters are also involved. One “ganglion” is actually a gland, the adrenal
medulla, in which the neurotransmitters epinephrine and norepinephrine are released to
the bloodstream instead of to another neuron. Thus they act as hormones in this situation.
This activity is described in Section 9.5.

The autonomic nervous system is divided into the sympathetic and parasympathetic
divisions. These are both anatomically and functionally distinct. The parasympathetic
division neurons originate in the brainstem and in the sacral region at the base of the
spine. The parasympathetic division stimulates activity of the visceral organs, which
occurs while in a relaxed state. Its effects can be summarized as follows: (1) metabolic
rate is decreased; (2) heart rate and blood pressure are decreased; (3) secretion by salivary
and digestive glands increases; (4) muscle contractions in the digestive tract increase; and
(5) urination and defecation are stimulated.

The sympathetic division branches out from the spinal column in the thoracic and
lumbar regions. Most sympathetic paths release norepinephrine at the effector, although
some release ACh or nitric oxide. It is the sympathetic division that stimulates the release
of epinephrine (adrenaline) and norepinephrine by the adrenal gland. In fact, the overall
effect of sympathetic division stimulation can be summarized as producing the fight or
flight response, which prepares the body for an emergency that might require intense
physical activity. It is stimulated by emotions such as fear or stress. In summary, the
effects of the sympathetic division are (1) increased mental alertness, (2) increased meta-
bolism, (3) inhibited digestive and urinary function, (4) activation of energy reserves, (5)
increased respiration, (6) increased heart rate and blood pressure, and (7) stimulation of
sweat glands.

Both the sympathetic and parasympathetic divisions innervate most of the same organs
and other effectors, but they usually have opposite effects: One will stimulate while the
other inhibits. This gives finer control over activity, like having both a brake and an accel-
erator on a car. The heart, for example, is stimulated to decrease its output by ACh from
the parasympathetic division and to increase output by norepinephrine from the sym-
pathetic division. Some of the neurotransmittor receptors in the autonomic system are
stimulated by nicotine, the active ingredient in tobacco. As a result, nicotine poisoning
produces increased heart rate and blood pressure, plus vomiting and diarrhea.

Information is provided by sensory receptors, which are neurons that are specialized
to produce signals in response to physical or chemical stimulus. The receptors can be
divided into three divisions. The special sensory receptors are associated with complex
sensory organs; the special senses are vision, hearing, taste, smell, and balance. The
somatic sensory receptors include the senses of touch, pain, temperature, pressure,
vibration, and proprioception. Proprioception is the sense of position of the skeletal
muscles and joints. The visceral sensory receptors monitor the internal organ systems,
including the cardiac, digestive, respiratory, urinary, and reproductive systems. Since
an action potential is always of the same strength, a receptor signals the strength of a
sensation by varying the frequency of action potentials. That is, a stronger sensation pro-
duces a more rapidly repeated action potential. Ultimately, sensory signals are interpreted
by the central nervous system in what is called perception. A receptor can be as simple as
an ordinary dendrite of a neuron. Pain receptors may be of this form. They respond to
many different types of stimulus. Other receptors are enclosed in complex structures
that admit only a highly selective type of stimulus. The special sensory receptors are of
this type.



184  THE HUMAN ANIMAL
9.5 ENDOCRINE SYSTEM AND HOMEOSTASIS

The nervous system is not the only way the body controls bodily functions. It also uses
chemical messengers. Some cells communicate directly with their contact neighbors
through special junctions. This is usually to coordinate local activity such as ciliary move-
ment or muscle contractions. Others release chemicals into the intercellular spaces that
primarily affect cells in the same tissue. An example is the prostaglandins, a powerful
fatty acid with many functions. Prostaglandins are released by damaged tissues and
stimulate inflammation and the sensation of pain. Aspirin and other analgesics act by
inhibiting the formation of prostaglandins and similar compounds. Many tissues issue
chemicals that inhibit cell division locally. This prevents uncontrolled growth such as
occurs in cancer tumors. Compounds such as these are called local hormones or
paracrine factors. Some specialized cells produce chemicals that are excreted through
ducts onto epithelial surfaces, such as inside the intestines or onto the skin. These cells are
in structures called exocrine glands. Saliva and sweat are secretions of exocrine glands.

The focus in this section is on chemicals that are secreted by glands into the blood
supply for the regulation of bodily function. These glands form the endocrine system,
which consists of endocrine organs that produce hormones. The chemical messengers
produced by the endocrine system are called hormones, which are chemical messengers
that influence the response of cells and tissues at locations remote from the hormone-
producing cells. The endocrine system is just as vital for proper functioning of the body
as the nervous system is. Although its response time is not as fast, its effects can be
long lasting. Of interest from an environmental point of view is the idea that some pollu-
tants, including 2,3,7,8-TCDD (dioxin), mimic the female sex hormone estrogen. Such
toxins are called xenoestrogens or endocrine disrupters.

Figure 9.5 shows some of the glands of the endocrine system. The pituitary gland has
two main parts. The anterior pituitary produces a number of important hormones, the
release of all of which is controlled by other hormones produced by the hypothalamus.
The posterior pituitary does not produce its own hormones. However, it stores several
hormones produced by the hypothalamus and releases them upon receiving a neural com-
mand from the hypothalamus.

The adrenal glands are located atop each kidney and also have two main parts. The
outer part, or cortex, produces steroid hormones; the inner part, called the medulla,
produces epinephrine and norepinephrine. Ninety-nine percent of the pancreas serves
an exocrine function, producing digestive enzymes. The other 1% performs a critical
endocrine function: controlling blood glucose.

9.5.1 Homeostasis

The nervous system and the endocrine system share major responsibility for maintaining
homeostasis, a stable internal environment, in the face of external changes. Homeostasis
requires that a number of vital factors be controlled within a proper range. Some of these
vital factors include body temperature, blood glucose concentration, the concentration of indi-
vidual electrolytes (sodium, potassium, calcium) in the blood, and blood pressure and volume.

Homeostatic control is accomplished mostly by the use of negative feedback, in which
the movement of a condition outside the vital range stimulates an effect that tends to
move it in the opposite direction. For example, most adults have a resting body tempera-
ture between 36.7 and 37.2°C (98.1 to 99.0°F). The “normal” value for a person’s vital
factor is termed the set point. If the temperature rises about 0.2°C above the set-point
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Figure 9.5 Some of the most important endocrine glands. (From Van de Graaff and Rhees, 1997.
© The McGraw-Hill Companies, Inc. Used with permission.)

temperature, the hypothalamus stimulates blood vessels in the skin to dilate and sweat
glands to increase their secretion. Both of these tend to increase the loss of heat from
the body, limiting or reversing the temperature increase. A body temperature decrease
causes the reverse effects, plus other activities, such as shivering.

Body temperature also involves feedforward control, in which events that would alter
a vital factor are detected and the body responds before the alteration actually occurs. The
hypothalamus also receives signals from temperature sensors in the skin. These stimulate
the temperature control effects before the sensors within the hypothalamus actually detect
an internal change.

A few mechanisms involve positive feedback, in which a stimulus produces an effect
that increases the stimulus. This usually involves processes that need to be completed
quickly, such as blood clotting. When childbirth begins, stretch receptors in the wall of
the uterus stimulate the brain to cause the pituitary gland to release stored oxyfocin, a
hormone that stimulates uterine contractions. This increases the rate of contractions,
expelling the baby faster. Once the baby has left the birth canal, the uterine receptors
relax, leading to a drop in oxytocin levels, breaking the positive feedback loop.
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Factors that cause deviation from homeostasis are termed stresses. Stress can be phy-
sical, emotional, environmental, or metabolic. When stress initiates, the body enters what
is called the alarm phase and responds with the fight or flight response described in
Section 9.4.3. If the stress continues for the long term, the body switches to the resistance
phase, in which glucocorticoid hormones are released, especially cortisol, plus lesser
amounts of epinephrine, growth hormones, and thyroid hormones. These maintain the
rate of energy supply at elevated levels by mobilizing lipid and protein reserves and
saving glucose for nervous tissue. If the stress is starvation, the resistance phase ends
when reserves run out. Otherwise, it may end due to the side effects of the hormones,
such as the slowing of wound healing due to the anti-inflammatory effects of glucocorti-
coids, elevated blood pressure and volume, and altered mineral balance (especially loss of
potassium in the blood) due to aldosterone and ADH, or exhaustion of the ability of the
adrenal cortex to continue glucocorticoid hormone production, destroying the ability of
the body to maintain blood glucose levels. If any of these occur, the result is the exhaus-
tion phase, in which homeostasis breaks down. One or more organs may malfunction. For
example, excessive potassium loss can cause heart failure.

9.5.2 Hormones
Hormones are classified into three groups based on chemical structure:
e Amino acid derivatives: derivatives of either tyrosine (e.g., catecholamines and

thyroid hormones) or tryptophan (e.g., melatonin).

e Peptide hormones: glycoproteins, short peptides, or small proteins (under 200 amino
acids). Examples include growth hormone and insulin.

e Lipid derivatives: either eicosanoids (derivatives of arachidonic acid), such as
prostaglandins, or steroids (derivatives of cholesterol), such as hydrocortisone.

Tables 9.1, 9.2, and 9.3 summarize most of the hormones and their functions. Although
others are known, some are still poorly understood.

TABLE 9.1 Peptide Hormones

Gland Hormone Target and Function
Hypothalamus  Antidiuretic hormone, Stored in posterior pituitary; when released, it
or vasopressin (ADH) increases water resorption by the kidneys; it is
inhibited by alcohol.
Oxytocin Stored in posterior pituitary; when released,

stimulates milk ejection and uterine contractions
in females, ductus deferens and prostate in males;
secreted by uterus and fetus; released in orgasm in

both sexes.
Releasing and Controls the release of hormones of the anterior
inhibiting hormones pituitary, a different one for each.
Anterior Thyroid-stimulating Stimulates synthesis and secretion of thyroid
pituitary hormone (TSH) hormones; stimulated by hypothalamic
thyrotropin-releasing hormone (TRH).
Follicle-stimulating Females: stimulates follicle maturation and estrogen
hormone (FSH) synthesis; males: stimulates production of sperm;

stimulated by hypothalamic gonadotropin-
releasing hormone (GnRH).
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TABLE 9.1 (Continued)
Gland Hormone Target and Function
Leuteinizing Females: stimulates ovulation, formation of corpus
hormone (LH) luteum, and synthesis of estrogen and progester-
one; males: stimulates synthesis of testosterone;
stimulated by hypothalamic GnRH.
Prolactin (PL) Stimulates growth of mammary gland and synthesis
of milk.
Growth hormone Stimulates growth of all cells, but the cells of the
(somatotropin, GH) bone and cartilage are especially sensitive.
Adrenocorticotropic Stimulates production of steroids in adrenal cortex,
hormone (ACTH) part of the response to stress.
Intermediate Melanocyte-stimulating Increases melanin synthesis in epidermis (not active
pituitary hormone (MSH) in adults except pregnant women).
Parathyroid Parathyroid hormone Increases calcium in circulation by stimulating bones

C cells of the
thyroid
Heart

Thymus

Pancreas

Digestive tract

Kidneys

Liver

(PTH)
Calcitonin (CT)
Atrial natriuretic

peptide (ANP)
Thymosins

Insulin

Glucagon

Gastrin
Cholecystokinin
Erythropoietin (EPO)
Renin (actually

an enzyme)

Angiotensinogen
(a plasma protein)

to release it, enhances digestive uptake, and
inhibits kidney removal.
Opposite effect of PTH, decreases calcium in blood.

Release stimulated by stretch receptors in cardiac
muscle; it promotes loss of sodium and water in
kidney, supresses thirst and water-conserving
hormones.

A blend of hormones that induce T-cell differentia-
tion in the immune system.

Stimulates the uptake and use of glucose by cells
throughout the body, the production of glycogen
by the liver and skeletal muscles, and the
formation of fats by adipose tissue. The effect of
insulin on glucose uptake by cells is indirect; it
stimulates an increase in the production of
membrane proteins that transport glucose through
the membrane by facilitated diffusion.

Released when blood glucose is low: stimulates cells
throughout the body to release glucose, the liver to
break down glycogen into glucose, and the
breakdown of fats by adipose tissue.

Stimulates hydrochloric acid secretion by the
stomach.

Stimulates the exocrine cells of the pancreas to
secrete digestive enzymes.

Produced in response to low oxygen in the kidney;
stimulates red blood cell production by bone
marrow.

Converts angiotensinogen to angiotensin I in the
blood.

After conversion by renin in the blood and other
enzymes in the lungs, it becomes angiotensin II,
which stimulates thirst and production of
aldosterone and ADH, causing sodium and water
retention. This is part of the response to low blood
volume.
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TABLE 9.2 Amino-Acid-Derived Hormones

Gland Hormone Target and Function

Pineal gland Melatonin Pineal gland receives stimuli from visual
neurons that reduce melatonin production
during the day and increase it at night.-
Thought to be involved in circadian (daily)
rhythms of the body. Increases during dark
winters thought to cause seasonal affective
disorder (SAD), a disorder that affects
mood, sleeping, and eating.

Thyroid Thyroxine (T,) and Synthesis of thyroxine and triiodothyronine

triiodothyronine (T3) requires iodide. Synthesis and release is
stimulated by hypothalamic regulatory
enzymes. Produces a rapid, short-term
increase in metabolic rate by binding to
mitochondria, and by activated genes that
code for glycolysis enzymes.

Catecholamines

Adrenal medulla Epinephrine (adrenaline) Epinephrine makes up about 75% of the
and norepinephrine release of the adrenal medulla; the rest is

norepinephrine. Release is stimulated by
the sympathetic division of the autonomic
nervous system as part of the fight or flight
response. Causes skeletal muscles to break
down glycogen to glucose as a ready source
of energy, adipose tissue to break fats
down to fatty acids for other tissues to use,
the liver to break down glycogen for use by
the neurons that cannot use fatty acids.

Hypothalamus Dopamine Controls release of prolactin.

The molecules that the hormones interact with are called receptors. The effect of a
hormone depends not only on how much hormone is in circulation but how many recep-
tors are present and on which cells. This is an important aspect of hormone control. Dif-
ferent tissues may vary in their numbers of receptors for a particular hormone. This
enables the action of hormones to be selective. Change in receptors is also a mechanism
for the control of hormone response. For example, thyroid hormone stimulates adipose
cells to produce receptors for epinephrine, increasing their sensitivity to epinephrine’s
causing the release of fatty acids. The interaction of a hormone with a cell-surface recep-
tor ultimately results in the activation or inhibition of an enzyme within the cell. Many
drugs are designed to either stimulate or interfere with receptors.

The lipid hormones enter the cell and complex with the DNA in the nucleus. They then
either stimulate or inhibit gene expression, and ultimately, the cell function. For example,
testosterone stimulates production of structural proteins in skeletal muscles, increasing
muscle size and strength. Thyroid hormones, in addition to complexing with DNA,
may bind to mitochondria, causing an increase in ATP production.

Hormones are also controlled by changes in the composition of intercellular fluids, by
other hormones, or by neural stimulation. The hypothalamus and the adrenal medulla are
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Gland

Hormone

Target and Function

Many tissues

Reproductive
organs

Follicles of
ovaries

Corpus luteum
of ovaries

Adrenal cortex

Kidneys

Leukotrienes
Prostaglandins

Thromboxanes

Androgens (testosterone

and others)
Testosterone

Estrogens (e.g.,
estradiol)

Progestins (e.g.,
progesterone)

Eicosanoids

Released by white blood cells, they coordinate tissue
responses to injury and disease.

Generated by most tissues of the body, converted by
platelets in the blood to thromboxanes.

Causes platelets to aggregate and the smooth
muscles of the blood vessel walls to contract.

Steroids

Produced by testes, it promotes sperm
growth, stimulates overall growth, especially
of the skeletal muscles, and produces
aggressive behavior.

Stimulates maturation of egg cells and growth
of the lining of the uterus.

Prepares uterus for embryo, stimulates
movement of egg or embryo, stimulates

enlargement of mammary glands.

Several dozen
hormones, e.g.:

Aldosterone In response to drop in blood sodium, volume, or
pressure, stimulates retention of sodium by
kidneys, sweat glands, salivary glands, and
pancreas; increases sensitivity of salt-sensing
taste buds in tongue; also stimulated by angio-
tensin II.

Accelerates glucose synthesis and glycogen forma-
tion, especially in the liver; stimulates tissues to
use fatty acids for energy instead of glucose,
reduce inflammation by inhibiting white blood
cells and mast cells. Cortisol inhibits its own
production by a negative feedback loop involving
the hypothalamus and ACTH.

The “sex” hormones, including testosterone. Some
are converted to estrogen.

One of the D vitamins, released in response to PTH.
Stimulates absorption of calcium and phosphate
by the digestive tract, stimulates differentiation
and behavior of bone cells, and inhibits PTH
production.

Glucocorticoids (e.g.,
cortisol, hydrocortisone,
corticosterone)

Androgens

Calcitriol

stimulated directly by nervous activity. The hypothalamus controls the release of many
hormones from the anterior pituitary, which in turn affects numerous other hormones
and tissues. It also controls the release of vasopressin and oxytocin, which it produces,
but which are stored in the posterior pituitary. This arrangement makes it possible to
have a rapid response for urgent needs such as blood pressure control.
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Figure 9.6 Control of blood pressure and volume. (Based on Martini, 1998.)

Hormones, endocrine organs, and the nervous system interact in complex ways.
Figure 9.6 shows one case that illustrates this complexity schematically. That this system
is much more complex than portrayed in the figure is apparent when one considers that
each box represents a complex stimulus—response process in itself.

One of the most common diseases of the endocrine system is diabetes mellitus, which
results in unstable blood glucose levels. Diabetes is the result of either inadequate insulin
production, production of abnormal insulin, or production of defective receptors. These,
in turn, may be determined genetically. Without effective levels of insulin, cells cannot
remove glucose from the bloodstream. As a result, the liver, brain, and other tissues
“starve’ despite the ready supply. The kidneys work to remove the excess glucose, result-
ing in the loss of large amounts of water. This produces the symptoms of copious produc-
tion of sweet urine, thirst, and dehydration.

Hydrocortisone creams are used in the treatment of rashes or excessive itching. These
symptoms are overreactions of the immune or nervous systems. However, these medicines
should never be applied to wounds, because they inhibit the inflammation response that
would otherwise speed healing.

9.6 CARDIOVASCULAR SYSTEM

The cardiovascular system includes the blood, heart, and blood vessels. The heart and
blood vessels serve to transport the blood throughout the body. The blood, in turn, has the
following functions: (1) transport of gases, nutrients, hormones, and wastes; (2) regulation
of pH and electrolyte concentration of intercellular fluids; (3) control of heat transport;
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(4) removal of pathogens and cell debris; and (5) restriction of fluid loss from injury, by
clotting. The blood is the mechanism by which systemic toxins are carried around the body
to the tissues they injure. Each of its parts may also be attacked by various toxins.

Blood makes up about 7% of human body weight. In females this averages about 4.5 L
of blood; males about 5.5 L. When a tube of blood is centrifuged, the upper 55% of the
volume will be a pale yellow liquid called plasma. Plasma is 90% water, with 10% solutes
including proteins and electrolytes; nutrients such as glucose, amino acids, and lipids; and
waste products such as urea and bilirubin, a waste product that gives plasma, as well as
urine and feces, their color. About 96% of the plasma proteins consist of albumins and
globulins. These have overlapping functions, including control of osmolarity and the
transport of insoluble lipids, vitamins, metals, hormones, and so on. Globulins are an
important component of the immune system, discussed in Section 9.7. The rest of the pro-
tein is fibrinogen, involved in blood clotting. The dominant electrolytes are sodium and
chloride. Intercellular fluid is similar in composition to plasma.

The other 45% of blood volume consists of the blood cells and platelets (Figure 9.7).
The great majority of these, about 5,000,000 per cubic millimeter, are the red blood cells,
or erythrocytes. These are produced in the bone marrow under stimulation by erythro-
poetin from the kidney. When mature, they lose their ribosomes, mitochondria, nucleus,
and so on, giving them the appearance of a small (about 7 pm) disk indented in the center.
Without their organelles, erythrocytes cannot long maintain their structure. They are
replaced continuously, at the rate of a little less than 1% per day. Old red blood cells
are destroyed and recycled by the spleen and liver.

The function of erythrocytes is to carry oxygen from the lungs to the other tissues
and to carry carbon dioxide on the reverse path. These compounds are carried by the
red pigment hemoglobin (Figure 9.8), which constitutes one-third of the mass of the
erythrocyte. Hemoglobin is composed of four polypeptide chains complexed with four
heme groups, each containing a ferrous iron ion at its center. Note the similarity between
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(red blood cells) (white blood cells)
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Figure 9.7 The formed elements of the blood. (From Van De Graaff and Rhees, 1997. © The
McGraw-Hill Companies, Inc. Used with permission.)
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Figure 9.8 Hemoglobin. (From Van De Graaff and Rhees, 1997. © The McGraw-Hill Companies,
Inc. Used with permission.)

the heme molecule and chlorophyll shown in Figure 5.10. Each of the four ferrous ions can
complex with one molecule of O,. This gives blood an oxygen-carrying capacity of about
74 mg/L, about 10 times the solubility of oxygen in water at physiological temperature.

J
N

HOOC COOH

heme subunit

Just 0.1% of the blood volume is composed of white blood cells, or leukocytes, and
platelets. All are descendants of the same cells in the bone marrow that produce erythro-
cytes, although some leukocytes go through additional processing in the thymus and
organs of the lymphatic system. There are four types of leukocytes, of which 60 to
70% are neutrophils and 20 to 25% are lymphocytes. Functionally, leukocytes are part
of the immune system and are discussed in Section 9.7. Although transported by blood,
they usually leave the blood vessels for sites of infection or damage to do their work.

Blood platelets are cytoplasmic cell fragments that are much smaller than erythro-
cytes. They are involved in the formation of blood clots to prevent blood loss and promote
tissue healing after a physical injury. Such injury disrupts the endothelial lining of the blood
vessels, exposing underlying connective tissue. Platelets adhere to collagen, and a plug of
platelets is formed rapidly. Simultaneously, a complex series of reactions, some of which
involve platelets, results in the conversion of fibrinogen into a form that aggregates to form
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amesh of interlocking strands called fibrin that forms the clot. Several factors limit clotting
to the area of the wound, including prostaglandins produced by normal tissue. Hemophilia
is a gender-linked genetic disease in which the victim cannot produce one of the factors
involved in fibrin formation. It has been mentioned that aspirin inhibits prostaglandins.
However, at low doses it inhibits thromboxane more. Thus, it has been found that men
with no previous history of heart disease who take one aspirin every other day reduce
their chance of heart attack (caused by clotting of the coronary arteries) by 50%.

The blood vessels are the tubes that conduct blood around the body. They are lined
with a type of epithelial cells, which in this case are called endothelium. Arteries
carry blood away from the heart toward the tissues. They contain muscles that help main-
tain blood pressure. Arteries branch successively into arterioles, which by their contrac-
tion and dilation control blood flow to various tissues. These divide further until they form
a weblike network of tiny thin-walled vessels called capillaries. These are about 5 to 8 um
in diameter, just wide enough for erythrocytes to pass in single file. Capillaries permeate
almost all tissues; few cells are more than 1 mm from a capillary. The capillaries are
responsible for the transfer of heat and substances to and from tissues. Veins carry blood
back to the heart. (Note that the definition does not depend on whether or not the blood is
oxygenated. Specifically, the pulmonary arteries are deoxygenated but carry blood from
the heart to the lungs, and the pulmonary veins are oxygenated but carry blood back to the
heart.) Veins are less muscular and under much lower pressure than arteries. Thus, move-
ment is aided by contraction of skeletal muscles surrounding them and by the presence of
one-way check valves to prevent flow reversal.

The heart is actually two connected pumps. The right side pumps deoxygenated blood
through the lungs, the left distributes it through the body. The heart of a resting adult
pumps about 5.0 L/min in 72 beats/min, or about 70 mL/beat. When exercising, a non-
athlete may pump 20 L/min at 192 beats/min. A well-trained athlete may pump up to
35 L/min. Blood is delivered to the right atrium of the heart by the superior and inferior
vena cava. This collects a volume of blood to fill the more muscular right ventricle,
which then provides the pressure to force the blood out through the pulmonary arteries
to the lungs. After CO, is exchanged for O,, the blood flows back into the left atrium.
The left atrium fills the left ventricle, the most muscular part of the heart, which must
develop enough pressure to circulate the blood throughout the body. The left ventricle
discharges through the main artery, called the aorta. A pair of coronary arteries branch
out from the aorta to provide blood for the heart’s own use.

Although innervated by the autonomic nervous system, the heart can beat indepen-
dently. Nervous stimulation can serve to increase or decrease heart rate as needed. The
contraction phase of the cardiac cycle is called systole; the relaxation phase is called
diastole. Pressure peaks at a normal 120 mmHg (over 2 m of hydraulic head) during systole.
During diastole it drops to about 80 mmHg. These measurements are usually expressed in
the form 120/80. Blood pressure above 140/90 is abnormally high. Surprisingly, the heart
also produces a hormone to regulate blood volume in concert with the kidneys.

9.7 IMMUNITY AND THE LYMPHATIC SYSTEM

The immune system consists of defenses against foreign matter that gains entry to the
body. It consists of the lymphatic system plus components of numerous other systems
of the body. Many toxic pollutants either stimulate or suppress the immune system.
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The lymphatic system consists of lymph, lymphatic vessels, lymphocytes, and lym-
phoid tissues and organs. Lymph is a fluid similar to plasma. Lymphatic vessels are
similar in structure to veins. They conduct lymph from peripheral tissues to the veins.
Capillaries deliver more liquid to tissues than they carry away. The rest forms intercellular
fluid that collects as lymph. The most important lymphoid organs are the lymph nodes,
the spleen, and the thymus. The lymph nodes contain immune system cells that remove
pathogens from the lymph before they reach the bloodstream. The tonsils are lymph
nodes positioned to respond to infections arriving by way of the mouth or nose. The
thymus produces T cells (described below). The spleen performs functions for the
blood similar to those the lymph nodes perform for the lymph, such as removal of cellular
debris and responding to pathogens in the blood. It also stores iron from recycled erythro-
cytes.

The defenses of the body are classified into two forms: specific and nonspecific.
Nonspecific defenses protect without discriminating the exact type of threat, and act rela-
tively rapidly. There are seven kinds of nonspecific defenses:

1. Barrier defenses include the skin, mucous membranes, and hair, which act to
prevent physical access to the interior by disease agents.

2. Phagocytes are cells that engulf pathogens (the process of phagocytosis) and debris.
Several of the white blood cells serve this function. In addition, the white blood cells
known as monocytes are converted into phagocytes called macrophages, which
perform this function in tissues and the lymphatic system.

3. Immunological surveillance involves a kind of lymphocyte called natural killer
(NK) cells that can recognize and kill virus-infected and cancerous cells. They are
also recruited by the specific defense immune system.

4. Interferons are small proteins released by lymphocytes and macrophages that
stimulate virus-infected cells to produce antiviral proteins.

5. Complement consists of 11 special proteins in plasma that work either alone,
forming pores in the membrane of foreign cells, killing them, or in conjunction with
the specific defenses to have the same effect. They can also attack virus structure,
attract phagocytes, and stimulate inflammation.

6. Inflammation results when damage stimulates the release of histamines, heparin,
prostaglandins, potassium, and other substances which produce dilation and
increased permeability of capillaries. These produce pain, swelling, warmth, and
redness of the injured area. Clots isolate the area, and macrophages are attracted.
The increased temperature can reduce pathogen growth.

7. Fever is the increase of body temperature above 37.2°C (99°F). Fever is caused by
proteins in the blood called pyrogens, Some pyrogens are produced by macro-
phages, which affect the temperature set point. High body temperature may be a
strategy to inhibit growth of pathogens while enhancing the body’s own metabolism.
Metabolism increases about 10% for each 1°C increase in temperature.

Specific defenses are highly selective: for example, recognizing a particular strain of
bacteria but ignoring all others. However, they take longer to get into action. The protec-
tion of specific defenses is called immunity. Immune responses are stimulated by foreign
substances called antigens. Specific defenses refer to immune responses that recognize
particular antigens. Immunity is mediated by cells that differentiate from lymphocytes
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that have left the bloodstream. These can form three basic types: NK cells, mentioned
above; B cells; and T cells. Both B and T cells are produced in the lymphoid organs.

There are several basic forms of T cells. The most important are the cytotoxic T cells
(T cells, also called killer T cells). T¢ cells recognize antigens bound in the membranes
of other cells. These other cells can be any cell in the body. All our cells constantly take
protein fragments from the cytoplasm and place them on their membranes complexed
with a glycoprotein called the major histocompatibility complex (MHC). If a cell is
damaged or contains infectious material such as proteins, some of the antigens presented
on the surface will be abnormal. The deranged cell will also produce other membrane
proteins that signal, in effect, “I am deranged.” A T¢ cell can bind to the MHC and
the second signal protein. The presence of both binding sites stimulates the Tc¢ cell to
kill the deranged cell either by producing toxins or by stimulating the cell to kill itself
(a process called apoptosis). The now-activated Tc cell can then reproduce many
times, generating an army of cells to attack other cells carrying the same antigen. The
reproduction process will also generate memory T¢ cells, which remain in reserve in
case of future reinfections by the same antigen-bearing pathogen.

B cells act to eliminate the source of antigens directly instead of killing infected cells.
The lymph nodes store millions of different populations of B cells, each capable of react-
ing to a different antigen. Almost any biological substance, whether from a fungus or a
transplanted organ, can find a B cell that can react to it. Each population of B cells has a
specific type of globulin protein studding its surface. These are Y-shaped molecules called
antibodies, or immunoglobulins (Figure 9.9). Antibodies are produced by B cells. Once
an antigen complexes with the antibodies on the surface of a B cell, the B cell becomes
sensitized. It then reacts with a helper T cell and becomes activated. The activated B
cell then starts reproducing rapidly. Some of the offspring become plasma cells, which
produce antibodies that circulate in the blood. Others become memory B cells, which
remain in storage in case of a repeat infection.

The attack is now carried on by the circulating antibodies. The top of the Y can com-
plex with antigens. When macrophages encounter a substance covered with antibodies, it
is stimulated to phagocytize it, destroying it. Complement also reacts with the antibodies,
and if they are attached to a cell or a virus, the complement will destroy them.

Several varieties of polysaccharides on the surface of red blood cells differ between
persons to give them their characteristic blood type. These sugars are natural antigens
that act when blood from one person is given to another in a transfusion. The genetic
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Figure 9.9 Basic structure of an immunoglobulin protein. (Based on Van de Graaff and Rhees,
1997.)
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TABLE 9.4 Human ABO Blood Types and Their Compatibilities

Blood  Percent of U.S. Antigen on Genetic Antibodies Compatible Blood
Type Population RBC Makeup in Blood Types

A 42 A AA or AO Anti-B AorO

B 10 B BB or BO Anti-A BorO

AB 3 A and B AB None Any

(0] 45 None 00 Anti-A and anti-B A, B, or AB

basis of blood type was described in Section 6.1.1. The gene for blood type has three
alleles: A, B, or O. Alleles A and B code for the production of a corresponding surface
sugar. The allele for O does not produce a surface sugar. Thus, a person with alleles AA or
AO have only type A sugars on the surface of their RBCs, and those people have type A
blood. Unlike standard antibody response, people with type A blood always have anti-B
antibodies even if they have never been exposed to the type B antigen. Thus, if blood of
types B or AB is transfused into type A persons, their antibodies will produce a reaction
that involves hemolysis (RBC rupture) or clumping of RBCs. Table 9.4 shows the similar
relationships for other blood types. Note that type AB persons can accept transfusions of
any blood type. Thus, they are called universal recipients. Type O persons can donate
blood to anyone and are called universal donors.

Another type of T cell, the helper T (Ty) cell, is produced by a mechanism similar to
the production of cytotoxic T cells. The Ty cell produces cytokines that stimulate the
maturation of cytotoxic T cells and the B cells. The human immunodeficiency virus (HIV),
which causes the disease known as acquired immune deficiency syndrome (AIDS) infects
and kills a type of Ty cell. These T cells slowly disappear over a period of years in infec-
ted individual, eventually disabling the entire specific defense system.

Vaccines consist of inactivated antigens, such as killed infectious bacteria or virus.
When injected into a human, the person develops antibodies for that bacteria or virus
just as if it were faced with a real infection. If a real infection occurs subsequently,
circulating antibodies and memory T cells and B cells will be ready to respond more
quickly to stop the infection.

There are several types of diseases of the immune system. AIDS is a type of immuno-
deficiency disease. Besides the infectious type, this problem can be caused by radiation or
congenital problems. Autoimmune disorders occur when the immune system treats part
of the body as if it were a foreign substance. Examples are rheumatoid arthritis, lupus
erythematosis, psoriasis, and diabetes mellitus. Allergies are excessive or inappropriate
immune responses. A first exposure to an antigen stimulates the production of antibodies,
which mediate an exaggerated response on subsequent exposures.

As described earlier, stress produces the release of glucocorticoids, which inhibit
inflammation responses and ultimately, the healing of wounds. This makes the stressed
person more susceptible to disease.

9.8 RESPIRATORY SYSTEM

The respiratory system has the primary function of exchanging the gases O, and CO,
between the blood and the atmosphere. Along with the integument and the digestive
tract, it is a major area of contact between the body and the environment. In fact, it is
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the major area of exposure, in terms of the volume of environmental material contacted.
Besides infectious illness, the respiratory system is susceptible to gaseous and particulate
pollutants, ranging from irritants to carcinogens.

The upper respiratory system includes the nose and nasal cavity, the nasal sinuses,
and the pharynx. The sinuses are open chambers in the face, connected to the nasal cavity
by passages. Their function is to lighten the head, add timbre to the voice, and to produce
mucus to moisten and lubricate the surfaces of the nasal cavity. Air passing through the
nasal cavity is warmed, humidified, and filtered of large particles. The pharynx is the part
of the respiratory system shared with the digestive system, extending from the back of the
mouth down to the larynx.

The lower respiratory system includes the larynx (voice box), trachea (windpipe),
and the bronchi, bronchioles, and alveoli of the lungs. The glottis is a narrow passageway
between the pharynx and the trachea. It can open and close much like a pair of sliding
doors. In speech, air passing through the glottis vibrates ligaments at the inner edge of
the glottis, the vocal cords. The larynx is a group of cartilaginous structures that surround
and protect the glottis. At the top is a spoon-shaped cartilage called the epiglottis. When
you swallow, the larynx is pushed up, forcing the epiglottis to fold down and seal off the
trachea. At the same time, the glottis closes. If particles get past the epiglottis, they fall on
the glottis and stimulate the coughing reflex. In a cough, the glottis is held closed against
air pressure from the lungs and then is opened abruptly to eject any material.

Air is then conducted down through the trachea, which then branches into two
bronchi and enters each of the lungs (Figure 9.10). The trachea and each bronchus has
a similar tubelike structure surrounded by C-shaped cartilage rings. These branch succes-
sively into smaller and smaller bronchi. At the smallest level they form bronchioles, with
an inside diameter of 0.3 to 0.5 mm. Bronchioles lack cartilage. Like arterioles, they can
expand and contract under the influence of the autonomic nervous system to control flow.
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Figure 9.10 Trachea, bronchi, and lungs. (From Van De Graaff and Rhees, 1997. © The McGraw-
Hill Companies, Inc. Used with permission.)
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Asthma is a spasm of the bronchioles that greatly restricts the air-exchange capability of
the lungs. The bronchioles lead to groups of sacs arranged like clusters of grapes. These
are dead-end chambers called alveoli, which are the site of actual mass transfer of oxygen
and CO,. Each alveolus is surrounded by capillaries. The gases need to diffuse as little as
0.1 pm to cross between the lumen of the alveoli and the blood. Both oxygen and CO, are
lipid soluble, so diffusion is relatively easy.

Most of the epithelium of the respiratory tract, from the nasal passages to the bronchi,
secretes sticky, viscous mucus onto the surface. The epithelial cells are lined with cilia
that sweep continuously the mucus toward the pharynx, where it can be swallowed,
along with trapped particles. This mechanism, called the mucociliary escalator, traps
particles larger than 10 um. The mechanism is damaged by tobacco smoking, as evi-
denced by ““smokers’ cough,” which is needed to replace the mechanism’s throat-clearing
effect. The mucociliary escalator does not cover bronchioles or alveoli. However, special
macrophages called dust cells roam about and consume particles of size 1 to 5 pm that
may be deposited in the alveoli. Particles smaller than about 0.5 um remain suspended
and pass out of the lung with expiration. In the genetic disease cystic fibrosis the mucus
is unusually thick and cannot be removed by the cilia, resulting in lung blockage and fre-
quent infections.

The atmosphere, with its total pressure of 760 mmHg, is 20.9% oxygen (a partial pres-
sure of 159 mmHg). It has 400 ppmv CO, (0.04%, or 0.3 mmHg) and about 2 to 20 mmHg
of water vapor, depending on the humidity. The air we breathe out is saturated with water
at physiological temperature: 6.2% or 47 mmHg. Oxygen has dropped to about 15.3%
(116 mmHg) and CO, increased to 3.7% (28 mmHg). Oxygen-depleted blood arriving
in the lungs absorbs oxygen due to the mass transfer driving force between the air and
the blood. For the same reason, it releases carbon dioxide.

Another mechanism enhances this transfer. The capacity of hemoglobin for oxygen
depends on the pH of the blood. This, in turn, is affected by how much CO; is being car-
ried by the blood. The hemoglobin carries some CO,, but most is dissolved in the blood
plasma. Carbon dioxide reacts with water to form carbonic acid, H,CO3, which dissoci-
ates at a normal blood pH range of 7.2 to 7.6. Since CO, is being produced in the tissues,
its concentration increases there. As blood passes through, its pH drops, from the form-
ation of carbonic acid. As a result, the capacity of hemoglobin for oxygen also drops,
forcing the hemoglobin to release oxygen. The reverse situation occurs in the lungs.

The force for inspiration (inhalation) comes from the diaphragm, a sheet of muscle
that spans the chest under the lungs, plus other muscles that lie over the ribs. Expiration
may occur passively by elastic rebound or by contraction of muscles under the ribs and of
the abdomen. A resting adult breathes at a frequency, f, of about 12 to 18 min~'. The
volume inhaled or exhaled with each breath under resting conditions is called the tidal
volume, V7. The respiratory flow, Q, is the product f x Vr. For example, a typical
tidal volume for an adult is 0.5 L. At a frequency of 12 breaths/min, the flow would be
6.0 L/min. The U.S. Environmental Protection Agency uses a respiratory flow rate of
20 m*/day (about 13.9 L/min) to estimate exposure to atmospheric toxins for risk assess-
ment purposes.

Physicians use an instrument called a spirometer to measure tidal volume and other
respiratory air volumes, as shown in Figure 9.11. The vital capacity is measured by
having the patient draw in a very deep breath and then blow out as completely as possible
into a spirometer. This measurement is used to detect harm in populations exposed to air
pollutants.
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Figure 9.11 Spirogram, showing respiratory air volumes. (Based on Van de Graaff and Rhees,
1997.)

Breathing is controlled by centers in the medulla oblongata of the brain. Two groups of
nerves fire alternately to stimulate inspiration and expiration. Of course, the brain can
control these centers voluntarily as well as involuntarily. The brain is very poor at detect-
ing low oxygen concentration and will not respond to oxygen deprivation by increasing
the breathing rate. However, it strongly senses CO, accumulation in the blood and will
increase the breathing rate in response to CO, buildup.

9.9 DIGESTION

The digestive system has as its main function the absorption of nutrients. However, it also
has an important role in excretion of waste products. Furthermore, the digestive tract is one
of the three main routes of exposure to toxins from the environment. Digestion is the phy-
sical and chemical breakdown of food into components that can be absorbed and used. It
is accomplished by the action of mechanical mixing, acid conditions (in the stomach), and
digestive enzymes. Digestive enzymes may include:

Protein-digesting proteases, which produce peptides and amino acids

Fat-digesting lipases, which produce fatty acids

Complex carbohydrate—digesting amylases, which produce simple sugars or small
oligosaccharides

Nucleic acid—digesting nucleases, which produce nucleotides

Some digestive enzymes are secreted in an inactive form called a zymogen or proen-
zyme, designated by the suffix ““-ogen” or the prefix “pro-.” The zymogen is then con-
verted, or activated, in the lumen of the digestive tract. For example, the pancreas produces
the zymogen trypsinogen, which is converted in the intestines to the protease trypsin.

The digestive system consists of the digestive tract and accessory organs. The diges-
tive tract, or gut, is basically a muscular tube including the oral cavity, pharynx, esopha-
gus, stomach, small intestine, and large intestine. The accessory organs include the teeth,
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tongue, and several exocrine glandular organs, such as the salivary glands, liver, and
pancreas. The digestive tract is lined with an epithelial tissue called the mucosa, or
mucous membrane, underlain by loose connective tissue. The mucus protects the epithe-
lium from digestive acids and enzymes.

Food is crushed by teeth in the oral cavity and mixed with saliva, which contains lubri-
cating glycoproteins and amylase. Amylase begins the breakdown of polysaccharides into
their component sugars. After swallowing, the ball of food, which is now called a bolus, is
propelled down the esophagus to the stomach by a wavelike muscle contraction called
peristalsis.

The stomach serves four main functions: (1) storage, (2) mechanical breakdown of
food, (3) digestion by acids and enzymes, and (4) production of intrinsic factor, a glyco-
protein essential for the absorption of vitamin B, in the intestines. When full, the
stomach can contain 1.0 to 1.5 L of material. The stomach produces about 2 L/day of
hydrochloric acid, to maintain the pH at 1.5 to 2.0. The acidic conditions disinfect the
food by killing microorganisms, denature enzymes and other proteins in the food, and
break down plant cell walls and animal connective tissue in the food.

Hydrochloric acid is secreted by parietal cells by an interesting mechanism that
avoids the production of the acid within the cells themselves (Figure 9.12). CO, and
water form carbonic acid, which dissociates into bicarbonate ions and hydrogen ions.
The bicarbonate passes into the bloodstream by a passive membrane transport mecha-
nism that is coupled with the transport of chloride ions out of the blood. (Thus, the alkalinity
of the blood increases.) This maintains electroneutrality across the membrane. The chlo-
ride accumulation in the cell is secreted toward the stomach through calcium channels. At
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Figure 9.12 Hydrochloric acid secretion by parietal cells of the stomach. (Based on Martini,
1998.)
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the same time, active transport uses ATP to move the hydrogen ions from the carbonic
acid toward the stomach.

The zymogen pepsinogen is secreted into the stomach and converted by the low pH
into the protease pepsin. By secreting an inactive form, the cells of the stomach them-
selves are protected from being digested. The stomach also secretes hormones, including
gastrin, which stimulates contraction of the stomach for mixing and the secretion of
hydrochloric acid, intrinsic factor, and pepsinogen. Gastrin secretion is stimulated by pro-
tein in the food. It is also stimulated by coffee (both caffeinated and decaffeinated). Food
stays in the stomach several hours. Then the mixture, now called chyme, is squirted into
the beginning of the small intestine by repeated waves of stomach contractions. Proteins
and complex carbohydrates in chyme are partially digested, and fats are undigested.

The small intestine averages 6 m in length and has three sections. In the first 25 cm
of the small intestine, called the duodenum, chyme is mixed with digestive secretions
from the liver and pancreas. The next 2.5 m is the jejunum, where most of the digestion
and absorption occurs. The last 3.5 m is the ileum, which performs additional absorption.
It is lined with lymph nodes that protect the small intestine against bacteria from the
large intestine. The inside of the small intestine, especially the jejunum, has numerous
folds. The surface, especially of the duodenum and jejunum, is covered with tiny finger-
like projections called villi. Furthermore, each epithelial cell on the villi has fingerlike
projections of its plasma membrane called microvilli. Taken together, these projections
greatly increase the intestinal surface area for absorption. This means, of course, not
only adsorption of food, but potentially of toxins as well.

The pancreas produces about 1L/day of digestive juices containing enzymes and
zymogens. It also secretes bicarbonate alkalinity to neutralize the acid pH of the stomach
by a mechanism similar to the stomach secretion of HCIl in reverse. The enzymes
produced by the pancreas or its secretions include the proteases trypsin, chymotrypsin,
carboxypeptidase, and elastase. Each attacks peptide bonds between specific amino
acids and leave the others, producing a mixture of dipeptides, tripeptides, and amino
acids. It also produces amylase, lipase, and nucleases.

The liver, the largest visceral organ, is remarkable for the number of vital roles it plays
in the body. Over 200 different functions have been identified. Besides its digestive func-
tion, it has major control of the following metabolic and blood functions:

Carbohydrate metabolism. Controls blood sugar by forming and breaking down
glycogen reserves, or synthesizing glucose from fats, proteins, or other compounds.

Lipid metabolism. Maintains blood levels of triglycerides, fatty acids, and cholesterol.

Amino acid metabolism. Removes excess amino acids from circulation. Some may be
destroyed by removal of the amine group, producing ammonia. This is then con-
verted to urea, which is removed by the kidneys.

Vitamin storage. The fat-soluble vitamins A, D, E, K, and B, are stored in reserve.

Mineral storage. Tron from the breakdown of red blood cells is stored in the liver.

Detoxification. Drugs and other toxins are transformed into easier-to-excrete forms.

Erythrocyte recycling. Red blood cells are broken down.

Production of plasma proteins. The liver produces albumins, various transport proteins,
clotting proteins, and the complement proteins of the immune system.

Removal of hormones. The liver removes and recycles hormones such as epinephrine,
norepinephrine, thyroid hormones, and steroid hormones.
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Storage or excretion of toxins. Lipophilic toxins such as DDT are removed from
circulation and stored in the liver. Others are excreted in the bile.

Production of bile. The last function returns us to the role of the liver in digestion. Bile
is a digestive secretion of the liver. It is stored in the gallbladder, which releases it to
the duodenum upon stimulation by cholecystokinin. Bile contains six major compo-
nents: (1) bile salts (synthesized from cholesterol), (2) cholesterol, (3) lecithin
(a phospholipid), (4) bicarbonate ions and other inorganic salts, (5) bile pigments
such as bilirubin, and (6) trace amounts of metals. The first three act as an emulsifier
for lipids in the food. The bicarbonate contributes to neutralizing stomach acid.
The bile pigments and metals are excretions of the liver destined for elimination
with the feces.

The blood supply of the liver is unusual. Besides the usual oxygenated blood, it receives
all the deoxygenated blood from the intestines, and these are mixed in the liver. The liver
then processes nutrients and may attack toxins. By receiving all the blood from the intes-
tines, the liver serves as a first line of defense against toxins, before substances absorbed
in the intestines are spread throughout the body. After they have done their work, most of
the bile salts are absorbed in the ileum and recycled in the liver. The circulation of bile
salts from liver to intestines and back to the liver via the blood is called the enterohepatic
circulation. Enterohepatic circulation may also result in the recycling of lipophilic toxins.

It takes an average of 5 hours for food to move through the small intestine. Contrac-
tions gradually move the remaining unabsorbed food to the large intestine. The large
intestine connects the small intestine to the anus. It is about 1.5 m long and 7.5 cm in
diameter and consists of the cecum, the colon, and the rectum. The cecum is a pouch
at the entrance attached to which is a small worm-shaped structure about 9 cm long called
the appendix. The appendix is part of the lymphatic system and contains lymph nodes.
The second, and major part of the large intestine is the colon, which absorbs water, vita-
mins, and minerals from the chyme. Bacteria are a natural component of the colon. They
include Escherichia coli, Lactobacillus, and Streptococcus, collectively called the intes-
tinal flora. These bacteria, especially E. coli, are used as indicators to detect fecal
contamination of water. The bacteria in our gut benefit us by displacing harmful bacteria
and by producing vitamins, including thiamine, riboflavin, B1,, and K. Some materials in
our food are poorly digested. For example, beans contain large amounts of indigestible
polysaccharides. These are used by the intestinal flora, producing gas called flatus,
consisting mostly of CO, and nitrogen, plus smaller amounts of hydrogen, methane,
and hydrogen sulfide.

Material takes 12 to 36 hours to move through the colon. The resulting product is about
150 g per day of feces, which is about two-thirds water. The 50 g of dry solids in feces is
more than 60% bacteria, plus undigested polysaccharides (including dietary fiber), bile
pigments, cholesterol, and salts such as potassium. The last 15 cm of the large intestine
is the rectum, which stores feces until discharge through the anus (the exterior opening).

The colon absorbs water by first absorbing sodium, and the water then follows by
osmosis. Some diseases, notably cholera, disable the main sodium transport mechanism,
preventing water absorption. Cholera is transmitted by contaminated drinking water due
to poor sanitary conditions. The result is diarrhea, the loss of large amounts of water and
minerals with the feces. Diarrhea is the major cause of death in children in the developing
world, killing about 4 million under the age of 5 each year. This makes the lack of proper
sanitation the most important environmental problem in the world today.
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Cholera by itself is not deadly. If the loss of water and minerals is compensated
for, the prognosis is quite good. However, in the past this has meant intravenous
injection, which was not widely available in poorer parts of the world. Over the last sev-
eral decades a simpler treatment has been developed, called oral rehydration therapy
(ORT). ORT is based on the observation that there are other mechanisms by which the
intestines transport sodium that are not affected by cholera. Specifically, there is a
mechanism involving the cotransport of glucose and sodium that can be stimulated
by drinking a dilute solution containing both solutes, plus potassium chloride and triso-
dium citrate. This kind of solution has reduced cholera mortality from 50 or 60% to less
than 1%.

Popular soft drinks have concentrations of sugar and other solutes that make them
hypertonic. Thus, by osmosis, they increase the flow of water into the gut, water which then
has to be removed. To avoid this problem, “sports drinks” are formulated to be isotonic.

The digestive system is controlled both by hormones (at least four, and perhaps up
to 12) and neural control. As noted above, gastrin, is a hormone that stimulates stomach
activity. The endocrine hormone secretin is secreted by the duodenum and stimulates the
pancreas to start producing enzymes and bicarbonate alkalinity. Secretin was the first hor-
mone to be discovered. The intestinal mucosa secrete the hormone cholecystokinin, which
further stimulates the pancreatic secretions.

9.10 NUTRITION

Males between the ages of 19 and 75 require between 2000 and 3300 Cal in their diet.
Females of the same age range need between 1400 and 2500 Cal. The body requires about
50 substances that are either not produced by it or not produced as fast as they are used.
These substances, called essential nutrients, must be provided in the diet.

Adult females need 46 g of protein per day, males about 55 g. About 170 g (6 ounces)
of lean roast beef is all that is needed to satisfy this requirement. The eight essential
amino acids: isoleucine, leucine, lysine, methionine, phenylalanine, threonine, trypto-
phan, and valine, must be obtained in the diet. Furthermore, these amino acids must be
present in proper proportions and taken together at the same meal. The body does not
store amino acids. Individual plants may be deficient in some essential amino acids and
should be consumed in combination with other plant protein that makes up for the lack. If
protein is consumed in excess of requirements for maintenance and growth, the body dea-
minates the amino acids to produce carbohydrates or fats. The nitrogen goes into urea,
which must be excreted in the urine.

Two essential fatty acids contain double bonds and cannot be synthesized: linoleic
acid and linolenic acid. However, deficiency of these is rare. Linoleic acid can be synthe-
sized from arachidonic acid. If the diet lipids are mostly saturated fats (such as from
meat), the blood lipid levels may be twice as high as if polyunsaturated fats dominate
the diet.

There are no essential carbohydrates. However, if carbohydrates are omitted from the
diet, fats must make up the caloric requirement, since fairly small amounts of protein
produce a feeling of satiety that causes people to limit their intake.

Several other compounds are important in cell metabolism and regulation. Examples
are the sugar inositol and the precursor molecule choline, which are widely distributed in
foods. A deficiency is generally found only in laboratory animal experiments.
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The body requires about 1500 g of water per day. Carbon, hydrogen, oxygen, and nitro-
gen make up 99.3% of the atoms in the body. The next most important elements, called
the macronutrients, make up about 0.7%. These are calcium, phosphorus, potassium,
sulfur, sodium, chlorine, and magnesium.

Another 13 trace elements or micronutrients make up less than 0.01% of the body’s
atoms. Deficiency of these elements is rare. Deficiency of zinc has been observed in com-
munities in the Middle East that use unleavened breads and eat grains high in phytic acid,
which prevents zinc absorption. Yeast has enzymes that break down phytic acid. In addi-
tion to the elements in Table 9.5, other elements that may be essential are cobalt, nickel,
tin, vanadium, and possibly even arsenic!

Vitamins are organic molecules required in very small amounts, whose absence read-
ily produces deficiency diseases. There are 13 in all (14 if you include choline, as some
people do). They are classified as either water-soluble vitamins (Table 9.6) or fat-soluble

TABLE 9.5 Mineral Total Body Reserves and Adult Requirements

Mineral Function Total Reserves Recommended Daily Intake
Macronutrients More than 300 mg
Sodium Essential for membrane 110 g 0.5-10¢g
function, mostly in (up to 3.3 is safe)
intercellular fluid and
plasma
Potassium Essential for membrane 140 g 1.9-56¢
function, mostly in
cytoplasm
Chloride Major anion in body fluids 89 g 0.7-14 g
Calcium Essential for muscle and 1.36 kg, mostly in 0.8-12¢g
neuron function and skeleton
bone structure
Phosphorus Part of nucleic acids, 744 g, mostly in 08-12¢g
ATP, and bone structure skeleton
Magnesium Enzyme cofactor and 29¢ (17 gin 0.3-04 ¢
membrane functions skeleton)
Micronutrients Less than 20 mg
Iron Required for hemoglobin, 39¢g(ncl. 1.6 g 10-18 mg
myoglobins, and in storage)
cytochromes
Zinc Enzyme cofactor 2g 15 mg
Copper Cofactor for hemoglobin 127 mg 2-3 mg
synthesis
Manganese Enzyme cofactor 11 mg 2.5-5 mg
Iodine Thyroid hormones 150 pg
Fluoride Essential for dental health 1.5-4.0 mg
Chromium Affects sensitivity of 0.05-0.2 mg
tissues to insulin
Selenium Component of enzymes 60 ng
Silicon Present in large amounts
in arterial walls
Cobalt Component of vitamin B,
Molybdenum 0.15-0.5 mg

Source: Martini (1998).
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Vitamin

Function

Sources

Daily Req’t

B; (thiamine)

B, (riboflavin)

Niacin
(nicotinic
acid)

Bs (pantothenic
acid)

B¢ (pyridoxine)

Folic acid

(folacin)

B, (cobalamin)

Biotin

C (ascorbic
acid)

Coenzyme in decarboxylation of pyruvate
and other compounds. Deficiency causes
beriberi, which exhibits muscle weakness,
anxiety and confusion, acute cardiac
problems. Deficiency often found in
alcoholics. Excess causes low blood

pressure.

Used to synthesize the flavins FAD and
FMN. Deficiency not a prime factor in
human disease, but found with other

deficiencies.

Forms coenzyme NAD and NADP. Deficiency
of this and other B vitamins and protein
causes pellagra, which exhibits dermatitis
in sun-exposed skin, gastrointestinal tract
deterioration, diarrhea, dementia.

Part of acetyl-CoA and ultimately about
70 enzymes. Deficiency not observed

in humans.

Three equivalent forms. Involved in amino
acid conversions. Deficiency can cause

convulsions.

Involved in synthesis of amino acids
and nucleotides. Deficiency causes growth

failure and anemia.

Formed of porphyrin rings such as
hemoglobin, but with cobalt in center
instead of iron. Only microorganisms,
including those in the gut, produce it.

Forms prosthetic group in enzymes
(e.g., acetyl-CoA carboxylase). Deficiency
has been caused in lab animals by feeding
large amounts of raw egg whites, which
has a protein that prevents biotin
absorption. Symptoms of deficiency
include dermatitis, fatigue, nausea.

Biochemical reducing agent (hydrogenator),
antioxidant. Deficiency causes scurvy,
deterioration of epithelial and mucosal
tissues, sore gums, loose teeth,
subcutaneous hemorrhage, joint

pain, anemia.

Outer layer of
seeds, meat
(esp. pork)

Liver, yeast,
wheat germ,
milk, meat

Can be made
from
tryptophan;
meat, liver,
whole grain

Yeast, liver,
eggs, meat,
milk

Germ of grain,
egg yolk,
yeast, liver,
kidney

Widely
distributed in
plants and
animals

Meat

Widely

distributed; esp.

in beef liver,

yeast, peanuts,
chocolate, eggs

Fresh fruits and
vegetables,
leafy

greens, citrus

1.9 mg

1.2-1.8 mg

12-20 mg

5-10 mg

Varies with
amount of
protein in
diet

400 pg;

800 pg in
pregnancy

4.5 ng

10 peg,
although
bacteria in
gut may
supply
needs

60 mg

(heat labile, i.e.,

destroyed by
cooking)
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TABLE 9.7 Fat-Soluble Vitamins

Vitamin Function Sources Daily Req’t

A (retinol) Precursor of vision pigments, necessary  Yellow and leafy 1 mg [1000
for epithelial tissues. Available in green vegetables, retinol
several active forms, including the fish liver oils equivalents
carotenes. First symptom of (REs)]

deficiency is night blindness, also
cessation of bone growth in children.
Excess dosage causes bone fragility
and other problems.

D Several forms available, including Fish liver oils, 5 pg, or
cholecalciferol, which is formed fortified milk equivalent
from sterols in the skin upon exposure to
irradiation by UV light. Mediates sunlight

absorption of calcium and mobilization
in bone. Deficiency causes rickets
when bone mineral formation is
slowed, causing curved bones to form.
Ten times the normal level can cause
bone fragility.

E (tocopherols) Protects vitamin A against oxidation, Plant oils (esp. 12 mg
protects red blood cells from oxidation = wheat germ)
by peroxides, may protect plasma
membranes. In lab animals deficiency
causes infertility, hepatic necrosis,

RBC lysis, vitamin A deficiency,
and muscular dystrophy. In humans,
deficiency is associated with poor
lipid absorption.

K Required for liver production of Intestinal flora, 0.7-0.14 mg
several blood clotting proenzymes. vegetables, meat
Deficiency may result in bleeding
or hemorrhage. Newborns may be
deficient due to intestinal flora
not yet being established.

vitamins (Table 9.7). The water-soluble vitamins are mostly components of coenzymes.
The fat-soluble vitamins have a variety of specialized functions. They are produced by
plants and obtained by eating either plants or animals that eat plants.

Despite the beneficial reputation that vitamins have, an excess of vitamin intake, par-
ticularly of the fat-soluble vitamins, can produce toxic symptoms collectively called
hypervitaminosis. Vitamin A is the most often overdosed vitamin. Children who received
500,000 RE per day showed tender swelling over the long bones. Higher dosages cause
severe headache, nosebleed, anorexia, nausea, weakness, and dermatitis. Chronic excess
vitamin D may leave bones prone to fracture.

Other growth factors may await discovery. Some deficiencies are difficult to develop,
either because intestinal flora satisfy the normal requirement, or because a long-term sup-
ply is stored in the body or even transmitted from mother to child in utero.
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9.11 EXCRETORY SYSTEM

Excretion is the elimination of waste products from the body. We excrete substances
mostly in the urine or the feces, but also by sweat, milk, other body fluids, and even in
our hair. Excretion is important from an environmental viewpoint for two reasons: (1) It is
a means by which the body eliminates toxic substances; and (2) excretory organs may
themselves be susceptible to the action of toxic substances, damaging their ability to
maintain homeostasis.

In this section we focus on urinary excretion, that is, on kidney function. The kidneys
are one of the most fascinating organs from an engineering point of view. They are at
the center of several important control mechanisms, and their excretory function illus-
trates several important principles of mass transfer. The kidneys have a wide variety of
functions, like the liver, but less so. Only the first four of these functions have to do
with excretion:

e Regulation of water and electrolyte balance, including blood pH.
e Removal of metabolic waste products, such as nitrogen wastes, from the blood.
e Removal of foreign chemicals from the blood.

e Control of blood pressure and volume through the secretion of remin, which
ultimately affects water and sodium excretion (Section 9.5.2).

e Control of red blood cell formation through the secretion of erythropoietin
(Section 9.6).

e Control of calcium levels by formation of the active form of vitamin D.
e Conversion of amino acids into glucose during prolonged fasting.

Wastes from the metabolism of carbohydrates and fats produces CO, and metabolic
water, which do not need to be excreted by the kidney. However, the breakdown of nitro-
genous compounds such as amino acids produces ammonia, which would be toxic if
accumulated in the blood. The liver converts the ammonia to urea, which is relatively
nontoxic. We excrete about 21 g of urea per day, plus small amounts of ammonia and
uric acid. Some animals excrete nitrogen mostly as uric acid, which is insoluble. This
further improves water conservation. The white material in bird droppings is mostly
uric acid. We also produce about 1.8 g of creatinine per day for excretion, a breakdown
product of creatine phosphate. Sodium, potassium, and chloride are lost with the urine and
must be replaced in the diet. To conserve water, the kidneys concentrate these solutes to a
total concentration over four times that of blood plasma. The kidney must remove these
substances from the blood without losing vital solutes such as sugars and amino acids. The
kidney concentrates solutes from the osmolarity of blood plasma, about 300 mOsmol/L,
by more than four times, to 1200 to 1400 mOsmol/L.

The kidney has three major regions, arranged in layers (Figure 9.13). The outer layer is
the renal cortex, the middle layer is the renal medulla, and the innermost part is a cavity
the renal pelvis. The fundamental unit of the kidney’s mass transfer and urine production
is a tiny tubule called a nephron, which is surrounded by blood vessels. The nephron
starts in the cortex, passes into the medulla, and then back out to the cortex, where it con-
nects to a collecting duct that conducts the urine into the pelvis. Each of the two kidneys is
connected by a ureter to the bladder, which stores urine until a person is ready to release
it by urination. The tube that drains the bladder to the outside of the body is called the
urethra.
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Figure 9.13 Human kidney with details of the nephron. (From Fried, 1990. © The McGraw-Hill
Companies, Inc. Used with permission.)

The nephron is about 50 pm long, 15 to 60 pm in diameter, and has four main parts.
The ball-shaped glomerular capsule in the cortex contains a tuft of about 50 capillaries
called the glomerulus. This connects to the proximal tubule, which, in turn, is connected
to the loop of Henle, with a descending limb that passes down into the renal medulla and
an ascending limb that goes back into the cortex. Finally, the distal tubule passes through
more of the cortex before emptying into a collecting duct. Each of these four sections of
the nephron play a role in forming urine using three distinct processes: (1) glomerular
filtration, (2) tubular resorption, and (3) tubular secretion.

The capillaries of the glomerulus have pores with a diameter between 50 and 100 nm.
In glomerular filtration, blood pressure forces plasma through these pores into the
nephron. Blood cells and most blood proteins are retained, but the liquid, salts, and small
organic molecules pass through to form a filtrate. The kidneys receive about 20 to 25% of
the blood flow from the left ventricle of the heart. Of this, some 10%, about 125 mL/min,
passes into the nephrons. This filtrate has a composition similar to plasma, except without
the large proteins. The filtration rate is maintained at a fairly constant rate within the
kidney but can be modified by hormones or by the autonomic nervous system. A disorder
called glomerulonephritis can follow a severe infection of bacteria or viruses. The infec-
tion can produce a high concentration of antibody—antigen complex to circulate in the
blood. The complexes plug the pores of the glomerulus, reducing the filtration rate and
producing an inflammation of the renal cortex.
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As the filtrate passes along the nephron, various materials are removed or added by
diffusion, osmosis, or carrier-mediated transport such as facilitated transport active trans-
port, cotransport, or countercurrent transport. Carrier-mediated transport has a limited
capacity, and if the blood concentration of the transported compound exceeds a threshold,
the excess will be lost in the urine. This is the fate of much of the water-soluble vitamins
taken in high concentrations in pill form. After a high-sugar meal, your blood sugar may
briefly exceed the threshold of 180 mg/dL, and some sugar will be lost. This is a chronic
problem with diabetics.

Using facilitated transport and cotransport, the proximal tubule removes 99% of
organic nutrients such as sugars, amino acids, and vitamins, as well as drugs and toxins,
from the urine. It is an important site for the removal of peptide hormones, such as insulin,
from the blood. Many ions, such as sodium, potassium, magnesium, bicarbonate, phos-
phate, and sulfate, are actively transported out of the urine. Water follows the solutes
by osmosis. Overall, the proximal tubule reduces the volume of the filtrate by 60 to
70%. Some secretion also occurs, as described below. The proximal tubule and the loop
of Henle remove most of the calcium filtered by the glomerulus.

The osmolarity of the urine is still at the level of plasma, about 300 mOsmol/L.The
urine now passes to the loop of Henle, where half the remaining water and two-thirds
of the sodium and chloride ions are removed. The descending loop runs parallel to the
ascending loop through the medulla. The thin descending loop is permeable to water
but not to solutes. The thick ascending section is impermeable to both, but has active
transport mechanisms that pump sodium and chloride out of the tubule and into the
medulla. The collecting duct also passes through the medulla, and urea diffuses from
the urine in the duct into the medulla. The sodium chloride and the urea increase the
osmolarity of the medulla near the turn in the loop to about 1200 mOsmol/L. As a result,
water passively diffuses out of the descending loop by osmosis. As the urine passes up the
ascending loop, the removal of sodium chloride reduces the osmolarity to levels below
that of plasma, as low as 100 mOsmol/L. This mechanism for the removal of water
and salts involving opposite flow directions of the descending and ascending loops is
called the countercurrent multiplier effect (Figure 9.14).

The total flow is now about 15 to 20% of the original filtrate, and continues on to the
distal tubule. Both the proximal and distal tubules are active in tubular secretion. Drugs
such as penicillin and phenolbarbitol are removed from the blood in this way. The urinary
drug testing of athletes is possible because of tubular secretion. Sodium and chloride is
removed from urine by active transport, but at the expense of two potassium ions for each
three sodium ions. This is stimulated by the hormone aldosterone, which, as was noted
above, conserves water in response to stress, but produces potassium loss. The distal
tubule also secretes hydrogen ions and exchanges them for bicarbonate. This gives the
kidneys some control over blood pH. Both the proximal and distal tubules produce and
secrete ammonia as a way to remove hydrogen ions from the blood without decreasing
urine pH excessively.

Contrary to what the name implies, the collecting ducts do more than just act as pipe-
lines. They are critical for the final processing of urine and in the kidney’s role in con-
trolling blood pressure and volume. The walls of the ducts are permeable to water. As the
duct passes into the high-salinity medulla, water is removed by osmosis until it is in equi-
librium with the medulla at an osmolarity approaching 1200 mOsmol/L. At this point, its
volume has been reduced to about 1% of the amount filtered in the glomerulus. The per-
meability of the distal tubule and the collecting ducts is controlled by the hormone ADH
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Figure 9.14 Countercurrent multiplier effect in the nephron. Percentages refer to fraction of
glomerular flow remaining. The other numbers inside the nephron are the milliosmolarity. (Based on
Smith et al., 1983.)

(vasopressin). In the absense of the hormone, the ducts become impermeable to water. No
water is absorbed from the distal tubule on, and the person secretes large amounts of
dilute urine. This is what occurs in the disease diabetes insipidus (not to be confused
with the insulin production disorder diabetes mellitus). Normal persons secrete ADH
continuously to closely control water recovery. ADH is opposed by the hormone ANP
that is produced by the heart (Section 9.5.2). ANP increases glomerular filtration, sup-
presses sodium absorption by the distal tubule, blocks release of ADH and aldosterone,
and inhibits the response of the distal tubule and collecting ducts to ADH and aldosterone.

The water and solutes removed from the filtrate reenter blood vessels that are inti-
mately associated with the nephron. These blood vessels, not shown in Figure 9.14,
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form a loop parallel to the loop of Henle after passing through the glomerulus. The blood
picks up solutes as it passes down into the medulla, increasing its osmolarity to about
1200 mOsmol/L. It then loops back up to the cortex, absorbing water as it goes, until
its osmolarity returns to a normal 300 mOsmol/L.

The pH of urine is normally between 5.5 and 6.5, but may range from 4.6 to 8.0. The
value is influenced by diet. Drinking milk can produce acidic urine with a pH about 6.0. A
diet high in fruits and vegetables produces alkaline urine. The concentration of urea varies
directly with nitrogen in the diet, particularly protein. Creatinine is excreted in proportion
to a person’s muscle mass.

Some of the normal constituents of urine may precipitate in the ureter or urethra,
forming Kkidney stones. One-third of these are associated with alkaline urine or calcium
problems and include Caz(PO,),, MgHN4PO,, CaCOs, or a mixture of these. About half
of all kidney stones are calcium oxalate, caused by eating large amounts of spinach or
rhubarb, which have high levels of oxalic acid. Stones may also be formed from organics
such as uric acid.

9.12 REPRODUCTION AND DEVELOPMENT

The reproductive system is the only system that is not essential to a person’s survival. It
is, however, essential to the survival of the species. Because cells replicate continually,
they are subject to errors of replication, either due to the inborn rate of error or because
of environmental agents such as chemical pollutants or radiation. This makes the repro-
ductive organs susceptible to diseases associated with genetic damage. These range from
cancer, which affects the individual, to birth defects and mutations, which affect a per-
son’s offspring. Some pollutants are thought to mimic the sex hormones, affecting repro-
duction and development.

The main reproductive organs are the gonads: the testes in the male and the ovaries
in the female. The gonads have two functions: production of haploid gametes by meiosis
and the production of the steroidal sex hormones. The male gametes are sperm and the
female gametes are ova (singular, ovum). In addition, there are a number of accessory
reproductive organs. These include the ducts that transport sperm and ova, and asso-
ciated glands.

Each ejaculation releases 2 to 5 mL of semen, the fluid containing the sperm. Semen
normally contains between 20 and 100 million sperm per milliliter. The sperm consists of
a 5-um head containing the nucleus, a midpiece containing mitochondria, and a 55-pm-
long flagellum, or tail, which can propel the sperm at a speed of 1 to 4 mm/min. The semi-
nal vesicles and the prostate gland produce much of the liquid that makes up semen,
which includes fructose to provide energy for the sperm, and alkalinity to counter the
acidity of the vagina. When the male becomes sexually excited, nerves of the autonomic
nervous system produce dilation of arterioles in the penis, causing blood to enter that
organ faster than it can leave. This causes the erectile tissue to become engorged, causing
an erection. The male then inserts the penis into the female’s vagina in the act of copu-
lation, injecting the semen by rhythmic contractions called ejaculations.

The ovaries contain about 400,000 ova arrested in prophase of meiosis I since birth.
Some 400 of these will eventually develop completely, one per menstrual period. Cilia
along the fallopian tubes transport the ova to the uterus. Fertilization may occur in either
of these organs, and development takes place mostly in the latter.
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The main sex hormone in the male is testosterone. It is produced mainly by the testes.
It is part of a group of hormones produced by both males and females in the adrenal cortex
that have a masculinizing effect. Thus, they are collectively called androgens (‘‘man-
maker’’). The androgens other than testosterone are relatively low in potency. The
main sex hormones in the female are progesterone and a group of hormones called
the estrogens. The most important estrogen is called estradiol.

Production of sex hormones is controlled by a series of hormones originating with the
brain stimulating the hypothalamus to release gonadotropin-releasing hormone (GnRH).
GnRH is released in pulses and stimulates the anterior pituitary to release follicle-
stimulating hormone (FSH) and luteinizing hormone (LH). Although these names are
based on their functions in females, they are produced in both sexes.

In males, FSH stimulates the testes to produce sperm and another hormone called
inhibin. The inhibin inhibits FSH production, thus forming a negative feedback loop to
control sperm production. LH stimulates the testes to produce testosterone. The testoster-
one inhibits GnRH and LH secretion, forming a negative feedback control loop.
Testosterone has many functions, including (1) combining with FSH to stimulate sperm
production, (2) affecting aggressive behavior and sexual desire through the CNS function,
(3) stimulation of protein synthesis and muscle growth, (4) stimulation of secondary
sex characteristics such as facial hair, (5) maintaining accessory organs, and (6) in fetuses
it stimulates the formation of male reproductive system. In contrast to females, GnRH
production in males is relatively constant from hour to hour or day to day, thus keeping
its effects also at a constant level.

The hormone levels in females, on the other hand, varies in a cycle with a period of
22 to 35 (average 28) days. This cycle, together with associated physiological changes,
is called the menstrual cycle. The menstrual cycle is unique to humans, monkeys, and
apes. Females who menstruate may be receptive to males at any part of the cycle,
although they can only conceive at certain points. Other mammals follow a simpler
estrous cycle, in which the female will only copulate at certain times, called estrus or
heat. Some animals, such as dogs and foxes, enter estrus only once per breeding season.
Others, especially the mammals in tropical regions, have repeated estrus during the breed-
ing season. The estrous cycle provides control over the season in which young are born.

The menstrual cycle consists of two ovarian phases or three uterine phases. In the fol-
licular phase the structure containing the ovum develops into a follicle, and the ovum
continues its meiosis to produce a mature ovum, or egg cell. The follicular phase ends
with ovulation, when the ovum erupts from the surface of the ovary and enters the fal-
lopian tube. This event marks the beginning of the second, luteal phase of menstruation,
in which the remains of the follicle, now called the corpus luteum (yellow body), pro-
duces hormones that prepare the uterus for pregnancy. If pregnancy does not occur, the
corpus luteum degenerates after about 12 days and the luteal phase ends.

Simultaneous with the ovarian phases, the uterus goes through its own cycle
(Figure 9.15). The uterus is a muscular organ that supports and nourishes the fetus. It
is lined with a glandular mucosa called the endometrium, which performs the nourishing
function. The first phase of the uterine cycle is menses, in which the thickened endome-
trium from the previous cycle deteriorates. Over a period of 3 to 5 days it is sloughed off
and discharged along with 35 to 50 mL of blood. This endometrial sloughing is called
menstruation. Menses is followed by the proliferative phase, in which the endometrium
regenerates inside the uterus and produces a glycogen-rich mucus. Menses and the pro-
liferative phase coincide with the follicular phase of the ovarian cycle. After ovulation, the
uterus enters the secretory phase (simultaneous with the ovarian luteal phase), in which



REPRODUCTION AND DEVELOPMENT 213

Levels of follicle-stimulating ESH
hormone (FSH) and LH

luteinizing hormone (LH) in
blood plasma. \

Levels of estrogen and Estrogen
progesterone in blood
plasma

Progesterone

S B
5 Ovulation Luteal phase

Ovarian cycle

Menstruation cycle
depicted by the thiclness
of the endometrium

1 7 14 21 28
Days

Figure 9.15 Menstrual and ovarian cycle. (From Van De Graaff and Rhees, 1997. © The
McGraw-Hill Companies, Inc. Used with permission.)

further secretions occur and the endometrium is ready to receive the conceptus. (The con-
ceptus is a name for the products of conception, such as zygote, embryo, fetus, and so on,
including the placenta, at any stage of pregnancy.) If pregnancy does not occur, the cycle
ends and menses begins.

The menstrual cycle is controlled by an intricately choreographed sequence of hor-
monal secretions. In males the director of the choreography is GnRH. GnRH is secreted
in pulses from the hypothalamus and stimulates the anterior pituitary to produce FSH and
LH. Unlike males, in females these secretions vary considerably from day to day, and the
timing is controlled by feedback mechanisms involving ovarian hormones. At the begin-
ning of the menstrual cycle an increase in GnRH produces a broad peak a few days later in
FSH and a gradual increase in LH production. As its name implies, FSH stimulates devel-
opment of the follicles. The follicles secrete inhibin, which exerts a negative feedback
effect on FSH production, and estrogen, which exerts positive feedback on GnRH pulses
and negative feedback on LH. Estrogen also stimulates the uterine endometrium to
thicken. When estrogen levels exceed a threshold level for more than about 36 hours,
estrogen’s effect on LH switches from negative to positive feedback. This causes a
massive release of LH by the pituitary, triggering the completion of meiosis I by the
ovum and ovulation.

LH also stimulates formation of the corpeus luteum, which produces estrogen plus
large amounts of progesterone, which inhibits GnRH pulse production and stimulates
the endometrium further. If pregnancy does not occur, the corpus luteum degenerates,
and estrogen and progesterone levels fall sharply. Without the inhibition from the proges-
terone, GnRH pulses increase again, to initiate another menstrual cycle. The drop in estro-
gen and progesterone also results in the degeneration of the endometrium in the uterus,
leading to menses.

During the follicular phase the basal body temperature (the resting body temperature
measured upon waking in the morning) is about 0.3°C below the temperature during the
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luteal phase. In addition, the temperature dips measurably at the time of ovulation. Thus,
the sudden increase in temperature can be used to determine when ovulation occurs. This
is used for birth control (either to prevent or increase the likelihood of conception), since
fertilization is most likely to occur within 1 day of ovulation. Oral contraceptives (the
birth control pill) come in several forms. The combination pill contains both progesterone
and estrogen. They are taken starting about 5 days after the start of menses and continued
for 3 weeks. They act by inhibiting GnRH production, and therefore FSH release, and
ultimately preventing follicle development and ovulation.

9.12.1 Prenatal Development

Development begins when the haploid sperm and ovum unite in the process of fertiliza-
tion (or conception), to form a diploid zygote. After ovulation, a layer of cells surrounds
the ovum. At least 100 sperm are needed to release an enzyme that creates gaps in this
layer. Then one of the sperm may penetrate the cytoplasm of the ovum. This triggers reac-
tions that render the ovum impermeable to additional sperm. In addition, the ovum com-
pletes meiosis II. The zygote then divides by mitotic division without an increase in the
size of the conceptus. This division is called cleavage. After one or more cleavages, or
even in the blastocyst stage, the cells may separate and develop independently, resulting in
genetically identical twins. Fraternal twins result when two ovulations occur and are fer-
tilized by different sperm. In the United States about one pregnancy in 90 produces twins,
and 70% of twins born are fraternal.

From fertilization until all of the organs are formed, the developing individual is
called an embryo. In humans this stage lasts two months. For the rest of the prenatal
(before birth) development the individual is called a fetus. Table 9.8 lists the events of
this development.

The amnion is a membrane that grows to completely enclose the fetus, which floats in
the amniotic fluid to protect it from shock. Surrounding the amnion is another membrane
called the chorion. Eventually, as the fetus and amnion grow, the amnion fuses with the
chorion, forming the single membrane whose rupture discharges the amniotic fluid,
signaling the start of labor. The portion of the chorion that is in contact with the endome-
trium is called the placenta. The fetus is connected to the placenta by the umbilical cord.
The placenta has fingerlike projections into the endometrium called chorionic villi. These
provide surface area for the exchange of nutrients and waste products between the fetus
and the mother.

The placenta also has important endocrine functions. Soon after implantation, chorionic
gonadotropin (CG) is produced. This maintains the corpus luteum so that progesterone
production is continued. Progesterone maintains the thick endometrium. After month
three or four of the pregnancy, CG drops sharply and the placenta produces progesterone
itself; the corpus luteum is allowed to degrade. The placenta also produces large amounts
of estrogens, especially estriol, from testosterone produced by the fetal adrenal glands.
The high levels of progesterone and estrogen are thought to contribute to the “morning
sickness” experienced by some pregnant women. The hormone human placental
lactogen, placental prolactin, plus maternal hormones prolactin and thyroid hormones
prepare the mammary glands for milk production and has other effects similar to growth
hormone. The peptide hormone relaxin prepares for birth by causing dilation of the cervix
and suppressing oxytocin production by the hypothalamus.
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TABLE 9.8 Events of First-Trimester Development in the Human

Time Since

Fertilization Events

1 day First cleavage produces two-cell stage.

4 days The embryo has developed into a solid ball of cells, called a morula.

5 days The ball becomes hollow, and is called a blastocyst. The outer layer is the
trophoblast, the smaller inner cells will form the embryo.

7-10 days The embryo implants itself into the uterine endometrium.

10-16 days By process of gastrulation the embryo forms first two, then three distinct germ

layers: ectoderm ultimately gives rise to the skin, epithelium of mouth, nose, and
anus, the nervous system, pituitary gland, and adrenal medullae; mesoderm,
produces muscle, cardiovascular system, lymphatic system, kidneys, adrenal
cortex, gonads and ducts, bone, linings of body cavities, all connective tissues;
endoderm forms the lungs, thymus, thyroid, pancreas, most of the digestive tract
including the liver, and stem cells that produce gametes.

Week 2-3 Formation of extraembryonic membranes from germ layers and the trophoblast:
yolk sac, amnion, allantois, and chorion. The part of the chorion that connects
with the endometrium is called the placenta.

Week 3 Neural tube forms, distinguishing dorsal, ventral, right and left sides.
Week 6 Fetal heart begins to pump.
Week 13 End of first trimester, in which organogenesis (organ formation) is begun. External

genitalia become distinctive of their sex.

By the end of the first trimester, all the major organ systems have become initiated. It is
during this time that the fetus is most sensitive to agents, such as drugs or other toxins,
that can cause birth defects (teratogens). Development of sex organs is quite interesting.
At the end of the first trimester the embryo possesses gonads and external genitals, but the
genitals have not differentiated into male or female. Furthermore, the embryo possesses
two sets of ducts. One is destined to become the vas deferens of males, the other the
uterus, etc., of females. Which one developes is determined by a single gene on the
Y chromosome that stimulates formation of the testes. The testes then produce testosterone,
which stimulates development of the male ducts and external genitalia. The testes also
produce a hormone that blocks development of the female ducts. The absense of testos-
terone results in development of female characteristics. Occasionally, hormonal disorders
result in individuals who are genetically of one sex developing external genitalia of the
other sex. These individuals may grow, apparently normal, to adulthood without knowing
that they are genetically of the opposite sex, until they find out that they are unable to have
children.

In the second trimester, development continues. In the third trimester most organ sys-
tems become ready to perform their normal functions. A number of changes occur in
the mother to support the pregnancy: Respiration rate and tidal volume increase, blood
volume increases, nutrient and vitamin requirement increases 10 to 30%, causing
increased hunger, glomerular filtration in the kidney increases 50% along with urine pro-
duction; the uterus increases in size; and mammary glands increase in size and begin
secretory activity.

After 280 days (40 weeks) the fetus is said to be full term and is ready for birth.
Medical technology makes it possible to deliver premature babies safely as early as the
twenty-seventh week. The entire process of birth is called parturition.
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Estrogen levels increase throughout the pregnancy, making the uterine muscle increas-
ingly sensitive and likely to start contractions. Progesterone has an inhibiting effect, but
estrogen production increases faster just before birth. Estrogen also increases the sensitiv-
ity of uterine muscle to oxytocin. Oxytocin is produced by the hypothalamus but released
by the posterior pituitary. Its release is stimulated by increasing estrogen levels and by
distortion of the uterine cervix by the weight of the fetus. Estrogen and oxytocin stimulate
production of prostaglandins in the endometrium that also stimulates muscle contractions.
Once these factors reach a critical level, parturition begins and is maintained by a positive
feedback loop. Parturition occurs in three stages. (1) In the dilation stage the cervix
dilates completely, contractions occur at increasing frequency, and the amniochorionic
membrane ruptures, releasing the amniotic fluid (the “water break’’). This stage usually
lasts 8 hours or more. (2) In the expulsion stage, which lasts less than 2 hours, contrac-
tions occur at maximum intensity, and the newborn infant, or neonate, is delivered
through the vagina. (3) In the placental stage the uterus contracts to a much smaller
size, tearing the placenta from the endometrium. Within an hour of delivery the placenta
is delivered in what is called the afterbirth.

PROBLEMS

9.1. Which organ systems are most susceptible to oxygen deprivation, and why?

9.2. Nerve transmission is often described as an electrical transmission. In what sense is
this true? Is there any transport of electrons, as in electrical current in wires?

9.3. Which will cross the blood-brain barrier more easily: ethanol or chloroform? Which
class of hormones will cross most easily?

9.4. How would hydrophobic toxins such as chloroform be carried by the blood?

9.5. Name two organs that both remove and are affected by toxins.
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MICROBIAL GROUPS

Some organisms are too small to be seen with the naked eye. Such organisms are referred
to as microorganisms, or microbes, from the Greek word mikros (small), and their study
is referred to as microbiology. This is not a true taxonomic grouping since not only is
there tremendous diversity among microbes (including all three domains), but some spe-
cies may be microscopic whereas their close relatives are readily visible (macroscopic).

Although individual microorganisms are small, their collective impact is not. Their
activities led to the development of Earth’s present aerobic atmosphere, are a major factor
in biogeochemical cycling of elements, and have a substantial impact on every ecosystem.
Their numbers are staggering, typically ranging from a million to a billion (10° to 10%) per
gram of soil, biofilm, or sludge. They have also been widely used by humans to make
products ranging from foods and medicines to industrial chemicals. On the other hand,
they may cause food to spoil and materials to corrode or degrade.

To the environmental engineer and scientist, microbial activity can be both a blessing
and a curse. On the positive side, microbes often afford the most efficient and cost-effec-
tive means of treating many of society’s wastes. Thus, they are used routinely in engi-
neered waste treatment systems such as sewage treatment plants. They are also of
critical importance in the recovery processes of natural environments degraded by
human activities, such as in the self-purification of streams receiving sewage and runoff,
and the natural attenuation of industrial contaminants leaked or spilled onto soil.

On the other hand, microorganisms have the potential to create substantial environ-
mental problems. For example, they may deplete oxygen, generate unpleasant tastes
and odors, clog equipment, and corrode pipes. Perhaps of greatest concern, however, is
that some microorganisms are capable of producing disease in plants and animals, includ-
ing, of course, humans.

In this chapter we consider the prokaryotic groups, Bacteria (including blue-green
algae) and Archaea. We also examine the eukaryotic groups containing single-celled
organisms: protozoans, algae, fungi, and slime molds, even though they (except protozo-
ans) also include many multicellular, macroscopic species. The metazoans, microscopic
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animals such as rotifers and nematodes, were covered in their respective phyla in
Chapter 8. We also consider noncellular biological forms, which are actually submicro-
scopic (for the light microscope): viruses, viroids, and prions.

10.1 EVOLUTION OF MICROBIAL LIFE

It is believed that Earth is 4.6 billion years old. The oldest known rocks are almost 4 bil-
lion years old, and because some of these are sedimentary rocks, it is believed that liquid
water has been present for at least that long. Fossilized evidence of microbial life dates
back at least 3.5 billion years, and undoubtedly developed even earlier.

The atmosphere of the early Earth was much different from that of today. Although
elemental nitrogen (N,) was present, oxygen was not. Rather, carbon dioxide, hydrogen,
and ammonia were abundant. Under such reducing conditions, it has been shown that
many of the organic molecules characteristic of life can be formed if sufficient
energy—such as from ultraviolet light, lightning, and volcanic activity—is available.

The best present theory of the evolution of early life is that it started with self-replicating
RNA molecules. These might then have been incorporated in lipoprotein vesicles.
Later, enzymatic proteins were incorporated as better catalysts than the original RNA,
which was retained for its coding function. Eventually DNA, because of its greater stabi-
lity, replaced RNA as the carrier of genetic information.

This organization, utilizing DNA, RNA, and proteins, has been so successful that it
apparently has been the basis of all cells on Earth for billions of years. Because of
their fundamental similarity at the cellular level, it is believed that all three domains—
Bacteria, Archaea, and Eukarya—developed from a “‘universal ancestor’” among these
early forms. Table 10.1 shows some of the highlights of the evolution of microorganisms
from these early beginnings. Since free oxygen was not present, early cells were neces-
sarily anaerobic. Although it is believed that the three domains separated fairly early, cells
similar to those of modern eukaryotes did not evolve until much later.

About 3 billion years ago, cyanobacteria (previously called blue-green “‘algae’)
evolved from photosynthetic anaerobes. This had major consequences for life on Earth
because they produced oxygen as a waste product. Over a period of hundreds of millions

TABLE 10.1 Key Evolutionary Steps for Microbial Life

Time Frame

(billion years Duration Geological and Geologic

before present) (billion years) Biological Activity Time (%)

~4.6-3.9 0.7 Earth formed; no life; ~15
chemical evolution

~3.9-2.9 1.0 Origin of life; anaerobic ~22
environment

~2.9-2.0 0.9 Oxygen production by cyanobacteria; ~20
emergence of aerobic bacterial life

~2.0-0.8 1.2 Shift to aerobic atmosphere; emergence of ~26
more complex eukaryotic cells

~0.8-0 0.8 Development of more ~17

advanced life
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of years, this oxygen accumulated to the point where it became a major atmospheric con-
stituent. This meant that anaerobes, for which oxygen is often toxic, became limited to
environments in which oxygen did not penetrate. However, it also made aerobic life pos-
sible. The first aerobes were probably bacteria, but because of its much more favorable
energetics, aerobic metabolism also meant that the evolution of higher life, especially
eukaryotes, could occur.

It is now generally believed that most modern eukaryotic cells actually contain what
originally were bacterial endosymbionts. Mitochondria are considered to have originated
as aerobic bacteria that entered and grew symbiotically within the eukaryote’s cytoplasm.
The chloroplasts of algae and plants similarly evolved from cyanobacteria.

10.2 DISCOVERY OF MICROBIAL LIFE

10.2.1 Antonie van Leeuwenhoek

Antonie van Leeuwenhoek (Figure 10.1) was the first to use magnifying lenses for the
study of microbial life, which he referred to as animalcules (Figure 10.2). Leeuwenhoek

Figure 10.1 Antonie van Leeuwenhoek. (Portrait by Jan Verkolje, 1686.)
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Figure 10.2 Some of Leeuwenhoek’s animalcules from the ““Scurf of the Teeth,” drawings of

bacterial shapes. A and B appear to show rods, with C and D showing the movement of B; E shows
cocci; F, rods or filaments; and G, a spiral. From Leeuwenhoek’ s letter of 1683.

was a Dutch textile merchant, who probably used his magnifying lenses initially to study
the quality of textile weaves. Although he lacked formal academic training, his letters
(which carefully documented his findings) in the 1670s and 1680s to England’s newly
formed Royal Society captured an immediate, and undoubtedly astonished audience
with many of the world’s most prominent scientists. Leeuwenhoek’s microscope
(Figure 10.3) was deceptively simple, with a single, nearly spherical lens (his records
indicated that he ground more than 400 such lenses in his lifetime) affixed to a back
plate; the distance from an opposing mounting pin was coarsely adjusted with focusing
screws.

This device provided magnifications ranging from 50 to 300 power. The realm newly
revealed beneath this tool offered an astounding array and abundance of life, leading him
to comment that ““there are more animals living in the scum of the teeth in a man’s mouth,
than there are men in an entire kingdom.” Indeed, the world depicted within Leeuwenhoek’s
extremely accurate drawings covered a wide range of animalcules, which are now recog-
nized as bacteria, protozoans, algae, and fungi.

10.2.2 Spontaneous Generation and the Beginnings of Microbiology

With the surprising existence of these microbes discovered, considerable debate as to
their origin developed over the next several centuries. Since ancient times, and extending
well into the Renaissance, the concept of spontaneous generation had been widely
accepted with some forms of life, including weeds and vermin. The fundamental premise
of this theory was that nonliving matter developed into viable life-forms through some
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Figure 10.3 Leeuwenhoek’s microscope.

form of unknown, spontaneous transformation. Leeuwenhoek offered a competing
suggestion that these microbes were formed from “seeds” or ‘“‘germs’ released by his
animalcules.

An Italian physician, Francesco Redi, had offered support for such a view with his stu-
dies (circa 1665) of the growth of maggots on putrefying meat. As opposed to sponta-
neous growth, his findings showed that these maggots actually represented the larval
stages of flies that laid eggs on the unprotected surfaces. Meats held either in a closed
vessel or covered with fine gauze (protected from direct fly contact) exhibited no such
growth. Italian naturalist Lazzaro Spallanzini, roughly five decades later, used heat to pre-
vent the appearance of animalcules in sealed infusions. Spurred by a prize of 12,000
francs established by Napoleon Bonaparte to find a means of preserving fresh foods for
his soldiers, French inventor Francois Appert used Spallanzini’s heating strategy in 1795
to develop a commercial appertization process for preparing canned foods. In 1856 the
eminent French chemist Louis Pasteur (Figure 10.4) similarly applied this knowledge
about the use of controlled heating, developing his pasteurization process as a means
of carefully protecting wines.

The success Pasteur enjoyed with pasteurization prompted his subsequent research
focus on microbial metabolism, by which he finally laid the spontaneous generation pre-
mise to rest. Using swan-necked flasks (Figure 10.5), he showed that sterile solutions
would not yield any “germ” growth unless reexposed to the particles within contaminated
air (proving that it was not the air itself that “generated” new life).
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Figure 10.4 Louis Pasteur. (Portrait courtesy of Robert A. Thom. Reproduced with permission of
Pfizer Inc. All rights reserved.)

FiG. 25 A.

FiG. 25 B.

Fic. 25 C.

FiG. 25 D.

Figure 10.5 Pasteur’s swan-neck biological flasks.
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During the era of inquiry regarding spontaneous generation, British naturalist John
Tuberville Needham had conducted another sterilization study (1740), whose results at
the time were, considered inconsistent and inconclusive. Since his heated broths still gen-
erated new cells, some suspected that his methods had been flawed. However, several
years after the spontaneous generation concept had effectively been laid to rest, English
physicist John Tyndall (1870) discovered that hay infusions subjected to prolonged boil-
ing (and seemingly sterilized) could, in fact, still germinate new viable cells. What he
found, though, was that these cultures had not developed through spontaneous means
or improper handling, but rather, from the growth of heat-resistant agents. Tyndall’s
work was confirmed by German botanist Ferdinand Cohn, who visually confirmed the
presence of these heat-resistant bodies, known today as endospores. Tyndall’s subsequent
work with these sporulating cells also led to his development of a sterilization procedure
(tyndallization) by which discontinuous heating effectively kills all cells, even those able
to develop such spores.

Inspired by Pasteur’s efforts, Cohn published a three-volume treatise on bacteria in
1872 that many consider to be the true origin of the field of bacteriology. This book
offered several classic insights, including the first attempt at bacterial classification and
the first description of bacterial spores.

10.2.3 Virus Discovery

A new means of filtering solutions had been developed during the 1880s at the Pasteur
Institute that would effectively remove minute bacterial cells from suspensions. However,
Russian scientist Dimitri Ivanowsky in 1892 found that tobacco plants were still suscep-
tible to infectious attack by a filtered suspension. This observation led to a conclusion that
even smaller and hitherto unknown viral particles were present. Martinus W. Beijerinck
produced a similar set of findings independently.

10.2.4 Discovery of Archaea

Relatively recently (1970s), largely as a result of the work of Carl Woese and his group on
16S ribosomal RNA analysis (Section 10.4.4), a startling discovery was made. A number
of the microorganisms that had long been called bacteria were actually examples of an
entirely different form of life. This new group was at first called Archaebacteria, and
the true bacteria were then called Eubacteria. However, in view of how different the
two groups truly are (more different than plants are from animals, for example), micro-
biologists now refer to the two as Archaea and Bacteria.

There was considerable opposition at first to the idea that these were such distinct
groups. Even today, when it is widely accepted, many people still refer to members of
Archaea as “bacteria.” However, since both are prokaryotes, this term can, when needed,
be used to refer to the two together.

10.3 DIVERSITY OF MICROBIAL ACTIVITIES

When viewed on the basis of elemental or biochemical composition, the fundamental
ingredients of life are surprisingly similar among the three domains and widely divergent
species. However, there is a wide range of diversity within the world of microorganisms in
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terms of survival strategy: where they find energy, how they grow, and what environments
they prefer. This section provides a brief overview of these alternatives.

10.3.1 Energy Sources

The two major sources of energy are chemical oxidation and photosynthesis. Cells that
draw their energy from the conversion of reduced chemical substrates (including both
organic and inorganic materials) are referred to as chemotrophs; those that use light
energy are known as phototrophs (Table 10.2). Phototrophy is common to algae, cyano-
bacteria, and some other bacteria, but does not occur (with few exceptions) in other micro-
bial forms. Furthermore, not all phototrophs are strictly dependent on light energy; many
(including green and purple nonsulfur bacteria and some cyanobacteria; see Table 10.4)
are able to chemotrophically oxidize chemical substrates in the dark.

Chemotrophs can be further divided between organotrophs, which oxidize organic
compounds, and lithotrophs (from the Greek /lithos, meaning ‘“‘rock’), which utilize a
variety of inorganics (such as hydrogen or reduced inorganic nitrogen, sulfur, or iron com-
pounds) as their energy source.

10.3.2 Carbon Source

Since it is a major constituent of cell materials, all organisms need a source of carbon.
Heterotrophs (including fungi, protozoans, and most bacteria) require organic carbon,
whereas autotrophs (algae and some bacteria) consume inorganic carbon (carbon dioxide
or bicarbonate). These terms can be combined with those above to refer, for example, to
chemolithoautotrophs (Table 10.2). The term heterotrophy is also used more loosely to
refer to chemoorganotrophy, since the two categories usually coincide (microbes using
organic carbon as an energy source also use it for a carbon source). However, some
lithoautotrophs are able to utilize amino acids, hence getting some of their carbon from
organic sources, and a few lithotrophs, such as most species of the sulfur-oxidizer

TABLE 10.2 Categorization of Organisms by Energy and Carbon Source, with Examples

Energy Source Used

Chemotroph
Organotroph Lithotroph
Phototroph (Organic Carbon) (Inorganic Compounds)
Autotroph Photoautotroph: ~ Chemoorganoautotroph ~ Chemolithoautotroph
(CO,, HCO3)  plants, algae, or organoautotroph: or lithoautotroph:
cyanobacteria methanotrophs nitrifying bacteria,
Carbon Thiobacillus
source Heterotroph Photoheterotroph Chemoorganoheterotroph Chemolithoheterotroph
used (organics) Chloroflexus, or “‘heterotroph”: or mixotroph:*
some animals, protozoans, most Beggiatoa
cyanobacteria fungi, Pseudomonas,

Escherichia

“Some primarily chemolithoautotrophic microbes can also utilize amino acids.
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Beggiatoa, get their carbon from small organic molecules. Such organisms are often
referred to as mixotrophs.

10.3.3 Environmental Preferences

Microbial cells are also commonly classified on the basis of the environments they prefer.
Several factors are generally considered, including the presence of oxygen, temperature,
salt tolerance, and pH.

Oxygen Energy-yielding metabolism removes electrons from (oxidizes) a substrate
(electron donor); these electrons must eventually be “discarded” (see Chapter 5). Aerobic
respiration utilizes molecular oxygen (O,) as the terminal electron acceptor, reducing it
to water (H,O). Strict aerobes require oxygen; cells able to grow at very low oxygen
levels may be referred to as microaerophilic.

Microorganisms that can grow in the absence of oxygen are anaerobic. Strict or obli-
gate anaerobes cannot grow in the presence of oxygen, and may actually be killed by
exposure to air if they are not aerotolerant. Facultative anaerobes, on the other hand,
can grow with or without oxygen. Anaerobic metabolism may be respiratory (using a vari-
ety of inorganic terminal electron acceptors such as nitrate, nitrite, ferric iron, sulfate, or
carbon dioxide) or fermentative (using an organic terminal electron acceptor).

Strictly speaking, anoxic means in the absence of oxygen, and thus is equivalent to
anaerobic. In environmental engineering and science, however, anoxic is frequently
used to refer to conditions in which oxygen is absent, but nitrate and/or nitrite are present.
The ability to utilize nitrate and/or nitrite as alternative terminal electron acceptors (deni-
trification), in the absence of oxygen, is widespread among many diverse groups of aero-
bic bacteria. Historically, this distinction was of particular importance because unpleasant
“anaerobic” odors such as hydrogen sulfide (“rotten eggs’) are not produced under
““anoxic” conditions.

Temperature Microorganisms have preferred temperature ranges. Psychrophilic
microbes thrive under cold temperature conditions, ranging from below 0°C to the
mid-teens. Bacteria adapted to living in polar ocean waters (or modern refrigerators),
for instance, would be classified as psychrophiles. Organisms that prefer moderate tem-
peratures are referred to as mesophilic. In this case, their temperature preferences range
from the mid-teens to the high-30s or low-40s °C. The vast majority of microbial life
would fall within this category. A relatively few organisms, mainly bacteria, archaea,
and fungi, prefer elevated temperatures above 45 to 50°C and are called thermophilic.
Some prokaryotic extremophiles (tolerate or prefer an extreme environmental condition)
are hyperthermophilic (temperature optimum above 80°C), a few even growing at tem-
peratures above 100°C. Organisms that can tolerate high temperatures despite having
mesophilic temperature optima may be referred to as thermotolerant.

Salinity Microbial cells typically maintain a different ionic strength (salt level) within
their cytoplasm than that found outside the cell. Water tends to migrate across the cell
membrane toward the higher salt zone by osmosis, thereby ‘attempting” to dilute it
and eventually equilibrate the inner and outer salt levels. Microbial cells can resist this
fluid movement (and the harm it may cause by excessive shrinking or swelling), and
the resulting osmotic pressure, to varying degrees. Halophilic (salt-loving) microbes
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require NaCl; extreme halophiles may require concentrations above 15% and tolerate up
to 32% NaCl (saturation). (Seawater contains approximately 3% NaCl.) At the other
extreme, there are also many nonhalophilic cells that favor (or require) far lower levels
of external salt, such as those found in fresh water. Cells that can tolerate but do not
require elevated salt concentrations are referred to as halotolerant.

pH Most microorganisms have a pH preference that falls within the range 5 to 9, and
thus would be labeled neutrophiles. Outside this range, the metabolic activity of a neu-
trophile can be expected to decline rapidly, particularly as extreme pH values start to
affect the ionic (i.e., electrically charged) properties of their constitutive functional
groups. Some neutrophiles, such as many algae, nitrifying bacteria, and methanogens
(Archaea) prefer slightly alkaline conditions. This is true of many marine organisms as
well, since seawater typically has a pH of 8.3.

However, there are many microorganisms that are able to tolerate, or that even prefer or
require, pH levels outside the neutral range (either acidic or alkaline). Fungi, as a group,
tend to favor acidic environments (often with optima at pH 4.5 to 5). There are also a
number of pH extremophiles among the bacteria and archaea.

Organisms growing at low pH are referred to as acidophiles, and some tolerate surpris-
ingly low pH. Ferrobacillus ferrooxidans in acid-mine drainage waters and Sulfolobus
acidocaldarius growing in acidic hot spring waters, for example, will readily proliferate
at a pH of 1 to 2.

At the other extreme, alkaliphiles prefer pH levels above 9. For example, water bodies
carrying high salinities (e.g., the Dead Sea), as well as soils high in carbonates, support
bacteria and archaea able to tolerate pH levels between 9 and 11. These microorganisms,
such as Natronobacterium and Natronococcus, consequently tend to be both halophilic
and alkaliphilic (i.e., both salt- and alkali-loving).

It should be noted that these extreme pH values refer to the hydrogen ion concentration
outside the cell. These organisms survive through mechanisms that allow them to main-
tain a more neutral pH within the cell.

104 MICROBIAL TAXONOMY

10.4.1 Basis of Identification

Traditionally, the classification, or taxonomy, of higher organisms has been based on their
morphology: their form and visible structure. However, this has been difficult for micro-
organisms because of their small size. Typically, prokaryotes were classified based mainly
on their biochemical activities (including usable carbon substrates, nitrogen and other
nutrient sources, electron acceptors, metabolic products, and resistance to inhibitory com-
pounds), and on staining, which gave an indication of some aspects of their composition,
in addition to such morphological features as size, shape, pigmentation, sporulation, intra-
cellular inclusions (including those visible after staining), and the presence and location of
flagella or the presence of another form of motility. Together, the observable characteris-
tics of an organism can be referred to as its phenotype.

Habitat (and niche) might also be used for classification, including preferences with
regard to such environmental factors as temperature and pH. Gross DNA composition
(%G + C content) and immunological properties (e.g., serotyping) have also been used
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for many years. More recently, detailed analysis of the composition of the cell wall and of
other cell constituents (e.g., fatty acid analysis) have been added as other useful tools in
distinguishing among microorganisms.

Precise characterization of DNA and RNA sequences is now being used extensively to
determine relationships among organisms. Such analysis of an organism’s genetic makeup
reveals its genotype. Genotype obviously affects phenotype, but not all genetic capabil-
ities are necessarily expressed in an organism at a particular time. As might be expected,
knowledge of genotypes has greatly increased and modified our understanding of the rela-
tionships among microorganisms. In fact, the separate domain of Archaea was not recog-
nized until these newer tools were applied; previously, they were simply considered types
of (and may still often be referred to out of habit as) bacteria.

One aspect of taxonomy is the grouping of organisms in progressively higher taxa
(singular, taxon), such as families, orders, classes, and phyla. Modern taxonomists
base these groupings on phylogeny, or natural evolutionary lines inferred from genetic
similarities.

10.4.2 Prokaryotic ‘‘Species’’

Another problem besides size complicates the taxonomy of prokaryotes: What exactly is a
species? In the long-used definition developed for plants and animals, a species is consid-
ered a grouping of similar organisms that under natural conditions is capable of mating to
produce fertile offspring. However, this definition is not very useful for organisms that
reproduce asexually. Perhaps an even greater difficulty is that the genetic exchange that
does occur among prokaryotes can be between organisms that are obviously not closely
related to each other. This can lead to cross-linkings of otherwise unrelated species in
taxonomic trees: organisms that, in a sense, are not close relatives of one of their biolo-
gical “parents”! (The human genome has been found to contain considerable bacterial
DNA, for example.)

Yet the idea of a species is still useful for prokaryotes. Some individual cells clearly are
very similar, sharing numerous traits, and having a name to describe this grouping is
desirable. Salmonella typhi causes typhoid fever, Pseudomonas putida does not; Bacillus
stearothermophilus is a thermophilic sporeformer, whereas Nitrosomonas europaea is a
mesophilic autotroph. Some organisms exist that appear to be intermediate between clo-
sely related species, and arguments arise among taxonomists between “‘splitters,” who
think that even minor differences are sufficient to define a new species, and “‘lumpers,”
who feel that various strains can be included in a single species unless there are numerous
substantial differences. A strain is a group of cells that have all derived from a single cell
in the not-too-distant past and are thus genetically identical except for any random muta-
tions that might have occurred; molecular biologists call a strain recently obtained from a
single cell a clone.

One view taken by some microbiologists is that nearly unlimited genetic variation can
occur among microorganisms, but that some of the potential combinations of characters
are more successful and stable than others. This can be pictured (Figure 10.6) as a surface
in three-dimensional space, with hills and valleys. A marble dropped on the surface poten-
tially could end up on a hillside or even the peak of a hill, but most will end up in the
valleys. Incorporating every potentially useful trait is not necessarily the best survival
strategy for a microorganism, in the same way that the camper who takes every potentially
useful item is not likely to be the one who does the best on a backpacking trip.
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Figure 10.6 Three-dimensional surface: visualizing prokaryotic species as more stable (valleys),
and hence more likely, combinations of characteristics, although intermediates may exist.

The new genetic tools (Section 10.4.4) have provided some quantitative means of
determining whether individual strains of prokaryotes belong to the same species. One
approach compares the degree of DNA homology (similarity in sequence of DNA base
pairs) among microorganisms. Generally, if the DNA homology of two organisms is more
than 70%, they will be considered the same species. If homology exceeds 20%, they may
be considered to belong to the same genus. Using another tool, similarities of ribosomal
RNA sequences of greater than 97% has led to considering two organisms to be the same
species, while similarities of greater than 93 to 95% usually indicates the same genus.
[The higher similarity for the rRNA analysis stems from the more highly conserved
(less variable) nature of these sequences.]

The use of such techniques has led to the renaming of a number of microorganisms, as
well as the “discovery” of the Archaea (Section 10.2.5). For example, the well-estab-
lished species Pseudomonas cepacia was renamed Burkholderia cepacia when it was rea-
lized that it belonged to a different group of Proteobacteria than (and thus was not a close
(relative of ) other Pseudomonas species (Section 10.5.6).

10.4.3 Naming of Microorganisms

When microorganisms were first discovered, there were only two kingdoms, Plant and
Animal. Thus, protozoans were considered “‘single-celled animals™ studied by zoologists,
and fungi, algae, and bacteria were ‘““plants,” studied by botanists. As a result, the latter
organisms are still sometimes referred to as “flora” (and protozoans as ‘“fauna’’). How-
ever, based on our improved knowledge of their taxonomy, a better term today is biota.

The formal assignment of the Latin and Greek names (nomenclature) used in micro-
bial taxonomy is now closely controlled. The official journal for publication of new pro-
karyote species is the International Journal of Systematic Bacteriology (note the holdover
from the time when all prokaryotes were considered bacteria). If the new species descrip-
tion is first published elsewhere, it must be forwarded to IJSB to be formally accepted and



MICROBIAL TAXONOMY 229

included in the next approved list of names. The official representative, or type, culture of
a newly labeled microorganism is held in an approved culture collection such as that
maintained in the United States by the American Type Culture Collection (ATCC) or
in Germany by the Deutsche Sammlung von Mikroorganismen und Zellkulturen
(DSMZ). Rediscovered species (original type culture lost or never saved) are deposited
as neotype strains. Species of some microorganisms have been subdivided further as spe-
cific cell strains, subspecies, or types (e.g., Escherichia coli type 0157:H7).

When a new bacterial or archaeal strain is isolated and characterized, it is compared to
the existing information on described species, and/or directly to the type species. Tradi-
tional (mainly phenotypic) comparisons are made using keys (Figure 10.7) and standard
references, particularly Bergey’s Manual of Determinative Bacteriology. Genotypic infor-
mation is included in Bergey’s Manual, but large databases are also now available online
(e.g., the Ribosomal Database Project maintained by the Center for Microbial Ecology at
Michigan State University, for ribosomal RNA sequences, http://www.cme.msu.edu/RDP/).
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Figure 10.7 Simplified dichotomous key for identifying filamentous organisms in activated sludge.
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Phylogenetic relationships (as opposed to identification) are the focus of Bergey’s Manual
of Systematic Bacteriology.

The designation of genus and species names can be based on a variety of factors. The
following examples demonstrate some of the ways in which these names might be chosen:

e The environment in which they grow (e.g., aquaticus, marina, coli)

e Their usual host (bovis, avium)

e The environmental conditions they favor (thermophilus, halophila, acidophilus)
e Their shape (ovalis, longum, sphaericus)

e Their color [aureus (golden), niger (black)]

e Their substrates (denitrificans, ferrooxidans)

e Their products [Methanobacterium, cerevisiae (beer)]

e The disease with which they are associated (typhi, botulinum, pneumoniae)

e After a person: the discoverer or as a tribute (winogradskii, Beijerinckia)

In the following sections we provide an overview of many of the important groups of
microorganisms. However, it may be useful to keep in mind that our view of microbial
taxonomy (particularly for prokaryotes) is continuing to evolve, and that the names and
groupings of organisms may be in dispute and may change in the future.

10.4.4 Characterization of Prokaryotes

Before looking at the various groups of Bacteria and Archaea, it is useful to describe
briefly some of the characteristics commonly used to differentiate among them. In
many cases it is necessary first to isolate the organism and then to grow it in pure culture
(only one species present) before testing.

Shape Prokaryotic cells show a remarkable diversity of shapes (Figure 10.2 showed
a few). Most common are cylindrical rods (Figure 10.8), also called bacilli (singular,

Figure 10.8 Rod-shaped bacteria: Pseudomonas. (SEM image courtesy of the University of Iowa
Central Microscopy Research Facility.)
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Figure 10.9 Cocci: Staphylococcus. (SEM copyright Dennis Kunkel Microscopy, Inc.)

bacillus), and spherical cells (Figure 10.9), called cocci (singular, coccus). Variations
include short rods (coccobacilli), bent or comma-shaped rods (vibrios), and greatly elon-
gated rods. There are also a variety of spiral cells (Figure 10.10), cells with specialized
appendages, and those with irregular, indefinite, or special shapes.

The shape of a cell can also change during its life cycle. For example, Arthrobacter
(Section 10.5.7) cells routinely alternate between cocci and rods.

Size Typical rods may be 0.5 to 1.0 pm in diameter and 2 to 4 pm long, but size can vary
tremendously, from diameters of 0.1 pm or less up to lengths of 200 um or more. Most
cocci have diameters of 0.5 to 2.0 um, but again there is a considerable range.

Growth Form Many microorganisms grow as individual, single cells. However, some
grow in chains, or filaments, composed of a single species (Figure 10.11). Others may
grow in clusters, or be found in clumps (floc; also in Figure 10.11) or other associations
(such as biofilms or floating mats), sometimes with characteristic shapes, and often with

Figure 10.10 Spiral-shaped bacteria: Campylobacter. (SEM copyright Dennis Kunkel Micro-
scopy, Inc.)
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Figure 10.11 A filamentous bacteria growing with floc in an activated sludge wastewater
treatment plant.

multiple species. Some go through a life cycle in which their form or type of association
changes in a predictable way.

Prokaryotic cells usually reproduce by binary fission, or splitting into two roughly
equal “daughter” cells. However, some bacteria reproduce by budding, in which a smal-
ler new cell separates from the original one, and some bacteria produce special structures
for releasing new cells for dispersal.

Stalked bacteria (Figure 10.12) produce an appendage that usually serves for attach-
ment to a surface. If the stalk consists of an extrusion of cytoplasm surrounded by the cell
membrane and wall, it is called a prostheca (plural, prosthecae). Some cells may attach
directly to a surface with a small structure known as a holdfast.

Staining The way in which their cells respond to certain colored chemicals (stains) is

used to differentiate some species. The most widely used staining technique for bacteria is
the Gram stain (Figure 10.13), developed in 1884 by Dutch bacteriologist Hans Christian

Figure 10.12 Stalked bacteria growing on a filament in activated sludge.
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Solutions
Solution 1: Hucker’s crystal violet
Component A: 2 g crystal violet in 20 mL 95% ethanol,
Component B: 0.8 g ammonium oxalate in 80 mL distilled water;
Mix A and B (lasts 3 months).

Solution 2: modified Lugol’s solution
Mix | giodine and2 g potassium iodide in 300 mL distilled water;
Store in dark (lasts 3 months).

Solution 3: decolorizing agent
95% ethanol

Solution 4: counterstain
Safranin O solution: 2.5 g in 100 mL 95% ethanol;
Mix 10 mL in 100 mL distilled water.

Procedure R,
Make thin smear of culture on glass slide.

Allow to thoroughly air dry.

Cover with Solution 1 for 1 minute. @_‘
Gently rinse with tap or distilled water.

Cover with Solution 2 for 1 minute.

Hold slide at angle.

Decolorize drop by drop with Solution 3 until no more color runs off.
Rinse with water. O
Counterstain with Solution 4 for 1 minute.

Rinse with water, then blot dry.

Put drop of immersion oil directly on slide.

Observe under microscope at 1000 X.

Results
Blue/violet = Gram positive;
Red = Gram negative. O

Figure 10.13 Gram stain technique. This modification (one of many) is recommended for staining
of activated sludge mixed liquor.

Joachim Gram. Although the method was developed empirically and seemed to show
important differences between cells, it was not until much later that it was learned that
a fundamental difference in cell wall composition was being highlighted (Figure 10.14).
Gram-positive cells stain blue-violet because they retain the crystal violet, gram-negative
cells are red because they are decolorized by ethanol and then take up the safranin coun-
terstain.

Other stains also may be of great utility in differentiating among organisms or in visua-
lizing cell structures. Figure 10.15 shows several types of staining approaches. Various
staining procedures were particularly necessary prior to development of phase contrast
and electron microscopy, and still may be highly useful.

Motility Many prokaryotes have motility, the ability to move, by means of one or more
flagella (singular, flagellum), long, thin, hairlike organelles that protrude from the cell.
Flagella at the end of a rod-shaped cell are referred to as polar; those on the sides are
peritrichous. The flagella of prokaryotes are too small to be seen with a light microscope
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Figure 10.14 Bacterial cell wall and membrane: (a) gram positive; (b) gram negative.

but can be made visible through staining or observed with an electron microscope. Also,
in some cases there may be visible tufts, consisting of numerous flagella. Both bacteria
and archaea may be flagellated (as are some algae and protozoa). Rates of movement can
exceed 50 pm/s.

Some cells are motile even without flagella. Several species, particularly of filamentous
bacteria, are able to ““push” against a surface or other object, resulting in gliding motility,
or can flex the filament, leading to twitching motility. However, speeds typically are much
slower (<10 pm/s) than for flagellated organisms.

Organism movement may be in response to a gradient. Chemotaxis, for example, is
movement toward (or occasionally away from) a higher concentration of a chemical;
phototaxis is in response to light. Magnetotaxis, response to a magnetic field, has also
been observed in a few specialized species, such as Magnetospirillum (Section 10.5.6).
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Figure 10.15 Staining approaches.

Pigmentation Most prokaryotes appear colorless under the microscope, and colorless or
whitish in liquid culture and on agar plates. However, a number of groups are photosyn-
thetic and have appropriate pigments for this purpose. There are also a number of other
pigments that might be formed by particular strains, so that cells and cultures may have a
variety of colors (including red, pink, orange, yellow, and purple). Usually, any pigments
formed will be within the cell, but in some cases they are released and may color the
growth medium.
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Sporulation A number of prokaryotes produce resting stages, known as spores, that are
resistant to hostile environmental conditions such as desiccation. Some gram-positive bac-
teria produce an especially heat-resistant structure within the cell, called an endospore.
Some spores may be seen directly under a light or phase-contrast microscope, whereas
others may be made visible by staining.

Intracellular Inclusions A wide variety of materials may be deposited within cells,
often as a means of energy storage. Some are readily visible under a microscope, whereas
others require staining before they become apparent. Examples include poly-B-hydroxy-
butyrate (PHB), glycogen, polyphosphate (volutin), and elemental sulfur.

Nitrogen and Sulfur Sources Many microorganisms are able to use inorganic nitrogen
in the form of ammonium and/or nitrate as their nitrogen source. Others require organic
forms of nitrogen, especially certain amino acids. A relatively specialized ability is utili-
zation, or fixation, of elemental nitrogen. Similarly, many cells can utilize sulfur in the
form of sulfate, or perhaps sulfide, but others may require organic sulfur. Some organisms
are able to use inorganic nitrogen or sulfur compounds as energy sources or as electron
acceptors.

Carbon and Energy Sources; Terminal Electron Acceptors and Relationships to
Oxygen As discussed above (Sections 10.3.1 and 10.3.2), organisms can be photo-
trophic or chemotrophic, organotrophic or lithotrophic (if chemotrophs), and autotrophic
or heterotrophic. The various relationships to oxygen (e.g., aerobic, anaerobic; Section
10.3.3) and the terminal electron acceptors they are able to use are also important for
characterization.

Habitat Preferences/Tolerances 1In addition to oxygen, other environmental conditions
preferred or tolerated can be useful in characterization. These include such factors as
temperature, pH, and salinity, as mentioned above, but also include association with
more specific habitats, such as the intestines of warm-blooded animals or plant root
nodules.

Range of Substrates; Reaction Products; Presence of Specific Enzymes The range of
substrates metabolizable by a microorganism, and the reaction products formed, consti-
tute a major part of the traditional identification process. Wide ranges of substrates might
be tested in what is potentially a very laborious process. Ability to grow, the presence of
specific enzymes, the general nature of the products formed (e.g., acid and/or gas produc-
tion), and specific chemical products might be looked for. Production of catalase, which
decomposes potentially toxic hydrogen peroxide to oxygen and water, and oxidase, which
mediates the oxidation of some cytochromes, are two common tests for enzymes; both are
related to the ability to grow aerobically. Modern techniques include some commercial
tests, such as Biolog (Figure 10.16; Biolog, Inc., Hayward, California, www.biolog.com),
capable of screening many compounds at once. Other systems, such as Enterotube
(Becton, Dickinson and Company, Franklin Lakes, New Jersey, www.bd.com) and API
strips (bioMérieux, Inc., Durham, North Carolina, www.biomerieux-inc.com), have been
developed for identifying species within a particular family, such as Enterobacteriaceae
(the enteric Proteobacteria; see Section 10.5.6).
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Figure 10.16 Biolog test; 95 test compounds and a control well are included in each plate. The
plate shown was used to identify a gram-negative bacterium as Leminorella grimontii, based on
comparing the pattern of positive (dark) and negative tests to results in a database. (Photo courtesy
of Biolog, Inc.)

Pathogenicity Although most prokaryotes are free-living saprobes or saprophytes
(organisms that feed on dead organic material), some bacteria are associated with diseases
of humans, other animals, or plants (Chapter 12). Often, these pathogens (disease-causing
organisms) infect a single species, although some have a relatively wide range of hosts.
Bacteria are also part of the normal biota of higher organisms (e.g., on the skin or in the
intestinal tract of humans) without causing disease. Occasionally, opportunistic patho-
gens, which normally are free-living, may attack a compromised (weakened) host.

Immunological Properties Antibodies may be used to detect specific antigens, which
are typically cell surface proteins. Such testing is used widely in clinical microbiology
for identification of pathogens. It can be highly specific, capable of differentiating
among the sometimes numerous strains, or serotypes, of a single species.

Inhibition/Resistance Patterns Inhibition of growth or activity by certain chemicals
may be a helpful diagnostic tool. The pattern of resistance to specific antibiotics, with
their different modes of action, can be particularly useful.

Analysis of Fatty Acids Different species have different fatty acid compositions of their
cell membrane lipids. Composition will also change based on growth conditions, but if
these are standardized and the fatty acids extracted and analyzed, the resulting pattern
can be highly useful in identification. The most widely used procedure involves forming
the methyl ester of the fatty acid to make it readily analyzable by gas chromatography.
FAME (fatty acid methyl ester) profiles (Figure 10.17) can be compared to a database for
rapid identification of many isolates.

% G + C Composition Recall from Chapter 3 that guanine is always paired with cyto-
sine in DNA, and adenine with thymine. Thus, the base-pair composition of an organism’s
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Figure 10.17 Fatty acid methyl ester (FAME) profiles showing different patterns for (a) Serratia
marcescens and (b) Tsukamurella paurometabolum. (Courtesy of Michael Fleming.)

DNA can be specified either by any single nucleotide or by the sum of either A + Tor G +
C. By convention, % G + C is used as an indication of genetic relatedness. Organisms
with very different % G + C compositions cannot be closely related. On the other
hand, % G + C does not indicate the specific sequences of the bases, so that organisms
with similar % G + C values are not necessarily related.
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DNA Hybridization One means of genotyping cells is by comparing the similarity of
sequences of bases in their DNA. To compare two organisms, the DNA of one is first
labeled (often with radioactive 32P). The DNA extracted from both organisms is then bro-
ken mechanically into small fragments and heated to separate the two complementary
strands (denatured). The labeled DNA and an excess of the unlabeled DNA are next
mixed together and cooled to allow them to reanneal (re-form a double strand). The
extent to which the two different DNAs are able to combine with each other, or hybridize,
is a measure of how similar the base sequences are. This can be determined by the amount
of radioactivity present in the reannealed DNA.

Molecular Probes A large number of molecular probing techniques are now available or
under development. One group of methods of particular interest is referred to as fluores-
cent in situ hybridization (FISH). In a generalized FISH approach, an oligonucleotide
(short chain of nucleotides, typically 15 to 25 bases for FISH) containing a sequence char-
acteristic of a particular taxon of interest is labeled with a fluorescent dye. The labeled
oligonucleotide is then allowed to hybridize with the complementary sequence in the
organism in situ. With fluorescence microscopy, it is then possible to see the numbers
and location of the brightly colored target organism within a natural community. Depend-
ing on the degree of specificity of the sequence chosen, this approach potentially can be
used to identify organisms belonging to any taxonomic level ranging from domain (e.g.,
Bacteria) to a particular species or even strain.

Another type of probe is used in ribotyping. Restriction enzymes break DNA at points
where specific sequences of nucleotides occur. If DNA is treated with one or more such
enzymes, fragments of DNA are produced. These fragments are then separated by size on
a gel and probed with 16S rRNA genes. For treatment with a particular set of restriction
enzymes, the resulting pattern of DNA fragment sizes will be characteristic of the organ-
ism.

Denaturing gradient gel electrophoresis (DGGE) analysis offers a characterization of
the GC composition of DNA segments coding for rRNA or other genes. Following tagging
and amplification using PCR (Section 6.3.3), these fragments are drawn electrophoreti-
cally (i.e., attracted by their electrical charge) through gel tracks laden with a gradient
matrix of a denaturing agent (e.g., urea ranging from 30 to 55%). Since the G—C triple
bond is stronger than the A-T double bond, it does not denature until farther along in the
gradient. Fully denatured fragments stop migrating, resulting in a linear separation of the
fragments into a banding pattern that is characteristic of the organism (Figure 10.18). A
similar approach is used in thermal gradient gel electrophoresis (TGGE), except that a
temperature gradient is used for denaturing the DNA.

16S rRNA Analysis The primary tool used today in determining phylogeny is 16S
rRNA analysis, developed largely by Carl Woese beginning in the early 1970s. Prokaryo-
tic ribosomal RNA (rRNA) is composed of three molecules, referred to by their sedimen-
tation coefficients measured in Svedberg units (S) as 5S (containing ~120 bases), 16S
(~1500), and 23S (~2900). Woese initially worked with 5S fragments but found they
were too small to yield sufficient information. The emphasis then shifted to 16S rRNA
(and the comparable 18S rRNA found in eukaryotes) based on its larger, yet still manage-
able number of nucleotides.

One important advantage of using the nucleotide sequences of 16S (or 18S) rRNA for
determining relationships is that these molecules occur in all organisms. Also, because of



240 MICROBIAL GROUPS

Figure 10.18 Denaturing gradient gel extraction track profiles.

their central role in the process of gene expression, there are strong selective pressures,
making it unlikely that they will undergo rapid changes. This leads to the presence of
extended regions of the molecule that are highly conserved (little changed) and which
therefore are useful for establishing distant phylogenetic relationships. On the other
hand, they also have an adequate number of variable regions that can be used to examine
closer relationships. Thus, 16S rRNA can be used as an evolutionary clock, or chron-
ometer, to measure the phylogenetic distance between taxa at a variety of levels based
on the number of nucleotide differences—representing stable mutations—that have
occurred over time.

One method to sequence 16S rRNA begins with extraction of a cell’s RNA. A small
DNA oligonucleotide primer (15 to 20 nucleotides in length) that is complementary in its
base sequence to a conserved region of the 16S rRNA molecule is added. Reverse tran-
scriptase can then be used to generate complementary DNA (cDNA), which in turn is
amplified using PCR. The nucleotide sequences of these cDNA are then determined,
and the original sequence of the rRNA is deduced from them. Another common approach
is to extract and sequence the DNA of the gene that codes for the 16S rRNA rather than
the RNA itself.

The 16S rRNA sequences of thousands of species have now been determined. Using
advanced computer algorithms, short (6 to 10 nucleotides) signature sequences have
been found that are highly consistent within groups of organisms. Also, phylogenetic
trees can be generated in which the evolutionary distance between two groups is indicated
by the length of the connecting lines (Figure 10.19).
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Figure 10.19 Phylogenetic tree indicating evolutionary branching and distance between groups
based on on rRNA analysis. Fungi are represented by Coprinus (a mushroom), plants by Zea (corn),
and animals by Homo (humans). (From Atlas, 1997; all rights reserved.)

10.5 BACTERIA

As a group, the domain Bacteria is extremely diverse, including phototrophs and chemo-
trophs, organotrophs and lithotrophs, heterotrophs and autotrophs, aerobes and anaerobes,
psychrophiles and mesophiles and thermophiles and hyperthermophiles, halophiles and
nonhalophiles, acidophiles and neutrophiles and alkaliphiles, saprophytes and parasites.
They are able to utilize a vast array of organic compounds (i.e., all naturally occurring
and almost all synthetic organics) as carbon and energy sources, many reduced inorganics
as electron donors (for energy), and many oxidized inorganics as electron acceptors.
One way of discussing microorganisms is by function, grouping together all of those
with a particular ability or characteristic (e.g., phototrophs). However, sometimes organ-
isms that have similar functions are actually quite different from each other. (This is
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referred to as convergent evolution, since they have approached a similar form from dif-
ferent starting points.) Thus, microbiologists generally prefer, where possible, to group
bacteria based on phylogeny. That is the approach that is taken here, for the most part,
although it should be recognized that with our growing knowledge, these groupings con-
tinue to change.

Figure 10.19 showed the phylogeny of Bacteria using an approach based mainly on
16S rRNA analysis. The domain was broken into about eight known major groupings
(although other 16S rRNA sequences have been found in environmental samples, indicat-
ing that additional ‘““‘unknown’’ groups also exist). What should these major groupings of
Bacteria (and Archaea) be called?

Previously, they may have been referred to as phyla, or divisions (reflecting bacterio-
logy’s roots in botany), or commonly, groups (reflecting phenotypic similarities rather
than phylogenetic relationships). However, in looking at phylogenetic trees, such as
that in Figure 10.19, some microbiologists have come to believe that if the differences
between plants and animals (and fungi) warrant assignment to groupings at the level of
kingdoms, the much greater differences among bacteria should also.

Of course, not all microbiologists agree, and this has not yet been widely accepted
among other biologists, who traditionally have focused on Eukarya, and particularly,
plants and animals. One argument is that 16S (or 18S for eukaryotes) rRNA analysis is
not necessarily the “‘one true” measure of phylogeny and degree of evolutionary diver-
gence. Still, as more is learned about microbial diversity using a variety of tools, it seems
quite possible that some categorization scheme like this eventually will be accepted. Thus
for Chapters 10 through 13, where microbiology is emphasized, these groupings will be
referred to as “Kingdoms,” even though elsewhere we do not make this distinction.

Table 10.3 shows 14 major groupings of Bacteria and indicates some further subdivi-
sions into classes and orders. The newest (second) edition of Bergey’s Manual of Systema-
tic Bacteriology decided not to refer to the major groups as kingdoms, and instead, listed
23 phyla. (The term domain for Bacteria was retained; there had been a proposal to use
“empire” instead.) The table also includes a number of representative, interesting, and
environmentally important genera. Comparison with the phylogenetic tree of
Figure 10.19 shows many similarities, but also some differences reflecting the changing
taxonomy of bacteria.

Some of the kingdoms have few genera, perhaps none of which are of known major
importance in environmental engineering and science. Other kingdoms have numerous
genera of great relevance to humans. The three largest are Proteobacteria, Firmicutes
(gram positives), and Cyanobacteria. It should also be noted that a number of bacteria
(generally not shown in the table) do not appear to fit in any of the kingdoms and are
thus of ““uncertain” affiliation. (One extreme example is the genus Chrysiogenes, contain-
ing only one recognized species, which may merit its own kingdom!) Remember, these
divisions are based on similarities in the genetic code, not on any attempt to distribute
species equally among groups. One way to look at this unevenness (which also occurs
among plants and animals) is to realize that some approaches to survival lend themselves
to greater diversification because of the range of niches available.

It should also be recognized that our knowledge of bacterial groups is uneven. Natu-
rally, because more effort has gone into their study, we tend to know more about groups
that appear to be of greater importance to us. This includes bacteria used commercially, as
well as pathogens of humans, domestic animals, and crop plants. On the other hand, it is
not unusual to find that an organism isolated from the natural environment—or even a
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TABLE 10.3 The Bacteria: A Proposed Phylogeny Including
Some Representative, Interesting, and Environmentally
Important Genera®

Kingdom 1.
Class 1.

Class 2.
Class 3.

Kingdom 2.
Class 1.

Class 2.

Kingdom 3.
Class 1.
Order 1.
Order 2.
Class 2.

Kingdom 4.

Class 1.
Order 1.

Order 2.

Order 3.

Order 4.

Order 5.
Kingdom 5.
Kingdom 6.

Class 1.
Class 2.

Aquaficae

Aquaficae

Aquifex

Thermotogae

Thermotoga

Thermodesulfobacteria

Thermodesulfobacterium

Xenobacteria

Deinococci

Deinococcus

Thermi

Thermus

Nitrospira (or perhaps a separate Kingdom)

Leptospirillum

Magnetobacterium

Thermomicrobia

Chloroflexi—green nonsulfur bacteria

Chloroflexales

Chloroflexus

Herpetosiphonales

Herpetosiphon

Thermomicrobia

Thermomicrobium

Cyanobacteria—Dblue-green bacteria
(formerly, blue-green algae)

Prochlorophyta

Chroococcales

Chroococcus

Prochloron

Synechococcus

Pleurocapsales

Pleurocapsa

Oscillatoriales

Lyngbya

Oscillatoria

Spirulina

Nostocales

Anabaena

Calothrix

Nostoc

Stigonematales

Stigonema

Chlorobia—green sulfur bacteria

Chlorobium

Proteobacteria®

a-Proteobacteria (Rhodospirilli)

B-Proteobacteria (Neisseriae)

(Continued)
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sewage treatment plant—is not a previously known, or at least not well described, species.
Also, our knowledge of bacteria has been limited by our ability to culture (grow) them in
the laboratory; those that are not readily grown on laboratory media have been difficult to
study. Interestingly, we do know a fair amount about thermophilic bacteria. This is at least
in part because of the early efforts of Thomas D. Brock, who began studying hot springs
with the idea that the extreme conditions limited the microbial diversity, making microbial

TABLE 10.3

MICROBIAL GROUPS

(Continued)

Class 3.
Class 4.
Class 5.
Kingdom 7.
Class 1.
Class 2.
Class 3.
Class 4.
Kingdom 8.
Class 1.
Order 1.

Order 2.

Kingdom 9.

Kingdom 10.
Kingdom 11.
Kingdom 12.

Kingdom 13.

Kingdom 14.

Kingdom 15.

y-Proteobacteria (Zymobacteria)
d-Proteobacteria (Predibacteria)
g-Proteobacteria (Campylobacteres)
Firmicutes—Gram positives”
Clostridia

Mollicutes

Bacilli

Actinobacteria
Planctomycetacia
Planctomycetacia
Planctomycetales
Planctomyces

Chlamydiales

Chlamydia

Spirochetes

Borrelia

Leptospira

Spirochaeta

Treponema

Fibrobacteres

Fibrobacter

Bacteroidetes

Bacteroides

Flavobacteria
Flavobacterium
Sphingobacteria

Cytophaga

Flexibacter
Haliscomenobacter
Saprospira

Fusobacteria

Fusobacterium
Streptobacillus
Verrucomicrobia
Prosthecobacter

“All classes listed if more than one. All orders listed if more than
one except for the two phyla Proteobacteria and Firmicutes. Families not
shown. (Based in part on outline available from Bergey’s Manual Trust.)

b Large important group; additional breakdown and genera given in Tables
10.5 (Proteobacteria) and 10.7 (Firmicutes).

ecology studies simpler!
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Phylogenetic grouping, as in Table 10.3 (and Figure 10.19), does not always lend itself
to neat phenotypic groupings of organisms with similar characteristics. Still, we mainly
use this organization below for a brief description of the Bacteria. No attempt is made to
cover every subgroup or genus, and many details are omitted.

10.5.1 Aquaficae

This kingdom, which is considered to be deeply rooted (close to the original bacterial
forms), is so diverse that there are proposals to break it into three (or alternatively, to
lump it with the next). The known species are thermophilic or hyperthermophilic. Aquifex
is the most thermophilic known true bacteria (optimum 85°C, maximum 95°C) and is a
chemolithotrophic autotroph (growing on H,, S°, or S,037). It requires oxygen or nitrate
as an electron acceptor but cannot tolerate high O, concentrations. Thermotoga is also a
hyperthermophile but is a fermentative chemoorganotroph. Thermodesulfobacterium is a
thermophilic sulfate reducer using fermentation products such as lactate and pyruvate as
its carbon and energy source.

Although they are undoubtedly of significance in the environments in which they are
found (mainly hot springs and marine thermal vents), these organisms are generally not of
concern to environmental engineers and scientists. However, their unique features make
them of special interest to microbiologists studying the evolution of life or biochemical
diversity.

10.5.2 Xenobacteria

This kingdom contains two classes, Deinococci and Thermi. Deinococcus radiodurans
was first isolated from food that had been irradiated to sterilize it. It is extraordinarily
radiation resistant, able to withstand more than 1.5 million rad of gamma irradiation
(3000 times the lethal dose to humans). Many deinococci, which are frequently reddish
in color due to caretenoid pigments, also are resistant to ultraviolet radiation and other
mutagens and are able to tolerate drying. Their resistance to genetic damage appears to
result in large part from an exceptional ability to repair damaged DNA rapidly. It is hoped
that these bacteria may prove useful in the future for certain types of hazardous waste site
cleanups.

Thermus aquaticus, first found in hot springs in Yellowstone National Park by a group
led by Thomas Brock, was one of the first extreme thermophilic organisms isolated. It has
also been found in hot-water heaters. Its heat-stable 7ag DNA polymerase is the enzyme
commonly used in PCR (Section 6.3.3).

Nitrospira is an autotroph that derives energy from the oxidation of nitrite to nitrate.
Thus, it is often grouped with the other nitrifying bacteria (Proteobacteria; see
Section 10.5.6). However, it also has been proposed to include it in the class Thermi,
or perhaps in its own kingdom, based on phylogeny.

10.5.3 Thermomicrobia (Including Green Nonsulfur Bacteria)

Although Thermomicrobium is a thermophilic (75°C optimum) chemoorganotroph, most
of the known members of this small kingdom are phototrophic green nonsulfur bacteria.
Chloroflexus is an anoxygenic (non-oxygen producing) phototroph that can grow autotro-
phically but grows better as a photoheterotroph (using organic carbon sources). It also can
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grow aerobically as a chemoorganotroph. It is thought to be descended from the earliest
phototrophs. Table 10.4 compares several characteristics of the various groups of photo-
trophic bacteria.

10.5.4 Cyanobacteria: Blue-Green Bacteria (Formerly, Blue-Green Algae)

The Cyanobacteria is a large, diverse, and environmentally important bacterial group. As
discussed in Section 10.1, their early forms probably were responsible for producing the
oxygen of Earth’s atmosphere, allowing the development of advanced eukaryotic life
forms. Their present relevance to environmental engineers and scientists includes their
role in the eutrophication of lakes and the production of tastes and odors in drinking
waters drawn from surface supplies.

Because they are oxygen-producing photoautotrophs, cyanobacteria were long consid-
ered to be algae (Cyanophyta). However, once it was realized that they were prokaryotes,
they were renamed and reclassified. It is now believed that they probably shared a com-
mon ancestor with chloroplasts. They are compared with the other phototrophic bacteria
in Table 10.4. Their green color comes from chlorophyll a, while the blue color comes
from other pigments called phycocyanins.

Most Cyanobacteria are strictly photoautotrophic, but a few can utilize simple organics
as carbon sources (photoheterotrophs) or even grow in the dark as chemoorganotrophs.
Many (e.g., Oscillatoria) have gliding motility. Although they are usually thought of as
aquatic freshwater organisms, they are also found in the ocean and in soils. A number can
withstand extreme environments, such as hot springs with temperatures of 70°C, the sur-
face of desert soils, bare rock, saline lakes, and shallow tidal seas (where they may form
large mats). Different species grow as individual cells, filaments, or various types of
aggregates.

Many Cyanobacteria have the unusual ability to be able to fix nitrogen (convert N, to a
combined form, usually as ammonium or an amine compound). Interestingly, nitrogen-
ase, the enzyme responsible for nitrogen fixation, is sensitive to oxygen; this means that
nitrogen fixation cannot readily occur in the light (when oxygen is being produced) in
most species. However, some filamentous Cyanobacteria (e.g., Anabaena, Figure 10.20)
form differentiated cells, known as heterocysts, for nitrogen fixation. These special struc-
tures do not photosynthesize and have thickened walls to minimize oxygen diffusion from
the outside. They receive nutrition from neighboring cells in the filament, and in return
make fixed nitrogen available to them.

The five major groups of Cyanobacteria of Table 10.3 correspond to general morpho-
logical forms: Chroococcales, single cells or small aggregates; Pleurocapsales, small
spherical cells formed through fission (for reproduction); Oscillatoriales, filaments;
Nostocales, filaments with heterocysts; Stigonematales, branched filaments. Except for
the Chroococcales, which are very diverse, these groupings also hold up fairly well to
phylogenetic analysis.

10.5.5 Chlorobia: Green Sulfur Bacteria

Another distinct group of phototrophs included in Table 10.4 is the green sulfur bacteria.
Like the green nonsulfur bacteria, they are anoxygenic, and can use hydrogen sulfide
(H,S) as their electron donor. The sulfide is oxidized first to elemental sulfur, which pro-
duces granules outside the cell, and then to sulfate (SO37). Also, they contain unique
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Figure 10.20 Anabaena, a filamentous cyanobacteria; with heterocyst.

structures called chlorosomes, in which much of their bacteriochlorophyll is concen-
trated. They are mostly autotrophic, but some photoheterotrophy has also been observed.
Chlorobium is the best known genus.

10.5.6 Proteobacteria

The Proteobacteria is a vast kingdom, including many of the gram-negative species and
many of the metabolic activities known among the bacteria. Based on 16S rRNA, it is
broken into five classes, but these are more often referred to as the a, B, v, 9, and € sub-
divisions. Interestingly, the 16S rRNA of mitochondria (in eukaryotes) places them in this
group also (Figure 10.19), suggesting that this organelle evolved from endosymbiotic
early Proteobacteria. Table 10.5 lists some of the important and interesting genera.
Because the kingdom is so large, and because organisms with similar activities may
belong to different classes, we discuss them based mainly on phenotypic characteristics
(i.e., based more on observable traits rather than on genetic similarity).

Phototrophs: Purple Sulfur and Nonsulfur Bacteria The purple sulfur bacteria, such as
Chromatium, and the purple nonsulfur bacteria, such as Rhodospirillum, are both anoxy-
genic phototrophic Proteobacteria (Table 10.4). Both groups show considerable morpho-
logical variability. They include species that are rods, spheres, and spirals, and may be
flagellated or not. The purple nonsulfur group also includes some budding and appendage
forming bacteria. All of the known purple sulfur bacteria, which deposit sulfur granules
internally (unlike the external deposits of green sulfur bacteria), are y = Proteobacteria.
Purple nonsulfur bacteria are found in both the o and § groups.

How do the different phototrophs all survive—or where are their places (i.e., niches;
see Chapter 14)? The Cyanobacteria occupy the upper, oxygenated regions of a lake, or
other oxic environments, perhaps competing with algae and plants. The purple sulfur bac-
teria are normally found in the anoxic depths of lakes, where hydrogen sulfide has been
released from the underlying sediments. The green sulfur bacteria, which typically can
tolerate higher concentrations of hydrogen sulfide, and which also can survive with
lower levels of light, would be found in even deeper zones. Both might also occupy



BACTERIA 249

TABLE 10.5 Kingdom Proteobacteria: Many of the

Gram-Negative Bacteria“

Class 1. Alphaproteobacteria Azotobacter
Acetobacter Beggiatoa
Agrobacterium Chromatium
Azospirillum Francisella
Beijerinckia Haemophilus
Brucella Legionella
Caulobacter Methylomonas
Hyphomicrobium Moraxella
Magnetospirillum Nitrococcus
Methylocystis Nitrosococcus
Nitrobacter Pasteurella
Paracoccus Photobacterium
Rhodospirillum Pseudomonas
Rickettsia Thiothrix
Rhizobium Vibrio
Sphingomonas Xanthomonas
Xanthobacter Family Enterobacteriaceae

Class 2. Betaproteobacteria Citrobacter
Achromobacter Enterobacter
Alcaligenes Escherichia
Bordetella Klebsiella
Burkholderia Leminorella
Gallionella Proteus
Leptothrix Salmonella
Methylovorus Serratia
Neisseria Shigella
Nitrosomonas Yersinia
Nitrosospira Class 4. Deltaproteobacteria
Ralstonia Bdellovibrio
Sphaerotilus Desulfovibrio
Spirillum Myxococcus
Thiobacillus Nitrospina
Zoogloea Polyangium

Class 3. Gammaproteobacteria Class 5. Epsilonproteobacteria
Acinetobacter Campylobacter

Aeromonas

Helicobacter

“All five classes (subdivisions o to €) are listed, but not orders or families (except
Enterobacteriaceae). Only some representative, important, and interesting genera
are included.

other anaerobic environments where light and reduced sulfur are present, such as some
hot springs. Purple nonsulfur bacteria have an advantage in lighted anaerobic environ-
ments in which organic matter is present, since they are able to grow well heterotrophi-
cally. Green nonsulfur bacteria also grow heterotrophically and in low light, particularly
in thick microbial mats found in hot springs and shallow marine systems. Because of dif-
ferences in the chlorophylls and other pigments each contain, the groups also have light
absorption profiles with optima at different wavelengths (Figure 10.21).
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Figure 10.21 Schematic of light absorption characteristics (absorption vs. wavelength in nm) of
phototrophic bacteria. (Based on Prescott et al., 1999.)

Chemolithotrophs The Proteobacteria include a number (but not all) of the organisms
able to obtain energy from the oxidation of reduced inorganic compounds, including
hydrogen and forms of nitrogen, sulfur, and iron (Table 10.6). Most of these organisms
are also autotrophic (getting their carbon from carbon dioxide), and aerobic, although
some are also able to use nitrate as an electron acceptor. They also tend to be slow grow-
ing, probably because the amount of energy available from oxidizing most of these com-
pounds is relatively small.

The ability to utilize hydrogen is actually quite widely distributed. Examples of hydro-
gen-oxidizing Proteobacteria include some species of Pseudomonas and Alcaligenes.
Most such bacteria are able to utilize organic substrates as well (unlike most other che-
molithotrophs). Some (e.g., Xanthobacter) can fix nitrogen gas. Since hydrogen is typi-
cally produced under anaerobic conditions, and because the enzyme (hydrogenase)
involved in its oxidation is oxygen sensitive, most hydrogen oxidizers prefer lower oxy-
gen conditions (i.e., 5 to 10% O, rather than the 21% of air). Some hydrogen oxidizers are
also able to grow on carbon monoxide, and such carboxydotrophic bacteria probably
play a major role in elimination of this toxic gas.
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TABLE 10.6 Examples of Chemolithotrophic Proteobacteria

Representative Reduced Electron Oxidized
Group Genera“ Substrate Acceptor Product
Hydrogen- Alcaligenes H, (hydrogen) O, (or NOy) HO
oxidizing Pseudomonas (nitrate)
Ralstonia
Carboxydo- Xanthobacter
trophic Alcaligenes
Nitrifying Pseudomonas CO (carbon monoxide) 0, CO,
Step 1 Nitrosomonas NH;/NH; 0, NO,
Nitrosospira (ammonia/ammonium)
Step 2 Nitrobacter NO; (nitrite) 0, NO;
Nitrococcus
Nitrospina
Sulfur- Beggiatoa H,S (hydrogen O, (or NOy) S? and
oxidizing Thiobacillus sulfide), S° (elemental SO~
Thiothrix sulfur), and/or (sulfate)
5203_ (thiosulfate)
Iron-oxidizing  Gallionella Fe?" (ferrous) 0, Fe*" (ferric)
Leptothrix
Thiobacillus
Manganese- Leptothrix Mn?*t (manganous) 0, Mn*t
oxidizing (manganic)

“Not necessarily all strains can carry out the indicated reaction.

Nitrifying bacteria are aerobic autotrophs that oxidize reduced nitrogen in two sepa-
rate steps. Ammonium oxidizers such as Nitrosomonas, Nitrosospira, and Nitrosococcus
convert ammonium to nitrite. (The first two are B-Proteobacteria, the third a y-Protoebac-
teria.) Nitrite oxidizers convert nitrite to nitrate; examples are Nitrobacter (a-Proteobac-
teria) and Nitrococcus (y-Proteobacteria). (Another nitrite oxidizer, Nitrospira, is a
member of the Xenobacteria.) There appear to be relatively few types of nitrifying bac-
teria, but they are widespread (soil, freshwater, and marine systems), common, and play a
crucial role in the nitrogen cycle. They are relied on in most wastewater treatment systems
that control ammonia, may exert a substantial oxygen demand on streams receiving
ammonia in effluents, and play an important role in nitrate contamination of groundwater.
All known nitrifiers prefer slightly alkaline, mesophilic conditions; they are inhibited by
even moderately acidic pH, and none appear able to grow at temperatures much above
40°C.

Nonphototrophic prokaryotes able to oxidize various forms of reduced sulfur can be
found among the Archaea and several bacterial kingdoms. Hydrogen sulfide is the most
commonly used form, but elemental sulfur, metal sulfides, and thiosulfate also are used by
many species. Some sulfur-oxidizing Proteobacteria, including members of the genus
Thiobacillus, produce so much sulfate (sulfuric acid) from the oxidation of pyritic
(metal sulfide) minerals that the pH may drop to below 2. This is a major cause of the
environmental problem known as acid mine drainage (Section 13.4.3) and can also
occur in clay soils containing pyrites if they are exposed to the air. Some hot springs
and marine thermal vents also are sources of sulfides.
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Other sulfur oxidizers prefer or require neutral pH. Many of these rely on the produc-
tion of sulfide by the anaerobic sulfate-reducing bacteria (see later) growing on organic
material (rather than release from minerals). Since they need oxygen (or in some cases
nitrate), such bacteria tend to grow at the interface between aerobic and anaerobic envir-
onments (e.g., the surface sediments in salt marshes). One of these is the filamentous form
Thiothrix, which may occasionally cause settling problems in activated sludge wastewater
treatment plants if sufficient sulfide is present in the influent or generated in the process.
Another, the gliding bacteria Beggiatoa (Figure 10.22), is the most common filamentous
organism observed in rotating biological contactor (RBC) treatment plants, sometimes
producing such heavy growths that the steel shafts collapse. Deeper layers of the biofilm
become anaerobic in many such plants, so that hydrogen sulfide is then produced and
released to the overlying aerobic portion of the film. It is thought that Beggiatoa’s ability
to glide helps it in remaining at the interface of the aerobic and anaerobic zones. Unlike
many other lithotrophs, Thiothrix and Beggiatoa are also able to use small organic mole-
cules as their carbon source and are thus referred to as mixotrophs.

Some bacteria are able to utilize the oxidation of ferrous (I) iron as a source of energy.
For example, some of the acidophilic Thiobacillus (especially T. ferrooxidans) that grow
on iron pyrites also are iron oxidizers. Ferrous iron is stable at low pH, allowing time for
biochemical activity, but at neutral pH it is chemically oxidized to the ferric (II) form
fairly rapidly. Interestingly, some bacteria, such as Gallionella and Leptothrix, can
grow at the interface between oxic and anoxic zones and oxidize the iron before the che-
mical reactions occur. This is sometimes a problem when anaerobic well waters contain-
ing soluble ferrous iron are brought to the surface, as the growths (containing large
amounts of insoluble ferric iron) can cause clogging. Similarly, some manganese-oxidiz-
ing bacteria can oxidize the manganous (II) to the manganic (IV) form.

Figure 10.22 Two species of Beggiatoa in samples from RBC wastewater treatment plants; a
gliding filamentous sulfur-oxidizing proteobacteria. Note internally deposited sulfur granules.
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Methanotrophs Methane (CH,4) is a major product of the anaerobic degradation of
organic material, especially in the absence of large amounts of sulfate. Methanotrophs
(e.g., Methylomonas and Methylocystis) are a relatively specialized but environmentally
widespread group of obligately aerobic Proteobacteria (mainly o and y groups) able to
oxidize this methane. They are autotrophic, and some are also able to fix nitrogen.
Most species produce a resting stage resistant to desiccation, either a cyst or an exospore
(which is also quite heat resistant) produced by budding.

Most methanotrophs are also able to utilize methanol (CH3OH) and many can utilize at
least some other one-carbon compounds, such as formaldehyde (CH,0), formic acid
(CHOOH), methyl amine (CH3NH,), or carbon monoxide (CO), or other compounds
without carbon—carbon bonds such as dimethylamine [(CH3),NH], dimethyl sulfide
[(CH3),S], or dimethyl ether [(CH;3),0O]. The ability to utilize such compounds is referred
to as methylotrophy and is more widespread (e.g., including some Bacillus, a gram-
positive bacteria) than growth on methane.

There has been recent interest in the use of methanotrophs for soil bioremediation sys-
tems. Their activity can be promoted by pumping methane into the subsurface environ-
ment, leading to increased generation of the enzyme methane monooxygenase (MMO).
This enzyme can cometabolically convert a number of industrial contaminants, such as
trichloroethylene, to less hazardous or harmless products (Section 16.7.2).

Nitrogen-Fixing Proteobacteria Nitrogen fixation, the conversion of elemental nitro-
gen (N,) to a more readily utilizable form, is an ability that is found scattered among
many bacterial kingdoms (e.g., many of the Cyanobacteria and the gram-positives
Clostridium and Frankia). Among the Proteobacteria this includes some methanotrophs,
and most strains of the enteric bacteria Klebsiella. Rhizobium, and some similar species
are of special importance because of the mutualistic (beneficial to both organisms) rela-
tionship they have with legumes (plants such as beans, peas, soybeans, alfalfa, clover,
vetch, and mimosa). They are able to infect the plant roots to form special nodules in
which they grow. Thereafter, they fix nitrogen (which is often in limited supply in
soils), to the benefit of the plant, while they utilize organic substrates produced by the
plant. Other important nitrogen fixers in soils (and water) are free-living, such as Azofo-
bacter. Both the symbiotic (having a close relationship with another organism) and the
free-living nitrogen fixers are aerobic, even though the required nitrogenase enzyme is
sensitive to oxygen.

Proteobacteria with Special Morphologies: Appendaged, Sheathed, and Spiral
Forms A number of the Proteobacteria are known for their specialized morphologies,
although these are not always indicative of phylogenetic relationships. Hyphomicrobium
is a common aerobic soil and aquatic Proteobacteria whose prosthecae take the form of
short hyphae from which buds are produced. Caulobacter is another common aerobic
prosthecate bacteria; it uses its stalk for attachment. The chemolithotrophic iron oxidizer
Gallionella also produces a stalk, but it consists of twisted exocellular fibrils coated with
ferric hydroxide.

Sphaerotilus is a filamentous bacteria that produces a sheath (Figure 10.23). As part of
its life cycle, single cells with polar flagella are formed that swim away to start new fila-
ments. It is aerobic, but can still grow well at low dissolved oxygen concentrations (e.g.,
0.5 mg/L). As aresult, it is a common inhabitant of polluted streams and biological waste-
water treatment systems. Large masses, commonly referred to as sewage fungus (although
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they are not fungi), sometimes form on rocks or other aquatic surfaces in such systems.
Heavy growths in activated sludge wastewater treatment systems are one cause of the set-
tling problem known as bulking. Leptothrix, mentioned above as an iron- and manganese-
oxidizing organism, is a related species.

Spirillum is an example of a spiral Proteobacteria (not related to the spirochetes,
Section 10.5.9). It is motile by tufts of flagella at both ends and is aerobic or microaer-
ophilic.

Myxobacteria The fruiting myxobacteria do not appear to be particularly important in
environmental engineering and science but are of great interest to some microbiologists
because of their life cycle, the most complex of any known prokaryote. The single,
usually rod-shaped vegetative cells have gliding motility and often leave a slime trail
as they move about on solid surfaces. When nutrients become limiting, the cells
“swarm,” coming together to form a visible, often brightly colored fruiting body. Cells
within the fruiting body develop into myxospores, which are resistant to drying and some
other environmental stresses. These spores can later germinate to form new vegetative
cells.

Figure 10.23 Sphaerotilus natans: (a) pure culture showing sheath and PHB granules;
(b) branching filament in activated sludge sample.
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Myxobacteria are aerobic chemoorganotrophs found in soil. Many, such as Myxococ-
cus, are bacteriolytic (they lyse, or rupture, bacteria to feed on their cellular constitu-
ents—particularly proteins), and commonly occur on animal dung (which includes a
high percentage of bacteria). However, a number (including some species of Polyangium)
are instead cellulolytic (digest cellulose), and grow on decaying vegetation.

Pseudomonads The pseudomonads are a large group of aerobic (although a few can uti-
lize nitrate or nitrite when oxygen is unavailable), nonfermentative, chemoorganotrophic
(except that a few can grow on hydrogen or carbon monoxide), heterotrophic, non-spore-
forming gram-negative rods with polar flagella. Pseudomonas (Figure 10.8) is the major
genus; however, when it was realized that bacteria called Pseudomonas were members of
the a- and - as well as the y-proteobacteria (based on 16S rRNA), it was split into several
genera, including Sphingomonas, Burkholderia, and Ralstonia. Still, there is much diver-
sity in this group and disagreement among characterization methods as to where the nat-
ural groupings lie.

Pseudomonads are common soil and water bacteria, and because of their metabolic
diversity, many are important in biodegradation of a very wide variety of natural and
human-made organic compounds (including for bioremediation applications). A few,
such as Pseudomonas aeruginosa, are opportunistic pathogens of humans. Some Pseudo-
monas and most Xanthomonas are plant pathogens. Another pseudomonad, Zoogloea
ramigera, is found in some activated sludge wastewater treatment systems, where it
forms a special type of zoogloeal floc (randomly organized aggregations) that can lead
to poor settling conditions (Figure 10.24).

Other Aerobic Proteobacteria Other aerobic proteobacteria include the nonflagellated
species Neisseria, Moraxella, and Acinetobacter and the flagellated Acetobacter. Several
Neisseria (including N. gonorrhoeae, the cause of gonorrhea; Section 12.6.2) and
Moraxella (e.g., Section 12.7.4) are pathogenic to humans or other animals. Neisseria
are cocci, whereas Moraxella are plump rods. Moraxella, which gives negative results
for many classic biochemical tests, is of interest for another reason as well: Bacteria

Figure 10.24 Characteristic Zoogloea ramigera floc from activated sludge.
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isolated from the environment are also often negative for these tests, and hence have been
misidentified as Moraxella. Acinetobacter is unusual in that it is an aerobe that is oxidase
negative. These rods are common in soil and water. It sometimes shows twitching moti-
lity, as do some Moraxella.

Some Acinetobacter strains have been reported as phosphate accumulating organisms
(PAOs) in activated sludge systems that achieve biological phosphorus removal (BPR).
(This identification has since been challenged, and other aerobic proteobacteria using
the same mechanism are now believed to be the major PAOs in these systems.) They con-
tain metachromatic (volutin) granules composed of polyphosphate, which is used as a
method of energy storage. This type of BPR is induced by having an anaerobic zone fol-
lowed by an aerobic zone in the reactor. In the anaerobic zone, the PAOs utilize the stored
polyphosphate for energy (releasing phosphate) to accumulate and store fermentation pro-
ducts. Subsequently, in the aerobic zone, they utilize the stored organics and remove phos-
phorus to very low levels (storing it again as polyphosphate). The low-P water is then
separated and discharged, and the PAOs are recycled to the anaerobic zone to repeat
the reaction. This is a fascinating application in which favoring a strictly aerobic organism
in an ecosystem is accomplished by including a periodic anaerobic condition!

Acetic acid bacteria such as Acetobacter, although obligate aerobes, produce acetic
acid from ethanol. This can lead to spoilage of alcoholic beverages but is also used com-
mercially for vinegar production. Some Acefobacter are also able to produce a very pure
form of cellulose.

The Family Enterobacteriaceae The Enterobacteriaceae includes many bacteria of
importance to humans and hence has been studied extensively. They also form a relatively
stable taxonomic grouping; although originally based on testing by traditional (phenoty-
pic) methods, there has been little change after genotype testing was employed. These
members of the y-proteobacteria are gram-negative, nonsporeforming rods that are typi-
cally facultatively anaerobic, capable of fermenting sugars. They either have peritrichous
flagella or are nonmotile. Many live within the intestinal tract of warm-blooded animals
(where they may play an important role in digestion) and hence are referred to as enteric
bacteria. Some are important pathogens; others live in soil or water.

Escherichia coli (Figure 10.25) is probably the best known of all bacteria. E. coli is
present in large numbers in the human intestines and is one of the coliforms used as indi-
cator organisms to monitor fecal pollution of water (Section 12.9.2). A few strains are
pathogenic (Section 12.3.2).

Important pathogenic members of this family include Salmonella, the cause of typhoid
fever (S. typhi) and salmonellosis (but also used for testing chemical mutagenicity in the
Ames test; Section 20.1.13); Shigella, which causes bacterial dysentery; and Yersinia
(Y. pestis is the cause of plague). Other common species that may be intestinal or envir-
onmental (soil and water) include Enterobacter (formerly called Aerobacter), Citrobacter,
and Klebsiella. K. pneumoniae, which is able to fix nitrogen, can also occasionally cause
pneumonia. Proteus is well known to microbiologists because of the characteristic
swarming of cells of some strains on the surface of agar plates. Serratia is also widely
recognized in the lab because of the red colonies it often produces on plates.

Other Facultatively Anaerobic Proteobacteria Other facultative bacteria include
Vibrio, Photobacterium, Aeromonas, and Chromobacterium. These species differ from
the Enterobacteriaceae in that they are polarly flagellated (Chromobacterium may have
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Figure 10.25 Escherichia coli. (SEM image courtesy of the University of Iowa Central
Microscopy Research Facility.)

other flagella as well) and usually oxidase positive. They differ from Pseudomonas in that
they are capable of fermentative metabolism. They are common soil and/or water organ-
isms but include a few pathogens, such as Vibrio cholerae (cause of cholera) and V. para-
haemolyticus (a marine species that can cause enteritis, usually from eating raw fish). V.
fischeri and Photobacterium are marine species that are luminescent: They emit blue-
green light (at ~490 nm) through reactions similar to those of the firefly. Some live in
the specialized light-emitting organs of certain fish; others live freely and give some sea-
waters their luminescence. They are also utilized in the Microtox (Azur Environmental,
Strategic Diagnostics Inc., Newark, Delaware, www.azurenv.com) toxicity test. Aeromo-
nas sometimes gives false-positive results in the coliform test. It is an aquatic organism
sometimes associated with diseases of fish and frogs. Chromobacterium produces a violet
pigment (violacein), so that colonies on agar plates are very noticeable.

Sulfur-Reducing Proteobacteria Some strictly anaerobic proteobacteria, such as
Desulfovibrio (Figure 10.26), are able to utilize oxidized forms of sulfur, especially sul-
fate and elemental sulfur, as the terminal electron acceptor for respiratory metabolism. As
their energy source they use fermentation products (such as hydrogen, lactate, and pyru-
vate) produced by other bacteria in the same ecosystem. Sulfate reducers are very com-
mon in habitats containing organic material and sulfate, such as salt marsh sediments and
animal intestinal tracts. They may also be active in anaerobic digesters used for sewage
sludge treatment, and in the deeper layers of the biofilms in wastewater treatment pro-
cesses such as trickling filters and rotating biological contactors. The hydrogen sulfide
produced may be released, giving the characteristic rotten egg odor, and/or may combine
with iron or some other metals to give the black color characteristic of such anaerobic
systems. In confined spaces, hydrogen sulfide can build up to toxic levels. In sewers
with inadequate flushing, the hydrogen sulfide released can cause odor problems and
also dissolve in the moist films that form on the aerobic, unsubmerged surfaces; there
the sulfide may undergo biological oxidation by chemolithotrophic bacteria, resulting
in production of sulfuric acid and crown corrosion of the sewer.
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Figure 10.26 Desulfovibrio. Note the bent rods (vibrios).

Rickettsias Rickettsias are obligate intracellular parasites—they grow within the cells
of their hosts. Rickettsia species are responsible for typhus (Section 12.5.4) and Rocky
Mountain spotted fever (Section 12.5.5). They are typically spread by fleas, lice, and ticks.

e-Proteobacteria Campylobacter (Figure 10.10) and Helicobacter are microaerophilic,
motile, spiral, and usually, pathogenic. Campylobacter can cause serious cases of enteritis
and has been responsible for some waterborne outbreaks (Section 12.2.5). H. pylori has
been found to be responsible for many cases of stomach ulcers.

Other Proteobacteria In addition to the Proteobacteria described briefly above, there are
many other interesting and important species. For example, several bacteria, such as the
marine Magnetospirillum, contain organelles with small magnetic mineral deposits that
enable them to detect magnetic fields. Bdellovibrio hunts and feeds on other bacteria,
growing inside the cell wall of its prey. Legionella grows in relatively clean, warm aquatic
systems, including cooling towers and commercial hot-water and air-conditioning sys-
tems. If L. pneumophila becomes airborne and is inhaled, it can cause a severe form of
pneumonia known as Legionnaires’ Disease (Section 12.2.3).

10.5.7 Firmicutes: Gram Positives

This large kingdom is often broken into two broad groups based on G + C content (low
G + C and high G + C) and then further subdivided (Table 10.7). It contains many
bacteria of interest to the environmental engineer and scientist, including common soil
organisms and normal inhabitants of our skin, mucous membranes, and digestive tract,
as well as important pathogens. Members of the Firmicutes are also utilized in producing
many foods, in industrial processes, and as sources of antibiotics. They are chemoorganic
heterotrophs, including both aerobes and anaerobes.

Some of the Clostridia and Bacilli form endospores, specialized resting structures that
are very resistant to heat, drying, and other environmental stresses. Many actinomycetes
(high G + C) also produce spores, but these are not formed in the same way, nor are they
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TABLE 10.7 Kingdom Firmicutes: The Gram-Positive Bacteria“

Low G + C High G + C
Class 1. Clostridia Class 4. Actinobacteria
Clostridium Order Actinomycetales
Desulfotomaculum Actinomyces
Epulopiscium Arthrobacter
Eubacterium Micrococcus
Heliobacterium Brevibacterium
Sarcina Cellulomonas
Class 2. Mollicutes Microbacterium
Mycoplasma Corynebacterium
Class 3. Bacilli Gordonia
Order Bacillales Skermania
Bacillus Mycobacterium
Listeria Nocardia
Staphylococcus Rhodococcus
Order Lactobacillales Tsukamurella
Enterococcus Actinoplanes
Lactobacillus Micromonospora
Streptococcus Propionibacterium
Streptomyces
Microbispora
Streptosporangium
Thermomonospora
Frankia
Order Bifidobacteriales
Bifidobacterium

@ All classes are listed, but not all orders. Only some representative, important,
and interesting genera are included.

as resistant. The endospore develops within the vegetative cell (Figure 10.27) and is then
released through cell lysis. Under suitable conditions, the endospore can later germinate
to produce a new vegetative cell. This ability is of obvious survival value in the soil,
where conditions suitable for growth may alternate with unsuitable conditions. The degree
of resistance shown by endospores is quite amazing, including survival in boiling water
and autoclaving (steam heating at 121°C for 20 minutes) of soil. Probably the most
incredible, however, was the recent finding of viable Bacillus endospores in the gut of
a bee preserved in amber for at least 25 million years!

Low G + C The genus Clostridium contains anaerobic endosporeforming rods. A vari-
ety of fermentation products (some have been used commercially) may be produced from
carbohydrates by different species, including carbon dioxide, hydrogen, acetate, acetone,
butanol, butyric acid, ethanol, isopropanol, lactic acid, propionic acid, and succinic acid.
Cellulose-degrading species are probably the major decomposers of cellulose in anaerobic
soils. Similarly, nitrogen fixation by some species probably represents the major source of
new fixed nitrogen in anaerobic soils. Several species can ferment amino acids, producing
the highly unpleasant odors characteristic of putrefying protein by forming compounds
such as putrescine and cadaverine. Some species are thermophilic.
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Figure 10.27 Endospores in several species of Bacillus: (upper left) B. subtilis, (upper right)
B. circulans, (lower left) B. stearothermophilus, (lower right) B. popilliae (cause of milky spore
disease in Japanese beetles). (From Gordon et al., 1973.)

Several common and normally free-living soil species of Clostridium produce toxins
that may be fatal to humans, (Sections 12.3.1, 12.7.1, and 12.7.2). Botulism results from
production (usually in food) of an exotoxin (a toxin released outside the cells) by C. botu-
linum. If infected food is eaten, the fatality rate is close to 100%. Also, the reason that
infants should not be fed honey is the possibility of infection of the immature intestinal
tract with C. botulinum, leading to toxin production. C. tetani can grow in deep, anaerobic
wounds, releasing the exotoxin that causes tetanus, or “lockjaw.” C. perfringens can be a
normal inhabitant of the intestines (and has even been used as an indicator organism for
sewage sludge). However, it can also cause gastroenteritis and is one of the clostridia
responsible for gas gangrene.

Heliobacterium, a close relative of Clostridium, is of interest in that it is an endospore-
forming phototroph (Table 10.4). It is also an important nitrogen-fixing soil bacteria,
especially in paddies (rice fields). Desulfotromaculum is an endospore-forming sulfate-
reducing bacteria. Epulopiscium fishelsoni, a rod-shaped symbiont in surgeonfish, is of
interest because of its incredible cell size: 50 pm in diameter and up to 600 um long!

Eubacterium is an anaerobic, non-spore-forming, rod-shaped bacteria that produces a
mixture of organic acids as fermentation products. It is found in soil but is also one of the
predominant intestinal bacteria. Some species are pathogens.

The Mollicutes lack a cell wall and hence are pleomorphic (of variable shape). They
include the smallest (0.2 pm) known free-living cells. This small size and lack of rigidity
means that they are sometimes able to pass through filtration systems intended to sterilize
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water or media. There are both facultative and obligate anaerobes. A number, including
many Mycoplasma, are pathogenic.

Bacillus is a large, heterogeneous group of aerobic and facultative, rod-shaped endo-
spore-formers. They are very common in soil, degrading a wide variety of compounds,
and some are among the major species active during thermophilic composting (optimum
temperature for B. stearothermophilus is 65°C). Some produce antibiotics (e.g., bacitra-
cin), others are used commercially for industrial enzyme production. Several species
attack insects, and in fact the insecticide Bt, effective against a number of pests, is actually
B. thuringiensis. B. anthracis causes anthrax (Section 12.7.5), which is usually a disease
of animals such as sheep. However, because it is so easy to culture and store (since it
forms endospores), and because as an aerosol it can be very infective and nearly always
fatal in humans, it is also of concern as a biological warfare agent.

The lactic acid bacteria, which include Lactobacillus, Streptococcus, and Enterococ-
cus, grow mainly on sugars and produce lactic acid as their major fermentation product.
Although they are obligate anaerobes, they tend to be aerotolerant. They require complex
organic media, as they are unable to produce many basic cell constituents themselves
from only simple compounds. All are cocci, except for Lactobacillus (rods), and tend
to grow in chains. Lactobacillus is used to produce a number of foods, including some
cheeses, yogurt, sourdough, sauerkraut, pickles, and acidophilus milk (for lactose-intoler-
ant people), as well as being of great importance (because of the acids it produces) in the
agricultural crop preservation technique known as ensilage. It can still grow well at pH 5
and below. It is also a common inhabitant of the mouth, intestines, and vagina of humans
and other warm-blooded animals, but is not pathogenic.

Streptococcus species also are involved in ensilage, as well as production of some
foods, such as buttermilk. Others are important pathogens, causing strep throat, scarlet
fever, rheumatic fever, and pneumococcal pneumonia (Sections 12.4.1 and 12.4.2).
Some species are normal inhabitants of the respiratory tract, intestines, or mouth,
where they can be involved in dental caries (cavities). Enterococcus species (formerly,
fecal streptococci) are common intestinal bacteria of warm-blooded animals; in fact,
they are typically more common than Escherichia coli and other coliforms, except in
humans.

Staphylococcus (Figure 10.9) are aerobic and facultatively anaerobic, typically grow in
clusters, and are halotolerant, usually able to grow in 15% NaCl. They are common inha-
bitants of the skin and mucous membranes. S. aureus, which is yellow, can be pathogenic,
causing pimples, abscesses, boils, and impetigo of the skin, pneumonia, meningitis, and
toxic shock syndrome. It also produces enterotoxins (exotoxins that affect the intestines),
which makes it the most common cause of food poisoning (Section 12.3.1).

Listeria is widespread in nature, being found in soil, vegetation, and fecal material, and
as an animal pathogen. One species causes listeriosis, which is most commonly a food-
borne illness (Section 12.3.2). The short rods are aerobic or microaerophilic and are able
to grow at refrigerator temperatures (4°C).

High G + C The Actinobacteria include the actinomycetes and a number of related
organisms. Most are soil bacteria (in fact, the earthy odor of soil comes from the geos-
mins produced by many species of Actinobacteria and some cyanobacteria), but some are
aquatic, and a number are pathogens. Actinomycetes develop filamentous masses referred
to as mycelia (singular, mycelium), which superficially resemble fungal growths. The
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individual filaments are called hyphae (singular, hypha). Special sporeforming structures,
called sporangia (singular, sporangium), may be produced, or filaments may fragment
into spores in some species, but endospores are not formed. Many actinomycetes produce
antibiotics, including such important ones (from Streptomyces) as streptomycin, tetracy-
cline, chloramphenicol, and neomycin.

Among the Actinobacteria that are not actinomycetes are the Corynebacteria, which
are aerobic or facultative, and include Corynebacterium, Cellulomonas, and Arthrobacter.
Corynebacterium are irregular or club-shaped rods, often in V-shaped groups. It includes
both free-living and pathogenic species, including C. diphtheriae, which causes
diphtheria. Cellulomonas are very similar, but degrade cellulose and are nonpathogenic.
Arthrobacter, strict aerobes unable to utilize cellulose, are among the most common soil
bacteria. They begin as small cocci, which then elongate into irregular rods under growth
conditions, forming cocci again as the medium is exhausted.

Propionic acid bacteria, such as Propionibacterium, are anaerobes that produce propio-
nic acid as a main fermentation product. They help give Swiss cheese its characteristic
taste, as well as its holes (from carbon dioxide production).

Mycobacterium are rod-shaped, sometimes forming filaments and even branches; how-
ever, they do not produce true mycelia. Included are free-living forms from soil and water,
as well as several important pathogens. A key characteristic of this group is that they are
acid fast; when stained with basic fuchsin and phenol, they are not decolorized by an
acid—alcohol mixture. This property has been found to be due to the presence of mycolic
acids on the cell surface, which occur only in this group. Mycobacterium tend to be slow
growing, but also resistant to many environmental stresses. M. tuberculosis is the cause of
tuberculosis (Section 12.4.3), a once-devastating disease that is still a major problem
worldwide and is increasing again in the United States. M. leprae causes leprosy
(Section 12.7.6).

Nocardioform bacteria (Figure 10.28) are usually considered the simplest of the acti-
nomycetes, as well as being similar in some ways to the Corynebacteria and Mycobacteria.
Mycelia are typically formed, but as the culture ages they tend to fragment into small
sporelike elements. Almost all are strictly aerobic (a few are facultatively anaerobic),
and most grow relatively slowly. Nocardia are very common in soils, where they seem
to play a role in degradation of some recalcitrant compounds. A few are known to be
opportunistic pathogens. They also have been found to be involved in foaming problems
in activated sludge wastewater treatment plants, as have Rhodococcus, Gordonia, Skerma-
nia, and Tsukamurella (Section 16.1.3).

Actinomyces are anaerobic or facultative actinomycetes which produce easily frag-
menting hyphae and no extensive mycelium. Frankia is microaerophilic, forms true
mycelia, and is able to fix nitrogen. Streptomyces are very common, with the genus con-
taining over 500 species; they are aerobic, with extensive mycelia that produce spores. A
number of actinomycetes are thermophilic, including, for example, Thermomonospora,
and some Microbispora and Streptomyces, and several species may be important in
composting.

10.5.8 Planctomycetacia

Some authors break this kingdom into two, one for the Planctomycetales (containing
Planctomyces and a few other genera), the other for the Chlamydiales (containing only
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Figure 10.28 Nocardia-like filamentous bacteria in activated sludge foam (gram-stained
preparation).

the genus Chlamydia). Planctomyces is a stalked, budding bacteria, but it is unrelated to
the more common appendaged and budding bacteria such as Caulobacter (see earlier dis-
cussion of proteobacteria; Section 10.5.6), with which it was previously grouped. The
stalk is made of protein (rather than cell wall and cytoplasm), and in fact the cell lacks
the peptidoglycan that in other bacteria gives the cell wall much of its strength. Plancto-
mycetes are heterotrophic chemoorganotrophs found mainly at the surface of freshwater
lakes but also occur in marine and other aquatic environments. Recent genetic probe stu-
dies suggest that they are present in activated sludge wastewater treatment systems.

Chlamydia are obligate intracellular parasites, usually of birds or mammals, and so
were originally grouped with the Rickettsias (a-proteobacteria). Trachoma, caused by
C. trachomatis, is the leading worldwide cause of human blindness. Strains of this species
also cause chlamydial infections of the genitourinary tract, which is probably the most
widespread sexually transmitted disease, and apparently can be involved in heart disease
through their role in the buildup of deposits on the interior walls of arteries. Other species
may cause pneumonia in humans, and the disease psittacosis in birds and sometimes
mammals, including humans. The bacteria have an infective form that invades a host
cell, then grows inside it.

10.5.9 Spirochetes

The spirochetes are heterotrophic chemoorganotrophs with distinctive, long, thin, tightly
coiled spiral cells. They have a “wriggling” type of motility that is now known to result
from an unusual arrangement of endoflagella. Instead of sticking out from the cell, spir-
ochete flagella bend back and run along the cell, and together with it are enclosed in a
flexible sheath.

Members of the genus Spirochaeta are free-living obligate or facultative anaerobes.
They are probably the spirochetes occasionally seen in activated sludge wastewater treat-
ment systems (Figure 10.29), where they are indicative of anaerobic conditions. In some
species the length may exceed 200 pum.
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Figure 10.29 Spirochetes in activated sludge.

Several other spirochetes are important pathogens of humans and other animals. One
species of Treponema (T. pallidum), which is microaerophilic or anaerobic, is the cause of
the important venereal disease syphilis (Section 12.6.1). Other Treponema species cause
yaws and other diseases in humans and animals, and many live commensally in the mouth
or digestive tract, including in the rumen (the cellulose-digesting forestomach of rumi-
nant animals, such as cattle, sheep, and deer). Microaerophilic Borrelia is the cause of
Lyme disease (Section 12.5.6) and relapsing fever. Leptospira is aerobic and can be
free living or pathogenic, causing leptospirosis (Section 12.2.3).

10.5.10 Fibrobacter

This kingdom contains only a few known species. Fibrobacter are gram-negative, rod-
shaped (usually), non-spore-forming anaerobes that ferment cellulose and a few other
compounds. They are found in the intestines or rumen.

10.5.11 Bacteroids

Bacteroids are obligately anaerobic chemoorganotrophic heterotrophs. Members of the
genus Bacteroides are the most common bacteria in the human lower digestive tract,
with concentrations in feces usually exceeding 10" per gram. Bacteroids are often an
important part of anaerobic environments (including the rumen) in which organics are
being degraded to simpler compounds that can then be utilized by methanogens (archaea
that generate methane; Section 10.6.3).

10.5.12 Flavobacteria

Flavobacteria also are chemoorganotrophic heterotrophs, but they are aerobic or occasion-
ally facultatively anaerobic and are widely distributed in aquatic, marine, and soil sys-
tems. Colonies of the common genus Flavobacterium are often yellowish.
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10.5.13 Sphingobacteria

The Sphingobacteria are aerobic or facultatively anaerobic chemoorganotrophic hetero-
trophs. Cytophaga are common in water and soil, have gliding motility, and can produce
small spherical resting stages called microcysts. Cyfophaga are able to digest cellulose
and chitin, making them very important in the cycling of carbon in aerobic environments.
They can also digest the agar that is used routinely for solidifying media in microbiology
labs. Haliscomenobacter is a common small filament in activated sludge.

10.5.14 Fusobacteria

The Fusobacteria are gram-negative, anaerobic or facultative, non-spore-forming rods.
Fusobacterium is typically found in the mouth or intestines and is sometimes pathogenic.
Streptobacillus is usually found in the mouth of rats and can cause one type of rat bite
fever.

10.5.15 Verrucomicrobia

There are only two known genera of Verrucomicrobia, both unicellular nonmotile che-
moorganotrophic heterotrophs. Prosthecobacter has a single prostheca, is strictly aerobic,
and is oligotrophic (grows at low levels of available nutrients). It is found in aquatic sys-
tems, soils, and wastewater treatment plants. Verrucomicrobium has numerous prosthecae,
is facultatively anaerobic, and has been found in soils and a eutrophic (nutrient-rich) lake.

10.6 ARCHAEA

Although a number of Archaea species have been known for many years, until recently
they were considered bacteria and not recognized as belonging to a separate major
domain. Three kingdoms of Archaea (Table 10.8) are now recognized, and with the excep-
tion of the methane producers (methanogens), most of the known species are extremo-
philes (high temperature, high or low pH, and/or high salinity). They include both
aerobes and anaerobes, chemoorganotrophs and chemolithotrophs, heterotrophs and auto-
trophs. Some are flagellated, others are nonmotile. None are known to be pathogenic.
However, it is still too early in the investigation of these organisms to tell how diverse
and widespread the group may truly be.

10.6.1 Korarchaeota

Members of the Korarchaeota have been observed in hot springs but have only recently
been cultured. For this reason, little is yet known about them other than that the ones
observed are hyperthermophiles. They are of particular interest to microbiologists because
they may be the closest living relatives to the earliest life-forms to develop on Earth.

10.6.2 Crenarchaeota

Most of the known Crenarchaeota are hyperthermophiles, including Pyrolobus, the organ-
ism with the highest known growth temperatures (minimum, 90°C; optimum, 106°C;
maximum, 113°C). Such organisms growing at temperatures above 100°C are found in
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TABLE 10.8 The Archaea: A Proposed Phylogeny Including Some
Representative, Interesting, and Environmentally Important Genera“®

Kingdom 1. Korarchaeota Order 2. Methanomicrobiales
Kingdom 2. Crenarchaeota Methanomicrobium
Class 1. Thermoprotei Methanospirillum
Order 1. Thermoproteales Order 3. Methanosarcinales
Pyrobaculum Methanosarcina
Order 2. Desulfurococcales Class 3. Halobacteria
Pyrodictium Halobacterium
Pyrolobus Natronococcus
Order 3. Sulfolobales Class 4. Thermoplasmata
Sulfolobus Picrophilus
Kingdom 3. Euryarchaeota Thermoplasma
Class 1. Methanobacteria Class 5. Thermococci
Methanobacterium Pyrococcus
Class 2. Methanococci Thermococcus
Order 1. Methanococcales Class 6. Archaeoglobi
Methanococcus Archaeoglobus
Ferroglobus
Class 7. Methanopyri
Methanopyrus

“All classes and orders are listed if more than one.

marine hydrothermal vents, areas of volcanic activity on the ocean floor (where high pres-
sures raise the boiling point of water). Pyrolobus is a chemolithotrophic autotroph that
grows on hydrogen, utilizing nitrate (which is reduced to ammonium), thiosulfate, or oxy-
gen as an electron acceptor. Pyrodictium can grow at 110°C (optimum, 105°C), utilizing
hydrogen or organic material, with elemental sulfur as the electron acceptor. Other species
(such as Pyrobaculum) can also utilize ferric iron (Fe**) as an electron acceptor.

Other Crenarchaeota grow in hot springs. Sulfolobus, for example, grows aerobically,
oxidizing hydrogen sulfide to sulfuric acid and ferrous iron (Fe?*) to ferric form. Its max-
imum temperature is “only”” 87°C, but it is also an acidophile.

Not all Crenarchaeota are thermophilic. They have now been found to be widespread in
the marine environment, including in Antarctic waters, where temperatures are typically
below 0°C.

10.6.3 Euryarchaeota (Including Methanogens)

The Euryarchaeota include thermophiles and hyperthermophiles, hyperhalophiles, and
methanogens. Among the thermophiles are Thermoplasma (optimum, 55 to 60°C), an
acidophile (optimum, pH 1 to 2) found in hot springs and in coal refuse piles (large
mounds of waste soil and rock from coal mining operations). Interestingly, Thermoplasma
(like the mycoplasmas) lacks a cell wall, despite the harsh environments in which it
thrives. Picrophilus (which does have a cell wall) can grow at a pH below zero.

Coal refuse piles represent an interesting ecosystem. They contain residual coal,
iron pyrite (FeS,), and other organic and inorganic compounds. Aerobic chemolithotrophs
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oxidize the pyrites, leading to highly acidic conditions (see acid mine drainage,
Section 13.4.3), while oxidation of organics leads to self-heating (see composting,
Section 16.2.3) and further depletion of oxygen. The elevated temperatures are believed
to effect a partial chemical breakdown of high-molecular-weight organics present in the
coal into smaller, more readily biodegradable compounds. This sets the stage for Thermo-
plasma to utilize the organics aerobically or through sulfur respiration.

Hyperthermophilic Euryarchaeota include Thermococcus, which grows on organic
matter using elemental sulfur as its electron acceptor, and Archaeoglobus, a sulfate redu-
cer. Ferroglobus can oxidize ferrous iron to ferric form utilizing nitrate.

The hyperhalophiles, such as Halobacterium, are found in very salty waters, such as
the Dead Sea (Israel/Jordan) and Great Salt Lake (Utah), as well as in salt drying ponds
and on salted fish. Others, including Natronococcus, thrive in highly alkaline soda lakes,
such as those of the African Rift Valley. Of particular interest to some biochemists is that
several of these organisms contain pigments that allow them to obtain energy (produce
ATP) from light through a nonphotosynthetic pathway.

Methanogens are strict anaerobes that produce methane. Most commonly this is done
by the reduction of carbon dioxide used as an electron acceptor during growth on hydro-
gen, but some methanogens can reduce methanol or other methyl compounds, cleave acet-
ate (to methane and carbon dioxide), or carry out a very small number of related reactions.
Methanogens are found in a variety of natural habitats, such as freshwater sediments and
flooded soils (producing “swamp gas’) and the digestive tracts of animals ranging from
termites to humans. One genus found at hydrothermal vents, Methanopyrus, is hyperther-
mophilic (optimum 100°C, maximum 110°C).

The methanogens are the Archaea of greatest interest to environmental engineers and
scientists. In addition to their critical role in the carbon cycle in anaerobic environments,
their activities are widely utilized in such anaerobic organic waste treatment processes as
anaerobic digestion of sewage sludge. Without the final conversion of anaerobic metabolic
products to methane (and the potential for energy recovery), such anaerobic processes
would be of very limited usefulness. Methanogens are also responsible for the production
of methane at sanitary landfills.

10.7 EUKARYA

As discussed earlier, the third domain of life is Eukarya. Early biologists recognized only
two kingdoms, Plants and Animals. Fungi and algae (and later bacteria) were considered
plants, and protozoans, once they were discovered, were placed with the animals. (Inte-
restingly, recent evidence suggests that fungi may actually be more closely related to ani-
mals than to plants!) Later, the eukaryotes were broken into four kingdoms (with the
prokaryotes considered a fifth): Animals; Plants; Fungi; and Protista, which included pro-
tozoans, algae, and slime molds. However, as with the prokaryotes, genetic testing (in this
case, 18S rRNA) has shown that if the differences between plants and animals warrants
assignment to separate kingdoms, the protists can be considered to consist of a fairly large
number of “kingdoms,” including several each of protozoans and algae, two of slime
molds, and one that was formerly considered a fungus. Here though, for convenience,
we will still use the three groupings within the “protists.” Also, although many fungi
and algae and the slime molds may be large, multicellular, macroscopic organisms,
they will still be discussed below with their microscopic ‘“cousins’.
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10.7.1 Protozoans

Protozoans are chemoorganotrophic unicellular heterotrophic eukaryotes. They may
absorb dissolved nutrients, but most feed mainly by ingestion of small particles (such
as bacteria, algae, bits of organic matter, or macromolecules) through one of three meth-
ods. In pinocytosis water droplets are drawn into a channel formed by the cell membrane,
while in phagocytosis solid particles are engulfed and enclosed by the membrane. In
many ciliates, feeding is by a mouth and gullet through which particles are pushed—
like swallowing in animals. In each case the ingested particle is enclosed in a mem-
brane-bound food vacuole into which digestive enzymes are secreted. (This is in contrast
to the fungi, which excrete enzymes to digest food particles externally.) Since they do not
have a cell wall, to maintain osmotic pressure most freshwater protozoans also have a
contractile vacuole that is used to expel excess water. Both asexual reproduction
(often by fission) and sexual reproduction occur in many species. Most are aerobic, but
a few contain a special structure, the hydrogenosome, instead of mitochondria, and are
obligate anaerobes. Most protozoans are aquatic or marine, but a large number are
parasitic or symbiotic, and others are important members of soil ecosystems. Many
free-living types are seen in wastewater treatment systems, where they are thought to
aid in purification.

Protozoans are usually motile by one (or more) of four means, at least in one part of
their life cycle, and this has led to their being broken into the four major groups described
below (Table 10.9). However, it is now recognized that protozoans are a highly diverse
group, and include several different phyla and probably even distinct kingdoms. Although
there are some colonial forms, no protozoans are multicellular (unlike some algae and
most fungi). Still, the single cell may be highly complex, with many specialized orga-
nelles, especially among the ciliates. Although some of the simpler flagellates may be
only 5 to 10 um in size, many of the ciliates are 30 to 500 um, and some Sarcodina exceed
1 mm (although most are much smaller).

Mastigophora (Flagellates) The Mastigophora are motile by means of one or more fla-
gella. This group actually includes several distinct lineages, including the Diplomonads
[e.g., Giardia (Figure 10.30), a waterborne human parasite that causes giardiasis; Section
12.2.5], which lack mitochondria and are the most phylogenetically ancient known
Eukarya. Another relatively ancient lineage, the Trichomonads, includes the human para-
site Trichomonas vaginalis, which can cause vaginal and urinary tract infections
(Section 12.6.6). Other flagellates include the Trypanosomes, such as Trypanosoma
gambiense, the cause of African sleeping sickness (Section 12.5.2). Bodo is a common
free-living flagellate (Figure 10.31) frequently seen in biological wastewater treatment.
Other flagellates live in a small individual case called a lorica, often attached to the
surface of a rock or another organism. Another group of flagellates, the Euglenophyta,
contains chloroplasts and are discussed with the algae. (Often, the flagellates without
chlorophyll have been referred to as ‘“Zoomastigophora,” to distinguish them from
these ‘‘Phytomastigophora.”) Sponges may have evolved from some of the flagellates.
Some flagellates produce resistant cysts, helping them to withstand unfavorable
conditions such as drying or exposure to toxic compounds (including disinfection).
Anaerobic flagellates include symbiotic inhabitants of the hindgut of termites and
wood-eating cockroaches. In fact, it is the flagellates (or actually, probably the endosym-
biotic bacteria within the flagellates) that produce the enzymes to digest the wood.



EUKARYA 269

TABLE 10.9 The Protozoans

Group Motility“ Feeding® Comments Examples

Flagellates  Flagella Pinocytosis Several distinct groups Bodo
Giardia
Leishmania
Monas
Trichomonas
Trypanosoma
Sarcodina Pseudopodia Phagocytosis ~ Some have tests Amoeba
Arcella
Chaos
Difflugia
Entamoeba
Ciliates Cilia Gullet Micro- and macro-nuclei Aspidisca
Colpidium
Epistylis
Euplotes
Paramecium
Podophrya
Tetrahymena
Vorticella
Sporozoans  None; flexing ~ Absorption Obligate parasites Cryptosporidium
Plasmodium
Toxoplasma

“Primary or characteristic method.

If “cured” of its flagellates, the insect starves to death no matter how much wood it
eats.

Sarcodina (Amoebas) Sarcodina, such as amoeba (Figure 10.32), typically move by
pseudopodia (““false feet””) formed by cytoplasmic streaming, and feed by phagocytosis.
Some, such as Arcella (Figure 10.33; common in activated sludge), form shells, or tests.
A few are pathogens, such as Entamoeba histolytica, the cause of amoebic dysentery
(Section 12.2.4). Resistant cyst formation occurs in many species. Foraminiferans are
often considered a separate phylum of marine testate organisms; deposits of their shells
helped formed the famed white cliffs of Dover in England. Actinopods, which have
numerous long projections protruding from their tests, also are now being considered a
separate phylum.

Ciliophora (Ciliates) The ciliates appear to be a relatively recent lineage. Unlike other
protozoans, they contain two different nuclei; a macronucleus, which carries out most
normal nuclear functions, and a micronucleus, which is involved in sexual reproduction.
A typical member of this phylum, such as Paramecium (Figure 10.34a), has numerous
short hairlike projections, called cilia, which can be moved in a coordinated way for
locomotion. In Aspidisca and Euplotes (Figure 10.34b and c) additional cilia fused
together form organelles that act like legs for walking over a surface, and perhaps as
spines for protection. Food particles are usually ingested by means of a gullet. As opposed
to these free-swimming ciliates, some attach to a surface by a stalk; by coordinating the
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Figure 10.30 Giardia: sketch and electron micrograph. (SEM courtesy of the US National Park
Service.)

movement of its cilia, such a stalked ciliate can create water currents (like small whirl-
pools) that pull particles into its mouth. Other than the common Vorticella (Figure 10.35),
which is solitary, most stalked ciliates (e.g., Epistylis) are colonial, with many organisms
on a single branched stalk. One group of ciliates, the suctoreans (e.g., Podophrya,
Figure 10.36), are stalked predators, waiting for a free-swimming ciliate to swim by;
upon contact, a suctorean holds its prey by means of tentacles, and sucks out its cyto-
plasm. Some ciliates are anaerobic and are common members of the rumen ecosystem.

Apicomplexa (Sporozoans) The sporozoans are all obligate parasites. They feed by
absorption of soluble nutrients from their host. The adult phases lack flagella or cilia
but can move by flexing. They usually have a complex life cycle and form sporelike spor-
ozoites to infect new hosts. Malaria (Section 12.5.1), one of the most important diseases
worldwide, is caused by Plasmodium. Cryptosporidium (Figure 10.37), which has become
a major concern in drinking water systems because of its extreme resistance to disinfection
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Figure 10.31 Bodo in activated sludge.

by chlorination, is also a member of this group. In 1993, over 400,000 people were
sickened in Milwaukee, Wisconsin—the largest known outbreak of any waterborne
disease in the United States (Section 12.2.5). Toxoplasmosis (Section 12.3.3), caused
by Toxoplasma, is of particular concern for pregnant women who eat undercooked
meat or come in contact with cat feces.

10.7.2 Algae

Algae are photosynthetic, oxygenic autotrophs. Most are unicellular, but many are colo-
nial, and some are multicellular. Unlike plants, they do not have fully differentiated roots,

Figure 10.32 Amoeba in activated sludge.
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Figure 10.33 Arcella, a testate amoeba.

Figure 10.34 Free-swimming ciliates: (a) Paramecium; (b) Aspidisca; (c) Euplotes.
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Figure 10.35 Vorticella, a stalked ciliate: (a) feeding; (b) with mouth closed and myoneme visible
(dark line in stalk); (c) stalk extended; (d) seconds later, myoneme contracted to form a corkscrew-
shaped stalk.

Figure 10.36 Podophrya, a suctorean.
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Figure 10.37 Cryptosporidium oocysts. (SEM copyright Dennis Kunkel Microscopy, Inc.)

stems, and leaves, although some of the brown algae, especially, have superficially similar
structures. Six phyla (Table 10.10) are generally recognized by phycologists (scientists
who study algae). The phyla are distinguished mainly on pigments, food storage materi-
als, cell walls, and flagella. For the most part, the phyla are not considered to be closely
related; in fact, it is now believed that they evolved separately from different nonphoto-
synthetic ancestors.

In Eukarya, photosynthesis occurs within membrane-bound organelles called chloro-
plasts. Since the photosynthetically active range (PAR) of light absorbed by algae is
roughly from wavelengths of 400 to 700 nm, several different types of pigments are
involved. These include various chlorophylls (including a, which is found in all algae,
and b, c, or d), caretenoids, and phycobilins, which are associated with proteins to
form light-harvesting complexes. Some of these pigments may also provide protection
against harmful ultraviolet radiation. It is the combination of photosynthetic pigments pre-
sent within algal cells that give them their distinctive coloration (e.g., green, red, brown).

Algae are the major primary producers of organic material in most aquatic and marine
ecosystems, and hence many other organisms are directly or indirectly dependent on
them. Some algae may also be found in or on soil and on terrestrial surfaces (e.g.,
trees, rocks). On a global level, they are of critical importance because of their production
of oxygen and absorption of carbon dioxide.

From the perspective of environmental engineering and science, algae also can be pro-
blematic. If waters receive increased amounts of nutrients from wastewater discharges or
runoff, excessive growth of algae, cyanobacteria, and plants can occur. This can lead to a
number of problems, ranging from physical interference with recreation (or even naviga-
tion) to fish kills from oxygen depletion or production of toxins. In fact, this problem,
referred to as eutrophication (Section 15.2.6), can even lead to the rapid filling in of a
lake or pond, converting it eventually to a wetland and then dry land. On the other
hand, algae are also utilized in some wastewater treatment processes to produce oxygen
or remove nutrients. Standard Methods (Clesceri et al., 1998), a reference book available
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to most environmental engineers and scientists, includes very useful (and beautiful!) clas-
sic color drawings (by C. M. Palmer) of many important freshwater algae.

Euglenophyta The Euglenophyta are considered to be the first of the algae to evolve,
probably from unpigmented flagellates. In fact, they are considered protozoans (Phyto-
mastigophora) as well as algae, mainly because they usually have two flagella (one so
short it may be internal) and have no cell wall. Most, such as Euglena (Figure 10.38),
are able to live chemoorganotrophically in the dark and can also survive in this way if
their chloroplasts are removed. Their pigments are similar to those of the green algae
and plants, but they are not felt to be closely related to these groups.

Phaeophyta: The Brown Algae The brown algae are multicellular and mainly marine.
They include most seaweeds. Giant kelp can exceed 60 m in length. The Sargasso Sea in
the North Atlantic Ocean is known for its extensive beds of floating Sargassum. Brown
algae are thought to have evolved from early pigmented flagellates and still produce
flagellated asexual spores and sexual reproductive cells. Many produce leaflike blades
and a holdfast, but not true leaves, stems, or roots.

Figure 10.38 Euglena gracilis. (SEM image courtesy of Brian Leander and Michael A. Farmer,
Center for Ultrastructural Research, University of Georgia, Athens, GA.)
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Chrysophyta: Chrysophytes and Diatoms The Chrysophyta, named from the Greek
chrysos (gold), includes three major classes: yellow-green, golden-brown, and diatoms.
They may be either unicellular or colonial. The yellow-green and golden-brown algae
(chrysophytes) are mainly found in fresh water, although there are also a few marine spe-
cies. Diatoms are common in both fresh and salt water, as well as in moist soils. Diatoms
are typically single celled, although there also are filamentous species. They do not have
flagella, but some have gliding motility.

Diatoms form silica-rich frustules as their cell walls; the two halves fitting together
like a petri dish, with one side overlapping the other. These shell-like structures, such
as those shown in Figure 10.39, give many diatoms a distinctive, often beautiful appear-
ance, which frequently can be used for classification purposes. Geologic deposits of dia-
toms are mined to produce the diatomaceous earth used as a common filtration medium.
During asexual reproduction, each half of the shell becomes the larger half of one of the
two new frustules. Thus, one of the daughters is smaller than the parent. This continues
until very small cells are formed, at which point sexual reproduction will occur.

Pyrrophyta: The Dinoflagellates Most dinoflagellates, such as Peridinium (Figure 10.40),
are single-celled, mainly marine algae with a cell wall made of tough cellulose—silica plates.

Figure 10.39 SEM images of various diatom frustules. (Courtesy of the University of Iowa
Central Microscopy Research Facility.)
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Figure 10.40 Peridinium. (SEM image courtesy of C. J. O’Kelly, D. H. Hopcroft, and R. J.
Bennett.)

They have two flagella, one wrapped beltlike around the middle in a transverse groove, the
other extending backward in a longitudinal groove. This gives them a toplike motion, from
which they get their name (from the Greek for “whirl”). Although most are free-living,
some are symbionts growing in reef-forming corals, and some are parasitic. The Pyrrophyta
are believed to be close relatives of the ciliated protozoans.

Blooms of dinoflagellates in coastal or estuarine waters may sometimes become suffi-
ciently dense to cause red tides (Section 15.2.2). Further, a few dinoflagellate species,
such as Gymnodinium, Gonyaulax, and Pfisteria, are able to release a neurotoxin into
the water, which may lead to fish kills or to human poisoning due to the consumption
of contaminated shellfish (Section 12.3.3). In recent years, Pfisteria has received consid-
erable attention in the Chesapeake Bay, apparently finding a selective advantage by killing
fish to secure degradable substrates!

Rhodophyta: The Red Algae The red algae, such as Porphyra, are mostly multicellular
and marine, although there are also a few unicellular forms, and some that are freshwater
or soil inhabitants. They have pigments similar to those of cyanobacteria, from which
their chloroplasts may be derived. They produce no flagellated cells, further suggesting
they are not derived from flagellates, as most other algae appear to be. Several red
algae produce mucilaginous polymers that are used commercially, including the widely
used food additive, carrageenan. Microbiologists also owe them a debt of gratitude, as
they are the source of the agar widely used to solidify laboratory media for plating.

Chlorophyta: The Green Algae The green algae are believed to be the group from
which higher plants evolved, and in fact they have the same pigments, cell wall composi-
tion, and storage products. This is an extremely varied and ecologically widespread group,
with habitats that not only include soils and waters (both fresh and salt) but also the
surfaces and internal regions of other organisms. Many are unicellular, but there are
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Figure 10.41 Scenedesmus.

also colonial (e.g., Scenedesmus Figure 10.41) and multicellular (but undifferentiated)
forms, and a few that are coenocytic (filaments in which the cross-walls between cells
deteriorate or do not form, so that they become single cells with many nuclei), like fungi.

10.7.3 Slime Molds

The slime molds are aerobic, mainly terrestrial (a few are aquatic) chemoorganotrophs.
Although they appear to have no major role in environmental engineering or science,
they will be discussed briefly for completeness and because of their interesting life
cycle. There are two separate phyla (Table 10.11), both with similarities to some protozoa.

Myxomycota Myxomycetes, or plasmodial slime molds, often form colorful visible
growths on decaying wood or vegetation. An example is the genus Physarum, which is
bright yellow. The vegetative form is composed of a plasmodium, which is a macroscopic
multinucleated mass of cytoplasm with a single plasma membrane enclosing it (hence,
their other common name, acellular slime molds). Other genera, such as Echinostelium,
however, produce only microscopic plasmodia. The plasmodium crawls over surfaces
with amoeboid motion (cytoplasmic streaming), engulfing food particles—mainly bac-
teria, but also yeasts, spores, and small pieces of organic material—through phagocytosis.
Thus, it behaves much like a giant amoeba. However, when there is insufficient food, or
the surface dries, the plasmodium forms a stalked sporangium and, after meiosis, releases
haploid spores. Under proper conditions a spore germinates to produce a swarm cell
(biflagellated) if there is sufficient water for swimming, or a myxamoeba (amoeboid
cell) if the surface is only moist enough for crawling. Two such cells fuse to produce a
diploid cell, which then undergoes mitosis (without cell division) to produce a new plas-
modium.

Acrasiomycota Cellular slime molds, such as Dictyostelium and Polysphondylium,
spend most of their active life as free amoeboid cells. Under unfavorable conditions
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TABLE 10.11 The Fungi, Oomycetes (Water Molds), and Slime Molds

Common
Group Phyla Name Motility Feeding = Comments Examples
Fungi Zygo- Lower fungi None Absorption  Most Entomphthora
mycota mycorrhyzae Mucor
Pilobolus
Rhizopus
Asco- Sac fungi None Absorption  Most yeasts and Ceratocystis
mycota lichens; truffles  Claviceps
and morels Endothia
Morchella
Neurospora
Tuber
Basidio- Club fungi None Absorption  Most Agaricus
mycota mushrooms Amanita
Coprinus
Phanerochaete
Psilocybe
Deutero- Fungi None Absorption  Sexual stage Arthrobotrys
mycota  imperfecti unknown Aspergillus
(most are Candida
probably Coccidioides
Ascomycetes) Dactylella
Epidermophyton
Fusarium
Geotrichum
Histoplasma
Monilia
Penicillium
Rhizoctonia
Saccharomyces
Trichophyton
Verticillium
Water Oo- Water molds ~ Flagella Absorption  Mycelia Allomyces
molds mycota produce Phytophthora
flagellated Plasmopara
Zoospores Pythium
Saprolegnia
Slime Myxo-  Plasmodial Plasmodium/ Phago- Like giant Echinostelium
molds mycota or acellular ~ amoeboid/  cytosis amoeba; forms  Physarum
slime molds  flagella sporangium
Acrasio- Cellular Amoeboid/  Phago- Amoebas Dictyostelium
mycota  slime molds  slug cytosis swarm, Polysphondylium

produce “‘slug”

(inadequate food or water), these individuals aggregate to form a macroscopic pseudo-
plasmodium (because the cells remain individuals with separate membranes), or
“slug” (unrelated to true slugs, which are mollusks), which crawls to an exposed location,
forms a fruiting body, and releases spores. (In this way they resemble superficially the
prokaryotic myxobacteria.) The spores can later germinate to produce new amoeboid
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cells. In addition to this asexual process, cellulose encased macrocysts may occasionally
form in which two amoeba fuse.

10.7.4 Fungi

Fungi are chemoorganotrophic heterotrophs. Most are saprobic, but some are parasites
(the majority of plant pathogens are fungi, as are some animal pathogens) or symbionts.
Although some are found in aquatic or marine environments, most are terrestrial. In addi-
tion to not being photosynthetic, they also differ from plants and algae in having cell walls
composed primarily of chitin rather than cellulose. Fungi are nonmotile, unlike protozo-
ans and slime molds (and some algae). Mitosis in fungi is different from that in plants and
animals.

Like some bacteria, fungi excrete enzymes to digest food externally, then absorb the
smaller organic molecules produced. This makes them especially suited for degradation of
organic solids and for their important ecological role as decomposers of dead biomass
(such as leaves and wood) as well as high-molecular-weight anthropogenic compounds.
They play a major role in the global carbon cycle, especially because of the ability of
many to degrade cellulose and of some to attack lignin. Fungi store energy either as gly-
cogen or in lipids.

Fungi usually have one of two growth forms, although a few can take both. Both may
reproduce sexually through spores. Yeasts are unicellular and reproduce asexually by bud-
ding (see below). Molds, which are the much more common form, are multicellular, fila-
mentous organisms and usually reproduce asexually with spores. As with the bacterial
actinomycetes (Section 10.5.7), an individual filament is referred to as a hypha (plural,
hyphae), and the intertwined, matted growths they form are known as mycelia (singular,
mycelium). However, unlike with bacterial filaments, which are essentially colonies of sin-
gle-celled organisms, molds are multicellular. Typically, there is considerable interchange
of materials among cells within the filament. In fact, often the cross-walls separating cells
have holes in them or disappear completely. This can lead to the presence of several nuclei
within a single “cell,” a growth form referred to as coenocytic. Hyphae are usually hap-
loid and produce microscopic spores, usually at the tips of specialized filaments called
conidia (singular, conidium; Figure 10.42) or in sacs called sporangia (singular, sporan-
gium). After dispersal, the spores may germinate and grow into new hyphae if deposited
on a suitable substrate.

The fungal mycelium typically permeates the soil or substrate on which the organism is
growing. Mushrooms are the familiar, large, fruiting bodies of some fungi and do not
represent the major portion of the organism, which consists of the mycelia below the sur-
face.

Both bacteria and fungi degrade organic material, but bacteria typically grow faster.
However, fungi are less inhibited by dry conditions than bacteria, and so often make
up a majority of the living biomass in drier soils and at the dry edges of compost piles.
Fungi are also able to withstand higher concentrations of salt and sugar, allowing them to
cause spoilage in foods that most bacteria cannot grow on. Some thermophilic fungi can
grow at temperatures up to 62°C. As a group, fungi also can tolerate lower pH than many
common organotrophic bacteria, allowing them to grow competitively, for example, on
fermented fruit. In activated sludge plants for wastewater treatment, if the pH drops
below 5.5 to 6, fungi may grow excessively and interfere with the settling process (fungal
bulking).
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Figure 10.42 Aspergillus with conidia. (SEM image courtesy of the University of lowa Central
Microscopy Research Facility.)

The fungi are now classified into four phyla or divisions: Zygomycetes, Ascomycetes,
Basidiomycetes, and Deuteromycetes (Table 10.11). Previously, another phylum, the
Oomycetes, was included, and is discussed here, but they are now considered a separate
protist group.

Zygomycota The Zygomycetes, or lower fungi, include about 800 known species,
including Rhizopus stolonifer, the common black bread mold. Zygomycete sporangia con-
sist of small stalks that produce spores. In Pilobolus, the ‘“‘shotgun fungus,” which grows
on horse and cow dung, spore release is dramatic—the sporangium can be shot to a height
of 6 feet! Sexual reproduction occurs through contact of two hyphae (which are haploid)
of opposite mating types (called 4+ and —) and fusing of their nuclei, leading to the pro-
duction of a diploid zygospore. This resistant form later undergoes meiosis, germination,
mitosis, production of a sporangium, and release of haploid spores. Most zygomycetes,
such as the common Mucor, are decomposers in soils and decaying plant material, with
some causing food spoilage. One group forms mycorrhyzae (see below), and a few are
parasitic on plants or animals. Entomophthora, for example, parasitizes houseflies, even-
tually killing them. (Look for a white powdery halo of spores around the next dead fly you
find on a windowsill.)

Ascomycota The Ascomycetes, or sac fungi, is the largest fungal phylum, with 30,000
species known, including most yeasts, a few mushrooms (such as truffles, morels, and cup
fungi), and many molds. The blue-green mold that grows on citrus fruit and the pink bread
mold Neurospora are Ascomycetes. Many plant diseases are caused by ascomycetes,
including powdery mildew, apple scab, and several rots. Chestnut blight, caused by
Endothia parasitica, has virtually eliminated the American chestnut, once a major forest
tree in the northeastern United States. Ceratocystis ulmi, the cause of Dutch elm disease,
has had a similar effect on the American elm, another major forest and shade tree. Cla-
viceps purpurea infects rye and other cereals, leading to production of a structure called
an ergot in the seed head. Ingestion by cattle or humans can lead to severe nervous system
disorders, including delusions, spasms, and often, death. [One of the chemicals present is
lysurgic acid, a precursor of the hallucinogen, lysurgic acid diethylamide (LSD).] In
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Europe in the Middle Ages, whole villages would sometimes appear to go insane from
eating bread made with infected rye.

Ascomycete molds (yeasts are described below) reproduce asexually by pinching off
conidiospores from special hyphae called conidia. Sexual reproduction occurs through
fusing of two hyphae to form a sac called an ascus (plural, asci), in which (after meiosis
and mitosis) ascospores develop.

Basidiomycota The Basidiomycetes, or club fungi, consist of over 16,000 species,
including most of the familiar mushrooms, toadstools, stinkhorns, puftballs, and jelly
and shelf fungi. In fact, Basidiomycetes are thought to form the major part of living bio-
mass in most soil. Although some mushrooms (e.g., the commercially produced Agaricus
campestris bisporus) are edible, others are poisonous (e.g., Amanita verna, the destroying
angel) or hallucinogenic (e.g., Psilocybe). Mushrooms are the fruiting bodies that result
from sexual reproduction, serving to release the haploid spores. Some important crop
parasites, such as the rusts and smuts, also are basidiomycetes.

White rot fungi (e.g., Phanerochaete) are basidiomycetes that cause decay of wood by
digesting lignin and cellulose. Because the lignin-degrading enzymes are also effective
against many xenobiotic compounds, P. chrysosporium is being studied for use in engi-
neered processes to degrade industrial pollutants. Brown rot fungi attack cellulose but not
lignin.

Deuteromycota The Deuteromycetes are also referred to as fungi imperfecti, reflecting
the fact that they have no known sexual reproduction phase. This is not a true phylum but
rather a form-phylum, containing more than 11,000 “form-species.” Once the sexual
phase is discovered, species in this group are reclassified into one of the other phyla.
Almost all appear to be Ascomycetes, but a few are Basidiomycetes. Included are
molds of the genus Penicillium, well known as the source of the antibiotic penicillin
and also the source of the flavor and color of Roquefort and other “‘blue” cheeses. Asper-
gillus (Figure 10.42) is a common soil saprobe, but during growth on peanuts or other
stored foods, some make aflatoxins, among the most toxic natural compounds known.
Aspergillus also can be an aeroallergen (cause allergic reactions) when the spores
become airborne in agriculture and at composting sites, and occasionally can be respon-
sible for lung disease in immunocompromised hosts. Other species of Aspergillus are used
in fermentation of soy sauce and saki. Verticillium cause pink rot of apples and also a wilt
that is affecting many Norway maples planted as municipal street trees in the northeastern
United States. Fusarium causes wilts of several plants, and Rhizoctonia (a Basidiomycete)
can cause damping off and root rot.

On the other hand, some fungi have been found to be helpful in controlling nematode
damage of plants. Arthrobotrys and Dactylella, for example, trap and feed on these small
animals—serving as the Venus flytraps of the microbial world! These fungi also are occa-
sionally observed in wastewater treatment systems (Figure 10.43). Geotrichum is another
fungus that is sometimes found in activated sludge plants, where its excessive growth (at
low pH) leads to a problem referred to as fungal bulking.

Among the Fungi Imperfecti that are human pathogens are several species (e.g.,
Epidermophyton and Trichophyton) that cause the skin infections known as athlete’s
foot and ringworm (Section 12.7.7). Histoplasmosis, which is a potentially fatal
respiratory disease (Section 12.4.7), is caused by Histoplasma capsulatum. Candida is
a common source of vaginal yeast infections (Section 12.6.7). Both Histoplasma and
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Figure 10.43 Nematode trapping fungus.

Candida are soil organisms and opportunistic pathogens and can invade a variety of
tissues in compromised hosts. They also grow in both yeast and mold form.

Oomycota Because they are nonphotosynthetic, have a cell wall, and produce a myce-
lium, the Oomycetes, or water molds, were considered fungi until fairly recently. How-
ever, unlike fungi, they produce motile spores, and whereas the cell wall contains chitin in
some species, it is made of cellulose in others. Analysis of their 18S rRNA has now con-
firmed that they are a separate group. Asexual reproduction is by release of biflagellated
zoospores from a sporangium that forms at a hyphal tip. Sexual reproduction involves
contact of male and female hyphae, leading to production of oospores. Most oomycetes
are aquatic, with a few, such as Saprolegnia parasitica, parasitic on fish. A few are
terrestrial, including some very important plant pathogens. Late potato blight,
which may have led to the starvation of as many as 1 million Irish in the 1840s (and
prompted emigration of millions more), is caused by Phytophthora infestans. Pythium
causes damping-off disease of seedlings, and Plasmopara and other Oomycetes cause
downy mildew.

Yeasts Yeasts are single-celled fungi. There are 60 genera with 500 known species.
Most are ascomycetes, but some are basidiomycetes, zygomycetes, or deuteromycetes.
They reproduce asexually by budding, a mitotic division producing a large and a small
cell (the bud). Yeasts can respire using oxygen, but in the absence of oxygen, they are
limited to glycolysis, which feeds into a fermentation pathway to produce ethanol and
CO,. The ascomycete Saccharomyces cerevisiae has been “domesticated”” and developed
into both baker’s and brewer’s yeast.

Mycorrhyzae Some molds, called mycorrhyzae (“‘fungus roots’”), grow either within or
surrounding the roots of many plants as a symbiotic infection. Their mycelia extend into
the soil, increasing the surface area available for absorption. This increases a plant’s abil-
ity to extract nutrients. In return, the fungus shares in the primary productivity of the
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Figure 10.44 Combined effect of mycorrhyzal fungus and phosphate fertilizer on tomato growth.
(Based on Ricklefs, 1993.)

plant. The effect is particularly significant when minerals are scarce. For example, in one
study (Figure 10.44) tomato plants grown in sterile soil deficient in phosphate grew 6.5
times as much leaf mass when a mycorrhyzal fungus was inoculated into the soil.

Mycorrhyzal fungi are associated with some 90% of terrestrial plants. Most are zygo-
mycetes that grow within the root, with mycelia extending out. Certain trees and shrubs
have mycorrhyzal fungi that grow only on the outside of the root. Most of these are basi-
diomycetes, but some are ascomycetes such as truffles. Mycorrhyzae seem to help plants
grow under adverse conditions such as high altitudes or acidic soils. Plants of the heather
family (Ericaceae) show increased resistance to toxic heavy metals when mycorrhyzae
are present. Orchid seeds will not germinate if an associated fungus is not present.

Lichens Lichens are symbiotic associations between ascomycetes and either algae or
cyanobacteria. The fungus receives carbohydrates and other nutrients from the algae,
and in return, it provides moisture and protection. Lichens are familiar to hikers as the
often-colorful flat growths adhering to rocks. About 17,000 lichen combinations are
known. One of their ecological roles is to hasten the breakdown of the rock substrate,
forming soil. They are very sensitive to sulfur dioxide, and thus can be used as an indi-
cator of air pollution.

10.8 NONCELLULAR INFECTIVE AGENTS: VIRUSES, VIROIDS,
AND PRIONS

Viruses, viroids, and prions are submicroscopic particles that are not composed of cells.
They can carry out no metabolic activities on their own, and therefore are not considered
“alive.” However, they can infect living host cells and cause them to produce new copies
of the infective agent. Thus, many of them produce disease. The viruses (from the Latin
virus, meaning ‘“‘poison’’) are the major type of such agent, but we also discuss the others
briefly below.
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Figure 10.45 Tableau of viruses (mostly bacteriophage) from saline wetland ponds in
Saskatchewan, Canada. (Photo by David Bird; courtesy of D. Bird and R. Robarts.)

10.8.1 Viruses

A virus particle, or virion, is composed of a nucleic acid core and a protein coat, or capsid
(Figure 10.45). Some also have an outer envelope composed mainly of lipid and protein.
They are too small—typically 20 to 300 nm (0.02 to 0.3 pm)—to be visible with a light
microscope (or to be removed by normal filtration), but they can be “seen’” using electron
microscopy. Although they are strictly intracellular parasites, they also are characterized
by having an extracellular form in which they can be transmitted to infect other host cells.
Although individual virus types often are very specific as to the organisms (often a single
species, or even a single strain) they can attack, there are varieties of viruses for almost (if
not) all hosts, including animals, plants, fungi, and algae. Viruses that attack bacteria are
called bacteriophage, or simply phage.

The nucleic acid in a virus genome is either DNA or RNA (but not both) and is either
single or double stranded. It encodes for replication of the virion by the host cell. Some
RNA viruses first produce a strand of DNA during replication (the reverse of the normal
production of an RNA strand from DNA); such viruses are called retroviruses. The
human immunodeficiency virus (HIV), which causes the disease acquired immune defi-
ciency syndrome (AIDS; Section 12.6.4), is a retrovirus. Other RNA viruses are able to
replicate their RNA directly without the intermediate DNA.

The protein coat is composed of subunits called capsomeres, which self-assemble after
production by the host to form the capsid. The two basic forms are helical and the 20-
sided icosahedron (which looks almost spherical), but some capsids are combinations
of the two (e.g., an icosahedron head with a helical tail).

The classification of viruses usually depends on the nature of the genetic material, the
kingdom of the host, and the form of the capsid. The Baltimore classification system
(Table 10.12) has established six different major groups with a variety of subgroups on
this basis. A “negative” RNA strand must be reversed (by transcription) to the comple-
mentary RNA strand before it can be used as a template for the synthesis of proteins.

There are typically several stages to a virus infection. First the virus will attach to the
new host cell. It must then penetrate the cell surface and inject its genome into the host.
With lytic viruses, replication of the nucleic acid and synthesis of the capsid protein then
occurs, followed by assembly of the new virions. Finally, the host cell lyses (ruptures),
releasing the new viruses.
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TABLE 10.12 Baltimore Classification Groups for Animal, Plant, and Bacteria Viruses

Class Form Host Group Architecture” Representative
I Double- Bacteria ~ Myoviridae C T2, T4
stranded DNA Syphoviridae C A
Podoviridae C T7
Animal Papovaviridae I Papillomavirus,
polyomavirus
Adenoviridae Adenovirus
Herpesviridae Herpes simplex,
mononucleosis
Poxviridae C Smallpox
Hepadnaviridae I Hepatitis B
Plant Caulimoviruses 1 Cauliflower mosaic
I Single- Bacteria ~ Microviridae 1 X174
stranded DNA Animal Parvoviridae I Parvovirus
Plant Geminiviruses 1 Maize streak
I  Double- Bacteria H6
stranded RNA  Animal Reoviridae Rotavirus
Plant
IV Positive- Bacteria  Leviviridae I MS2, F2
strand RNA Animal Picornaviridae 1 Poliovirus, rhinovirus,
hepatitis A,
coxsackievirus
Togaviridiae I Rubella
Flaviviridae I Yellow fever, dengue,
West Nile
Coronaviridae H Murine hepatitis
Caliciviridae I Norwalk virus
Plant Potyvirus H Potato Y
Tymovirus 1 Turnip yellow mosaic
Tobamovirus H Tobacco mosaic
Comovirus I Cowpea mosaic
V  Negative- Bacteria
strand RNA Animal Rhabdoviridae H Rabies
Filoviridae H Ebola
Paramyxoviridae H Mumps, measles,
distemper
Orthomyxoviridae H Influenza
Bunyaviridae H Hantavirus
Arenaviridae H Lassa
Plant
VI Retrovirus Bacteria
Animal Retroviridae I HIV, oncoviruses
Plant

“C, complex; H, helical; I, icosahedral.

Source: Based in part on Voyles (2002).
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Lytic infection kills the host cell. With temperate viruses, after entering the host cell
the genome inserts itself into a host chromosome. In that way, it is replicated as the host
cell grows and divides. Eventually, it may direct the formation of new virions and cause
lysis of the cell, but this may be only after many generations.

Viruses are the cause of many important plant and animal diseases. They may be
spread through contact, food, water, and/or air. Among humans, they are responsible for
the common cold, influenza, polio, herpes, hepatitis, measles, smallpox, and AIDS, among
many others. Viruses also have been implicated as factors in a number of types of cancer.

10.8.2 Viroids and Prions

Viroids consist of a single short, circular strand of RNA, with no protein coat. Further, it
appears that the RNA does not even code for any proteins. Thus, they are not considered
viruses. They are usually found within the nucleus of the infected cell, where the host
enzymes apparently can replicate them. They cause several important plant diseases
and also infect some animals.

Prions are small proteinlike particles that contain no nucleic acid. However, they
are still able to infect host cells, where they are then replicated. They are now known
to be the cause of several fatal brain diseases in mammals, including mad cow disease
(bovine spongiform encephalopathy), scrapie (in sheep and goats), and Creutzfeldt—
Jakob disease in humans (formerly thought to be caused by a “slow’ virus).

PROBLEMS

10.1. What are some of the difficulties associated with classification of bacteria as species?
10.2. How do phylogenetic and phenotypic classification schemes differ?

10.3. What are some of the inorganic chemicals that can serve as energy sources for
prokaryotes?

10.4. A particular prokaryotic microorganism is photosynthetic. Develop a simple
dichotomous key based on Table 10.4 that would allow you to place it in one of
those six major groupings.

10.5. Describe the range of environmental conditions under which microorganisms live.
10.6. Is a virus ‘“alive”? Why or why not?

10.7. Recent evidence strongly suggests that Mars at one time had liquid water on its
surface. Since Mars probably went through a stage at which it was similar to Earth
at the time microbial life evolved here, it has been suggested that microbial life
once existed there also. Speculate on whether microbial life exists on Mars today.
What factors make such life more or less likely?
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QUANTIFYING MICROORGANISMS
AND THEIR ACTIVITY

In Chapter 10 we discussed the great variety of microorganisms and their abilities in a
mainly qualitative way. In many cases in environmental engineering and science, it is
desirable or necessary to deal with microorganisms in a quantitative fashion. What is
their density in a system: How many are there, or what is their mass? How rapidly are
they growing, transforming substrates, or producing products? First, we look at the ele-
mental composition of microorganisms. Next, we consider the microscope, an important
tool of the microbiologist. Then, after some preliminary consideration of sampling and
preparation, we look at a number of ways that the biomass of microorganisms can be
determined, their numbers estimated, and their effect on a system quantified. Finally,
we examine some of the simple models that can be used to help understand or even pre-
dict microbial activities. The focus is on general approaches rather than detailed specific
applications.

11.1 MICROBIAL COMPOSITION AND STOICHIOMETRY

11.1.1 Elemental Makeup

Most microorganisms are 70 to 90% water on a mass basis. The remaining dry weight is
typically about 15% ash (minerals that remain upon combustion) and 85% volatile
(mainly organic) material. The elemental composition of the dry matter of typical bacteria
such as Escherichia coli is shown in Table 11.1. Of course, these values will vary among
different strains and will also depend on the physiological state of the cell.

Environmental Biology for Engineers and Scientists, by David A. Vaccari, Peter F. Strom, and James E. Alleman
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TABLE 11.1 Elemental Composition of a Microbial Cell

Atomic Cell Dry Element
Element Symbol Weight Weight (%)“ Ratio” Formula® Weight (%)
Carbon C 12.01 50 4.2 5 53.1
Hydrogen H 1.00 8 8.0 7 6.2
Oxygen (0] 16.00 20 1.3 2 28.3
Nitrogen N 14.01 14 1.0 1 12.4
Phosphorus P 30.97 3 0.097
Sulfur S 32.07 1 0.031
Potassium K 39.10 1 0.026
Calcium Ca 40.08 0.5 0.012
Magnesium Mg 24.30 0.5 0.021
Iron Fe 55.85 0.2 0.0036
Other ~1.8

“Based on E. coli.
b Apparent stoichiometric formula of E. coli based on cell dry weight.
“Useful stoichiometric ratio often used to write the components of a cell as a chemical compound formula.

It is sometimes useful to write an apparent chemical formula for microorganisms.
Commonly, CsH;O,N has been used for this purpose, and these values have also been
included in Table 11.1. Note that this formula gives reasonably good agreement with
the values from E. coli for C, H, O, and N, which make up 92% of the total dry mass,
but totally ignores the other elements. The elemental composition of some important
cell constituents, including some storage materials, is shown in Table 11.2. Thus, although
CsH,O;N is a useful simplification, it is not a true chemical formula nor an exact stoichio-
metric expression.

The cell’s requirements for C, O, and H are typically supplied by some combination of
organic material, carbon dioxide, elemental oxygen, and water (or occasionally, hydrogen
sulfide or methane). The other requirements can be loosely categorized as macronutri-
ents, micronutrients, and trace elements, although the boundaries between these groups
are not applied uniformly.

TABLE 11.2 Elemental Composition (Mass %) of Some Important Microbial
Cell Components

Stoichiometric Formula C H (0] N P S
Glucose CeH 206 40 6.7 533
Cellulose, starch, glycogen (CeH005),, 44.4 6.2 493
Chitin (CgH305N),, 473 6.5 394 69
Protein” (C5_35H7_8501_45N1_4550_1),, 54.0 6.7 19.5 17.1 2.7
DNA? (Co75H1206N5 5P)),, 383 41 314 16.1 10.1
PHB (C4Hg0y), 55.8 7 37.2
Palmitic acid® C6H3,0, 749 126 125

“Assuming about equal prevalence of all the amino acids.
b Assuming 50% G + C content (equal prevalence of all four bases).
“A common fatty acid.
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For microorganisms, N and P are typically considered macronutrients (for plants, K
would be added). These are needed in a mass ratio of about 5: 1. The required C/N/P
ratio, as a rule of thumb, is commonly said to be 100:5: 1. However, in this case,
much of the carbon is used as an energy source rather than to make cell constituents.
As can be seen in Table 11.1, the C/N ratio of a typical cell itself is around 3.6
(or 4.3 in the formula CsH,0,N) rather than 20.

The term micronutrients usually includes S and Fe, and probably K, Ca, and Mg. Trace
nutrients would include the many other elements, such as cobalt (Co), nickel (Ni), copper
(Cu), and zinc (Zn), needed in only very small amounts, usually for specific enzymes.
Roles that a number of elements play in cell metabolism are summarized in Table 11.3.

Some organisms may need fairly high concentrations of another element for a special
purpose. Diatoms, for example, need substantial amounts of silicon (Si) to construct their
silica shells, and many testate amoeba need calcium for theirs. Other organisms may

TABLE 11.3 Roles of Various Elements within Microorganisms

Element Symbol Important Cellular Roles

Carbon, hydrogen, oxygen C, H, O  Major constituents of organic matter

Nitrogen N Proteins; nucleic acids; peptidoglycan

Phosphorus P Nucleic acids; membrane phospholipids; coenzymes;

energy utilization (phosphorylation and ATP); present
as phosphate (PO,37)

Sulfur S Amino acids cysteine and methionine, which give
proteins much of their three-dimensional structure;
coenzymes (including CoA)

Iron Fe Cytochromes and other heme and nonheme proteins;
enzyme cofactor

Potassium K Major inorganic ion (K™) in all cells; enzyme cofactor

Calcium Ca Major divalent ion (Ca>"); enzyme cofactor; endospores;
some amoeba tests (shells)

Magnesium Mg Major divalent ion (Mg?"); enzyme cofactor; active in
substrate binding; chlorophyll

Cobalt Co Coenzyme (vitamin) B,

Copper Cu Specialized enzymes, including cytochrome oxidase and
oxygenases

Manganese Mn Specialized enzymes, including superoxide dismutase;
enzyme cofactor

Molybdenum Mo Specialized nitrogen enzymes (nitrate reductase,
nitrogenase, nitrite oxidase) and some dehydrogenases

Nickel Ni Urease; required for autotrophic growth of hydrogen
oxidizers

Selenium Se Specialized enzymes, including glycine reductase and
formate dehydrogenase

Tungsten w Some formate dehydrogenases

Vanadium v Some nitrogenase enzymes

Zinc Zn Specialized enzymes, including RNA and DNA
polymerases; enzyme cofactor

Silica Si Cell walls of diatoms (algae)

Sodium, chlorine Na, Cl Transport processes; osmoregulation; required by

halophilic bacteria
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Figure 11.1 Elemental distribution of microbial biomass (top) relative to (bottom) the
hydrosphere, lithosphere, and atmosphere (consecutively).

require small amounts of other elements. Molybdenum (Mo), for example, is needed in
trace amounts by the nitrifying bacterium Nitrobacter to oxidize nitrite.

Other elements, such as sodium and chloride, may be present in fairly high concentra-
tions within a cell. However, even if they are required for survival (e.g., for osmoregula-
tion), they usually are not referred to as nutrients.

Figure 11.1 provides a comparison of a typical microbial cell’s major and minor ele-
ments to their presence within the water, land, and air of our planet. In general, there are
large reservoirs in water or soil for most of the cell’s requirements. One exception is nitro-
gen, most of which is present in the atmosphere as N,, a form that is available only to
nitrogen-fixing organisms (Section 13.2.1).

11.1.2 Growth Factors

Many microorganisms are able to grow in a system with a single organic carbon and
energy source, such as a sugar, and inorganic forms of all other nutrients (e.g., N as
ammonium). This means that they are able to synthesize all of the other organic molecules
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that they require. Photo- and chemoautotrophs, in fact, may be able to grow without the
need for any organic substances at all, since they get their carbon from CO,.

However, other microbes may require a few or many specific essential organic mole-
cules that they are unable to synthesize. Referred to as growth factors, they usually fall
into one of three categories:

1. Vitamins, which are typically components of certain coenzymes
2. Amino acids, the building blocks of proteins
3. Purines and pyrimidines, the nitrogen-containing bases of nucleic acids

In some cases the growth factor required may depend on the other compounds present.
The filamentous bacterium Sphaerotilus natans, for example, can grow with ammonium
as the only nitrogen source if vitamin B;, (cyanocobalamin) is present, but otherwise
requires methionine (a sulfur-containing amino acid).

In growing microorganisms in the laboratory, the growth medium (plural, media) is
considered defined if its exact chemical composition is known. Growth factors can be
added individually as part of a defined medium when required, but often a preparation
such as yeast extract, made from natural products and containing many compounds of
unknown composition, will be used instead. Such ‘“undefined” media are referred to as
complex.

11.1.3 Molecular Makeup

Most of the dry mass of cells is composed of macromolecules. As indicated in Table 11.4,
proteins typically account for over half of the total. Nucleic acids, polysaccharides, and
lipids are also major components.

11.2 MICROSCOPY
The fact that microbes are extremely small and relatively transparent imposes substantial

constraints on ‘“‘seeing’’ them. Thus, a variety of microscopes and microscopic techniques
have been developed to magnify them.

TABLE 11.4 Typical Molecular Composition of Bacteria

Typical (Approx.)
Cell Fraction Molecular Weight

(% dry weight) (g/mol) Cellular Role
Proteins 52 10° Structure and enzymes
RNA 16 10°-10° Genetic
DNA 3 10° Genetic
Polysaccharides 17 10°-10° Structure, genetic, storage
Lipids 9 10° Structure, storage
Inorganics and small 3 10% Enzyme cofactors,

organics osmoregulation
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Figure 11.2 Modern compound light microscope. This model includes a fluorescence attachment
and a camera.

11.2.1 Light Microscopes

Rather than the simple single lens instruments of van Leeuwenhoek (Section 10.2.1),
today the compound light microscope is the conventional tool used (Figure 11.2). It
routinely gives magnifications of up to 1000 power (x) by combining a 10x ocular
(eyepiece) lens with an objective of up to 100x. The total magnification is determined
by multiplying the two together. Objectives of 4, 10, 20, and 40x are also common, and
oculars of 15x are available.

It is resolution, however, rather than magnification itself, that is the primary limitation
of observation with a light microscope. For the average human eye, as two points move
closer together they would become one point—could no longer be resolved as separate—
at a distance of about 75 pum. (Most prokaryotes, remember, are about 1 to 2 pm in size.)
At 1000x this would occur at a distance of 0.075 pm. However, visible light has wave-
lengths of about 450 to 720 nm (0.45 to 0.72 pm), which effectively limits resolution to
about 0.2 pm. Any additional magnification does not lead to further resolution if visible
light is used; the object simply looks grainy or fuzzy.

When the compound microscope is used for standard bright-field microscopy
(Figure 11.3), the specimen, typically in water, is placed on a glass slide and a small
glass coverslip is placed over it. The sample is then seen against a bright background.
This is particularly useful in determining the color of cells, such as cyanobacteria
and algae, and observing the yellow of sulfur inclusions. However, for most colorless
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Figure 11.3 Bright-field microscopy: an original image viewed against a light or bright background.

microorganisms, there is little visible contrast between them and the water, and thus little
detail is observable. This is a primary reason that so much effort was put into development
of staining procedures (Section 10.4.4 and Figure 10.15) by early microscopists.

A disadvantage of traditional staining techniques is that they normally involve killing
the cells. Thus, observations of motility and any other activity of the microorganisms is
lost. One variation that is sometimes used is dark-field microscopy (Figure 11.4), in
which objects are illuminated from the side. This makes them appear bright against a
dark background and can improve visibility of some transparent or fine structures, such
as the flagella of eukaryotes.

A major advance for observing live cultures was the development of phase-contrast
microscopy. This specialized modification of the compound microscope makes small
changes in refractive index visible, allowing improved observation of both the cell surface
and internal structures (Figure 11.5). Frederik Zernike of the Netherlands was awarded a
Nobel Prize in Physics in 1953 for this invention.

Another modification is the fluorescence microscope (Figure 11.6). Fluorescent com-
pounds absorb light at one wavelength to become ‘“‘excited” or ‘““activated” and then emit
the energy at another wavelength. A variety of fluorescent molecules have been developed
that can penetrate or be taken up by cells. The specimen is then exposed to the specific
activation wavelength of light, and through filters, the specific emission wavelength is
observed.

The size of microorganisms can be measured using an ocular micrometer. This is a
small “ruler”” placed in one of the eyepieces, so that it appears superimposed on the mag-
nified image. This scale is then calibrated at each magnification using a stage micro-
meter, a special glass slide with a precisely etched 1-mm scale broken down into
tenths and hundredths of a millimeter (Figure 11.7). Usually, the ocular micrometer is
designed to have markings at 10-um intervals at 100x magnification, and at 1 pm for
1000, but this may depend on the specific microscope.
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Figure 11.4 Dark-field microscopy: a bright reflected image is viewed against a darkened or black
background.

Figure 11.5 Phase-contrast microscopy. Object (@), with high refractive index (n), bends and
retards the light more; after further retardation at the edges of the phase plate, the recombined light
(retarded and unretarded) creates destructive interference, leading to a darker appearance. Object
(b), with a low n, does not bend or retard the light, creating no interference, and thus appears bright.
Thus, contrast was created between the two nearly transparent objects that was not otherwise visible.
A special condenser (not shown) with a phase ring is also required.

Example 11.1 At 100x (10X ocular and 10x objective) a ciliated protozoan is observed
to have a length of 9.3 units on the ocular micrometer scale. If from a previous calibration
it is known that at 100x each micrometer unit is 10 um, what is the length of the organ-
ism? What is the field diameter if it is observed to correspond to 161 units?
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Answer 10 pm/unit x 9.3 units = 93-um-longciliate. 10 pm/unit x 161 units =
1610 pum = 1.61-mm field diameter.

11.2.2 Electron Microscopes

Electron microscopes utilize electron beams instead of light and thus are able to achieve
greater resolution (Figure 11.8). The two major types are the transmission electron micro-
scope (TEM) and the scanning electron microscope (SEM).

The TEM is analogous to a light microscope, with a beam of electrons being trans-
mitted through the sample rather than light. Instead of glass lenses, the TEM uses electro-
magnets to control and focus the beam. The result is the potential for much higher
magnification, with levels of resolution down to a few tenths of a nanometer (nearly
1000 times better than what can be achieved with a light microscope).

Figure 11.6 Fluorescence microscopy: a fluorescent image is viewed against a darkened or black
background.

Figure 11.7 Stage micrometer used to calibrate dimensions under microscope.
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Figure 11.8 Resolution with various microscopes. Electron microscopes include scanning (SEM),
transmission (TEM), and scanning tunneling (ST) or scanning probe (SP).

The disadvantages of TEM microscopy include the much higher cost and complexity,
and the need for sophisticated preparation of samples, such as cutting thin sections of the
cells to be observed. Of course, these techniques kill the cells. A main use of TEM is
looking at internal cell structures.

SEM offers somewhat less magnification, with resolutions down to around 10 nm. It
is based on the detection of backscattered rather than directly transmitted electrons. Typi-
cally, the specimen’s surface is treated with an electron reflective coating, such as gold. As
the applied electron beam is scanned back and forth across this sample, the scattered elec-
trons provide a three-dimensional image of the coated surface. However, care must be
taken that the coating procedure itself does not produce artifacts (false observations).

11.3 SAMPLING, STORAGE, AND PREPARATION

11.3.1 Sampling

Sampling is a critical, although often insufficiently considered, part of most analyses. The
best that any analytical procedure can hope to do is to determine the analyte in the sample
accurately. Thus, the quality of the information received about the system of interest can
only be good as the samples on which it is based.

Sampling of microorganisms can provide some additional concerns because of their
special nature. Extra care must be taken to avoid contamination, since even a small num-
ber of inadvertently added organisms could grow quickly and produce a large error. On
the other hand, toxic agents present in the sample could continue to kill organisms, lead-
ing to underestimates of their numbers. The chlorine residual left after disinfection of
water or wastewater is a common example of this. Also, in many systems microorganisms
will adhere to surfaces. This might make special sampling techniques necessary.

11.3.2 Storage

Many types of microbial analysis must be done almost immediately. If not, the microbes
may continue to grow or die, changing their total numbers and also the relative ratio of
various species. Refrigeration will help in many cases, but storage times are still typically
limited to only a few hours. This means, among other things, that composite samples
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(samples made by mixing several individual, or grab, samples) taken over a 24-hour
period to try to determine average conditions are not acceptable for many microbial
tests. On the other hand, some methods (e.g., some DNA analyses) allow rapid freezing
or other preservation techniques for long-term storage.

11.3.3 Preparation

For some samples, the numbers of microorganisms may be too low for the desired ana-
lysis, and a concentration technique will first be employed. This might involve centrifu-
ging a large sample to collect the organisms in a smaller, more concentrated volume.
Alternatively, filtration might be used to collect the organisms from a large volume on
the filter surface. In another type of filtration, planktonic (floating) eukaryotes may be
concentrated during collection by using a plankton net that is dragged through the
water. For viruses (and a few cellular organisms), adsorption in a column of packed
solid material, followed by elution into a small volume, may be used.

In other samples, concentrations of microorganisms may be too high for counting,
resulting in the need for dilution. This might be with filtered water from the same source,
or more commonly with a standard phosphate buffer or saline solution. In most cases,
distilled or other high-purity water cannot be used, as it would cause an osmotic shock
to the organisms (and possibly their death). A common approach is to make serial
dilutions. Often, this consists of making a 10-fold dilution, then using that to make
another 10-fold dilution, and repeating until the desired concentration is reached.

If microorganisms are adhering to a surface, it may be necessary to try to remove them.
If they are adhering to each other, or to small particles of soil or other material, a dispersion tech-
nique such as blending is sometimes used in an attempt to separate them. Dispersing adhered or
aggregated microorganisms remains an important problem in the analysis of many samples.

Removing extraneous or interfering materials from a sample also may be useful. Some
chemicals can be removed by adding a reagent to react with them (e.g., sodium thiosul-
fate, Na,S,03, can be added to eliminate residual chlorine). Soluble interfering substances
might be separated from the microbes by filtration or centrifugation. Removing particu-
lates can be more difficult, since microorganisms may adhere to them.

114 DETERMINING MICROBIAL BIOMASS

11.4.1 Measurements of Total Mass

Prokaryotic cells are usually incredibly minute, with a typical individual mass on the
order of only 107'? g [1 picogram (pg)]. Since an average adult human typically has a
mass of 50 to 100 kg, we are more than 10'® times larger. This number is so huge that
it does not even have a commonly known name (a trillion is “only”” 10'?). To put things in
perspective, this is about the same ratio as the few seconds you spend reading this sen-
tence compared to the entire 4.6 billion year existence of our planet.

Thus, the mass of these cells cannot normally be measured individually. However, in a
number of cases it may be important to know the collective biomass of microorganisms
present in a system. In laboratory cultures grown on soluble media, this can be measured
by filtration followed by washing (to remove salts), drying, and direct weighing of the
material collected, giving a dry weight. This is also done for suspensions in systems
such as activated sludge, even though most of the material included as “biomass” is
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not actually living cells. (It is believed that more than 90% is commonly dead cells or
other nonliving organic particulate material.) Similarly, biofilms and growths on the sur-
face of a laboratory agar plate can be scraped off, suspended in buffer, and measured in
this way, although for biofilms, again, much of the “biomass” will be film polymers and
other nonliving materials. Biomass in the air (or other gases) might be estimated in a simi-
lar way after collection by filtration, although in most cases the nonliving material would
again be a major interference.

One correction that is sometimes used for these methods based on suspended solids
(SS) is to consider only the volatile suspended solids (VSS) fraction. The SS sample is
ashed (or burned off by heating to ~500°C) to drive and burn off the volatile materials
(which are usually mainly organic), and the change in mass determined. This can be used
to correct for the presence of inorganic materials, such as salts and metal oxides, but does
not differentiate between living and nonliving organic matter. Also, ~15% of a microor-
ganism’s dry mass typically will be ash (Section 11.1.1).

In some cases, centrifugation can be substituted for filtration. The compacted solids,
referred to as the pellet, may be dried and weighed, usually after washing (resuspending
in liquid and centrifuging again). In an application used at some sewage treatment plants,
operators centrifuge a sample of the sludge and compare the pellet volume with a calibra-
tion chart to provide a rough estimate of the mass. This test can be rapidly done (10 min-
utes) for process monitoring using only an inexpensive small centrifuge, compared to the
more time-consuming and expensive steps of filtration, drying (requiring an oven), and
precise weighing (requiring an analytical balance).

These types of measurements are not practical for many other types of samples, such as
soils, solid wastes, and most sludges. In those cases, as well as often for those described
above, counts are performed instead of mass measurements. If desired, mass might then
be estimated from the number of microorganisms (Section 11.5.3). However, counting has
its own limitations in such samples (see below).

One other approach that has been used with varying success in soils is referred to as a
fumigation technique. The microorganisms in a sample are killed by exposure to a toxic
gas such as chloroform. The gas is then removed and the sample is inoculated with a
small number of newly added bacteria. Since the killed microorganisms then serve as food
for new growth, the amount of carbon dioxide that is produced by the microbial activity can
be related (using proper controls and calibration) to the amount of biomass originally present.

11.4.2 Measurements of Cell Constituents

Rather than try to measure the total mass of organisms present, sometimes it is more prac-
tical or desirable to measure the mass of a particular cell constituent. For example, it may
be possible to treat a sample to extract the microbial protein or DNA that is present and to
quantify it by weight or by a chemical means. The amount of such fundamental cell con-
stituents present may then be correlated to the biomass present (see Table 11.4, for exam-
ple). In some cases these measures may be even more useful then total biomass estimates,
since the amounts per cell vary less than for some other constituents, such as exocellular
polymer or food storage products.

Another cell constituent of interest for estimating biomass is ATP. It is present in all
organisms, and since it disappears quickly upon death of a cell, it can serve as a useful
indicator of viable (living) biomass. However, the amount of ATP present in a cell can
vary considerably with its physiological state.
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Planktonic algae concentrations can often be estimated by measurement of chloro-
phyll a. This method also can be used for cyanobacteria, and in fact includes them in
the estimates obtained. The sample is prepared by grinding the cells and extracting the
pigment with acetone. The chlorophyll is then quantified by measuring absorbance at
664 nm with a spectrophotometer, or fluorescence with a fluorometer, or by high-perfor-
mance liquid chromatography (HPLC). Corrections may be necessary due to the presence
of other pigments.

Some methods have been developed to extract and identify cell constituents that are
characteristic of a particular group of microorganisms, including cell wall constituents,
fatty acids, and DNA or RNA sequences that are specific for particular taxa. So far
these are used primarily to help identify what types of microorganisms are present, but
quantitative methods are also being developed that can be used to estimate biomass.

11.5 COUNTS OF MICROORGANISM NUMBERS

Counts of microorganisms may be made by direct microscopic techniques or through
indirect methods such as culturing.

Figure 11.9 Petroff-Hauser counting cell.
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11.5.1 Direct Counts

In some samples, microorganisms can simply be counted under the microscope. Counting
chambers—specialized microscope slides with wells holding a fixed volume—are avail-
able for this purpose. Some, such as the Petroff-Hauser cell (Figure 11.9), also have a grid
marked on them. An example of a chamber with a deeper well used for larger organisms
or associations such as filaments or floc is the Sedgwick—Rafter cell (Figure 11.10); it has
an area of 1000 mm? and a depth of 1 mm, thus holding a volume of 1.0 mL. Fresh live
samples are used when possible, especially for protozoa and metazoa, so that activity such
as motility or feeding can be observed.

Alternatively, a fixed volume (usually 1 drop, or about 0.05 mL = 50 pL) can be added
to a regular slide, and a coverslip (usually square, 22 to 25 mm on a side) placed over it
(spreading the sample under the coverslip). The number of cells seen in one field (the
visible area seen through the eyepiece, usually about 1.6 mm in diameter at 100x and
0.16 mm at 1000x) under the microscope is then multiplied by the ratio of the area of
the coverslip to the field area to get the concentration (count per volume).

Example 11.2 An average of 3.2 ciliated protozoans were seen per field when 10 fields
were counted at 100x. If the sample size was ~0.05 mL, the microscope field at that mag-
nification is 1.6 mm in diameter, and a 22 x 22 mm coverslip was used, what is the con-
centration of ciliates present?

Answer  Area of field Ay = n2 = 1(1.6/2mm)* = 2.01 mm? /field
Area under coverslip A, = 22 mm x 22 mm = 484 mm? /coverslip

484 mm? /coverslip
2.01 mm? /field

Conc. of ciliates = 3.2 /field x + 0.05 mL/coverslip

= 15,000/mL

Figure 11.10 Filling a Sedgewick—Rafter cell.
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For observation of highly motile protozoa, it is sometimes desirable to slow down their
activity. This can be done by adding a compound such as methylcellulose to increase
viscosity, or by using an inhibitory compound such as nickel sulfate.

Although small metazoa such as rotifers and nematodes can often be enumerated along
with the protozoa, larger forms may require specialized techniques. Some, in fact, may
actively avoid being drawn into a small sampling or subsampling device, such as a pipette.
Others, as well as larger associations of prokaryotes such as large floc, may simply not fit
through the opening of fine tip pipettes.

Because of their silica shells, a special technique can be used for diatoms. After wash-
ing of the sample with distilled water, organic matter is destroyed by heat or an acid-
oxidation step, leaving the shells for counting.

Note that using approximations from the above example, 5000 cells/mL (500 mm?/
2 mm? divided by 0.05 mL) would be needed in a sample for there to be one cell on aver-
age per microscope field at 100x. For prokaryotic cells, which are usually too small to
count at low magnification, concentrations of above 10°mL ™" (2 per field at 1000x) are
usually necessary for direct counting. If there are too many cells to count (>10*mL ™),
the sample might be diluted first. If the sample contains too few microorganisms, filtration
might then be used to concentrate them on a filter surface for viewing.

However, even with dilution or concentration, this simple counting approach is limited
to samples with little extraneous material that would prevent clear viewing and that con-
tain individual, dispersed cells rather than cells in flocs or biofilms. To allow direct count-
ing in samples such as activated sludge (flocculated), biofilms, and soils, a variety of
stains and probes have been developed, including many that are fluorescent. These
allow differentiation between inert particles and cells, between living and dead cells, or
even among specific strains of organisms.

One such approach uses a diacetate ester of fluorescein, which is able to pass into the
cytoplasm of cells. Once inside, the ester is rapidly hydrolyzed by nonspecific esterase
enzymes. The free fluorescein (which, as its name suggests, is fluorescent) that is released
is trapped in the cell, thereby making it readily visible with a fluorescence microscope.

The acridine orange direct count (AODC) uses another fluorescent dye that passes
into the cytoplasm and then binds to nucleic acids, giving an orange or green color.
This does not require the activity of enzymes within the cell and thus may give a higher,
total count, including both viable and nonviable (dead) cells.

One problem with the AODC method is that clay particles also may appear orangish,
potentially interfering with cell counts. This has contributed to the increased popularity of
a blue fluorescent dye, 4',6-diamido-2-phenylindole (DAPI), which binds more specifi-
cally with DNA.

If antibodies to the surface of a specific organism can be produced, the fluorescent
antibody technique can be used. In this method the antibody is conjugated with (chemi-
cally attached to) a fluorescent dye. When this preparation is added to the sample, it
attaches to the cell so that the surface of the target organisms fluoresce.

Genetic probes can also be used to stain specific groups of organisms for counting.
The fluorescent in situ hybridization (FISH) technique (Section 10.4.4) is one popular
example.

Another alternative is the use of metabolic stains. These typically utilize a dye that is
reduced by (accepts electrons from) a cell’s metabolic activities to form a colored product.
A number of tetrazolium dyes such as 2-(p-iodophenyl)-3-(p-nitrophenyl)-5-phenyl tet-
razolium chloride (INT), for example, are capable of passing through the cell membrane
and then accepting electrons by way of dehydrogenase enzymes. The result is conversion
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to dark red to deep-purple formazan crystals that are trapped within the cell. Thus, a
count of respiring cells can be made. The formazan can also be eluted with isopropyl alco-
hol and an indirect measure of cell concentration (number or mass) made from a spectro-
photometric measurement of the intensity of the color released.

Filamentous bacteria (including actinomycetes, many cyanobacteria, and some gram
negatives, such as Sphaerotilus and Beggiatoa), fungi, and algae can pose a problem in
quantification in that a single “‘count” might be composed of only one cell a few micro-
meters long or might contain many cells extending to a length of 1 mm or more. In some
cases the number of cells in the filament may be counted or the filament length measured,
perhaps for conversion to a biomass estimate (similar to the calculations of Section
11.5.3). Similarly, counts of colonial protozoa and algae may require some enumeration
of individuals or a measure of the size of the colony. For bacterial associations such
as floc, individual counts may be impossible, but the size of the association may be
measured.

Image analysis is a tool that can be combined with several of the techniques described
above. A digital image of the microscope field is captured and can then be analyzed using
computer software to pick out and quantify specific size (including filament length or floc
size), shape, and/or color (including from stains and fluorescence) objects. This informa-
tion can then be provided as total or differential counts, and can also be used to estimate
cell volume (and hence mass; Section 11.5.3).

11.5.2 Indirect Methods

Several commonly used methods of estimating the number of microorganisms in a sample
depend on culturing them in or on a medium that supports their growth. These methods
require the use of aseptic technique, in which sterile materials (initially containing no
organisms) are used along with a variety of measures to prevent contamination by
other organisms (e.g., from the air, the analyst’s hands, or the lab bench surface). They
also involve a period of incubation (time for growth under designated conditions) of from
one to several days for most common tests.

In one type of approach (used for most plate count and membrane filtration methods;
see below), the organisms are grown on a solid surface until each initial cell produces a
visible colony consisting of many millions of daughter cells. The number of colonies is
then counted and gives an estimate of the number of colony-forming units (CFUs) origin-
ally present. It is usually assumed that each colony arose from a single cell (or spore), but
in some cases it is likely that a small cluster of cells or a filament was present initially and
gave rise to the colony. This is especially problematic for fungi and actinomycetes, whose
counts can increase dramatically with sporulation even though little change in the actual
biomass present has occurred.

Another approach (used in most probable number techniques and some plate count and
membrane filtration methods) is to grow the cells in or on a medium until they produce
some detectable change that indicates their presence. This might be a change in pH,
increased turbidity, the disappearance of a substrate, or the appearance of a product.
Often, color indicators are used to make the activity readily apparent.

One advantage of culturing techniques is that they often can be performed in a way that
minimizes interferences from extraneous materials. They may also be used to count cells
at lower densities than direct methods (without a concentration step). However, culturing
requires a medium on which the organisms of interest can grow. Since no single
medium is suitable for all prokaryotes, a true total count cannot be obtained. In fact, total
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culturable bacterial counts in many samples are one to two orders of magnitude lower
than total direct counts.

On the other hand, media can be made intentionally selective, so that only certain
organisms will grow. For example, a selective substrate can be used, or a chemical that
is inhibitory to nontarget organisms can be incorporated. Similarly, selective tempera-
tures, salinities, or pHs can be used. Additionally, media can be differential, so that
among the organisms that do grow, the ones of interest can be told apart from others.
Often, this is done by a color reaction.

Some common approaches are described briefly below. By varying the medium used
and the incubation conditions (e.g., temperature, aerobic vs. anaerobic), a wide variety of
microorganisms can be enumerated.

Plate Counts Probably the most common methods of estimating bacterial numbers are
plate counts. These use agar, or occasionally, some other solidifying agent, to convert
liquid medium (broth) into a solid. Agar is particularly useful because it does not melt
in water until heated to boiling, but it does not resolidify until it is cooled below 45 to
48°C. However, because some bacteria can digest agar (an organic polymer produced
by certain red algae), it cannot be used in some special applications.

In the spread plate technique (Figure 11.11), an agar medium (often, 10 to 15 mL) is
added to a small (commonly 100 mm in diameter by 15 mm high) sterile glass or plastic
petri dish and allowed to solidify. A small (0.1 mL) amount of sample or dilution is then
placed on top and spread over the surface of the medium using a bent glass rod called a
hockey stick. Visible colonies that grow on the surface of the medium after incubation are
counted.

Example 11.3 If an average of 38 colonies is counted for plates containing 15 mL of
agar medium on which 0.1 mL of a 10~* dilution of a sample was spread-plated, what
was the concentration of CFUs in the original sample?

Answer
CFUs/mL = 38 colonies/plate +~ 0.1 mL < 10~* = 3.8 x 10° CFU/mL

Note that the amount of agar is irrelevant.

Figure 11.11 Spread plating.
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For pour plates, a 1-mL sample or dilution is put on the bottom of a petri dish. Then
10 to 20 mL of the desired molten agar medium is added, and the dish is covered and
swirled to mix the contents. The medium solidifies with the microorganisms distributed
throughout it. After incubation, the visible colonies are counted.

Aside from the other limitations of methods involving culturing, incubation time is also
an important factor affecting the accuracy of plate counts. If insufficient time is allowed,
of course, some colonies will not yet have grown to visible size. On the other hand, if too
much time is allowed, some colonies may grow so large that they cover up others, again
leading to underestimation. Alternatively, secondary colonies may form (e.g., from motile
bacteria swimming away to start new colonies), giving overestimations.

Plate counts are typically suitable for 20 to a few hundred CFUs per plate. Lower
counts have poor precision, and at higher numbers they crowd each other and interfere
with growth. If cell density is too high, the plate is recorded as TNTC (too numerous
to count), and it is recognized that a greater dilution factor should have been used.
Since it is often difficult to know ahead of time how many organisms are present, usually
a range of dilutions are plated; some may end up with no colonies, others TNTC, but
hopefully those in the middle will have countable numbers.

Membrane Filtration Methods Microorganisms can be collected on the surface of a
membrane by filtration (Figure 11.12). If the membrane filter is then incubated on the sur-
face of a growth medium in a small (usually, ~50 mm in diameter) sterile petri dish, the
colonies that form give an estimate of the original numbers present. The medium can
either be a prepoured agar (similar to a spread plate) or a broth contained in an absorbent pad.

low power
microscope

for counting

dilution
bottle

Figure 11.12 Membrane filtration.
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Example 11.4 1If an average of 41 colonies is counted per filter when 10 mL of a 107>
dilution of the sample is filtered, what was the concentration of CFUs in the original
sample?

Answer
CFUs/mL = 41 colonies/plate =+ 10mL + 10 = 4.1 x 10> CFU/mL

Membrane filtration can be especially helpful in enumerating microorganisms present
at low concentrations in water. However, particulate material present in the sample can be
an interference.

Most Probable Number Techniques Suppose a sample that originally contained five
bacteria per milliliter was diluted 10- and 100-fold (Figure 11.13). Then five tubes of
media were each inoculated with 1 mL of the sample, another five tubes were each inocu-
lated with 1 mL of the 10-fold dilution, and another five tubes were each inoculated with
1 mL of the 100-fold dilution (a total of 15 tubes inoculated, five at each of the three dif-
ferent concentrations). Further, assume that each cell could grow if it is placed in a tube.
Which of the tubes are likely to show growth? Since on average the tubes receiving 1 mL.
of undiluted sample receive five bacteria each, it is likely they will all grow, although
there is a statistical possibility that one or more tubes may not get any bacteria (and
will not grow), whereas others will probably get more than five. However, for the
10-fold dilution, on average each tube gets 0.5 cell. Of course, a tube cannot receive
0.5 cell, so that some tubes will get one or more cells and be “positive” (show growth),
whereas others will not get a cell and will thus be negative. Probably two or three of the

sample > —>
inoculate incubate

10 x dilution

> >
inoculate incubate

10 x dilution

—> —>

inoculate incubate

Figure 11.13 MPN method schematic. Positive tubes are shown as dark after incubation.
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tubes will end up positive. At the 100-fold dilution, on average only 0.05 cell is added to
each tube, and hence all may be expected to be negative.

The pattern of positive tubes that results (in this case, perhaps 5-3-0) is an indication of
the cell numbers originally present. Through a mathematical procedure, in fact, the most
probable number (MPN) of cells originally present resulting in that pattern can be esti-
mated. These values have been tabulated for several different numbers of replicates (e.g.,
3, 5, and 10 tubes per dilution), and also for different dilution factors (e.g., two fold as
well as 10-fold serial dilutions). Note that a positive or negative result in each tube is used
to arrive at a quantitative estimate of cell numbers. The estimate from a pattern of 5-3-0 is
an MPN of 8.0 mL ™" of the original sample. (A response of 5-2-0 gives an MPN of 5.0,
the starting value used in the example.)

An obvious disadvantage of this approach is that it produces a statistical estimate rather
than an actual count. For example, with the 5-3-0 example, there is a 95% likelihood
that the actual number is between 3.0 and 25, an undesirably broad range. On the other
hand, the MPN is potentially useful for a wide variety of samples and can be adapted for
many types of microorganisms, including some for which other methods have not been
successful.

Turbidity and Absorbance A method that can be used in laboratory cultures, especially
pure cultures, grown on soluble (and preferably colorless) media is measurement of
turbidity (cloudiness) or absorbance. Turbidity is the amount of light dispersed 90°
from the path of incident light passing through a material. It is measured with a turbidi-
meter using a photocell at right angles to the light path. Absorbance is the reduction in the
transmission of light along the light path and may occur due to both dispersion and
absorption of light. Absorbance is also called optical density (OD) and is usually mea-
sured with a spectrophotometer (also called a spectrometer). Absorbance is used more
often than turbidity because spectrometers are more commonly available than turbidi-
meters.

If a small amount of microbial suspension is placed in a sample tube, its turbidity, or
the amount of light dispersed toward the photocell, is proportional, up to a point, to the
number of particles in the suspension. Similarly, for absorbance, the amount of light that
passes through the suspension will be inversely proportional to the concentration of organ-
isms, provided that particle size does not change. This is a form of Beer’s law (absorbance
is proportional to concentration), which is the basis of most quantitative spectrophotome-
try (although in this case a substantial amount of the light is refracted rather than actually
absorbed). Thus, increases in either turbidity or absorbance can be used as a surrogate
measure of growth, or correlated through use of a calibration curve to microbial counts
obtained by other methods.

One advantage of using turbidity or absorbance is that they are not destructive of the
culture. In fact, special flasks with sidearms are available so that the turbidity of a pure
culture can be determined over time without the need to open the flask and risk contam-
ination. However, if particle size increases, through flocculent growth or filament elonga-
tion, turbidity and OD will underestimate the cell count or biomass. Also, this approach
generally cannot be used with environmental samples.

Counting Viruses and Bacteriovores Viruses are too small to see under any light micro-
scope for direct counting. Also, since they grow only within cells of other organisms, they
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Figure 11.14 Sketch of petri dish with bacteriophage plaques. (Plate contains 43 PFUs.)

cannot be cultured directly like bacteria. Thus, alternative methods are needed to enumer-
ate them.

If a suspension of the bacteria Escherichia coli is spread over the surface of a plate
containing an appropriate medium, a uniform bacterial lawn will develop. If at the
same time that the culture is added, a sample containing coliphage (viruses that attack
E. coli) is included, “holes” in the lawn will develop as the viruses infect and kill
cells and then spread to neighboring cells. These clear areas, where the bacteria have
been lysed by the phage, are referred to as plaques (Figure 11.14). The number of
such plaques is then an estimate of the number of plaque-forming units (PFUs) present
in the volume of sample added. Similarly, other phage can be enumerated using appropri-
ate host bacteria for the lawn. Analogous to CFUs, it is often expected that each PFU
stems from a single initial phage.

Many animal and plant viruses can be counted in similar ways using appropriate host
cell cultures. In these cases, however, individual infected cells may be counted rather than
plaques. Alternatively, an MPN type of procedure might be used, or if necessary, the
development of infection in exposed whole organisms.

Plaque formation can also be used to count some organisms that feed on bacteria, such
as amoeba. Host cell lysis caused by Bdellovibrio, the bacteriovorous proteobacteria
(Section 10.5.6), also forms plaques.

11.5.3 Relationship between Numbers and Mass

The size of a population of microorganisms can be expressed on the basis of their number
or their mass. These are, of course, expected to have some relationship. In fact, if the size
and shape of a particular microbe are known, its mass can usually be estimated easily.

Example 11.5 A rod-shaped bacterial cell is 0.8 um in diameter and 2 pm in length.
What is its mass?
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Answer The rod shape can be approximated by that of a cylinder, so that its volume,
V, can be estimated as

lcm
10* um

3
V = n2h = n(0.4 um)*(2 pm) ~ 1.0 },Lm3( ) = 1.0 x 1072 cm?

Most cells have a density only slightly greater than that of water, perhaps 1.05 to
1.10 g/em?, so that this cell would have a mass of ~1 x 107'2 g. Since cells are typically
about 85% water, this would be a dry weight of about 1.5 x 10713 g per cell.

If 10” of the rods in Example 11.5 were present in a sample, this could then be estimated
to correspond to about 1 mg of the wet weight of cells (10° cells x 10~ "% g/cell =
103 g = 1 mg). Alternatively, if the mass of these cells in a sample was known, the numbers
present could be estimated.

Most bacteria probably have wet weights in the range 0.2 to 3 x 10712 g and dry
weights of 0.3 to 4 x 10713 g.

11.5.4 Surface Area/Volume Ratio

The surfaces of prokaryotic cells are not just protective wrappings. They often are highly
active regions that may be required to transport incoming substrates, remove outgoing
products and wastes, shed excess heat, regulate internal osmotic pressure, and support
flagella. Thus, the surface area/volume (or mass) ratio (Ag/V) of prokaryotic cells
plays an important part in their survival and metabolic success.

Ag/V is not commonly measured, but it is important to realize that it is very dependent
on cell size. For cocci, for example, assuming that they are spherical with radius r,

As _ 4nr 3
Vo 4/3n3  r

Thus, this ratio is highest in small organisms and will decrease in an inversely
proportional way with size. In fact, this is a factor that limits the size of single-celled
organisms.

11.6 MEASURING MICROBIAL ACTIVITY

In some cases it may be desirable to quantify the general or specific activity of microor-
ganisms in a system. This may then be used to estimate microbial mass or numbers, or
may be of interest in its own right. What usually is meant by microbial activity is the rate
at which microbially mediated reactions are occurring. Thus, the rate of activity might be
determined by measuring the rate of disappearance of any of the reactants or the appear-
ance of any of the products. In some cases, it may also be measured by looking at the rate
of enzymatic activity in a sample.
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11.6.1 Aerobic Respiration

A generalized overall reaction for aerobic respiration of organic material can be expressed
as

organic matter + O, — CO; + H,O 4 new biomass + energy

Analogous reactions can be developed for inorganic substrates such as ammonia and
hydrogen sulfide, which are used by lithotrophic organisms. The rate of change of each
of the six quantities in this equation in theory could be used to measure the rate of aerobic
microbial activity. This is typically done by making repetitive measurements of disappear-
ance or accumulation over time. However, such repeated sampling may inadvertently
affect the system itself. Alternatively, multiple replicate systems can be established
initially and one or more sacrificed at each different sampling time. A disadvantage of
this approach is the inherent variability between “‘replicate’ systems.

Organic Matter Disappearance In some situations the microbial activity on a particular
compound is of interest. If this compound can be measured, its disappearance over time
will be a direct indication of activity. However, proper controls are necessary to ensure
that the activity is biological rather than the result of other mechanisms, such as volati-
lization, adsorption, or chemical transformation. Killed controls, in which any organisms
present or added are destroyed by heat, ultraviolet radiation, or chemical means, are often
best for such techniques. Also, disappearance of the parent compound does not neces-
sarily mean that it is being completely biodegraded; some compounds are merely trans-
formed to metabolic products that then persist and accumulate (see “Biodegradation’ in
Section 13.1.3).

Alternatively, some general measure of organic material might be used, and its disap-
pearance monitored. Biochemical oxygen demand (BOD), chemical oxygen demand
(COD), and total organic carbon (TOC) are three such measures commonly used for
this purpose and are discussed further in the section “Quantification of Organic Carbon”
in Section 13.1.3.

Measurements of organic material are often of great importance for measuring extent
of disappearance but typically are not convenient for measuring rates. Good rate measure-
ments usually require frequent sampling, which may be disruptive to the system or
demand large numbers of replicate systems for sacrifice. In most cases the need for che-
mical analysis also places practical limits on the number of samples that can be processed.

Oxygen Utilization In the headspace of a closed system of fixed volume and constant
temperature, oxygen removed by respiration is replaced by an almost equal molar amount
of carbon dioxide produced. However, carbon dioxide, a weak acid, is easily removed by
absorption with an alkali, such as KOH solution. The pressure in the system will then drop
as oxygen is consumed. Alternatively, if the pressure and temperature of the system are
held constant, the volume will decrease. In both cases, frequent measurements can be
taken without the need for expensive or disruptive analyses. Such methods are referred
to as respirometric techniques.

Early respirometers typically required manual measurements of changes in pressure.
Many modern systems can collect data automatically every few seconds, if desired, allow-
ing careful monitoring of the pattern of oxygen utilization (Figure 11.15). In one device,
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Figure 11.15 Example of respirometry data. Oxygen uptake with various grades (reagent,
technical, lean, and rich) of monoethanol amine (MEA). (Data courtesy of Y. Lam, R. M. Cowan,
and P. F. Strom.)

for example, oxygen is replaced automatically each time a slight pressure change occurs,
and the amount of oxygen supplied is recorded.

With the development of dependable electrochemical dissolved oxygen (DO) probes,
it has also become common to measure the oxygen uptake rate (OUR) directly in liquid
culture. The liquid is first aerated, if needed, and then the drop in DO over time is measured
and reported in milligrams of DO uptake per liter per minute (or hour). This may be
further normalized to the biomass present, usually measured as SS or VSS, to give a specific
OUR (SOUR), in units such as milligrams of DO uptake per minute per gram of biomass.

In systems in which the air flows through continuously, it may be possible to determine
oxygen utilization by measuring the difference in the entrance and exit concentrations of
oxygen in the airstream. Similarly, in continuous-flow liquid systems it may be possible
to measure oxygen uptake by measuring changes in DO concentrations.

Production of Carbon Dioxide The carbon dioxide produced by respiration might be
measured directly (e.g., with an infrared spectrophotometer) or absorbed in an alkali
and measured by titration with acid. For an aerated system, the exit gas might be bubbled
through KOH solution in several flasks in series to be sure that it is all removed. Special
biometer flasks (also known as Bartha flasks after their inventor, Richard Bartha) with
sidearms containing KOH can also be used (Figure 11.16). Measurements of CO, can be
particularly useful because they indicate mineralization of organic matter. Especially if
appropriately '*C-radiolabeled test compounds are available, '*CO, production gives
clear evidence of their complete biodegradation.

Production of Water In most aqueous systems the amount of metabolic water pro-
duced is too small to measure compared to the amount of water already in the system.

New Biomass Many of the methods described in Section 11.4 might be used to deter-
mine biomass over time. Alternatively, counts (Sections 11.5.1 and 11.5.2) might be used
and converted (Section 11.5.3), if necessary, to biomass. However, the relationships
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Figure 11.16 Biometer flasks.

between new biomass produced and other aspects of microbial activity may be complex.
These are discussed more in Section 11.7.

Energy Some of the energy released by metabolic activities is captured and used for
growth and other cell functions; the rest is given off as heat. Special instruments
known as calorimeters can sometimes be used to measure this release of heat experimen-
tally. The amount of heat released per mass of oxygen utilized is ~14,000 J/g O, for oxi-
dation of a wide variety of organic compounds. Also, in some systems of interest to
environmental engineers and scientists, such as composting, sufficient heat is released
that it may be possible to measure temperature changes or other signs of heat production
as a means of determining the rate of activity [see the discussion of equation (16.5)].

11.6.2 Anaerobic Systems

In anaerobic systems it may also be possible to measure the disappearance of organic
material or of electron acceptors such as nitrate or sulfate. Alternatively, monitoring
the appearance of particular products such as ethanol or acetate may be feasible (if they
accumulate). In methanogenic systems, the rate of formation of gaseous products can be
measured volumetrically if they can be trapped in a gas collection column (Figure 11.17).
This will typically be about 65% methane and 35% carbon dioxide (with traces of other
gases). The total can be measured, or the carbon dioxide can be removed by scrubbing
with KOH.
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Figure 11.17 System for anaerobic gas production measurement.

11.6.3 Enzyme Activity

The amount of activity of a particular enzyme or group of enzymes in a sample can serve
as an indication of the number and activity of microorganisms present. Probably the most
widely used is the dehydrogenase assay, in which a tetrazolium salt is converted to a
colored formazan product that is extracted and quantified. Other general enzyme assays
include those for proteases, phosphatases, and esterases. Particular activities of interest,
such as cellulose (cellulases), starch (amylases), or chitin (chitinases) degradation or
nitrogen fixation (nitrogenases), also can be quantified.

11.7 GROWTH

Some microorganisms can reproduce asexually by budding, and many eukaryotes have a
method of sexual reproduction. However, most microorganisms commonly reproduce
asexually by binary fission, and that is the means of growth that we focus on here. In
this process, a single “parent” cell physically splits into two genetically identical
(in the absence of mutations) “‘daughter” cells. Since the original cell does not “die”
in this process, terms such as age and life span have a different meaning than with plants
and animals.

11.7.1 Exponential Growth

If they were able to grow freely without outside constraints (and no removal or death),
cells growing by binary fission would follow the pattern depicted in Figure 11.18.
Under these conditions the time between each successive split, producing a new
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Figure 11.18 Theoretical microbial growth schematic.

“generation” of daughter cells, is constant and is called the generation time (z,). Since
the number of cells doubles each generation, the same period also is commonly referred to
as the doubling time (z;). This type of growth pattern is referred to as exponential
growth. Note that whereas the time period is constant, the number of new cells added
during that period doubles each time.

Most people do not have an intuitive feeling for exponential growth. As a simple men-
tal exercise, picture folding a standard sheet of paper in half, then in half again, and again.
Imagine that you could continue folding it in half 50 times. How tall would the folded
stack of paper then be: a meter? 100 m (~ a football field)? New York to San Francisco
(~5000 km)? After first trying to guess, calculate an approximate answer by assuming
that the paper is 0.1 mm thick and doubles each time it is folded (or 0.1 mm x 2°°).
(Note: 2'° = ~10%)

Minimum Doubling Times Under ideal growth conditions, microorganisms will
achieve their most rapid growth and hence their minimum #,. This value is inherent to
the particular strain of organism (for the system in which it is growing), and there is in
fact a tremendous range of minimum doubling times in the microbial world. Some exam-
ples are shown in Figure 11.19.

Many common fast-growing bacteria (e.g., Escherichia coli) can have generation times
of only 20 minutes. A few, such as the thermophile Bacillus stearothermophilus (found,
for example, in composting piles), grow even more rapidly, with minimum generation
times of around 10 minutes. This is about 1,000,000 times faster than a typical human
generation of approximately two decades!

Prokaryotes in general have faster growth rates than eukaryotes, with their greater
complexity. However, there are also slow-growing bacteria. Organisms tend to adapt to
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Figure 11.19 Representative microbial generation times under optimal conditions.

their environments, so that bacteria living in systems where substrates become available
slowly will tend to be slow growing. Also, bacteria utilizing substrates that release little
energy may have minimum doubling times of several hours or even days. Such substrates
can include hard-to-degrade organic substances as well as some inorganic energy sources.
For example, the chemolithotroph Nitrobacter winogradskyi derives only ~17 kcal of
energy per mole of NO; -N that it oxidizes to nitrate, as compared to the ~600 kcal/
mol potentially available to E. coli from the oxidation of glucose. This is reflected in
the ~18-hour minimum generation time of N. winogradskyi (Figure 11.19).

Modeling Exponential Growth If one cell begins growing exponentially, and cell num-
ber (N) is plotted vs. time, initially N increases in discrete steps: 1-2-4-8-16-32-64—- - -
(Figure 11.20). After a period of time, the cell divisions would no longer be synchronized
precisely, so that the intermediate numbers (such as 50) would be present for brief peri-
ods. Still, only whole numbers of cells can occur (not 50.2), making the plot a series of
small steps. However, once high enough numbers are reached, the rate of increase would
appear to be smooth because the steps are so small.

On the other hand, biomass increases as a continuous function (except on the molecu-
lar level). Thus, biomass is theoretically more amenable than cell number to mathematical
expression and is the focus of our discussion. In practice, however, it is also usually perfectly
acceptable to use the same sorts of expressions with N, except when counts are very low.

Rather than biomass itself, more commonly it is biomass concentration (X) that is
considered. This typically might be on a mass per volume basis for liquids (e.g., mg/L
in water or media) and gases (mg/m’> of air), or on a mass per mass basis for solids
(mg/kg of soil or sludge).
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If the logarithm of X is plotted vs. time (¢) for an exponentially growing culture, a
straight line results (Figure 11.21). Using natural logarithms (log., or In), the equation

for a straight line then gives

InX, =pr+1n X, (11.1)

where X; is the value of X at time ¢, 1 is the slope of the line, and X, is the starting value of
X (at time 0). Differentiating equation (11.1) (assuming that L is constant):

1dX

—— = 11.2

X dt H ( )
1704
— =X 11.3
il (11.3)

In X

In Xo

0 Time

Figure 11.21 Similar plot of exponential growth.
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From equation (11.2) it can be seen that p is equal to the rate at which the biomass
concentration is growing, divided by the biomass concentration at that time. Therefore,
1 is referred to as the specific growth rate and has units of time ' (inverse time, or
“per time’’). Growth rates are typically expressed per minute or per hour for bacteria
in the laboratory, but more often per day in environmental systems and for other micro-
organisms, since growth rates are lower.

Returning to equation (11.1) and rearranging yileds

In X; —In Xo = pt

Exponentiating each side gives

X /Xo)

X
Xo
X, = XpeM (11.4)

There are thus three forms of the exponential growth equation: the differential form
[equation (11.3)]; the logarithmic form [equation (11.1), which gives a straight line on a
semilog plot]; and the exponential form [equation (11.4), useful for calculating the bio-
mass concentration at a time in the near future].

Equation (11.3) is the most fundamental form of the three. This is because, unlike the
other two, it is not dependent on an assumption that i is constant. It simply states that the
rate of biomass increase is proportional to the specific growth rate and to the current
amount of biomass.

Assuming again that | is constant, suppose that we look at X, after one doubling time,
when it would have doubled from its starting value to 2X:

X, = 2Xo = XpeM
2 = eHld

In 2 = pty

Thus, the relationship between specific growth rate and doubling time is

_ln2

p= (11.5)

g

At the minimum doubling time, the maximum specific growth rate will be achieved.
The symbol [1 (read “mu-hat™) or Py, is commonly used for this term. Using E. coli’s
minimum ¢; value of 20 min, for example:

o In 2 ><60min_31n2
M= 20min * 1h _ 1h

=2.08h"! =50day!



320 QUANTIFYING MICROORGANISMS AND THEIR ACTIVITY
Example 11.6 What is the meaning of the specific growth rate, p?

Answer It is the rate of change of biomass concentration in a batch culture (one with
no inflow or outflow) at any instant, divided by the concentration at that point in time
[equation (11.2)]. Suppose that p = 0.05h™! in a culture that at a certain time has a
concentration of 100 mg/L. From equation (11.3):

dX
—p = WX =005 h™! x 100mg/L = 5mg/L -h

In other words, at that instant, the concentration would be increasing at the rate of 5 mg/L
per hour. At a later time, the concentration might reach 200 mg/L, and then

17).¢ 0.05 mg mg
— =pX =—x200—= 10—
a M A0 =100,

So, as the concentration increased, the rate of increase also increased, even though the
specific growth rate itself did not change.
The doubling time is easily computed from . by rearranging equation (11.5):

In2  0.693
fy=——=—""_—1386h
W 005h

Using equation (11.4), the biomass concentration at a future time for an exponentially
growing culture can be calculated based on the present concentration and the specific
growth rate. As an example, starting with a single cell with a mass of 107'% g in 1L
of medium, and using the maximum specific growth rate of E. coli, after 10 hours the
biomass concentration would be

Xt — XOeLLt — lo—lzg/L x e(2408/h)(10h) ~ 1mg/L

However, this equation predicts that after 2 days, the biomass of the same culture would
be ~2 x 103! g, or 2 x 10% metric tons. This is about 4000 times the mass of Earth;
obviously, this exponential growth model has its limits! In the next section we show
how an improved model can be developed.

11.7.2 Batch Growth Curve

A batch system is one in which all nutrients are present at the beginning and are not
resupplied—there is no inflow or outflow, except perhaps for aeration. The flask of med-
ium above in which E. coli was growing is a good example. In nature, a fresh deposit of
cow manure on soil or the death of a fish in a pond would represent ‘“‘batches” of nutrients
made available at one time.

As the E. coli example demonstrated, exponential growth cannot continue for very long
in a batch system. Depletion of substrates and/or buildup of inhibitory products will soon
lead to decreasing specific growth rates. Thus, much of the time, microorganisms are
likely to be growing at rates that are far below their {i value. Equation (11.3) can still
be used to describe this curve, but since L 7 constant, it can no longer be integrated to
give equations (11.1) and (11.4).
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Figure 11.22 Typical batch bacterial growth curve.

Figure 11.22 shows a typical growth curve for a newly inoculated batch laboratory cul-
ture. For convenience, it can be broken up into the five phases shown and is discussed
below. A similar response would be expected for other batch cultures.

Lag Phase The transfer of a small inoculum of ““seed” cells into a fresh batch of med-
ium generally involves new conditions for the organisms, such as different organic sub-
strates, form of nitrogen, pH, oxygen tension, and/or salt concentration. It will frequently
take some time, referred to as a lag, for the cells to become adapted to this new environ-
ment before they start growing exponentially. This may involve production of enzymes to
metabolize new organic substrates or utilize nutrients in another form, or simply replace-
ment of cell constituents that had been depleted previously. Depending on how big a
change is required and how rapidly the organism can respond, the lag period may vary
from seconds to many hours.

Some scientists differentiate between a lag period, during which there is no growth
(L =0), and the lag phase, which lasts until exponential growth begins. For a short
time between these two points, the culture may appear to be growing at a rate that is linear
in a plot of X vs. t. This sometimes is referred to as an arithmetic growth phase. How-
ever, it should be noted that increases in biomass during exponential growth start off very
slowly, and unless very precise and sensitive measurements are made, this may mimic a
lag or arithmetic growth period.

Exponential Growth Phase If an appropriate medium has been provided, once the
organisms adapt to their new environment they will grow exponentially (1 = ¢, where
c is a constant greater than 0). Plenty of substrate and nutrients are available, and no harm-
ful products of metabolism have yet accumulated. Thus, p will approach the maximum
specific growth rate i for the organism in that particular environment (in Section
11.7.6 we discuss some factors that affect [1). However, this phase can last for only a
relatively short period of time before the ideal conditions deteriorate.
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Declining Rate of Growth Phase An old adage states that ““all good things must come
to an end,” and this certainly applies to unrestricted growth within a batch reactor. Even-
tually, one or more factors (usually, substrate depletion, but perhaps product buildup, pH
shift, nutrient deficiency, and/or something else) trigger an inevitable decline in cell
growth rate. Biomass still increases, but at a continually decreasing rate (pn > 0, but
decreasing).

Most often this decrease in p is the result of substrate depletion. This is commonly
modeled by Monod kinetics, in which

S
S+ K,

b= (1L6)

where S is the substrate concentration (mg/L) and Ky is the half-saturation coefficient
(mg/L). The half-saturation coefficient is the substrate concentration that allows for
half of the maximum specific growth rate, as can be seen in Figure 11.23. At high sub-
strate concentrations,

(S>K;), ——~1, and p=~j (11.7)

At low substrate concentrations,

(S € Kj), ~ S (11.8)
When S = Kj,
i (11.9)

At low S [equation (11.8)], the Monod expression approaches first order; that is, the
rate is proportional to S to the first power (S' = ). Because S is often low in environmental

=

| =

S
Figure 11.23 Monod kinetics.
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systems, growth-related kinetic expressions are sometimes approximated by first-order
equations of the form &S, where k is a constant for that system. However, at high substrate
concentrations [equation (11.7)], Monod kinetics approach zero order (since S 0 =1, the
rate is unaffected by substrate concentration). Table 11.5 provides some half-saturation
and other coefficients. (Although the discussion so far has focused on the carbon and
energy source as the limiting nutrient, the same approach can be used for other require-
ments, such as dissolved oxygen, as indicated in the table; see “Multiple Substrates’ in
Section 11.7.4.)

Note that the Monod equation has the same form as the Michaelis—Menten equation
used to describe enzyme kinetics (Section 5.3.1). However, unlike Michaelis—Menten
kinetics for enzymes, which can be derived from fundamental chemical kinetic principles,
the Monod expression for growth is empirical—an approximate fit to observed results.

Example 11.7 Assuming that an organism grows according to Monod kinetics with a
maximum growth rate of 10 per day and a half-saturation coefficient of 5 mg/L, how
fast would it be growing if the substrate concentration were 100 mg/L.? What if it dropped
to 20 mg/L?

Answer At S = 100 mg/L:

.S 1 100 100 1
= s = 104y X m 6 (105) 9-52day
TABLE 11.5 Examples of Monod Kinetic Coefficients”
T n K Kpo Y b
Organism Substrate” (°C) (day ") (mg/L) (mg/L) (day™ ")
Mixed heterotrophic Sewage COD 20 6 20 0.2 0.67  0.05
bacteria
Mixed heterotrophic Monoethanol amine 20 8.8 9 - 0.5 0.03
bacteria
Sphaerotilus natans Glucose 20 6.5 10 0.01 053 0.05
Citrobacter sp. Glucose 20 9.2 5 0.15 055 0.15
Escherichia coli Glucose 37 35 2 — — —
Lactose 37 20 20
Pseudomonas putida Benzene 20 8.4 0.4 - 1.2¢ 0.5
Toluene 20 8.9 0.2 1.3¢ 1.4
Ammonium-oxidizing ~ Ammonium-N 20 0.8 1.0 0.5 0247 naf
bacteria
Nitrite-oxidizing Nitrite-N 20 0.8 1.3 0.7
bacteria

“fi, maximum growth rate at indicated temperature (7'); K, half-saturation coefficient for the energy source; Kpo,
half-saturation coefficient for dissolved oxygen; Y, yield (COD basis); b, decay coefficient.

bSubstrate used as energy source. COD, chemical oxygen demand (see Section 13.1.3).

“Note that yields can be greater than 1.0, since during growth the organism incorporates oxygen and nutrients as
well as the benzene or toluene carbon and hydrogen.

“Based on International Association on Water’s Activated Sludge Model No. 1 (ASM1); ASMI1 lumps
ammonium oxidation with nitrite oxidation. A typical value for the decay coefficient for autotrophs was not
available.
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At S =20 mg/L:

S 20
= = 10day ™!
W=Re TS X570

20 .
=10 <E> = 8.00 day

Note that the growth rate is over 95% of the maximum with 100 mg/L of substrate, and is
still 80% of the maximum when the substrate concentration is 20 mg/L.

Stationary Phase Once the substrate is sufficiently depleted, growth nearly stops
(1 & 0). This plateau in biomass concentration is referred to as the stationary phase.
Actually, the cells may still be growing slowly, but this is counterbalanced by the loss
in mass through decay (the next phase).

Decay Phase 1f a person stops eating, he or she gradually loses weight. This is also true
of microorganisms. Their mass decreases, or decay occurs, if substrate is unavailable. The
cell continues to carry on some metabolic processes, and if there are no external sources
of energy, it must utilize internal ones. This is called endogenous metabolism. It will at
first be based on storage materials but will then progress to include nonessential cell com-
ponents, and eventually, essential ones. (The need to regenerate these components can be
one cause of a lag phase when organisms from an old culture are transferred to fresh med-
ium.) At some point, sufficient damage may be done so that the cell cannot recover and is
thus no longer viable.

Energy is also used for cell maintenance during growth. Thus, the observed or net
specific growth rate (p,) actually represents a higher true growth rate combined with
some decay. Decay is often modeled as a first-order reaction with respect to biomass,
with the decay coefficient constant for a given system. In the past, the symbol k; was
often used for this coefficient, but now b is more common, so that

W, =pn—> (11.10)

Like growth rate, the decay coefficient has units of inverse time. Although it can
vary considerably, in many wastewater treatment and other systems the decay coefficient
may have a value of around 0.05 day '. This means that about 5% of the biomass
will decay away each day. [Actually, the amount that decays in 1 day is
(1 — (~1day)(005day™)) 5 100% = 4.88%. This is less than 5% because as the amount
of biomass present decreases, so does the amount that decays.]

Specialized resting stages, such as spores or cysts, can be formed by some microorgan-
isms. By greatly slowing down cell metabolism, they decrease decay rates, sometimes
very dramatically.

Overall Equation The growth equation (11.3) can now be rewritten incorporating
Monod kinetics [equation (11.6)] and decay [equation (11.10)]:

dx
20X
dr My

= (r=D)X

S
= (q —b)X 11.11
<u5+KS b) ( )
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Figure 11.24 Batch growth curve using equation (11.11), with fi = 10day~!, K, =5 mg/L,

Y = 0.6 (explained below), b =0.1day™', and starting values of S and X = 120 and 5 mg/L,
respectively.

This expression will approximate the batch growth curve after the lag phase. The expo-
nential phase occurs when S > K, so that p = [i. As substrate is depleted, p decreases
and the culture enters the declining growth rate phase. Once | ~ b, then 1, =~ 0 and the
culture enters stationary phase. Finally, as S decreases further, i < b, so that p, < 0 and
the decay phase occurs. An example is shown in Figure 11.24.

Example 11.8 1If L =10 day’l, K, =5mg/L, and b = 0.05 day’l, at what substrate
concentration will net growth equal zero?
Answer

M, =R -b=0

S+ K,
0.05day !
10day ! — 0.05 day ™"

b
S = K,—— = 5mg/L
p—>b me/ <

) = 0.025mg/L

If the substrate concentration falls below this value, the culture will be in the endogen-
ous phase.

11.7.3 Death, Viability, and Cryptic Growth

In Section 11.7.2 we described the batch growth curve based on biomass (Figure 11.22). If
cell numbers are used instead, the curve will have a similar shape. However, cell number
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does not decrease because of decay. It will, on the other hand, decrease as a result of cell
death. Thus, this final phase is also sometimes referred to as the death phase.

Note that as decay does not necessarily lead to death, so death, or loss of viability, does
not necessarily lead to decay. Also like decay, death does not necessarily occur only in the
final phase; rather, it becomes more apparent there because it is not masked by high
growth rates. Despite these similarities, the mechanisms of death (such as predation,
lysis, acute toxicity, and lethal mutations) and decay are potentially very different.

When using biomass as a measure of microorganism concentration, viability may be of
importance (although it is often ignored). In this sense, viability refers to the fraction or
percent of the biomass that is still ““alive,” or capable of growth. Thus, if we consider X,
as the living biomass and X as the dead biomass, the total biomass (X7) and viability (v)
will be

Xr =X, +Xp
X, (11.12)
v="x
Xr

The “growth” equation for each fraction can be considered using the same subscripts
for the coefficients (although only ; is a real growth rate). First, the rate of change of the
concentration of the living organisms is dependent on their rate of growth minus their rate
of death:

17063

ar M XL — npXyp

The rate of change of the concentration of the dead biomass is dependent on the rate of
formation from the death of living cells:

dXp
DX
dr  HpAL

What is typically observed is the rate of change of the total biomass:

dXr
— =X 11.13
d HrAT ( )

However, the rate of change of the total biomass can also be expressed as the sum of the
rates for the two fractions:

aXr dX; dXp
TR TP X 11.14

a o ar ar M ( )
The right-hand side of equation (11.14) also makes sense, in that only the living organ-
isms can grow to produce more total biomass. However, this means that equations (11.13)
and (11.14) can be set equal:

X
WXr = WXL or =yt (11.15)
T
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Substituting in equation (11.12) yields

Hr = vl

Thus, the growth rate observed for the total biomass of a culture with a 10% viability is
only 10% of the actual growth rate of the living organisms. This means that the living
organisms are in fact growing 10 times faster than the apparent overall growth rate,
in order to produce all of both the living and the dead biomass.

If cells die and lyse (or lyse and die), their cell constituents become available as
substrates for other microorganisms. This is sometimes referred to as cryptic growth.

11.7.4 Substrate Utilization

In many cases, to the environmental engineer and scientist it might actually be the sub-
strate that is of greater direct concern than the microorganisms. For example, in biological
wastewater treatment, the ‘“substrates” are the constituents of the waste that are to be
removed. Similarly, in polluted aquifers or streams, the contaminants may be the sub-
strates. In such cases, the growth of the microorganisms themselves may be of only
secondary interest.

Microorganisms may utilize substrates as a source of cellular constituents, to supply
energy, and/or as an electron acceptor. Thus, the rate of substrate utilization often is con-
sidered to be proportional to the rate of growth:

ds

— X — 11.16
o < HX (11.16)
where the negative sign indicates that substrate is decreasing and the Monod expression
[equation (11.6)] is frequently used for p.

Yield Coefficient The proportionality coefficient for equation (11.16) is called the yield,
Y. It is often reasonable to expect that for a given amount of substrate utilized, a given
amount of biomass can be formed. Thus, Y has units of biomass produced per mass of
substrate utilized, and the equation can be rewritten as

as _
dr

u
=X 11.17
} (11.17)

The expression /Y, referred to as the specific substrate utilization rate, is given the
symbol U, or sometimes k or g:

U= (11.18)

L
Y

Using Monod kinetics gives

iS__B Sy
dt  YS+K,
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Since both [i and Y are considered to be constants for a specific system, we also can define
a new coefficient, the maximum specific substrate utilization rate:

The value of Y can vary tremendously, depending on both the substrate and the micro-
organism. For many carbohydrates, common heterotrophic bacteria have yields of about 0.5
to 0.6 g of dry biomass produced per gram of carbohydrate utilized. A yield value can be
greater than 1.0, and in fact typically is so for hydrocarbons as well as for the oxygen used
as an electron acceptor. On the other hand, the yield for an autolithotrophic nitrifying bac-
teria growing on nitrite may be 0.05 or less. Various units may also be used; for example,
the biomass and organic substrate could be expressed on a basis of dry weight, carbon, or
chemical oxygen demand (see Section 13.1.3).

The yield described here is the true yield. The observed yield or actual amount of
biomass production will be lower. This is because some of the biomass produced will
be lost through decay. On the other hand, some of the substrate removed may simply
be adsorbed, or even precipitated, rather than utilized. For this reason, some prefer the
term specific substrate removal rate, or specific substrate uptake rate, rather than
utilization.

Equation (11.18) can be rearranged as p = Yy. Subtracting b from both sides and
remembering that p — b = p,, gives

W, =YU—b (11.19)

Multiple Substrates 1t is common to focus on one substrate when examining microbial
growth. In reality, of course, organisms need many substrates: an energy source; an
electron acceptor; sources of carbon, nitrogen, phosphorus, and all the other essential
elements; and perhaps organic growth factors. Most of these will normally be present
in great excess of microbial needs, and hence can be ignored. Baron Justus von Liebig
noted this for plants in 1840, leading to Liebig’s law of the minimum: that the nutrient
in shortest supply will limit growth. For microorganisms, Monod kinetics (discussed
in Section 11.7.2) are generally used to describe this common situation, in which one
substrate is or becomes limiting. However, what if the concentrations of two (or more)
substrates are sufficiently low that they both will limit the amount and rate of growth?

One empirical approach used to describe this problem is an interactive, multiplicative
Monod model. For the case of two potentially limiting substrates, A and B:

Sa Sg

A 0B 11.20
Moy Ki S+ Kp (11.20)

u

Additional substrate terms can be added in the same way, as needed. Note that if
Sp > Kjp, the second term approaches 1, and the equation reduces to the basic Monod
expression [equation (11.6)]. This can be used to give a quantitative definition to the
term limiting substrate, as one that is not present in sufficient concentration to allow
growth at more than some percentage (perhaps 90 or 95%) of the maximum rate.
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Example 11.9 Suppose that a particular microorganism’s growth can be described using
the multiplicative Monod model. Given the substrate concentrations and kinetic coeffi-
cients below, what would its growth rate be? Would either of the substrates be considered
limiting (using <90% of the maximum rate as the criterion)?

Answer
S1 =25mg/L glucose
S, = 10mg/L ammonium-N
K; =5.0mg/L
K, = 0.50mg/L
i =6.0day!
S S2
H= HK] + 81 K> + 5>
25 10
=6.0 = (6.0)(0.833)(0.952) = 4.8 day !
<5.0+ 25) (0.50 + 1o> (6.0)(0-833)(0.952) »

The glucose concentration allows growth at only 83% of the maximum (limiting by the
stated criterion), whereas the ammonium-N concentration allows growth at 95% of the
maximum (not limiting, even though it is at a lower concentration than the glucose).

Equation (11.20) for microbial growth has the same form as equation (5.38), which
described enzyme kinetics for two substrates. However, whereas the enzymatic equation
is mechanistic (derived from enzyme kinetics), the growth equation is again empirical.

A somewhat different problem is the presence of multiple substrates fulfilling the same
nutritional need. In laboratory systems, microbiologists are able to study the uptake of a
single substrate by a pure culture of bacteria. However, in most environmental systems,
there are likely to be several utilizable organic substances present, for example, and
perhaps several electron acceptors and nitrogen sources as well. Will an organism use
only one at a time, or two or more simultaneously?

This turns out to be a very complex question, and the answer depends on the specific
substrates and organism involved. On a practical level, this is often addressed by using some
single general measure of organic matter, such as BOD or COD (see Section 13.1.3),
rather than trying to account for the actual mechanisms involved. Electron acceptors
are more likely to be used sequentially, with oxygen preferred when it is available. However,
the ability to use a specific electron acceptor depends on the particular organism.

Of course, there are usually many different microorganisms present as well, not a pure
culture of a single species. This, similarly, is commonly handled by using a general mea-
sure of biomass that lumps all or many different species together. Although these simpli-
fications severely compromise any mechanistic basis for the models used, they have still
been found in practice to provide useful information.

11.7.5 Continuous Culture and the Chemostat

Although some microbial systems can be represented as batches (Section 11.7.2), many
others have flows of material entering and leaving, including streams, lakes, groundwater
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Figure 11.25 Schematic of a continuous culture system.

aquifers, and most biological wastewater treatment plants. Such continuous culture sys-
tems receive inputs of new substrates, but also lose substrates and even organisms in the
outflow. Thus, to model a continuous culture, in addition to knowing the reactions that are
occurring, it is necessary to keep track of the inputs to and outputs from the system. This
is usually done by means of a mass balance.

A general mass balance equation for a particular component, A, in a continuous flow
system (Figure 11.25) can be written as

rate of change of mass, in system = (rate of mass, input) — (rate of mass, output)

+ (rate of mass, production through reactions)

or if M, is used for the mass of A and R4 for the reaction term, then

aMm
d_tA = (rate of My input) — (rate of M, output) + Ry

For a continuous-flow (Q) system of volume V, in which concentration (C = M/V) of
component A is measured in the influent and effluent (subscripts i and e, respectively) this
can be expressed as

d(ve)
dt

- (QzCz) - (QeCe) + (VRC) (1121)

Note that in a batch system, Q; = Q, = 0 and V = constant, so that

dc
—~—R
dt ¢

Thus, from equations (11.11) and (11.17), for biomass and substrate, respectively, we
see that

Ry = X (11.22)
Rs = —%X (11.23)

Chemostat One particular type of laboratory continuous culture system in which certain
constraints are imposed is known as a chemostat (Figure 11.26). It is of great utility as a
research tool but is also of interest because many observations about its functioning can be
generalized to other continuous culture systems, such as activated sludge wastewater
treatment.
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Figure 11.26 Schematic of a chemostat.

One requirement for a chemostat is that Q; = Q, = Q = constant. If the influent and
effluent flows are equal and constant, the chemostat volume will also be constant. It is also
assumed that the substrate concentration in the influent (S;) will be constant and that this
flow will contain no biomass (X; = 0).

Another requirement for a chemostat is that it must be completely mixed (indicated by
the “propeller’” in Figure 11.26), so that the concentration of each constituent in every
drop of water in the reactor is equivalent to its concentration in every other drop. A con-
sequence of complete mixing is that the concentration in the effluent will be equal to the
concentration in the reactor (X, = X, S, = ), since a drop leaving the reactor is equiva-
lent to a drop inside the reactor. This means that if the influent concentration is 1000 mg/L
of substrate, for example, and the effluent concentration is 5 mg/L, the concentration
everywhere within the reactor is 5 mg/L. Thus, a microorganism in this reactor ““‘sees”
only 5 mg/L of substrate, never the 1000 mg/L being fed to it. This concept may seem
difficult to grasp at first, but keep in mind that every drop entering the reactor (at 1000 mg/L)
is instantaneously mixed and diluted throughout the reactor volume, and that further, the
substrate in it is being consumed by the microorganisms present.

The general mass balance equation [equation (11.21)] can now be rewritten for
biomass in the chemostat as

d(VX
(dt ):QiXi*QeXeJrVRx
ax
V—=0-0X+Vp X
i 00X + Vi,
70,4 0
—=—=X X
dt V +Hﬂ
0
= —=1X
(m-2)

where D = Q/V. D has units of (time)7l and is referred to as the dilution rate. It repre-
sents the number of times the contents of the reactor is replaced per unit of time. The
inverse of D, referred to as the hydraulic residence time (HRT), indicates the amount
of time the water (and hence any soluble materials) spends in the reactor. It is widely
used in environmental engineering and science for a variety of reactor types and systems
and is often represented by the symbol 8, so that 6 = V/Q = 1/D.
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For substrate, the mass balance equation is

(VS
(dl ) = QiSi - QeSe + VRS
das i
S _ oo _os _ (vH 11.25
V=05 - 05, (v Yx) (11.25)
das 1l
e

One characteristic that makes the chemostat so interesting is that once it is inoculated
with microorganisms that can grow in the system and utilize the substrate, it will naturally
move toward a stable condition referred to as steady state. Steady state occurs when the
concentrations in the reactor no longer change, that is, when dX /dr = 0 and dS/dt = 0. If
the microorganisms grow faster (dX/dt > 0), the substrate concentration drops
(dS/dt < 0), and this slows the growth back down. If the growth is too slow
(dX/dt < 0), organisms wash out of the system faster than they are growing; this drop
in biomass allows the substrate to increase (dS/dt > 0), and this leads to faster growth.
Thus, the biomass concentration grows to the point at which it uses up substrate at the
same rate that it is added.

At steady state,

X

and X does not change. This can occur under two conditions: when p, — D =0 (n, = D)

or when X = 0 (no biomass in the system). If X 5 0, substituting for p, and using S for
the steady state value of S, gives

S
=l = —b=D 11.27
& u<S+K5> ( )

Thus, for the steady-state chemostat reactor, the net growth rate is equal to the dilution
rate. Since D = QON, the dilution rate can be controlled merely by controlling Q for a
given reactor volume. Thus, the biological growth rate can be controlled directly by the
chemostat operator. A similar relationship holds for some wastewater treatment processes,
such as activated sludge (Section 16.1.3), in which the net growth rate can be controlled
by the amount of sludge wasting. This gives the process operator a means of direct control
over the biology of the process.

Equation (11.27) can be solved for the effluent substrate concentration:

Ks(D + b)

S‘:m (11.28)

Note that since S is a function of only constants, it too must be a constant, confirming
that dS/dt = 0:

§:D(S,-—S’)—(%5(> ~0
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Solving for X gives

D(S; - 8)Y
n

X:

However, at steady state, p, =p—»b =D (f X #0), so w=D+b. Substitution
then gives

5 D(Si—8)Y
X = Db (11.29)

Considering equation (11.26) and its meaning shows one value of the chemostat as a
research tool. Once set up and inoculated, a chemostat will automatically run to a steady
state in which X and S will be constant. If the setup conditions are reasonable, so that
X # 0, the net growth rate will be equal to the dilution rate (u, = D). Since D = Q/V,
this means that any desired growth rate up to almost [i can be chosen simply by adjusting
the flow rate (Q) in a reactor of constant volume V.

Equation (11.28) shows further that the steady-state value of substrate will depend on
the dilution rate but will be independent of the influent substrate concentration. A higher
S; leads to a higher steady-state biomass concentration X [equation (11.29)], not a higher
S. Thus, by selecting O, chemostat operators can select the effluent substrate concentra-
tion; then choosing the influent substrate concentration allows them to pick the biomass
concentration. This type of relationship holds true similarly for the activated sludge
process.

It is also possible to calculate a minimum steady-state substrate concentration (S’min)
that can be approached in a chemostat. This will occur when p, = D = 0 (Figure 11.27).
Substituting into equation (11.28) yields

8 Kb
Smin = ],Nl—b
u
u
D=pn=p-b
1
2

S

S

Figure 11.27 Steady-state substrate minimum, Sy;,, in a chemostat.
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D (day™)

Figure 11.28 Theoretical plots of S and X vs. D in a chemostat. Values used in equations (11.28)
and (11.29) were ji = 10day™!, K, = 5 mg/L, b = 0.05day”!, ¥ = 0.5, and S, = 200 mg/L.

This value can only be approached, since if D = 0, then Q = 0, and the system becomes a
batch, not a chemostat.

On the other hand, if D is too high, the organisms cannot grow fast enough to maintain
themselves in the reactor (Figure 11.28). At this critical dilution rate (D), or washout
rate, X = 0 and thus S = S;. In other words, as D (and hence, growth rate) increases, S
also increases until it reaches the influent concentration. Since it cannot go any higher,
neither can growth rate, and the culture washes out. The highest net growth rate that
can be approached (at steady state) is thus

.S

Dc:“”:uS-—i—K —-b

Determining Microbial Kinetic Coefficients in Chemostats One use of chemostats is
for determining the microbial kinetic coefficients [i and K. For this purpose, chemostats
are run several times at different dilution rates and the steady-state substrate concentration
is determined for each. A plot of S vs. D is then made (Figure 11.28). Note in the figure
that at values of D > D,, X = 0 and S = S;. Also, at low values of D, the importance of
decay (b) leads to a decrease in X.

From the development of equation (11.28), we can see that

S
D+ b == 11.30
WSk, (11.30)

Such nonlinear equations are becoming readily usable on computers, but a traditional
linearization method, the Lineweaver—Burke plot, may still be useful to know. (It can
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also be applied to data collected from batch cultures.) This involves inverting equation
(11.30):

I S+K,
D+b S

1 Kl

[T

For values of D >> b, aplot of 1/D vs. 1/ S now gives a straight line with an intercept
of 1/[1 and a slope of K;/[1 (Figure 11.29). The value of i is then obtained by taking the
inverse of the y-intercept value. K, can also be calculated from the slope once [i is known;
however, for imperfect data with their variability, it is usually better (particularly if b is
not very small; see the ““apparent slope” in Figure 11.29) to obtain it from the plot of S vs.
D (Figure 11.28). This is done by noting the D value that corresponds to %ﬂ, then finding
the corresponding S value that gives this growth rate (by definition, K;). (To improve the
quality of the estimates of the coefficients obtained, the slope K/[i can then be calculated
and used to better draw the Lineweaver—Burke plot, with the new intercept giving a better
value of [I, which can then be used in turn to better estimate K, from the plot of Svs. D.
After two or three iterations, the values will stabilize on the best estimate for the data.)

1/D (day)
5 -

4 1/D

3 B
1/(D +b)

_apparent
~ slope

1/(D +b)

4
1/S (L/mg)

Figure 11.29 Lineweaver—Burke plot. In part (@) the same coefficients are used as in Figure 11.28
to generate the theoretical curves. In part (b) the value of b = 0.15, showing its effect on the
nonlinearity of the 1/D plot.



336 QUANTIFYING MICROORGANISMS AND THEIR ACTIVITY

D (day™!)

U (mg substrate/mg biomass - day)

Figure 11.30 Determining Y and b. The same coefficients were used to generate the plot as in
Figure 11.28, except that b = 0.15.

One criticism of the use of Lineweaver—Burke plots is that with some data they do not
give very good estimates of the coefficients (particularly for K values obtained from the
slope only rather than the Svs. D plot). Nonlinear regression is now a preferred approach
if sufficient data points have been collected.

The coefficients Y and b can also be found from chemostat data. Since p, = D in a
chemostat, we can rewrite equation (11.19) as

D=YU-b (11.32)

Thus, by plotting D vs. U, Y (the slope) and b (the negative of the y-axis intercept) can be
determined (Figure 11.30). For this purpose, U can be determined as

UﬁQ@—QiD@—@
VX X

11.7.6 Environmental Factors

In addition to the concentrations of various substrates, other environmental factors, such
as temperature, pH, pressure, moisture, and salinity, can clearly affect microbial growth.
These can be viewed as influencing the kinetic coefficients, such as [i, K, Y, and b, that
are used to describe growth and substrate utilization. (In fact, the observation that they
vary is the reason that they have been referred to in this chapter as coefficients, rather
than constants.) The effects of temperature and pH, which are usually the most important
such factors in systems of interest to environmental engineers and scientists, are discussed
briefly below.

Temperature As discussed in Chapter 10, microorganisms are capable of growth at a
wide variety of temperatures. However, each species has a particular minimum and max-
imum temperature at which it can grow, and an optimum temperature within that range.
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Figure 11.31 Dependence of microbial growth on temperature for a hypothetical mesophile.

These three values are referred to as the organism’s cardinal temperatures (Figure 11.31).
The minimum temperature for growth probably represents the point at which the cell’s
lipid-rich membranes become too rigid to be functional (somewhat like the increase in
viscosity of an automobile’s engine oil in winter), and/or reactions become too slow to
maintain essential cell processes. The maximum temperature is reached when critical
cell components are destroyed; in most cases this results from the denaturation (loss
of three-dimensional structure) of proteins. The optimum usually is taken to be the tem-
perature giving the highest [i value, but it can also refer to a slightly different temperature
(due to changes in yield or decay, for example) at which doubling time is shortest or
biomass accumulation is most rapid.

The minimum and maximum temperatures for growth may form a narrow band or be
widely separated. Similarly, growth rates may drop off rapidly as temperature departs
from the optimum, or there may be a broad plateau of nearly optimal temperatures. How-
ever, the optimum temperature is always closer to the maximum than it is to the mini-
mum. This is because increases in temperature will lead to increases in reaction rates,
speeding growth, up to the point at which the enzymes or other cell constituents become
unstable.

A common way to incorporate temperature effects into models is to use the following
approximation, which is derived from work by von Arrhenius in the nineteenth century.
Based on equation (5.48), the maximum specific growth rate [i; at the temperature of
interest (7, in °C) is estimated from the rate [i,, at 20°C as

fir = fiy© (11.33)

where © is a dimensionless (no units) empirical coefficient, often taken to be 1.05 in the
absence of an experimentally derived value. A related rule of thumb that is sometimes
used is that reaction rates (and hence growth) will double for every 10°C increase in tem-
perature. This is called the Q¢ rule and corresponds to an © value in equation (11.33) of
about 1.07. However, both of these approximations are suitable for mesophilic organisms
only at temperatures between their minimum and optimum; outside this range (such as
can occur in composting) they can give grossly misleading results.
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The other kinetic coefficients (K, Y, b) also are affected by temperature. Decay rates
(b) probably increase with temperature because of increased reaction rates, but the rela-
tionships with the other parameters are not well established. For the relatively few times
in which it has been determined, K; values have been observed to increase with tempera-
ture in some cases, but to decrease in others.

pH Microbial growth occurs over a wide range of pH due to the existence of both acidic
and alkaline extremophiles (Chapter 10). However, as with temperature, individual spe-
cies have a much narrower range, with minimum, maximum, and optimum pH values.
This stems from the effect that pH has on functional groups in essential microbial com-
ponents, especially proteins. The pH may also affect the form (including shape and
charge), and hence availability and toxicity, of organic and inorganic (e.g., NH3/NH,™,
H,S/HS ™) substrates. In fact, pH is so important that even extremophiles maintain nearly
neutral pH conditions inside the cell.

The overall pH range for a species may be narrow or broad. Unlike the case of tem-
perature, the optimum can be near either end or, more likely, in the middle of this range;
also, it may be narrow or broad (several pH units). Since there is no general pattern, the
effect on kinetic coefficients (especially [1) must be determined individually for each
situation of interest.

11.7.7 Inhibition

In addition to being limited by low concentrations of one or more substrates or unfavor-
able environmental factors, it is also possible for growth to be less than maximal due to
the presence of toxic agents. The effect may be to slow down reactions or to cause damage
that requires diversion of resources for repair. In general, this inhibitory agent could be
(1) a substrate used for growth, if it is at high enough concentrations; (2) a product of cell
metabolism; or (3) another substance or external factor.

Substrate Inhibition Some growth substrates are toxic at higher concentrations. Poten-
tial mechanisms include reactions with critical cell constituents and dissolution of mem-
branes. Several models have been developed to describe the effects observed. The most
common is a modification of the Monod expression, based on the form of the Haldane
model [equation (5.38)] for substrate inhibition of enzymes. In the context of microbial
growth, it is usually referred to as the Andrews model (Figure 11.32):

. S
H7“S—|—Ks—|—S/K1

If it is assumed that K; is much greater than Kjg, this equation can be approximately
expressed as

S K;
S+KsS+K;

L= (11.34)

where K; is the half-inhibitory coefficient (mg/L). Note that when § < Kj, the added term

becomes 1, leaving the Monod expression. Also, when § = Kj, this term becomes % in
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Figure 11.32 Andrews model of substrate-inhibited growth.

equation (11.34), and p thus becomes half of the Monod value. In the Andrews model,
growth rate approaches zero asymptotically as substrate increases. Some other models
incorporate an inhibitory level above which there is no growth; this has been found to
provide a better fit for growth on toluene, for example, which compromises the cell mem-
brane at higher concentrations.

Product Inhibition Products of cell metabolism can accumulate in the organism’s envir-
onment and produce inhibitory effects. In some cases this may be a general effect, such as
a decrease in pH. In other cases it may be a specific toxic product that is inhibitory, such
as the release of ammonia and hydrogen sulfide from proteins, nitrite produced by ammo-
nium oxidizers, or ethanol produced by fermentations. In the case of composting, accu-
mulation of heat leading to excessively high temperatures is also, in a sense, an example
of product inhibition.

Other Inhibitory Agents Other toxic chemicals present naturally or as contaminants in
the organism’s environment may exert inhibitory effects but not serve as substrates. These
might include heavy metals, toxic organics, or chlorine (perhaps added for disinfection).
Ultraviolet light or other radiation can also be inhibitory. Depending on its mode of
action, one way to model the effect of the concentration (I) of an inhibitory substance
is to use another modification of the Monod expression:

(11.35)

However, other models might be more appropriate, if, for example, there is an inhibitory
substance concentration above which the cell becomes inactive.
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PROBLEMS

11.1.

11.2.

11.3.

11.4.

11.5.

What would be the approximate dry weight of the cells in 1.0 L of medium
containing 10° cells/mL if they are 1.0-pm-diameter cocci?

One rod-shaped bacterium has a diameter of 0.5 pm and a length of 1.5 um, and
another is 1.0 x 3.0 pm. (a) Assuming that they have equal densities, what is the
ratio (smaller/larger) of their mass? (b) What is the ratio of their surface area/
volume ratios?

If the minimum doubling time of E. coli in a particular system is 20 minutes, what
is its maximum growth rate in units of (a) h ! (b) day_l?

Given the Monod coefficients for heterotrophs and for nitrifiers below, find the
substrate concentrations (mg/L of COD and NHj3-N, respectively) that result in a
growth rate of 0.1 day . Use the following maximum growth rate coefficients and
the Monod half-rate coefficients (from the International Water Association’s
Activated Sludge Model No.1):

For heterotrophs : i,y = 6.0 day ! Ks =20.0mg COD/L
For autotrophs :  p.. 4 = 0.80day”'  Kyy = 1.0mgNH;-N/L

Given the two-substrate growth model and coefficients for the activated sludge
process given below, compute the growth rate at a substrate concentration (S) of
5.0 mg/L and dissolved oxygen (DO) concentration (Sp) of 0.3 mg/L. What would
the growth rate be if the DO term were excluded?

From Activated Sludge Model No.1: For aerobic heterotrophic growth,

Ss So
s~ umax’HKs + S5 Ko + So
Ss =5.0mg COD/L
So =0.3mgDO/L
Kg =20.0mg/L (Monod coefficient for COD)
Kon = 0.20mg/L (Monod coefficient for DO)

M.y = 6.0day ™" (maximum growth rate)

u
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12

EFFECT OF MICROBES ON
HUMAN HEALTH

Higher organisms evolved in a microbial world. From the perspective of microorganisms,
plants and animals represent another environment to colonize. Thus, it is not surprising
that humans, as well as other animals and plants, have a diverse community of microbes
living on and in them. Some of these ‘“passengers’ are normal, beneficial, or even neces-
sary (e.g., thizobia in some plants; cellulose degraders in animals such as termites and
ruminants), whereas others are abnormal, harmful, or even fatal.

12.1 MICROBIAL COLONIZATION OF HUMANS

The human body is a highly complex, multicellular life form whose structure and function
depends on the coordinated interaction of roughly 10 trillion individual cells. On a micro-
scopic level, the average human also carries a similar number of nonhuman visitors living
opportunistically on and within the body. Freshly scrubbed and brushed, therefore, your
body may outwardly appear clean and wholesome, but it is anything but sterile.

Your body is the mobile, warm-blooded equivalent of an ocean’s coral reef, supporting
a vast and highly divergent range of life. These microbes stretch from head to toe, spread
across your skin, hide in the crevices of your mouth and nose, and follow your food from
start to finish. Their presence is not just normal, but helpful or even necessary.

The life-style of these microorganisms is often described as a commensal relationship,
in which they are tolerated by or even offer certain benefits to their host. For example,
microbes are commonly found within the human intestinal tract, where they help to digest
some foods and produce essential nutrients such as vitamins B, K, thiamin, riboflavin,
and pyroxidine.

Environmental Biology for Engineers and Scientists, by David A. Vaccari, Peter F. Strom, and James E. Alleman
Copyright © 2006 John Wiley & Sons, Inc.
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Perhaps even more important, the skin’s normal biota actually offers a protective effect
known as colonization resistance, which effectively safeguards the body against a hostile
takeover by pathogenic (disease-causing) microbes. This effect can readily be appre-
ciated during those periods when broad-spectrum antibiotics are used to combat a disease.
The associated stress imposed on a body’s normal biota can then lead to invasion by
opportunistic, abnormal microbes (e.g., excessive growths of fungi such as Candida),
which may lead to secondary health problems.

The composition of the human-associated microbial community will vary to some
extent from one person to the next, and to some degree may also change with time. How-
ever, Table 12.1 provides a basic overview of the common locations and examples of the
makeup of this normal microbial biota.

12.1.1 Abnormal Microbial Infection

Although the vast majority of microbes pose no threat whatsoever to human health, there
are many forms that are outright hazards. The importance of the infectious diseases they
cause is demonstrated by the rates of mortality (death) to which they can be linked. Even
today, infectious disease is the world’s leading cause of death, with fatalities exceeding 15
million per year (Figure 12.1). Rates of overall morbidity (illness, both fatal and nonfatal)
are of course much higher and have a tremendous impact on the world’s economy and
each person’s quality of life.

Respiratory and gastrointestinal diseases account for over half of these deaths. It is also
sad to note that the majority of these deaths are of children below the age of 5 (the criter-
ion used for infant mortality). Underdeveloped or developing countries are most heavily
hit. Within industrialized countries such as the United States, for instance, the infant mor-
tality rates fall below 1%, but these figures skyrocket to nearly 10% in developing countries
and to more than 15% in the world’s least developed countries. Furthermore, about half of
the world’s population is considered to be at risk to a wide range of infectious diseases.

Indeed, within the past millennia, microbial disease has proven to be a formidable
adversary, one that has the potential to decimate the human population if left unchecked.
During the Middle Ages and extending into the nineteenth century, diseases such as bubo-
nic plague, cholera, and typhoid swept through Europe, causing massive mortality. The
influenza pandemic at the end of World War I, for example, killed more people than
the war itself.

Microorganisms are ubiquitous on and within the bodies of virtually all higher life-
forms (excluding those raised in laboratories under special ‘““‘germ-free” conditions),
and for the most part they are innocuous for their host (the organism that supports
them). However, abnormal proliferation of indigenous microbes, or invasion from an
external source, can lead to disease. Most of the important problems are infectious in nat-
ure, being spread by the dissemination of viable, pathogenic cells from one host to another
by either direct or indirect means. In many instances, pathogenic microbial agents may
also subsist within an environmental reservoir, lingering in wait for an opportunity to
assert their influence.

A parasite is an organism that lives in a close relationship with another organism, ben-
efiting at the expense of its host. Pathogens are thus parasites that do enough harm to their
host to result in disease. However, it is also common to call disease-producing viruses,
bacteria, and fungi pathogens, while referring to infective protozoans and worms as
parasites.
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TABLE 12.1 Examples of Normal Microbial Biota of Human
Body Regions”

Region Examples

Skin Acinetobacter
Corynebacterium
Propionibacterium acnes
Staphylococcus aureus
Staphylococcus epidermidis
Streptococcus

Nose, nasopharynx, and sinuses Haemophilus
Neisseria
Staphylococcus aureus
Staphylococcus epidermidis
Streptococcus pneumoniae
Streptococcus pyogenes

Mouth and throat Corynebacterium
Fusobacterium
Neisseria
Staphylococcus epidermidis
Streptococcus mitis
S. salivarius
Treponema

Lower respiratory tract Normally, few microorganisms

Stomach (pH ~ 2) Helicobacter pylori
Lactobacillus

Small intestine (pH ~ 4-5) Enterococcus
Lactobacillus

Large intestine (colon) (pH ~ 7) Bacteroides
Clostridium
Enterococcus faecalis
Escherichia coli
Eubacterium
Lactobacillus

Urethra Escherichia coli
Proteus mirabilis

Vagina Candida (yeast)
Escherichia coli
Lactobacillus acidophilus
Streptococcus

“All are bacteria, except Candida, a fungus.

The Germ Theory of Disease and Koch’s Postulates We now take for granted that
infectious diseases are caused by microbes, but this is actually a relatively new concept.
Although Leeuwenhoek (Section 10.2.1) had first observed microbes in the seventeenth
century, they were generally thought to be too small and unimportant to affect the health
of higher organisms. In the early nineteenth century, fungal diseases of plants and later
animals (silkworms) were first recognized. When Pasteur (Section 10.2.2) summarized
his findings on the germ theory of disease in 1862, and referred to microbially caused
spoilage as ‘“‘diseases” of wine and beer, this influenced Englishman Joseph Lister to
theorize that surgical wound infections might be the result of bacterial growth. His
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Figure 12.1 Infectious diseases with annual global mortalities of at least 100,000.

development of antiseptic surgical techniques in 1864 succeeded in greatly reducing the
number of such often fatal outcomes. In 1873, Norwegian physician Gerhard Henrik
Armauer Hansen, who oversaw a leper hospital, proposed that a specific bacterium
(now called Mycobacterium leprae) was responsible for leprosy.

However, it was not until the definitive work of German Robert Koch (Figure 12.2) in
1876 that bacteria were proven to be agents of disease. About 10 years earlier, C. J.
Davaine and others had shown that rod-shaped bacteria were present in the blood of ani-
mals suffering from anthrax (an important disease of animals, occasionally transmitted to
humans), but not in that of healthy animals, and that an injection of infected blood would
cause anthrax in previously uninfected animals. Koch provided the final proof of the bac-
terial etiology (causation) of anthrax by isolating the organism (now called Bacillus
anthracis), growing it in pure culture in the laboratory, and injecting it into healthy
mice, which then developed anthrax.

Koch was thus the first to meet the criteria for proving the causative relationship
between a microorganism and a specific disease, as proposed in 1840 by German J.
Henle (one of Koch’s teachers). These are now referred to as Koch’s postulates:

1. The microbial agent must be present in every diseased organism, but not in healthy
organisms.

2. The agent must be isolated from the diseased host and grown in pure culture.

3. Inoculation of a healthy susceptible host with the pure culture must result in the
same disease.

4. The same agent must be recoverable from the experimentally infected host.

These postulates, which Koch published in 1884 following his work on tuberculosis
(which later won a Nobel prize), still represent an important benchmark used to judge
whether there is a causal relationship between a particular microbe and a given disease.
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Figure 12.2 Robert Koch. (Photo by F. H. Hancox, 1896.)

The methods that Koch developed also helped lead to rapid identification of numerous
other causative agents of disease (Table 12.2).

Prevalence and Distribution of Diseases Diseases can vary widely in their prevalence
(fraction of individuals infected) and geographic distribution. Epidemiologists (scientists
who study diseases and their transmission) refer to an endemic disease as one that is con-
stantly present in a specific area, usually at a low level (relatively few affected indivi-
duals). An epidemic refers to a disease with an unusually high prevalence in a specific
geographical area. A pandemic is a widespread—nearly global—epidemic. The term out-
break is used to describe a sudden increase in the prevalence of a disease in a specific
population; this may be associated with a single source, such as a contaminated water
supply or food. Each victim may be called a case.

Disease Transmission A disease reservoir is a site in which an infectious agent remains
viable so that it can serve as a source of infection for new hosts. Commonly, this is the
pool of already infected hosts, so that humans are the primary reservoir for many human
diseases. However, some disease organisms can also infect other species, and some go
through a complex life cycle in which the host species alternate for the various life stages.
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TABLE 12.2 Chronology of Some Major Disease Agent Discoveries

Disease Microbial Agent” Discoverers Year
Anthrax Bacillus anthracis Koch 1876
Gonorrhea Neisseria gonorrhoeae Neisser 1879
Malaria Plasmodium spp. Laveran 1880
Tuberculosis Mycobacterium tuberculosis Koch 1882
Cholera Vibrio cholerae Koch 1883
Diphtheria Corynebacterium diphtheriae ~ Klebs and Loeffler 18831884
Typhoid fever Salmonella typhi Gaftky 1884
Diarrhea Escherichia coli Escherich 1885
Tetanus Clostridium tetani Nicolaier and Kitasato 1885-1889
Pneumonia Streptococcus pneumoniae Fraenkel 1886
Meningitis Neisseria meningitidis Weichselbaum 1887
Gas gangrene Clostridium perfringens Welch and Nuttal 1892
Plague Yersinia pestis Kitasato and Yersin 1894
Botulism Clostridium botulinum Van Ermengem 1896
Dysentery Shigella dysenteriae Shiga 1898
Syphilis Treponema pallidum Schaudin and Hoffmann 1905
Whooping cough Bordella pertussis Bordet and Gengou 1906
Rocky Mountain Rickettsia rickettsii Ricketts 1909
spotted fever
Tularemia Francisella tularensis McCoy and Chapin 1912

“All are bacteria, except Plasmodium, a protozoan.

A disease mainly of animals that also can be transmitted to humans (such as anthrax) is
called a zoonosis (plural, zoonoses). Some infectious agents are able to survive in the
environment, outside any host. This includes some species, referred to as opportunistic
pathogens, which normally grow in soil or water or other environments but are capable of
infecting a host that is compromised (weakened) by an injury, condition, or disease.

The human reservoir may include both people with the disease and those who are
infected but show no symptoms. Individuals with such subclinical infections are referred
to as asymptomatic carriers. The most notorious example of a carrier was Mary Mallon,
known as “Typhoid Mary.” Although she showed no symptoms herself, she was the
source of a number of typhoid outbreaks in the New York City area in the early twentieth
century. Because she refused to stop working as a food handler, eventually she was jailed.

One source of infection is the native microorganisms living on or in an individual. As a
result of some change in it (increased virulence, the ability to cause disease) or (more
commonly) the host, this usually innocuous indigenous microbe may become pathogenic.
For example, the common intestinal Escherichia coli can acquire a virulence factor lead-
ing to severe diarrhea, the common skin inhabitant Staphylococcus aureus can cause ser-
ious illness after being transferred into formerly sterile tissue as the result of a
subcutaneous wound penetration, or a fungal vaginal infection can result from suppression
of the normally dominant bacterial populations because of antibiotic use.

However, in most cases an infectious agent must be transmitted from one host to
another. This transmission may be relatively direct or may involve an intermediate. Direct
transmission occurs through contact or exchange of bodily fluids between an infected host
and the new, previously noninfected host. Rabies and sexually transmitted diseases such
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as syphilis are spread in this way. Many skin diseases, such as ringworm, are also trans-
mitted via direct contact, but they may also be spread indirectly on objects (such as
towels) because the causative agent can persist in the environment for a sufficient period
of time. Most respiratory diseases are droplet infections, spread through aerosols (liquid
or solid particles in air) resulting from exhaling, sneezing, or coughing. These remain sus-
pended briefly in the air (during which time the agents remain viable), then are inhaled by
the new host. Thus, the transmission is not truly direct, but is still generally considered to
be so because the time in the air is so short (minutes or less). It is now believed that the
common cold often is spread by direct contact through the following scenario: an infected
person’s hand becomes infectious when it touches the fluids of his or her mouth, nose, or
eye; transmission occurs when he or she touches another person’s hand; the new host
becomes infected when touching his or her own mouth, nose, or eye.

Indirect transmission occurs through some other medium. A nonliving material that is
capable of infecting a large number of individuals is referred to as a vehicle. Food and
water are the two most common. Air can also be considered a vehicle, provided that
the infectious agent is able to survive in this usually hostile (mainly because of drying
and ultraviolet radiation) environment. Other nonliving means of transmission, such as
clothing, furniture, toys, doorknobs, and bandages, are referred to as fomites.

A living intermediate for indirect transmission is called a vector. Many common vec-
tors are biting insects (e.g., mosquitoes, malaria and some types of encephalitis; fleas, pla-
gue; lice, typhus; and flies, sleeping sickness) or ticks (Lyme disease and Rocky Mountain
spotted fever). The vector picks up the infectious agent when it bites an infected host, then
transmits it to a new host with another bite. In many cases the infectious agent reproduces
within the vector (which is then considered an alternate host), thus increasing the likeli-
hood of successful transmission to the next host. However, in some cases an organism
such as a nonbiting fly is simply a mechanical vector, transporting the infectious agent
from host to host on its mouth parts, feet, wings, or body hairs.

Not every transmission of a pathogen to a new potential host results in infection and
disease. First, the host must be susceptible—a species that the pathogen can parasitize,
and without previously developed immunity (resistance) from vaccination or prior expo-
sure. Also, at least a minimum quantity of pathogens, called an infective dose, must be
transmitted. Although for a few pathogens (perhaps the virus hepatitis A or the round-
worm Ascaris) only a single viable particle (e.g., cell, spore, cyst, egg) may be sufficient,
it more commonly takes at least tens (e.g., the bacterium Shigella and the protozoans
Entamoeba histolytica, Cryptosporidium parvum, and Giardia lamblia), thousands (Vibrio
cholerae), or even millions (e.g., Salmonella, Clostridium perfringens) of pathogens to
overcome a healthy body’s defense mechanisms and produce disease.

Example 12.1 While hiking in a national forest, a group of healthy young adults drinks
from a clear mountain brook. Unknown to them, a short distance upstream there is a col-
ony of beaver that has been infected with Giardia lamblia, and the water they consumed
contains 2 viable cysts/mL. How much could a person probably drink without developing
giardiasis, assuming that the infective dose is 20 cysts?

Solution If the number of cysts likely to result in disease is 20, a person could drink
20cysts + 2cysts/mL = 10 mL

or about 2 teaspoons. Thus the hikers are likely to develop giardiasis.
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Not all people show equal resistance to disease, and individual resistance also varies
over time. In general, the very young and very old have weaker immune systems, and
some diseases may also severely compromise the ability to fight off other infections.
This is of special concern in hospitals, since patients are typically in poorer health than
is the general population, and thus more susceptible to contracting additional diseases. A
nosocomial infection is one that is acquired in a hospital. In the United States alone, about
100,000 deaths per year occur from such infections, making them the fourth highest killer
here (after heart disease, cancer, and strokes).

Parasites and their hosts evolve together over time. In general, it is not in the “‘interest”
of a pathogen to kill its host. In fact, some fatal diseases, such as rabies and plague, are
actually zoonoses, with humans an accidental (and therefore unadapted) host. Cholera,
which is a human disease, appears to have grown somewhat milder over the last two cen-
turies. Other human diseases remain fatal, however, perhaps because they have not suffi-
ciently evolved yet. Also, previously unexposed populations may be particularly
susceptible to a disease. This was the case, for example, among the indigenous peoples
of North America when smallpox and measles were introduced from Europe.

Routes of Infection There are several logical ways in which to classify diseases. One
way is by the region of the body that is infected, such as respiratory disease, gastrointest-
inal illness, or urinary tract infection. Another is to group diseases by their causative
agents, such as diseases caused by particular types of bacteria or viruses. However, for
environmental engineers and scientists, it is usually most helpful to categorize diseases
by their mode of transmission.

That is the approach that is taken here. In the following sections we look at diseases
transmitted by water, food, air, vectors, sexual activity, and other direct contact. This is
somewhat arbitrary, since a single disease may be spread by more than one route (e.g.,
water and food). The greatest emphasis is placed on waterborne disease, since this is
where the role of the environmental engineer and scientist is greatest.

Table 12.3 provides an alphabetical listing of many diseases, along with their causative
agents and mode of transmission. Although the list is certainly not all-inclusive, an effort
was made to list all diseases mentioned in this and other chapters.

TABLE 12.3 Selected Diseases of Humans, Their Causative Agents, and Major Modes
of Transmission

Disease Microbial Agent Taxa” Transmission” Comments

Abscesses, boils Staphylococcus b-7 C-w; 1 Most common agent
aureus

African sleeping Trypanosoma p-f V-tsetse fly Trypanosomiasis

sickness gambiense,

T. rhodesiense

Amoebic dysentery Entamoeba p-a W-f/o Amebiasis
histolytica

Anthrax Bacillus anthracis b-7 C-d; A Zoonosis—sheep,

cattle; usually
contracted through
cuts in skin; air-
borne as biological
weapon
(Continued)
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TABLE 12.3 (Continued)
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Disease Microbial Agent Taxa“® Transmission” Comments
Aquired immune Human immuno \ S; C-b

deficiency syndrome deficiency virus

(AIDS) (Retroviridae)

Ascariasis Ascaris w-n F-f/o Ingestion of
lumbricoides contaminated

soil or plants

Aspergillosis Aspergillus f-d A Opportunistic
Sfumigatus, pathogen
Aspergillus spp.

Athlete’s foot, jock itch Epidermophyton spp., f-d C-d, f
Trichophyton spp.

Bacterial dysentery Shigella dysenteriae, b-6y C,W.F-f/o Shigellosis
Shigella spp.

Botulism Clostridium b-7 F Nearly 100% fatal
botulinum food poisoning

Bovine spongiform BSE prion pri F Mad cow disease

encephalitis

Chaga’s disease Trypanosoma cruzi p-f V-triatomid South American

bug sleeping sickness
Chickenpox Varicella-zoster virus v A; Cd Varicella; same virus
(Herpesviridae) causes shingles
(zoster)
Chlamydial urethritis  Chlamydia b-8 S Most common
and pelvic trachomatis sexually
inflammatory disease transmitted disease

Cholera Vibrio cholerae b-6y W,F -f/o Gastrointestinal

Cold sores Herpes simplex \ Cd Fever blisters
type 1 virus
(Herpesviridae)

Common cold Rhinoviruses v A; C-df Rhinoviruses account
(Picornaviridae), for ~75% of colds,
coronaviruses coronaviruses
(Coronaviridae), ~15%; adenovirus
adenoviruses colds may be more
(Adenoviridae), severe
others

Cow pox Vaccinia virus v C-d Spread between cows
(Poxviridae) and humans during

milking; source of
smallpox vaccine

Creutzfeldt—Jakob CJD prion pri F Fatal brain disease

disease

Cryptosporidiosis Cryptosporidium p-s W-ing From animal feces;
parvum infectious oocyst

Dengue fever Dengue virus v V-mosquito Usually not fatal; can
(Flaviviridae) be a hemorrhagic

fever

Diphtheria Corynebacterium b-7 A Respiratory disease—

diphtheriae

throat and tonsils
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TABLE 12.3 (Continued)

Disease Microbial Agent Taxa“® Transmission” Comments
Ear infections Streptococcus b-7 C-d; 1 Present in respiratory
(otitis media) pyogenes tract
Pseudomonas b-6y W-c Swimmers’ ear;
aeruginosa opportunistic

Ebola hemorrhagic Ebola virus v C-b,d.f 90% mortality

fever (Filoviridae)

Ergotism Claviceps purpurea  f-a F Infects cereals;
severe central
nervous system
damage if
ingested

Food poisoning Bacillus cereus b-7 F Starchy foods

Clostridium b-7 F Common; meats
perfringens (7-15 h after
eating)
Staphylococcus b-7 F Most common (1-6 h
aureus after eating)

Gas gangrene Clostridium b-7 C-w Wound infection

perfringens

Gastroenteritis Campylobacter jejuni b-6g EW-f/o Human and animal
reservoirs

Escherichia coli b-6y F
0157:H7
Norwalk virus v EW,C-f/o
(Calvicindae)
Rotaviruses v w
(Reoviridae)
Vibrio b-6y W(F)-ing Raw fish and shellfish
parahemolyticus
Infantile acute Rotaviruses \ w Major agent;
gastroenteritis (Reoviridae) major cause of
mortality in
children
Genital herpes Herpes simplex v S Associated with
type 2 virus cervical cancer
(Herpesviridae)

Genital warts Papilloma virus v S Associated with
(Papovaviridae) cervical cancer

Giardiasis Giardia lamblia p-f W-ing From animal feces;
infectious cyst

Gonorrhea Neisseria b-63 S

gonorrhoeae
Hantavirus pulmonary  Hantavirus v A Z00nosis—aeroso-
syndrome (Bunyaviridae) lized mouse
droppings
Hepatitis A Hepatitis A virus v W.E,C-t/o Infectious hepatitis
(Picornaviridae)
Hepatitis B Hepatitis B virus v S; C-b Serum hepatitis, liver
(Hepadnaviridae) cancer

(Continued)
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TABLE 12.3 (Continued)

Disease Microbial Agent Taxa“® Transmission” Comments
Histoplasmosis Histoplasma f-d A Respiratory disease—
capsulatum inhaled spores
germinate in lungs
Impetigo Staphylococcus b-7 (6 Skin sores
aureus,
Streptococcus
pyogenes
Influenza Influenza virus v A
(Orthomyxoviridae)
Kuru Kuru prion pri F Ritualistic
cannibalism
Legionellosis Legionella b-6y We-inh Legionnaires’ disease;
pneumophilia milder infections
called Pontiac fever
Leprosy Mycobacterium b-7 C; A Hansen’s disease
leprae
Leptospirosis Leptospira b-9 W-c Zoonosis—rodent,
interrogans dog, or pig urine
Listeriosis Listeria b-7 F Agent common in soil
monocytogenes and water
Lyme disease Borrelia burgdorferi  b-9 V-tick Deer and mice are
primary hosts
Malaria Plasmodium spp. p-s V-mosquito
Measles Measles virus v A; C Rubeola
(Paramyxoviridae)
Meningococcal Neisseria meningitidis b-6f3 A 50% mortality
meningitis without treatment
Mononucleosis Mononucleosis virus v C-d.f “Kissing disease”
(Herpesviridae)
Mumps Mumps virus v A Epidemic parotitis
(Paramyxoviridae)
Peptic ulcers Helicobacter pylori  b-6¢ W?2,F2,C? H. pylori found in
drinking water
Pfisteria Pfisteria a-d W-c Skin disease in
fishermen
Pinkeye Haemophilus b-6y C-d,f; A Bacterial
aegyptius conjunctivitis
(H. influenzae),
Moraxella
lacunata
Plague, bubonic Yersinia pestis b-6y V-flea Zoonosis—primary
hosts are rats, other
rodents
Plague, pneumonic Yersinia pestis b-6y A Form of plague in
which lungs
infected; highly
contagious
Pneumonia, Streptococcus b-7 A
pneumococcal pneumoniae
Pneumonia, viral RS virus v A Respiratory syncytial

(Paramyxoviridae)

disease



MICROBIAL COLONIZATION OF HUMANS

TABLE 12.3 (Continued)
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Disease Microbial Agent Taxa“® Transmission” Comments
Pneumonia, walking Mycoplasma b-7 A; C Primary atypical
pneumoniae pneumonia
Poison mushrooms Amanita spp., others  f-b F Some fatal, others
sickening or
hallucinogenic
Poliomyelitis Poliovirus % W-f/o An enterovirus;
(Picornaviridae) causes paralysis
Primary Amoebic Naegleria fowleri p-a W-c Swimming in warm
meningoencephalitis ponds; enters
through mucous
membranes in
mouth
Psittacosis Chlamydia psittaci b-8 A Zoonosis—birds;
20% mortality
without antibiotics
Rabies Rabies virus v C-animal bite Zoonosis—mammals
(Rhabdoviridae)
Rheumatic fever Streptococcus b-7 A Autoimmune disease
pyogenes from untreated
strep throat
Ringworm Epidermophyton spp., f-d C-d, f
Trichophyton spp.
Rocky Mountain Rickettsia rickettsii b-6a V-tick Tick-borne typhus
spotted fever
Rubella Rubella virus \ A; C German measles
(Togaviridae)
Salmonellosis Salmonella spp. b-6y EW,C-f/o Gastrointestinal
disease
San Joaquin Valley Coccidioides immitis  f-d A Coccidioidomycosis;
fever respiratory;
opportunistic
Scarlet fever Streptococcus b-7 A Systemic disease from
pyogenes untreated strep
throat
Schistosomiasis Schistosoma spp. w-t W-c Bilharziasis; snails are
intermediate hosts
Smallpox Smallpox virus v C-d,f; A Variola; eradicated
(Poxviridae)
Staph infections Staphylococcus b-7 A; G 1
aureus
Strep throat Streptococcus b-7 Al Respiratory disease
pyogenes
Swimmers’ itch Schistosoma spp. w-t W-c Zoonosis—birds;
snails are
intermediate hosts
Syphilis Treponema pallidum  b-9 S
Tapeworm Diphyllobothrium, w-C F Fish, beef, pork
Taenia saginata,
T. solium (Continued)
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TABLE 12.3 (Continued)

Disease Microbial Agent Taxa® Transmission” Comments
Tetanus Clostridium tetani b-7 C-w Lockjaw
Toxic shock syndrome  Staphylococcus b-7 G 1 Most common agent
aureus
Toxoplasmosis Toxoplasma gondii p-s F; C Undercooked meat,
cat feces
Trachoma Chlamydia b-8 C-d,f Leading cause of
trachomatis blindness
Travelers’ diarrhea Escherichia coli b-6y W,F-f/lo
(also see (pathogenic strains)
Gastroenteritis) Rotaviruses \Y
(Reoviridae)
Trichinosis Trichinella spiralis w-n F Mainly undercooked

pork, but now rare
in United States

Trichomoniasis Trichomonas p-f S
vaginalis
Tuberculosis Mycobacterium b-7 A
tuberculosis
Tularemia Francisella tularensis b-6y V-deer fly Rabbit fever;
zoonosis—rodents
Typhoid fever Salmonella typhi b-6y W,F-f/o
Typhus fever Rickettsia prowazekii  b-60 V-louse Epidemic typhus
Vaginal yeast Candida albicans f-d S; 1 Vulvovaginitis,
infection (Monilia albicans) candidiasis,
moniliasis;
opportunistic
West Nile encephalitis  West Nile Virus v V-mosquito ~ Zoonosis—birds
(Flaviviridae)
Whooping cough Bordetella pertussis ~ b-6 A Pertussis; upper
respiratory tract
Yaws Treponema pertenue  b-9 C-d Produces skin sores
Yellow fever Yellow Fever Virus v V-mosquito “Yellow jack”;
(Flaviviridae) mortality up to 50%
Yersiniosis Yersinia b-6y F; W? Acute gastroenteritis
enterocolitica

“a, algae (-d, dinoflagellate); b, bacteria (- number, refers to bacterial kingdom, from Table 10.3; for
Proteobacteria, Kingdom 6, class a, B, v, 9, € also indicated); f, fungus (-a, ascomycete; -b, basidiomycete; -d,
deuteromycete); p, protozoans [-a, amoeba (Sarcodina); -f, flagellate; -s, sporozoan]; pri, prion; v, virus (family
given in parentheses in preceding column after name of agent); w, worm [-c, cestode; -n, nematode (roundworm);
-t, trematode (fluke)].

®Main routes of transmission: A, air; C, contact (-b, blood; -d, direct; -f, fomites; -w, wound); F, food; I,
indigenous; S, sexual; V, vector; W, water (-c, contact; -f/o, fecal-oral route; -ing, other ingestion; -inh, inhalation).

12.2  WATERBORNE DISEASES

The major sanitary concern with waterborne disease classically has been contamination of
drinking water with fecal material, commonly from wastewater. This important fecal—
oral route is discussed in more detail below. However, it is now recognized that several
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other modes of disease transmission through water are also possible. We therefore look
first more broadly at the types of water, sources of contamination, and routes of infection
that can contribute to waterborne disease.

12.2.1 Types of Water

People may get their potable (drinking) water from a community source, such as a public
or private water utility, or from an individual private source, such as a residential well.
Water supplied to members of the public from private sources (usually, wells) by hotels,
gasoline stations, camps, and similar small institutions are referred to as noncommunity
sources. Potable water is also used for food preparation, cleaning dishes and clothes, and
washing and bathing, as well as for direct ingestion. In most cases it is also used for flush-
ing toilets and watering lawns and gardens, although in areas with limited supplies a sepa-
rate nonpotable source may be used for these purposes. Industries commonly use potable
water for their process water needs, sometimes following further purification. After use,
much of the water from homes and industry becomes wastewater.

Other types of water that might be involved in disease transmission include recrea-
tional waters (such as rivers, lakes, and oceans) used for swimming and other water con-
tact sports, swimming pool water, and irrigation water. Some natural waters are used for
fish and shellfish harvesting. Industrial cooling waters may be from a potable source, or
from ground or surface waters. Also, of course, there is precipitation (rain, snow, sleet,
hail) and stormwater runoff.

12.2.2 Sources of Contamination

As indicated earlier, a major source of potential pathogens is human fecal material. People
with gastrointestinal and some other types of infections may shed massive numbers of
pathogens in their feces. Urine is also a potential source of contamination for some dis-
eases. Thus, untreated or inadequately treated human wastes and sewage are a major sani-
tary concern.

However, there also are several other potential sources of water contamination. Water
from activities such as bathing, showering, and toothbrushing, and from hand, dish, and
clothes washing (often referred to as graywater, as opposed to the blackwater containing
fecal material) may also contain pathogens, although typically in lower concentrations
and of some different types. Urban and suburban stormwater contains fecal material
and urine from pets and probably from rats, squirrels, and other wildlife. In some areas
heavy concentrations of geese contribute large quantities of waste material. Agriculture
may also be an important source of contamination directly from the animals being raised,
or from the spreading of their manure; this may enter water through treated or untreated
discharges, stormwater, or irrigation return flows (the portion of the irrigation water that
flows off the field and back to a surface water, mainly to prevent salt buildup). Even in
pristine areas water may not be safe to drink without treatment because of pathogens con-
tributed by wildlife (e.g., beaver are a major reservoir of Giardia).

Human solid wastes may contain pathogens (e.g., from used facial tissues, diapers, and
sanitary pads) that can enter water from litter, runoff, or landfill leachate (water that
passes through the waste material in a landfill). Some industries (e.g., slaughterhouses,
tanneries), institutions (e.g., hospitals), and other facilities (e.g., laboratories and doctor,
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dentist, and veterinary offices) are other potential sources. And especially in swimming
pools, even the human body itself is a source, from skin sloughings and mouth, nose,
and eye discharges.

12.2.3 Routes of Infection

Ingestion Ingestion is the major route of infection for waterborne diseases, primarily
from drinking contaminated water. However, ingestion can also occur from eating
foods containing or washed with the water, or from eating fish or shellfish harvested
from contaminated water (which could also be considered transmission through food).
Ingestion may also occur during swimming or other water-contact activities.

Most important waterborne diseases are transmitted through the fecal-oral route, dis-
cussed in Section 12.2.4. However, some pathogens occur naturally in water. Vibrio para-
hemolyticus, for example, is a marine bacterium that cause gastroenteritis, mainly in
people who eat raw fish or shellfish that have accumulated it (or in some cases, been
infected by it). Other diseases, such as giardiasis and cryptosporidiosis, often appear to
result from contamination by the feces of wildlife or domestic animals, although the tra-
ditional (human) fecal-oral route can also play a role.

Contact 1t is not always necessary to ingest a waterborne pathogen for it to cause dis-
ease. For example, some bacterial eye and ear infections, such as those caused by the
opportunistic pathogen Pseudomonas aeruginosa, can be transmitted through water in
swimming pools that are overused or inadequately maintained. Leptospirosis, on the
other hand, is caused by an obligate parasite, Leptospira interrogans, that is spread
through contact with infected urine. The bacteria enters through mucous membranes or
cuts in the skin, then attacks the kidneys and liver. It can be fatal in humans, but the
main reservoirs are rodents, dogs, and pigs.

As another example, some free-living protozoans (e.g., Naegleria) in warm ponds can
cause a fatal primary amoebic meningoencephalitis in swimmers. This organism also
contaminated the hot springs of the famous Roman baths at Bath, England, and forced
their closing for many years in the late twentieth century. The organism enters the
body by penetrating the mucous membranes of the mouth and nose. (Thus, the route of
exposure is not really ingestion, since the amoeba is not swallowed.)

Schistosomiasis is one of the most important debilitating parasitic diseases of the tro-
pics, infecting over 200 million people. It is caused by several species of trematode flat-
worms of the genus Schistosoma. Eggs of these blood flukes are discharged in the urine
and/or feces (depending on species) of the infected human. As part of their complex life
cycle, the eggs hatch in water and the larva are ingested by certain aquatic snails, which
then become infected and serve as the intermediate host. A distinct larval stage, the cer-
caria, develops, leaves the snail, and penetrates the skin of a new human host who walks
through or bathes in the water. Building of dams has inadvertently led to increases in this
disease by extending the range of the snails.

Fortunately, the appropriate snails do not live in the United States, so schistosomiasis
does not occur here. However, related flukes do infect birds, again with snails as the inter-
mediate host. Occasionally, one of these cercaria will inadvertently penetrate a human’s
skin, where it dies, unable to complete its life cycle. The resulting irritation is referred to
as swimmers’ itch.
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Inhalation Inhalation can be a route of exposure for a few waterborne diseases. Legio-
naires’ disease, or legionellosis, caused by Legionella pneumophilia, is perhaps the best
known example. This bacterium grows in warm water, such as that in cooling towers, air-
conditioning system evaporators, and hot-water tanks, as well as in natural aquatic habi-
tats. If aerosols from such a system are inhaled, infection and potentially fatal pneumonia
can result, especially in elderly or immunocompromised patients. (A milder infection of
L. pneumophilia is referred to as Pontiac fever.) Unlike most other respiratory diseases,
however, legionellosis is not spread from person to person, but rather, from aerosolized
water. The first recognized outbreak resulted in 26 deaths at a 1976 convention in
Philadelphia of the American Legion (hence its name). Later cases have included expo-
sure while taking a shower.

12.2.4 Fecal-Oral Route

Fecal material is almost universally recognized as being unsanitary. How is it then that the
fecal-oral route is such an important source of disease transmission (in food and from
direct contact, as well as for water)? Part of the answer can be seen in Figure 12.3.
Towns historically have been located along rivers or streams that served as their water
source. Water typically is withdrawn upstream of the town and wastewater is discharged
downstream. Beyond the obvious sanitary merits of this approach, it allowed both water
delivery and wastewater collection to be by gravity: the water and wastewater flowing
downhill. However, as areas became more densely populated, the wastewater discharge
of one town soon became the water intake for the next community downstream.

™\

Raw water
Town
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Raw water
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Raw water
Y
Town \
C 1 >
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Figure 12.3 Typical pattern of water supply and wastewater disposal.
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Most diseases transmitted by the fecal-oral route (whether through water, food, or
direct contact) have their primary effect on the intestines and thus are referred to as
enteric. To understand their importance, it is helpful to look at the historical impact of
two such bacterial diseases, cholera and typhoid fever.

Cholera Cholera is an acute intestinal disease marked by severe diarrhea and vomiting.
The bacterium responsible, Vibrio cholerae, reproduces in the small intestine, releasing an
enterotoxin (a toxin affecting the intestines) that triggers the resultant stress on the vic-
tim. Bodily fluids may be depleted so rapidly that the victim dies within hours unless pre-
ventive measures are taken, such as providing intravenous replacement of fluids and salts.

Cholera was originally endemic to South Asia, but there have been seven major pan-
demics (the first beginning in 1817), and it is now also endemic to South and Central
America and perhaps to the Gulf coast of the United States. The early U.S. epidemics
(first: 1832—-1834; second: 1849-1854) produced widespread fear—not surprisingly, since
there was no cure for this usually fatal disease. In 1832, 20% of the population of New
Orleans died of cholera, while in 1849 another 5000 people died there, along with 8000 in
New York City.

In 1854, Dr. John Snow (Figure 12.4) performed two studies of the incidence of
cholera in London. These are now recognized as the first epidemiological studies ever

Figure 12.4 John Snow in 1857, one year before his death.
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Figure 12.5 John Snow: cholera deaths and the Broad Street pump.

conducted, predating the formalization of the germ theory of disease (Section 12.1.1). In
the better known of these studies, Snow plotted on a map the residence of each person
who died of cholera in one area of town served by public wells with pumps (buildings
there did not have indoor plumbing). He found 521 cholera deaths within 250 yards of
the Broad Street pump (Figure 12.5). The incidence of cholera was much higher
among people living close to, and therefore presumably using water from, this pump as
opposed to others located in the area. He also found evidence that this well was contami-
nated with sewage, and in an example of an early public health measure, had the pump
handle removed (rendering it unusable)! The adjacent pub is now named in his honor
(Figure 12.6).

In the second study, Snow reviewed cholera deaths in another part of London served by
two competing water companies. Customers of the Southwark and Vauxhall Company
had 31.5 cholera deaths per 1000 houses served, whereas the rate for the Lambeth
Company was 3.7 per 1000 houses served. Both companies took their water from the
Thames River and delivered it through pipelines, without treatment. However, Southwark
and Vauxhall withdrew water from the river near central London, where it was contami-
nated with untreated sewage, whereas Lambeth’s source was upstream of the city, and
relatively pure.

Attempts to control cholera also figured in some of the earliest efforts at water purifi-
cation as a public health measure. During the German epidemic of 1892, the adjoining
cities Hamburg (upstream) and Altona (downstream) were drawing their water from the
Elbe. However, Altona practiced slow sand filtration, and despite the more contaminated
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Figure 12.6 Snow’s Pub in London’s Soho district, adjacent to the infamous Broad Street pump.

water source, had a cholera death rate of only 2.3 per 1000 people (many traceable to
drinking Hamburg water), compared to 13.4 for Hamburg (Table 12.4).

Medical treatment traditionally involved intravenous rehydration until the disease ran
its course. However, this was not available to many in poorer countries. A simpler treat-
ment called oral rehydration therapy (ORT) is saving many lives around the world (see
Section 9.9).

Cholera was eradicated (eliminated) in the United States in 1911. However, it reap-
peared in 1973, and there have been small numbers of cases since, mostly associated with
eating shellfish harvested along the coast of the Gulf of Mexico. Worldwide, cholera still
accounts for more than 120,000 deaths per year.

Typhoid Fever Although typhoid fever (caused by Salmonella typhi) was later trans-
mitted mainly through food in the United States, originally it was also a major waterborne
disease. Although it does not have as high a mortality rate, and thus did not provoke quite
the same level of fear as cholera, it probably lead to more deaths overall: 500,000 cases
with 40,000 deaths in 1909, for example. Water filtration also had a beneficial effect in
reducing the incidence of typhoid fever, as can be seen in Table 12.4 for the cities of
Pittsburgh, Cincinnati, and Louisville.

Another water treatment technology, disinfection with chlorine, was first utilized for an
urban water supply in the United States in Jersey City, New Jersey, in 1908. Some of the
early beneficial effects of chlorination in controlling disease are also shown in Table 12.4.
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TABLE 12.4 Correlation between Sand Filtration (SF) or Chlorination (Chlor) of Water
Supplies and Deaths from Cholera or Typhoid Fever

Disease Date City Treatment Deaths Rate/100,000
Cholera 1892 Hamburg, Germany* None 8606 1344
Altona, Germany* SF 328 230
Typhoid fever 1907 Pittsburgh, PA None 125
1908 SF* 49
1902-1907 Cincinnati, OH None 57
1908-1913 SF 11
1904-1909 Louisville, KT None 58
1910-1915 SF 24
11-12/1914 Hull, Quebec® None 200 1000
Ottawa, Ontario® Chlor 28 28
1917 Wheeling, WV None 200
1918 None 155
1-3/1919 Chlor? 7

“Adjoining cities; Hamburg is immediately upstream of Altona on the Elbe River.
Only part of the water supply was filtered.

“On opposite banks of the Ottawa River, Canada.

“Chlorination began late in 1918.

Figure 12.7 shows the drop in typhoid in New York attributable largely to improved water
treatment.

In the United States, the annual incidence of typhoid fever has dropped to about 0.2
case per 100,000 population, and the majority of these are in people who acquired the
disease while abroad. However, worldwide estimates for the incidence of typhoid fever
are still on the order of 16 million cases and over 600,000 deaths a year. Although animals
are a major source of other Salmonella species, the reservoir for S. typhi is usually man.

Other Fecal-Oral Route Diseases As indicated in Table 12.3, a number of other water-
borne diseases are spread through the fecal—oral route. This includes viral diseases such as
poliomyelitis (now essentially eradicated in the United States through vaccination) and
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Figure 12.7 Annual typhoid cases (per 100,000 residents) in New York, 1888—1938.
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hepatitis A. In one classic case (1955), 30,000 cases of infectious hepatitis were traced to
drinking water in New Delhi, India, that was properly chlorinated but which had excess
turbidity. It is believed that the viruses within the particulate material were protected from
the chlorine. Waterborne viruses (especially rotaviruses) are also responsible for a portion
of travelers’ diarrhea, and contribute to the over 3 million yearly death toll worldwide
from diarrheal diseases, mostly among young children (infantile acute gastroenteritis).

Other important bacterial enteric diseases include salmonellosis (caused by Salmo-
nella species other than S. ryphi) and bacterial dysentery, or shigellosis (caused by
Shigella spp.). Salmonellosis is also easily spread through food, and Shigella by the
fecal—oral route through direct contact, especially in settings such as child-care centers.

Amebiasis, or amoebic dysentery, is caused by the protozoan Entamoeba histolytica.
This is the third most prevalent parasitic disease worldwide (after schistosomiasis and
malaria) and has the eleventh highest annual mortality (100,000) among all infectious dis-
eases. The infectious stage is a cyst.

Breaking the Chain In most developed countries, waterborne disease from the fecal—
oral route has been greatly reduced. Public health practices in such countries have been
successful in breaking the chain of disease and its transmission. Through proper sewage
treatment and waste disposal, fecal contamination of water has decreased dramatically.
Water purification techniques, in turn, have been successful in virtually eliminating patho-
gens from drinking water. As a result, there are relatively few infected persons in the
population who are shedding pathogens into the wastewater. This smaller reservoir further
helps prevent disease transmission even when there are lapses in wastewater or potable
water treatment. Quickly locating the source of an outbreak and treating infected persons
further help minimize the spread of disease. Safe potable water also makes hand washing
easier and more effective, reducing fecal-oral transmission through food and direct
contact.

12.2.5 Modern and Recent Outbreaks

Table 12.5 shows the 108 known outbreaks of waterborne disease in the United States for
1993-2000. The six organisms responsible for more than one outbreak were the protozo-
ans Cryptosporidium parvum and Giardia spp. and the bacteria Salmonella spp., Shigella
spp., Escherichia coli type O157:H7 (Section 12.3.2), and Campylobacter jejuni. There
were also two viruses. All produce gastrointestinal illness, and all but Salmonella and
Shigella are relatively newly recognized as causes of waterborne disease. Many of the
AGI (acute gastrointestinal illness from an unknown agent) cases are probably from
viruses, although one was chemical.

Cryptosporidiosis and Giardiasis The very large number of cases of cryptosporidiosis
in the table results from a single major outbreak in Milwaukee, Wisconsin, in which
403,000 people were infected, with 4400 hospitalized and 100 fatalities. Worldwide it
is estimated that there may be 500 million cases per year. A major outbreak of both cryp-
tosporidiosis and giardiasis also occurred in Sydney, Australia, in 1999, threatening the
Summer Olympics held there the following year. Both protozoans form resistant resting
stages (oocysts for Cryptosporidium, cysts for Giardia) that are highly resistant to disin-
fection. This has led to a requirement in the United States for filtration of all community
water systems that utilize surface water sources.
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TABLE 12.6 Drinking Water System Deficiencies Associated with Waterborne Disease
Outbreaks in the United States, 1993-2000¢

Type of Water System

Community Noncommunity  Individual Total
Type of Deficiency No. % No. % No. %  No. %
Untreated surface water 0 0.0 0 0.0 2 6.7 2 1.9
Untreated groundwater 5 11.6 17 48.6 14 46.7 36 333
Treatment 16 37.2 13 37.1 2 6.7 31 28.7
Distribution system 18 41.9 4 11.4 4 13.3 26 24.1
Unknown 4 9.3 1 29 8 26.7 13 12.0
Total 43 100.0 35 100.0 30 1000 108  100.0

“Compiled from data available on the U.S. Centers for Disease Control Web site; n = 108.

Campylobacter The first reported outbreak of waterborne gastroenteritis in the United
States involving C. jejuni was in 1978, in Bennington, Vermont. Of a total population of
10,000 using the community water supply, 2000 became ill. Campylobacter (both C. jejuni
and C. fetus) can also be spread by food, especially chicken and turkey (which are reservoirs).

System Deficiency Table 12.6 indicates the breakdown of incidents by the type of defi-
ciency in the potable water system. For community systems, the outbreaks are almost
evenly divided between treatment and distribution problems, whereas for noncommunity
and individual systems, consuming untreated water was the primary known cause.

12.3 FOODBORNE DISEASES

There are many diseases that can be caused by the consumption of contaminated foods.
The responsible microbial agent may have been present in the original material (e.g.,
growth of Salmonella in chickens), or been introduced at some point during subsequent
handling and preparation steps as a result of improper sanitation. In most instances, these
problems can be linked to improper cooking or storage, particularly of foods containing
meat, milk, eggs, cheese, poultry, fish, and shellfish. Table 12.7 provides an approximate
percentile breakdown of various bacterial foodborne diseases in the United States by their
causative agent and indicates the food products with which they are typically associated.

The sanitary aspects of commercial food distribution and handling within the United
States have long been carefully regulated, but there are still serious lapses. Additionally,
many foods are now being imported from countries around the world with far less strin-
gent standards. However, most cases are associated with poor practices in homes, institu-
tions (e.g., nursing homes), or small restaurants.

Foodborne diseases of microbial origin may be split into two categories. Food poison-
ing results from ingestion of preformed microbial toxins. In some cases, the microorgan-
ism itself may no longer be viable or may be incapable of infecting a human host, but the
products of its previous activity result in disease. Food-transmitted infection, on the
other hand (although sometimes also called food poisoning by the public), results when
the causative organism is transmitted via food, then parasitizes the new host to produce
disease. Some of the diseases of concern are discussed briefly below. Note that the specific
symptoms, particularly the time to their onset, may help distinguish the particular agent.
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TABLE 12.7 Bacterial Foodborne Diseases in the United States

Bacterial Agent Type* Commonly Contaminated Foods (%)°
Bacillus cereus P Rice and starchy foods 1
Campylobacter spp.© I Chicken and milk 8
Clostridium botulinum P Home-canned foods; smoked fish <1
Clostridium perfringens P Reheated meats/meat products 7
Escherichia coli® I Meats 12
Listeria monocytogenes I Dairy products, meat, fresh produce 1
Salmonella spp. I Chicken and other meats, egg products, fresh produce 55
Shigella spp.© 1 Meats, fresh produce 6
Staphylococcus aureus P Meats, desserts, salads with eggs and/or mayonnaise 8
Vibrio cholerae I Seafood <1
Vibrio parahaemolyticus 1 Seafood 1
Yersinia enterocolitica I Pork and milk <1

“I = infection; P = poisoning.

’Based on 196 outbreaks (8047 cases) of bacterial etiology reported in 2003 by the Foodborne Outbreak
Response and Surveillance Unit, U.S. Centers for Disease Control and Prevention.

“Mostly C. jejuni.

“Mostly E. coli O157:H7.

“Mostly S. sonnei.

12.3.1 Bacterial Food Poisoning

Staphylococcus  Staphylococcus aureus is the most common cause of food poisoning. It
is often present on the skin, so that it is easily introduced into food during preparation and
handling. If dishes containing mayonnaise, meat, poultry, or creamy sauces or fillings are
not properly refrigerated (e.g., at a picnic), the organism can grow and produce enterotox-
ins. These can provoke severe vomiting and diarrhea within 1 to 6 hours.

Clostridium perfringens Clostridium perfringens is another major widespread cause of
food poisoning throughout the world. It produces an enterotoxin in foods that 8 to 22
hours after ingestion creates severe diarrhea and intestinal cramps, but not vomiting.
The resulting distress typically lasts for a period of about 1 day, beyond which point
there is almost always a full recovery. C. perfringens is a normal resident in the intestinal
tract but in numbers sufficiently low to avoid any negative impact. Thus, it is a common
contaminant of meat products as well as soil and sewage. Because it is an endospore for-
mer, it most commonly causes problems in foods that are not heated sufficiently to inac-
tivate the spores present, and then held unrefrigerated (at temperatures of 20 to 40°C),
allowing for rapid growth and toxin production.

Botulism  Clostridium botulinum is also a sporeformer and is common in soil and sedi-
ment. Again, if contaminated food is not sufficiently cooked, growth can occur later. In
this case, however, neurotoxins are produced, and the resulting illness, botulism, is often
fatal. The toxins are also destroyed by adequate cooking, so that home-canned foods
(which may be inadequately heated and then stored at room temperature) that are later
eaten raw are a major source of this illness.

Unpasteurized honey may also contain spores of C. botulinum, although toxin is not
produced there. However, germination and toxin production may occur in the intestines
of very young (less than 2 months old) infants who are given raw honey, leading to sudden
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death from infant botulism. Babies should therefore not be given raw honey until their
intestinal biota has developed sufficiently that it can resist such opportunistic infection.
Waterfowl are also sometimes killed by botulism. The organism can grow in the rich
sediments of ponds, especially in parks where people throw bread in the water to feed
ducks and geese. The birds may be poisoned when they later eat bread off the bottom.

12.3.2 Bacterial Infections

Salmonellosis Based on their surface antigens, it is believed that there are actually 2200
different species of Salmonella, but in the United States, Salmonella typhimurium and
S. enteritidis are generally considered to be the leading causes of salmonellosis (gastro-
intestinal illness other than typhoid fever caused by Salmonella). Many commercially
raised chickens harbor Salmonella, leading to contamination of their meat and eggs.
Proper cooking prevents infection, but consuming runny eggs, reusing surfaces or utensils
that were improperly cleaned, and not refrigerating foods promptly all pose a risk. Other
meats and milk can also be sources, and because Salmonella can grow in many such
foods, contamination by a human carrier is also possible, typically from inadequate
hand washing. Turtles and some other reptiles may also be carriers (which is a reason
that their sale as pets is now banned in many areas).

Salmonellosis is characterized by the sudden onset of gastrointestinal distress, including
fever, abdominal cramps, diarrhea (usually bloody), and vomiting, starting 12 to 48 hours
after eating. Antibiotic treatment is usually highly effective, but massive infections may
be fatal. It is estimated that there are 50,000 foodborne cases per year in the United States.

Toxigenic E. coli There are many strains of Escherichia coli that live normally in the
intestines of humans and animals without causing disease. However, in the late 1960s,
medical researchers began finding a number of enterotoxin-producing strains. In 1973, an
acute outbreak of gastroenteritis at Japan’s Nagoya airport, which affected 956 people, was
linked to the presence of several such strains in a restaurant’s drinking water supply. Two
years later, the presence of another hazardous strain (E. coli O6:H16) in a natural spring
caused more than 1000 cases of acute diarrhea at Oregon’s Crater Lake National Park.

As of the early 1980s, another new E. coli strain, type O157:H7, was linked to cases
involving bloody and nonbloody diarrhea that were accompanied by abdominal cramps.
The latter strain also has been found to foster debilitating blood and kidney illnesses and
can affect the central nervous system. This virulent strain is now blamed for 250 deaths a
year. Most cases are linked to eating undercooked ground beef or drinking unpasteurized
milk. Dairy and beef cattle appear to be a major reservoir for this type of E. coli.

Yersiniosis Yersiniosis is a severe gastroenteritis caused by infection with Yersinia
enterocolitica, most commonly from contaminated food. These enterotoxin-producing
bacteria are invasive pathogens that are able to penetrate the gut lining, entering the lym-
phatic system and blood and causing severe pain similar to that of appendicitis.

Listeriosis Listeriosis is caused by Listeria monocytogenes. It is a widespread soil and
water organism that is becoming an important pathogen in part because it is cold tolerant.
Thus, its growth is not adequately controlled by refrigeration. It grows within and kills the
white blood cells that try to control the infection, leading to a serious illness with a 25%
mortality rate.
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12.3.3 Other Agents

Viruses Some viruses, such as hepatitis A, rotaviruses, and Norwalk virus, can be spread
by food as well as by water. In part, this is expected, since water is used in the preparation of
many foods. However, unlike bacteria, viruses cannot grow or replicate in food. (Animal
viruses only replicate within living animal cells.) Thus, the initial contamination must be
with a sufficient quantity of viruses to constitute an infective dose, or disease will not occur.

Fungi Several types of fungi can cause food poisoning. Some wild mushrooms are
themselves highly poisonous, but may be mistaken for edible varieties by inexperienced
pickers. On the other hand, growth of fungi within a food material can produce toxins.
Ergotism, as described in Section 10.7.4, for example, is caused by the neurotoxins pro-
duced by the ascomycete Claviceps purpurea in infected cereal grains (especially, rye).
Similarly, the aflatoxins produced by some strains of Aspergillus, particularly during
growth on stored grains and peanuts, are potential carcinogens (cancer-causing agents).
However, infection by ingested fungi is rare.

Algae Some of the marine dinoflagellates occasionally ‘“‘bloom™ in large numbers to
produce ‘“‘red tides” (Section 10.7.2). Certain strains, including many Gymnodinium,
Gonyaulax, and Pfisteria, may release neurotoxins that can be taken up by filter-feeding
shellfish, such as mussels, clams, and oysters. (Thus, this listing could also be under
waterborne disease.) These concentrated toxins, which are not destroyed by cooking,
can in turn produce disease in man when ingested, in some cases leading to respiratory
failure and death. At least with Pfisteria, there are also reports of skin damage from con-
tact with toxin-contaminated water or fish.

Parasites Toxoplasmosis is caused by the protozoan Toxoplasma gondii, a sporozoan. It
is ingested in inadequately cooked meat, using the same utensils for meat before and after
cooking, or licking the fingers after handling raw meat. (It can also be spread through
contact with cat feces.) In general, infection causes no symptoms, but it can cause
birth defects if a pregnant woman becomes infected.

Tapeworms are members of the Cestoda class of flatworms (Platyhelminthes). The
most important as human parasites are those acquired by eating raw or undercooked
beef, pork, and fish. Encysted larvae in the muscle tissue of these animals are released
from the cyst once they are ingested, and attach to the intestinal lining of the small intes-
tine. There they quickly mature, reaching lengths of up to 15 m (50 ft). Tapeworms have
no mouth or digestive tract, relying on the host to provide nutrients that it absorbs through
its body wall. Over 1 million eggs per day may be produced in the worm’s ripened body
segments and shed with the human host’s feces. If the eggs are ingested by the appropriate
intermediate host (cattle, swine, or fish, respectively), the larvae develop and invade the
muscle, where they encyst, completing the cycle.

The causative agent of ascariasis is the nematode (roundworm) Ascaris lumbricoides.
The ova (eggs) are ingested on contaminated vegetables or from dirty hands, and hatch in
the intestine. The larvae penetrate the intestinal wall, migrate to the lungs, climb up the
respiratory tract to the throat, and are then swallowed again. The adults now attach to the
intestinal wall and feed on the partially digested food, reaching a length of 25 cm (10 in.).
After mating, a mature female may produce 200,000 eggs per day. These are shed in the
feces and may remain infective in soil or sludge for several months.
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Trichinosis is caused by another nematode, Trichinella spiralis. This roundworm is
able to infect several species, but humans are exposed mainly by eating undercooked
pork (or bear, in some places). The adult matures in the small intestine, with the female
producing over 1000 larvae. These migrate throughout the body and then encyst in the
muscle. Since human muscle tissue is not eaten, the larvae eventually die, and humans
can be considered an accidental host. However, the disease may be very painful and is
incurable. Fortunately, trichinosis has been virtually eradicated from the swine herds in
the United States.

Prions Prions (Section 10.8.2) are infective proteins that attack the brain of their host.
The diseases they cause can be spread through ingestion of infected animal tissue, espe-
cially brain, containing the prions, and are always fatal. Cooking is generally considered
inadequate to inactivate them. Bovine spongiform encephalitis, or mad cow disease, is
probably the most widely known example, and apparently it can affect humans. Scrapie
attacks sheep. Two human prion diseases are Creutzfeldt—Jakob disease, which some
believe can be transmitted by ingesting beef products from “mad cows,” and kuru, which
is associated with ritualistic cannibalism among indigenous peoples of New Guinea.
Perhaps as a result of the infected cattle herds in Great Britain, 81 people there and
two in France have died.

124 AIR-TRANSMITTED DISEASES

Aerial disease transmission typically starts with an infected host’s release of aerosol dro-
plets (e.g., from a sneeze or cough) and subsequent reinhalation by a new host. Because of
their mode of entry, it is usually the respiratory tract that becomes infected. Acute respira-
tory infections (e.g., pneumonia, whooping cough, meningococcal meningitis, and
diphtheria) account for 4 million annual deaths worldwide just among children. Among
adults, tuberculosis still is responsible for 3 million deaths and nearly 9 million infections
a year, and influenza also takes a heavy toll.

12.4.1 Pneumonia

Streptococcus pneumoniae can cause infections deep within the lungs, attacking and
inflaming the alveoli (the lung’s minute, saclike surfaces at which oxygen transfer
takes place). Without prompt treatment, this pneumococcal pneumonia may trigger a
rapid accumulation of fluid in the lungs, severely impeding oxygen transfer and resulting
in mortality rates of 30%. Even with treatment, up to 10% mortality is reported.

Pneumonia may also be caused by viruses, other bacteria (e.g., Klebsiella pneumoniae,
an opportunistic pathogen), and some fungi (e.g., Histoplasma, Aspergillus).

12.4.2 Other Streptococcal Infections

Although Streptococcus pyogenes is found in the upper respiratory tract of many people,
sometimes (virulent strains or weakened hosts) it causes the disease known as strep
throat. In addition to a sore throat, this may lead to tonsillitis, and in some cases ear
infections (otitis media). If not treated, some strains produce a toxin leading to damage
of small blood vessels, a fever, and a rash, a disease known as scarlet fever. A few strains
may produce rheumatic fever, which can lead to heart, kidney, and joint damage.
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Figure 12.8 Bills of Mortality, published by the Company of Parish Clerks in London, England
in 1665.

12.4.3 Tuberculosis

During the Middle Ages, tuberculosis was referred to as consumption, since it seemingly
consumed its victims. England’s routinely published Bills of Mortality (Figure 12.8)
typically cited this disease as one of the leading causes of death. Even a century ago,
tuberculosis was still one of the most important infectious diseases in the world, account-
ing for roughly 10 to 15% of all deaths.

The bacterial agent of this disease, Mycobacterium tuberculosis, was discovered in
1882 by Robert Koch, an achievement for which he was awarded a Nobel prize in 1905.
Over the next several decades, this disease provided one of the principal motivations
behind the drive to develop antibiotic drugs (a variety of substances, usually obtained
from microorganisms, that inhibit the growth of or destroy certain other microorganisms).

Today, after massive efforts to eliminate this disease, the annual incidence in the
United States remains in excess of 20,000 new cases, of which 10% may well be fatal.
On a global basis, the toll is even more severe, with several million deaths per year.
Furthermore, in recent years, there has been a dramatic reoccurrence of cases in the Uni-
ted States, which appears to be tied to the emergence of drug-resistant strains.

The incidence of tuberculosis is increased within areas in which numbers of people are
living within tight quarters (e.g., military barracks, homeless shelters). An initial infection
starts with the inhalation of airborne droplets or dust bearing viable cells, which then
lodge deep within the lungs and begin their growth. Although acute pulmonary
(lung) disease can develop, in the majority of cases these bacteria colonize the interior
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respiratory surface tissue in a vertical fashion, extending outward away from the lungs,
building characteristic tubercles through which the victim’s incoming oxygen must be
channeled before reaching the lung’s gas transfer surface. These tubercle formations
ensure the availability of oxygen for these strict aerobes.

The World Health Organization has declared that tuberculosis presently qualifies as a
global emergency. At its present rate of mortality, tuberculosis threatens to kill 30 million
people in the next 10 years. Populations in developing countries are most at risk, but even
in the United States some 15 million people are infected (although not all have the dis-
ease; ~20,000 new cases are reported here each year). Aside from these frightful num-
bers, there is also evidence that drug-resistant strains of tuberculosis are multiplying in
many areas, to the point where an incurable strain may eventually develop.

12.4.4 Influenza

Although generally perceived by the public to be a recurring, endemic, non-life-threatening
problem, viral influenza ranks high on the list of diseases with epidemic potential. During
years with high levels of influenza incidence, tens of thousands of fatalities may be experi-
enced in the United States. During the World War I pandemic of 1918, it has been esti-
mated that 40 to 50 million victims died worldwide, more than died directly from the war
itself!

The traditional reservoirs for influenza include both humans and animals (especially
chickens, ducks, and pigs). Close contact between these host species can provide an
opportunity for mixing of the various strains in a single host. Unfortunately, the influenza
virus readily undergoes genetic reassortment, leading to recombinant interactions that
may develop as new strains of the influenza virus. The tendency in some parts of the
Far East to maintain chickens, ducks, and pigs in or near residences is generally consid-
ered to be a reason why newer strains often develop in, and emanate from, this geogra-
phical area. Since the human immune system generally does not recognize the newer
strains, they are able to cause a new epidemic of the disease.

However, virulent strains of influenza virus can also develop from genome mutation.
One such event was documented in 1983 when a single mutation in a previously avirulent
strain triggered a fatal chicken epidemic in Pennsylvania.

12.4.5 Diphtheria and Whooping Cough (Pertussis)

Diphtheria and pertussis, formerly important childhood bacterial respiratory diseases,
have largely been eliminated in developed countries through widespread use of the
DPT vaccine (effective against diphtheria, pertussis, and tetanus). Diphtheria is caused
by Corynebacterium diphtheriae, infecting the nose, throat, and tonsils. In addition to pro-
ducing an inflammatory response at the infected sites, surface lesions known as pseudo-
membranes characteristically form that can block the passage of air. Some strains also
secrete toxins that kill the cells of the surrounding tissue.

Bordetella pertussis is the causative agent for whooping cough. This highly contagious
disease, which attacks the upper respiratory tract, draws its name from the violent recur-
ring cough that it triggers. Epidemics in developing countries have had fatality rates as
high as 10 to 15%, and pertussis still has the tenth-highest rate of mortality in the
world for infectious diseases, with roughly 100,000 deaths per year. This disease appears
to be making a comeback in the U.S. due to dropping vaccination rates.
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12.4.6 Meningococcal Meningitis

Neisseria meningitidis is part of the normal biota of the nasal cavity and throat in a fourth
or more of the population, but these carriers show no symptoms of disease. For reasons
not yet fully understood, these bacteria may invade the bloodstream and subsequently
invade and colonize the meninges (the membranes that surround the spinal cord and
brain). Early symptoms may include headache, fever, and vomiting, and death can quickly
follow, due to the endotoxin produced (a toxin associated with the surface of the produ-
cing cells, usually gram-negative bacteria). Without proper care, the fatality rate can
exceed 80%, but with treatment this can be reduced to below 10%.

12.4.7 Histoplasmosis, San Joaquin Valley Fever, and Aspergillosis
(Respiratory Mycoses)

Mycoses (diseases caused by fungi) include several respiratory infections resulting from
inhalation of viable spores of opportunistic pathogens that usually grow in soil. Usually,
the host is immunocompromised, or in some cases is exposed to very high levels of air-
borne spores.

For example, Histoplasma capsulatum, the cause of histoplasmosis, is particularly
common in areas contaminated with chicken or bat feces. The fungal growth develops
inside the lung, in a fashion comparable to the tubercles formed during tuberculosis.
Histoplasmosis is endemic in parts of the midwestern United States.

A similar lung disease known as San Joaquin Valley fever, caused by Coccidioides
immitis, is seen more commonly in the southwestern regions of the United States. This
fungus lives in desert soils, and in some localities the levels of asymptomatic infection
may be as high as 80%.

Several species of Aspergillus can also cause a lung infection known as aspergillosis.
A. fumigatus has been of particular concern around some sludge and yard waste compost-
ing sites, where it can apparently grow on woodchips, leaves, and other cellulosic materi-
als. It can tolerate higher temperatures (50°C) than can most other fungi. However, the
actual incidence of disease seems to be very low (few or no cases per year), although
allergic reactions are more common.

12.4.8 Hantavirus Pulmonary Syndrome

Hantavirus pulmonary syndrome (HPS) was first noticed in the southwestern United
States in 1993 by physicians treating victims with symptoms frightfully similar to
those of Ebola (Section 12.7.9). Patients were suffering from an initial fever followed
by the abrupt onset of acute pulmonary edema and shock. This outbreak involved 53 infec-
tions, with 32 fatalities. A rapid, systematic epidemiological study eventually determined
that the responsible agent was a hantavirus, with the deer mouse as the principal reservoir.
Infection usually stems from inhalation of aerosolized dried mouse feces or urine.

12.5 VECTOR-TRANSMITTED DISEASES

A number of diseases require transmission from host to host via another organism, often a
blood-feeding insect or tick. This vector typically picks up the parasite when it bites an
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infected host, then injects it into the bloodstream of the new host with a subsequent bite.
In many cases, the organism also replicates in the vector, increasing its chances of infect-
ing the next human host successfully.

The environmental engineer or scientist may especially need to be aware of diseases
transmitted by mosquitoes. Certain types of water projects (dams, canals) may increase or
decrease the prevalence of the waterbodies in which various types of mosquito larvae
develop. Also, the use of pesticides to control mosquitoes has both provided important
public health benefits from reduced disease transmission and caused serious environmen-
tal impacts on nontarget species, including humans.

12.5.1 Malaria

Malaria is endemic to nearly 100 countries, and more than 40% of the world’s population
is at risk. This is the fourth most common infectious disease, with perhaps 300 million
cases and 2 million annual fatalities. Many of the victims are children living in Africa
south of the Sahara Desert who do not have access to prophylactic antimalarial drugs.
Although malaria was once an endemic problem in the southeastern United States, the
current U.S. incidence (~1000 infections and one death per year) is largely associated
with travel to infected areas.

Malaria has been recognized for centuries, being attributed originally to the dank,
miasmic atmosphere associated with humid swampy areas. In fact, the name given to
this disease, mal aria (literally, “‘bad air’’), reflects this early hypothesis. The true culprit,
however, is a sporozoan parasite, Plasmodium. The vectors are female mosquitoes of the
genus Anopheles.

There are four species of Plasmodium linked with malaria; some lie dormant for sev-
eral years, and others can be acutely lethal. Upon infection the protozoan proceeds to the
liver, where it reproduces and infects red blood cells, eventually interfering with the
body’s ability to transfer oxygen. Symptoms, including fatigue, anemia, fevers or chills,
and nausea, may be similar to those of flu or food poisoning, and in many instances they
are mistakenly overlooked by travelers as jet lag. Plasmodium vivax can linger within a
victim’s liver for many years, causing recurring periods of incapacitating fatigue. Similar
chronic problems can be caused by P. ovale or P. malariae. However, an infection by P.
falciparum can be fatal within a single day following the initial onset of symptoms.

Drugs to counteract malaria were originally derived from a chemical known as quinine,
extracted from the bark of trees found in the Amazon rain forest. For many years, the
quinine derivative chloroquine provided a high degree of protection, but in recent decades
its effectiveness has been compromised by the evolution of drug-resistant Plasmodium
strains. A new generation of improved drugs has been devised, but resistance to these
has also started to appear. The best control in many places, including the United States,
has come from eradication of the insect vector, preventing transmission.

12.5.2 Trypanosomiasis (African Sleeping Sickness)

African sleeping sickness is a chronic and often fatal disease caused by the flagellated
protozoans Trypanosoma gambiense (central Africa) and T. rhodesiense (eastern Africa).
It is spread by blood-feeding tsetse flies and infects a variety of animals. The “sleep” is
really a coma resulting from invasion of the brain. South American sleeping sickness, or
Chaga’s disease, is caused by T. cruzi and is spread by biting triatomid bugs.
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12.5.3 Plague

There are three distinct clinical forms of plague caused by the bacterium Yersinia pestis:
bubonic (affecting the lymph nodes), pneumonic (lungs), and systemic (entire body). In
the bubonic form, which is the most common, the lymph nodes become painfully enlarged
(particularly in the groin area), forming buboes. Symptoms include high fever, rapid and
irregular pulse, hemorrhage, prostration, delirium, shock, coma, and death within 3 to 5
days. Another name for this disease, the Black Death, reflects the fact that plague hemor-
rhages often take on a blackish discoloration.

Although pneumonic plague is mainly spread through the air by droplets, bubonic pla-
gue transmission involves the rat flea as a vector. The disease is actually a zoonosis, with
rats the primary host. Once enough rats die, however, the infected fleas look for other
hosts, including humans.

Epidemics of this disease repeatedly killed more than a fourth of the population of
Europe during the Middle Ages and thus is partly responsible for this period being
referred to as the Dark Ages there. Only malaria and tuberculosis have been more deadly.
The original onset of the Black Death midway through the fourteenth century has been
linked to the Crusaders, whose return across the Mediterranean brought the black rat
(Rattus rattus) as a hidden stowaway on their ships. The resulting first pandemic spread
of plague throughout Europe and parts of Asia is believed to have killed as much as three-
fourths of the population in a period of less than 20 years. The disease is still prevalent in
some areas of the world (an outbreak occurred in India in 1994), but antibiotics have
greatly reduced the mortality rate. The few cases that occur in the United States each
year are mainly in the southwest, where the disease appears to be endemic (but usually
not fatal) among ground squirrels and other wild rodents.

12.5.4 Typhus Fever

Typhus fever is caused by the intracellular bacterium Rickettsia prowazekii. It is spread
from infected humans to new human hosts by lice. Before effective control of this biting
insect vector, epidemics could be devastating. An epidemic in Europe during World War I,
for example, killed 3 million people. Antibiotics are now another control method for the
pathogen.

12.5.5 Rocky Mountain Spotted Fever

Rocky Mountain spotted fever (first reported in the Rocky Mountains, but actually more
common in the east) is caused by Rickettsia rickettsii. This organism is related to the bac-
terium that causes typhus but is spread from human to human by ticks (hence its other
name, tick-borne typhus), especially dog and wood ticks. Like typhus fever, it has a fairly
high mortality rate (about 10%), but it does not produce epidemics.

12.5.6 Lyme Disease

Lyme disease (first reported in Lyme, Connecticut) also is spread through tick bites, but
usually by the much smaller deer tick. It is caused by the spirochete Borrelia burgdorferi.
It has a low mortality rate but can produce chronic disease if not treated properly.
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12.5.7 Dengue

This is the world’s most common mosquito-borne viral disease; almost half the world’s
population is at risk, with 20 million cases occurring a year in more than 100 countries. In
1995, the worst dengue epidemic in Latin America and the Caribbean for 15 years struck
at least 14 countries, causing more than 200,000 cases of dengue fever and almost 6000
cases of the more serious dengue hemorrhagic fever.

Although this disease may occur in explosive epidemics, the rate of fatality is low. The
disease is marked by acute onset, with subsequent fevers for 5 to 7 days, perhaps marked
with headache, joint and muscle pain, and rash. Prolonged fatigue and depression are
usually seen during the period of recovery.

12.5.8 Yellow Fever

Yellow fever is rare today in the United States and has been controlled in much of the
world. However, this viral disease was once a major scourge, making many tropical
and subtropical areas in the Americas virtually uninhabitable, with epidemics even reach-
ing New York City. In 1793, Philadelphia (then the largest U.S. city, with 40,000 people)
suffered nearly 5000 deaths, and 40% of the population evacuated the city. Victims suffer
a high fever and jaundice (turn yellow) from infection of the liver. Most people considered
yellow fever contagious, but finally in 1900 a team led by Walter Reed demonstrated that
it was transmitted by mosquitoes. Disease incidence has been greatly reduced by control
of this vector, and more recently by the development of a vaccine.

12.5.9 Rabies

Rabies is a fatal viral disease of animals that can also be transmitted to humans. Although
it attacks primarily the central nervous system, infective particles are present in the saliva
of rabid animals. Thus, it is most frequently transmitted by an animal bite, which injects
the virus into the new host. About 35,000 cases a year are reported worldwide, all of them
fatal, as there is no cure once symptoms develop. However, because of an effective vac-
cination program for dogs, cats, and other at-risk domestic animals and the availability of
a vaccine for people bitten by wild animals or unvaccinated pets, there are typically fewer
than five cases per year in the United States.

12.5.10 West Nile Encephalitis

A sometimes fatal encephalitis caused by the West Nile virus is endemic to areas such as
Egypt and Israel, but in 1999 it also emerged in New York City. It is a zoonosis of birds,
spread by mosquitoes that may also bite and infect humans. By 2004 it had spread to
much of the United States.

12.6 SEXUALLY TRANSMITTED DISEASES

Most sexually transmitted pathogens are unable to survive in the environment for even
relatively short periods (minutes). Thus, they can only be transmitted by close contact,
such as occurs during sexual activity.
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12.6.1 Syphilis

Syphilis is caused by the spirochete bacterium Treponema palladium. Historically, this
has been one of the world’s most frequent and widely spread communicable diseases,
but its incidence in the United States and many other areas has been greatly reduced
through a variety of public health measures (such as requirements for premarital blood
tests) and the use of antibiotics. Still, there are an estimated 50 million new cases a
year worldwide.

The usual mode of transmission for this disease is direct contact with an infective
lesion during sexual activity (although a pregnant woman may also infect her fetus).
The spirochete enters the new host through small breaks in the skin, multiplies at the
site, and forms a sore known as a chancre. This primary stage is highly infective but
heals on its own. However, by this time the bacteria have spread to other areas throughout
the body, causing secondary lesions that are also infective. Eventually, sometimes after 20
or more years, the disease may enter a tertiary stage that can affect the heart or brain, and
without treatment may be fatal almost 10% of the time.

12.6.2 Gonorrhea

Gonorrhea, which now is a much more common disease (250 million cases a year world-
wide, 400,000 in the United States) than syphilis, is a bacterial disease caused by the
gram-negative diplococci (spherical cells in pairs), Neisseria gonorrhea. It mainly affects
the urethra, and in women also the reproductive organs [pelvic inflammatory disease
(PID)], leading potentially to sterility. It is most often spread through contact with the
mucous membranes of an infected person during sexual activity, although a newborn
may also acquire it (usually, as an eye infection) from an infected mother during birth.

12.6.3 Chlamydial Infections

Chlamydia trachomatis is the most common cause of sexually transmitted disease (5 million
cases per year in the United States). It can cause inflammation of the urethra and PID,
with symptoms similar to a milder form of gonorrhea. It can also be transmitted to
newborns during birth, leading to a potentially blinding eye infection and/or pneumonia.

12.6.4 AIDS

Acquired immune deficiency syndrome (AIDS) is a later stage of infection with the
human immunodeficiency virus (HIV). The disease was first recognized in 1981, and
the virus identified in 1984. A variety of cells can be infected, but helper T lymphocytes
are a particular target. These cells play a critical role in the immune system, so that a
major effect of the virus is a weakening of the body’s immunity and hence greatly
increased susceptibility to a variety of other diseases, including some cancers. It is trans-
mitted through sexual activity or through contaminated blood (particularly from shared
needles among intravenous drug users). It is believed that over 1 million people have
been infected in the United States, with over 400,000 already dead. Worldwide HIV
has reached more than 30 million people, and it is having a devastating effect in some
areas, particularly in Africa. Although there is no cure or vaccination, a number of potent
drug therapies have been developed that can control the disease, at least for now, in many



376 EFFECT OF MICROBES ON HUMAN HEALTH

persons. However, the treatment itself is debilitating, and it is too expensive for most peo-
ple in developing countries.

12.6.5 Genital Herpes and Warts

Genital herpes is caused by the herpes simplex virus type 2, and genital warts are caused
by papilloma virus. Both are incurable, although new drugs offer some control. Both also
have been associated with cervical cancer.

12.6.6 Trichomoniasis

The flagellated protozoan Trichomonas vaginalis is the cause of trichomoniasis, which at
2.5 million cases per year is probably the second (after Chlamydia) most common sexu-
ally transmitted disease in the United States. It may also be spread by fomites, especially
towels and clothing, but has no cyst stage and so cannot survive long outside a host. It
mainly infects the vagina in women and the urethra in men.

12.6.7 Yeast Infections

A vaginal yeast infection, candidiasis, is caused by Candida albicans. Although it can be
transmitted sexually, it also is often indigenous. Increased growth in the vagina, leading to
symptoms, may occur during antibiotic treatment (of an unrelated bacterial infection) that
inadvertently suppresses the normal vaginal bacteria (such as Lactobacillus). Birth control
pills and immunosuppressant drugs are other possible factors.

12.7 OTHER DISEASES TRANSMITTED BY CONTACT

Injuries in which the skin has been cut, broken, or punctured can lead to direct infections
by a variety of pathogens, as can contact with blood or other bodily fluids. Only some of
those not listed above are included here.

12.7.1 Tetanus

The infectious agent for tetanus, Clostridium tentani, is an anaerobic sporeformer that is
common in soil. It enters the body through a skin wound or puncture, then grows and
releases a powerful exotoxin (a toxin released into the surrounding “medium” by the pro-
ducing organisms, usually gram-positive bacteria) that specifically attacks the nervous
system. If not properly treated, the damaged nerves can result in muscle spasms that
are usually fatal. One symptom is clenched teeth, leading to the common name, lockjaw.
The DTP (diphtheria, tetanus, and pertussis) inoculations given routinely in childhood,
with 10-year boosters for tetanus, provide immunity to this disease.

12.7.2 Gangrene

Clostridium perfringens can also invade a wound or puncture site and grow in the
surrounding dead tissue. Gas is released as a product of fermentation, and along with
enzyme activity, further damages cells. The gas pressure may stop blood flow, leading
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to blackening of the tissue. The toxins released may prove fatal without treatment, and in
severe cases, amputation of an affected limb may be necessary.

12.7.3 Trachoma

Chlamydia trachomatis, in addition to being the cause of the most widespread sexually
transmitted disease (Section 12.6.3), also causes trachoma, an infection of the eye that
is the world’s leading cause of blindness. This form of the bacteria is spread by direct
contact (often from touching infected liquid from the eye) or fomites, such as towels.

12.7.4 Bacterial Conjunctivitis

Bacterial conjunctivitis, commonly known as pinkeye, may be caused by several bacteria,
especially Haemophilus aegyptius (also called H. influenzae) and Moraxella lacunata.
The primary mechanism for its dissemination is finger-to-eye contact with discharges
from an infected host’s eye or fomites, although improperly disinfected swimming
pools may also be implicated.

12.7.5 Anthrax

Anthrax is mainly a disease of animals. It is relatively uncommon in industrialized coun-
tries and is primarily an occupational concern for workers handling infected hides, bone,
and wool of sheep, cattle, goats, horses, and pigs. It can be spread by direct contact
through punctures or cuts in the skin and has a mortality rate of about 10%. As indicated
in Section 12.1.1, this is the disease for which, in 1876, Koch’s principles were first
demonstrated.

However, because the causative agent, Bacillus anthracis, is a bacterial endospore-
former and easily grown in culture in the laboratory, anthrax has been of increased con-
cern as a biological warfare agent. If dispersed in the air and inhaled in high amounts,
virulent strains cause a respiratory disease that is rapidly fatal in virtually 100% of unvac-
cinated victims.

12.7.6 Leprosy

Leprosy, or Hansens’s disease, is caused by Mycobacterium leprae. This slow-growing
bacteria may affect the body in several ways, especially causing disfigurement and nerve
damage. Although it is not usually fatal, it can be severely disabling and has long led to
discrimination against its sufferers. It is spread through prolonged close contact. Treat-
ment is now possible with antibiotics.

12.7.7 Athlete’s Foot and Ringworm

A dermatomyecosis is a fungal infection of the skin, hair, or finger- or toenails. Athlete’s
foot and ringworm are two common examples. They may be caused by several species of
deuteromycetes or ascomycetes, including Epidermophyton and Trichophyton. They can
survive on moist surfaces (such as shower tiles) and in materials such as bath mats and
towels for days or more. Ringworm also is spread by direct contact (e.g., among wrestlers)
and by infected animals such as cats.
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12.7.8 Hepatitis B

Hepatitis B, or serum hepatitis, is spread mainly through contaminated blood, often
from unsterilized needles shared by drug users or used for tattoos or ear or body piercing.
The virus can also be transmitted sexually. Over 100,000 people are infected yearly in the
United States, but this number is decreasing due to the recent introduction of a vaccine. In
addition to the initial disease, which is more severe than hepatitis A (more liver damage
and fatality rate of 10%), those infected are at higher risk of liver cancer.

12.7.9 Ebola

The index (first noted) case for the Ebola virus took place in Zaire in 1976, with more
than 300 victims of this severe hemorrhagic (bleeding) fever. A second outbreak in
Sudan killed another 150 people, and other, usually smaller outbreaks have since been
reported, mainly in east, central, and southern areas of Africa. Ebola virus spreads through
the body, with rapid necrosis (death) of cells in the infected organs, particularly those of
the liver, lymph system, kidneys, ovaries, and testes. Patients usually have sustained high
fevers and may become delirious and difficult to control. After about a week, profuse
bleeding occurs throughout the body, and 90% of patients die.

It is believed that animals, including monkeys and perhaps also bats, are the main
reservoir for the virus. Ebola outbreaks result from person-to-person transmission invol-
ving close contact, probably with infected blood or other fluids, although the exact route
of transmission is unknown. Unfortunately, nosocomial spread typically occurs before the
disease is recognized, and hospital staff members are often among the early victims.

12.8 CONTROL OF INFECTION

A variety of methods have been used to help prevent the spread of disease. These involve a
variety of physical steps taken outside the human body to prevent transmission, ways to
make a person immune to a disease, and chemicals administered to control a microbial
agent or its products once they are inside a host.

12.8.1 Physical Steps to Prevent Transmission

General sanitation is an important step in preventing transmission of many diseases.
Proper disposal of sewage and adequate treatment of potable water, including filtration
and disinfection, have gone a long way to limit waterborne disease in many areas. Ade-
quate cooking, proper refrigeration, and thorough handwashing have been important steps
in controlling foodborne outbreaks. Pasteurization (heat treatment to kill pathogens) or
complete sterilization (killing all microorganisms) of milk and many other foods has also
had a major role in reducing disease. Vector control has been effective for many diseases,
and pesticides, despite their potential other risks, certainly have played an important role
in this regard. Use of condoms reduces the risk of spreading sexually transmitted diseases.
Sterile surgical equipment, bandages, and other hospital equipment and supplies and the
use of surgical masks and gloves has greatly reduced infections from medical procedures.
Quarantine (forced isolation of infectious persons) still plays an important role in
the control of some diseases. These are only a few examples of physical changes in the
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environment that can help in controlling disease transmission. Maintaining a healthy, nor-
mal microbial biota in and on the body can also help prevent invasion by a pathogen.

12.8.2 Immunity and Vaccination

Immunity (the ability to resist infection based on mobilization of the immune system) to
many diseases can result from a prior infection of the same agent. Getting the measles, for
example, protects the host from being infected again later. Thus, a person can contract
many diseases only once. Colds and influenza, on the other hand, stem from viruses
that continue to produce new strains that avoid the body’s predeveloped defenses, so
that they may be contracted repeatedly. Prior exposure also does not protect against
many microbial toxins, such as those involved in botulism food poisoning or against
some parasitic infections, such as schistosomiasis, tapeworm, and athlete’s foot.

Infection by a similar agent can in some cases provide protection from a disease.
Contracting cowpox, for example, protected people from later getting the much more
serious disease, smallpox. Similarly, it appears that having yaws (a disease caused by
the spirochete bacterium Treponema pertenue and spread by direct contact) offers protec-
tion from syphilis (caused by T. pallidum).

Acquiring immunity through vaccination has played a major role in the control of a
variety of diseases, particularly viral infections that are otherwise untreatable. This
involves exposing a person to a material that will stimulate immunity to a particular
agent. The material used may be a killed, inactivated, or weakened strain of the agent,
a portion of its surface, one of its products, or a closely related agent.

One of the greatest successes of vaccination has been with smallpox. This once devas-
tating disease killed millions in the Old World and scarred countless others. It was then
brought to the New World, where it killed millions of Native Americans, in some cases
wiping out entire cultures. In fact, the infection was spread intentionally to some tribes by
European invaders who distributed infected blankets (an early example of biological war-
fare). Vaccination with material from the pustules (pox) of victims was practiced in Asia
for at least several centuries, but sometimes lead to serious infection. In 1798, Edward
Jenner reported on his experiments and observations in England involving cowpox, a
related but mild disease of cows and milkmaids. He developed a vaccine based on this
virus that provided immunity to smallpox. Vaccination was so successful that by 1966,
the World Health Organization undertook a program to eradicate smallpox worldwide.
In part because humans are the only known reservoir, the aggressive surveillance (track-
ing) and vaccination programs succeeded—the last “‘natural” case of smallpox occurred
in 1977 (a small outbreak occurred among laboratory workers in England the following
year). Since the disease no longer exists (the virus has been stored in two laboratories, in
Atlanta and Moscow), vaccination has now been discontinued.

Another great success of vaccination has been with polio. This viral disease has now
been eliminated in the Americas, the western Pacific, and Europe, and was scheduled for
worldwide eradication by the end of 2002. (This target was missed, with 12 countries in
Asia and Africa still not virus free as of early 2005; see www.who.org for updates.)

Table 12.8 shows the vaccinations approved for use in the United States, with those
recommended for children and the general population indicated by footnote a. Some,
such as DTP (diphtheria, tetanus, pertussis), are typically given as combined vaccinations,
although individual inoculations or other combinations are possible (marked as footnote
b). The others are designed for special populations that are at higher risk of a particular
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TABLE 12.8 Licensed Vaccines and Toxoids Available in the United States

Vaccine Type Route of Administration
Adenovirus Live virus Oral
Anthrax Inactivated bacteria Subcutaneous
Bacillus of Calmette and Live bacteria Intradermal/
Guerin (BCG) percutaneous

Cholera

Diphtheria—tetanus—acellular
pertussis (DTaP)b

Diphtheria—tetanus—pertussis
(DTP)*

DTP-Haemophilus influenzae
type b conjugate (DTP-Hib)?

Haemophilus influenzae
type b conjugate (Hib)*

Hepatitis B¢

Influenza

Japanese encephalitis
Measles”
Measles—mumps—rubella
(MMR)“
Meningococcal

Mumpsb
Pertussis”
Plague
Pneumococcal

Poliovirus vaccine,
inactivated (IPV)
Poliovirus vaccine,
oral (OPV)“
Rabies
Rubella (German measles)
Tetanus”
Tetanus—diphtheria
(Td or DT)”
Typhoid (parenteral)/
(Ty21a oral)
Varicella (chickenpox)®
Yellow fever

b

Inactivated bacteria

Toxoids and inactivated bacterial
components

Toxoids and inactivated whole
bacteria

Toxoids, inactivated whole bacteria,
and bacterial polysaccharide
conjugated to protein

Bacterial polysaccharide
conjugated to protein

Inactive viral antigen

Inactivated virus or viral
components

Inactivated virus

Live virus

Live virus

Bacterial polysaccharides of
serotypes A/C/Y/W-135

Live virus

Inactivated whole bacteria

Inactivated bacteria

Bacterial polysaccharides of 23
pneumococcal types

Inactivated viruses of all three
serotypes

Live viruses of all three serotypes

Inactivated virus

Live virus

Inactivated toxin (toxoid)
Inactivated toxins (toxoids)

Inactivated bacteria/live bacteria

Live virus
Live virus

Subcutaneous or intradermal
Intramuscular

Intramuscular

Intramuscular

Intramuscular

Intramuscular
Intramuscular

Subcutaneous
Subcutaneous
Subcutaneous

Subcutaneous

Subcutaneous
Intramuscular
Intramuscular
Intramuscular or
subcutaneous
Subcutaneous

Oral

Intramuscular or intradermal
Subcutaneous

Intramuscular

Intramuscular

Subcutaneous/oral

Subcutaneous
Subcutaneous

“Part of standard recommended vaccination program for children.
b Alternative form of recommended vaccination for children.

disease based on occupation (including the military), travel to areas where the disease is
endemic, or other factors. Most vaccinations are given as an injection, but a few are taken

orally.

In some cases, the immune system can be “helped” by injection of an immune globu-
lin, or antibody. Approved immune globulins are listed in Table 12.9.
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TABLE 12.9 Immune Globulins and Antitoxins Available in the United States

Immunobiologic Indication(s)

Botulinum antitoxin Treatment of botulism

Cytomegalovirus immune Prophylaxis for bone marrow and kidney transplant
globulin, intravenous (CMV-IGIV) recipients

Diphther