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Preface

ix

This book is intended for otologists, audiologists,
neurologists and researchers in the field of hearing. The
book will also be of interest to psychologists and psy-
chiatrists who treat patients with tinnitus and other
hyperactive auditory disorders. The book provides the
basis for a broad understanding of the anatomy and
function of the ear and the auditory nervous system,
and it discusses the cause and treatment of hearing
disorders. Most books on hearing focus either on the
anatomy and function of the ear, the auditory nervous
system or on peripheral or central hearing disorders.
This book covers both anatomy and physiology of the
ear and the nervous system. The book also provides a
comprehensive coverage of disorders of the auditory
system emphasizing the interaction between patholo-
gies of the middle ear and the cochlea and the function
of the nervous system and vice versa. Hyperactive dis-
orders of the auditory nervous system and the role of
expression of neural plasticity in causing auditory
symptoms are also topics of the book. An extensive list
of references makes it possible for the reader to find
original work on the different subjects.

Understanding of the anatomy and the function of
the auditory system together with knowledge about
the pathophysiology of the auditory system are essen-
tial for all clinicians who are involved in diagnosis and
treatment of disorders of the auditory system. The
book prepares the clinician and the clinical researcher
for the challenges of the modern clinical auditory disci-
pline. The book also provides basic information about
the auditory system in a form that is suitable for the sci-
entist who does basic research on the auditory system.
The book thus aims at cross-fertilization between clini-
cians, clinical researchers and basic scientists. It is my
hope that such knowledge can guide basic auditory
research into clinically relevant questions.

The book is the third edition of books on the auditory
system, the first, Auditory Physiology, published in 1983 

by Academic Press, and the second, Hearing: Its
Physiology and Pathophysiology, published in 2000, also
by Academic Press. 

The book has 11 chapters that are organized in three
sections. Chapters from earlier editions have been 
re-organized and most parts have been re-written and
new information has been added. A separate chapter 
is devoted to an extended coverage of hyperactive 
disorders, most importantly tinnitus, the cause and
treatment of which is discussed in detail. A new chap-
ter describes cochlear and brainstem implants and
hearing conservation programs are discussed in an
appendix. 

The four chapters of Section I cover anatomy and
physiology of the middle ear and the cochlea, includ-
ing a chapter on the electrical potentials that are gen-
erated by the cochlea. Section II has two chapters that
cover anatomy and physiology of the nervous system.
Both the classical and the less known non-classical
(extralemniscal) auditory pathways are covered exten-
sively. The latter is involved in some forms of tinnitus
and may be activated in other disorders also. A third
chapter is devoted to evoked potentials from the nerv-
ous system. The neural generators of the ABR are dis-
cussed in detail. The anatomy and physiology of the
acoustic middle-ear reflex is covered in a fourth chapter
in this section.

The final section (Section III) discusses disorders of
the auditory system. Two chapters regard hearing
impairment and hyperactive disorders, focusing on tin-
nitus, its etiology, and treatment. These two chapters
stress the role of expression of neural plasticity. A third
chapter in this section concerns cochlear implants and
auditory brainstem implants. The basic design and
function of the processors in these modern auditory
prostheses are described and the physiologic basis for
the function of these prostheses is discussed. An
appendix discusses hearing conservation programs.
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It is now recognized that disorders of one part of the
auditory system often affect the function of other parts
of the auditory system. This is especially apparent
with regard to hyperactive disorders such as tinnitus
and hyperacusis, but even noise induced hearing loss
and presbycusis are not isolated cochlear phenomena,
for the auditory nervous system is involved in these
disorders. Expression of neural plasticity and a com-
plex series of events seem to be necessary in order that
such pathologies become manifest. This means that it
is no longer valid to divide disorders of the auditory
system in to peripheral and central disorders. This
book therefore takes an integrated approach to disor-
ders of the auditory system.

While most disorders of the auditory system have
detectable morphologic abnormalities, hyperactive 
disorders lack such detectable morphologic changes,
and even other objective signs are often absent.
Symptoms such as tinnitus, hyperacusis, and phono-
phobia even involve physiological abnormalities in
other parts of the central nervous system than the clas-
sical auditory pathways. A part of the auditory nervous
system, known as the non-classical, or extralemniscal,
auditory pathways, seems to be involved in some of
these hyperactive disorders, and that may also cause
abnormal activation of structures of the limbic system,
which can explain why patients with tinnitus often
present with symptoms of affective disorders such as
fear and depression. The role of the non-classical audi-
tory nervous system may have much wider importance
than previously known. This book provides a thorough
description of the anatomy and physiology of this part
of the auditory nervous system and it discusses how
their function can change and cause different symp-
toms. The book also covers less common disorders such
as bilirubinemia and cortical lesions and it discusses
vestibular Schwannoma and their diagnosis.

Because of the complexity of many disorders of the
auditory system the clinician must have a thorough

understanding of the basic functions of the entire audi-
tory system and the interactions between the periph-
eral and the central portions of the auditory system
that may occur in various hearing disorders.

Cochlear implants now provide an effective way to
treat severe hearing loss. The implementation of
cochlear and brainstem implants requires a thorough
knowledge not only about the function of such devices
but also an understanding of the way sounds are nor-
mally coded and processed in the nervous system is a
prerequisite for understanding how such prostheses
can provide useful hearing. The more recent addition
to auditory prostheses, namely auditory brainstem
(cochlear nucleus) implants, present an even greater
challenge for the clinician and there are ample possi-
bilities to do important research in this area. A separate
chapter in the book deals with cochlear and brainstem
(cochlear nucleus) implants and the physiological
basis for their success is discussed.

Cochlear implants and auditory brainstem implants
do not provide the same coding of sounds in the nerv-
ous system as provided by the normal ear and expres-
sion of neural plasticity is essential for the success of
such prostheses. Thus, optimal implementation of
such prostheses requires understanding of basic audi-
tory physiology. 

The advent of these new aspects in treatment of dis-
orders of the auditory system should not detract atten-
tions from classical problems such as hearing loss from
middle ear and cochlear pathologies. Also in these areas
of hearing new knowledge has contributed to better
understanding of pathologies of the auditory system.
The surprising research results that show that exposure
to sound can reduce presbycusis and that noise induced
hearing loss is affected by pre-exposure to sound are
examples of signs of a greater complexity of disorders
of the auditory system than previously assumed. The
results indicate that the auditory nervous system is
involved in disorders that earlier were assumed to be

Introduction
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caused solely by morphological changes in the cochlea.
This means that altered function of the nervous system
caused by altered input contributes to the symptoms
and signs of such disorders. This book provides insight
into the physiologic basis for the involvement of the
auditory nervous system in disorders that earlier were
assumed to only involve the ear. The role of expression
of neural plasticity in creating the symptoms and signs
of these disorders is discussed. 

Understanding how electrical potentials are gener-
ated in the auditory nervous system is a prerequisite
for correct interpretation of clinical tests that make use

of such recordings. The book describes the various
electrical potentials that are generated in the auditory
nervous system, what anatomical structures generate
the different components of such far-field potentials as
the ABR and the MLR, and how these potentials are
affected by different types of pathologies. 

Prevention of hearing loss is important and audio-
logists and otolaryngologists play important roles in
reducing the risk of noise induced hearing loss. The
basis for that is discussed in several chapters in the
book. The practical and legal aspects of hearing con-
servation are covered in an appendix.

xiv Introduction



The ear as a sensory organ is far more complex than other sensory organs. The sensory
cells are located in the cochlea but the cochlea not only serves to convert sound into 
a code of neural impulses in the auditory nerve but it also performs the first analysis 
of sounds that prepare sounds for further analysis in the auditory nervous system. 
This analysis consists primarily of separating sounds into bands of frequencies before
they are coded in the discharge pattern of individual auditory nerve fibers. The separa-
tion of sounds is accomplished by the properties of the basilar membrane and the 
sensory cells that are located along its length. The cochlea is more frequency selective
for weak sounds than louder sounds, which facilitates detection of weak sounds. The
cochlea also compresses the amplitudes of sounds, which makes it possible to code
sounds within the very large range of sound intensities that is covered by normal hearing.
Without such amplitude compression the ear could not detect and analyze sounds in
the intensity range of normal hearing.

The cochlea is fluid filled and that means that sounds must be converted into vibra-
tions of fluid in order to activate the sensory cells. Direct transfer of sound to a fluid is
ineffective. The middle ear facilitates the transfer of sound to the cochlea by acting as 
a transformer that matches the impedance of the air to that of the cochlea. The middle
ear is the only part of the entire auditory system where medical or surgical interven-
tions can remedy hearing loss from disease processes or trauma.

During the past decade or so, our understanding of the function of the cochlea has
changed in a fundamental way and its function now appears far more complex than
perceived earlier. Earlier it was believed that the basilar membrane was a linear system
where properties determined at one sound intensity were directly applicable to all
sound intensities. More recently, it has become evident that the frequency selectivity of
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the basilar membrane depends on the sound intensity. Earlier it was believed that the
function of hair cells was limited to transducing the vibration of the basilar membrane
into a neural code. The discovery that hair cells also can change their length in response
to sound and thus interact with the vibration of the basilar membrane in addition to
being transducers radically changed our perception of the function of the cochlea. The
best description of the function of outer hair cells is that they act as “motors” that coun-
teract the frictional losses of energy in the cochlea. This particular function of outer hair
cells increases the sensitivity of the ear by approximately 50dB. The discovery of the
active role of outer hair cells explains how the loss of outer hair cells causes hearing
loss. The interaction between the hair cells and the basilar membrane vibration makes
the cochlea more complex than other sensory organs. Extensive research during many
years has resulted in more knowledge being accumulated about the function of the
cochlea than of any other sensory organ.
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1. ABSTRACT

1. The ear consists of the outer ear, the middle ear
and the inner ear.

2. The outer ear consists of the pinna and the ear canal.
3. The skin of the ear canal is innervated by four

cranial nerves: the trigeminal; the facial; the
glossopharyngeal; and the vagus nerves.

4. The middle ear consists of the tympanic membrane
and three ossicles: malleus; incus; and stapes.

5. Two muscles are attached to the ossicles: the tensor
tympani to the manubrium of malleus; and the
stapedius to the stapes. The tensor tympani muscle
is innervated by the trigeminal nerve and the
stapedius muscle is innervated by the facial nerve.

6. The cochlea in humans has a little more than 
2 1/2 turns.

7. The cochlea has three fluid-filled compartments: the
scala tympani; scala media; and the scala vestibuli.
The basilar membrane separates the scala media
from the scala tympani and Reissner’s membrane
separates the scala vestibuli from the scala media.

8. The ionic composition of the fluid in scala tympani
and scala vestibuli (perilymph) is similar to that 
of extracellular fluid (high contents of sodium, 
low contents of potassium), while the fluid in 
scala media (endolymph) is similar to intracellular 
fluid (high contents of potassium, low contents 
of sodium).

9. The fluid space of scala tympani and scala vestibuli
communicates with the cerebrospinal fluid space
through the cochlear aqueduct. The fluid space in

scala media communicates with the endolymphatic
sac through the endolymphatic canal.

10. Hair cells are organized along the basilar
membrane in one row of inner hair cells and
3–5 rows of outer hair cells.

11. The hair cells of the cochlea differ from vestibular
hair cells in that they lack a kinocilium.

12. Each inner hair cell is innervated by many 
(type I) auditory nerve fibers, while each 
(type II) nerve fiber innervates many outer 
hair cells. 

13. Efferent nerve fibers terminate directly onto outer
hair cells while other efferent fibers terminate on
the dendrites of the type I fibers that innervate
the inner hair cells. 

2. INTRODUCTION

The ear (Fig. 1.1) consists of three parts: the outer
ear; the middle ear; and the inner ear. The inner ear
consists of two parts: the vestibular apparatus for bal-
ance; and the cochlea for hearing. The outer ear and
the middle ear conduct sound to the cochlea, which
separates sounds with regard to frequency before they
are transduced by the hair cells into a neural code in
the fibers of the auditory nerve.

3. OUTER EAR

The different parts of the external ear, “the auricle,”
have specific names (Fig. 1.2). The groove called the

C H A P T E R
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4 Section I The Ear

FIGURE 1.1 (A) Localization of the ear in the head (after Melloni, 1957). (B) Cross-section of the human ear
(reprinted from Brodel, 1946).



concha is acoustically the most important. The outer
ear enlarges in older individuals, especially in men.

3.1. Ear Canal

The ear canal has a length of approximately 2.5 cm
and a diameter of approximately 0.6 cm. It has the
shape of a lazy S. The most medial part is a nearly 
circular opening in the skull bone, and the outer part
is cartilage. The outer cartilaginous portion of the 
ear canal is also nearly circular in young individuals
but with age the cartilaginous part often changes
shape and attains an oval shape. In addition to chang-
ing its shape with age, the lumen of the ear canal often
becomes smaller with age, and in avid swimmers, it
may become very narrow.

The ear canal is covered by skin that secrets ceru-
men (wax) and it has hairs on its surface. There are no
sweat glands in the ear canal. Since the skin is not
rubbed naturally, as exposed skin on other parts of 
the body, it must self clean dead cells and cerumen.
Two types of cells contribute to secretion of cerumen,
namely sebaceous cells located close to the hair folli-
cles and ceruminous glands. The sebaceous glands
cannot secrete actively but form their secretion by pas-
sive breakdown of cells. Two kinds of cerumen exist,
dry and wet. 

Chapter 1 Anatomy of the Ear 5

FIGURE 1.2 Schematic drawing of the human external ear showing
components that are of importance for sound conduction: pinna flange
(helix, antihelix, and lobule), concha (cymba and cavum), and ear canal
(reprinted from Shaw, E. A. C. 1974. The external ear. In: Keidel, W. D.
and Neff, W. D. (eds) Handbook of sensory physiology V(1). New York:
Springer-Verlag, pp. 455–490, with permission from Springer).

BOX 1.1

C E R U M E N

The dry type is found mostly in people in the Orient
and in Mongolians while the wet cerumen is found mostly
in Caucasians, Africans and Hispanic people [60, 143].
The kind of cerumen is genetically related and chromo-
some 16 has been identified as carrying the cerumen
locus.

Accumulation of cerumen in the ear canal to an extent
that it becomes occluded is a common cause of hearing
impairment. Cerumen may also cover the tympanic
membrane, which causes hearing loss. Individuals who
attempt to clean their ear canals by cotton swaps often
push cerumen deeper into the ear canal. The cerumen is
supposed to become dry and leave the ear canal. The
secreted cerumen has a slight anti-bacterial and anti-
fungal property and it may act as an insect repellant.

The outer layer of the skin (epidermis) in the ear canal,
together with that of the tympanic membrane migrates
outwards. The migration helps heal small injuries and
move scars outwards as well as transporting cerumen out
of the ear canal. It has been suggested that failure in this

migration of the epidermis may cause several kinds of
pathology such as development of cholesteatoma and it
may play a role in causing inflammation of the ear canal.

The skin of the ear canal has an unusual nerve supply.
Its sensory receptors (including bare axons) are inner-
vated by four different cranial nerves (CN), namely the
sensory portion of the mandibular division of the trigem-
inal nerve (CN V), the facial nerve (CN VII) the glos-
sopharyngeal nerve (CN IX) and the auricular branch of
the vagal nerve (CN X), which supplies the posterior wall
of the ear canal and the tympanic membrane. This nerve
branch is a part of Arnold’s nerve, which also receives
contributions from the glossopharyngeal nerve. The
innervation of the ear canal by the glossopharyngeal
nerve explains why many people cough when the skin of
the inner part of the ear canal is touched. The innervation
by the glossopharyngeal and the vagal nerve explain why
mechanical stimulation of the ear canal can affect the
heart and blood circulation and cause sensitive individu-
als to faint when the ear canal is cleaned for wax.
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4. MIDDLE EAR

The middle ear consists of the tympanic membrane
that terminates the ear canal (Fig. 1.3) and the three
small bones (ossicles), the malleus, the incus and the
stapes (Fig. 1.3 and Fig. 1.4). Two small muscles, the
tensor tympani muscle and the stapedius muscle, are
also located in the middle ear. The manubrium of
malleus is imbedded in the tympanic membrane and
the head of the malleus is connected to the incus that
in turn connects to the stapes, the footplate of which is
located in the oval window of the cochlea. The chorda
tympani is a branch of the facial nerve (the nervous
intermedius) that travels across the middle ear cavity
(Fig 1.4). It carries taste fibers and probably also pain
fibers. The Eustachian tube connects the middle ear
cavity to the pharynx.

4.1. Tympanic Membrane

The tympanic membrane (Fig. 1.5) is a slightly oval,
thin membrane that terminates the ear canal. It is 
cone-shaped, with an altitude of 2 mm with the apex
pointed inward. Seen from the ear canal, the mem-
brane is slightly concave and is suspended by a bony
ring. Normally it is under some degree of tension. Its
surface area is approximately 85 mm2. The main part
of the tympanic membrane, the pars tensa with an area
of approximately 55 mm2 (Fig. 1.5), is composed of
radial and circular fibers overlaying each other. These
fibers are comprised of collagen and they provide a
lightweight stiff membrane that is ideal for converting
sound into vibration of the malleus. A smaller part of
the tympanic membrane, the pars flaccida, located
above the manubrium of malleus, is thicker than the
pars tensa and its fibers are not arranged as orderly as

FIGURE 1.3 (A) Cross-section showing the middle ear (reprinted from Brodel, 1946, with permission from
Elsevier). 
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FIGURE 1.3 (Continued) (B) Schematic drawing of the human middle ear seen from inside the head (from
Møller, 1972, with permission from Elsevier).

FIGURE 1.4 The ossicular chain as it is normally placed within the middle-ear cavity (adapted from Tos,
1995, with permission from Thieme Medical Publishers).



the collagen fibers of the pars tensa. The tympanic
membrane is covered by a layer of epidermal cells,
continuous with the skin in the ear canal. This outer
layer of the tympanic membrane migrates from its
center outwards and this moves small injuries and
scars and transports small foreign bodies out into the
ear canal. Small holes in the tympanic membrane 
usually heal spontaneously.

4.2. Ossicles

The middle-ear bones are suspended by several liga-
ments (Figs 1.3 and 1.4). The manubrium of the malleus
is embedded in the tympanic membrane with the tip of
the manubrium located at the apex of the tympanic
membrane (Fig. 1.5). The head of the malleus is sus-
pended in the epitympanum. The short process of the
incus rests in the fossa incudo of the malleus, and it is
held in place by the posterior incudal ligament. The long
process, also called the lenticular process, of the incus
forms one side of the incudo-stapedial joint. The head of
the malleus and the incus are fused together in a double
saddle joint and the joint between these two bones is
regarded to be rigid. The joint between the incus and
the stapes is rigid for movement of the stapes towards
the cochlea (piston like movements), but the joint is 
flexible for movements of the stapes that are induced 
by contraction of the stapedius muscle. The stapes is
suspended in the oval window of the cochlea by two
ligaments and one ligament is stiffer than the other.

4.3. Middle-ear Muscles

Two small muscles are located in the middle ear. One,
the tensor tympani muscle, is attached to the manubrium
of the malleus and the other, the stapedius muscle, is
attached to the stapes (Figs 1.3 and 1.4). The tensor
tympani muscle extends between the malleus and the
wall of the middle-ear cavity near the entrance to the
Eustachian tube. When contracting, it pulls the manu-
brium of the malleus inward, displacing the tympanic
membrane inwards and stretching the membrane. The
stapedius muscle is the smallest striate muscle of the
body. It is attached to the head of the stapes and most
of the muscle is located in a bony canal. It pulls the
stapes in a direction that is perpendicular to its piston-
like motion, tilting the stapes so that it rotates around
its posterior ligament. The tensor tympani muscle is
innervated by the trigeminal nerve (CN V) and the
stapedius muscle by the facial nerve (CN VII). 

4.4. Eustachian Tube

The Eustachian tube consists of a bony part (the
protympanum) that is located close to the middle ear
cavity, and a cartilaginous part that forms a closed 
slit where it terminates in the nasopharynx (Fig. 1.6).
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FIGURE 1.5 The tympanic membrane and the position of the
malleus and incus (reprinted from Anson and Donaldson, 1973, with
permission from Elsevier).

FIGURE 1.6 (A) Cross-section of the human middle ear to show
the Eustachian tube.



The optimal function of the middle ear depends on
keeping the air pressure in the middle-ear cavity close
to the ambient pressure. That is accomplished by
briefly opening the Eustachian tube. In the adult, the
Eustachian tube is 3.5–3.9 cm long and it follows an
inferior (caudal) – medially – anterior (ventral) direc-
tion in the head, tilting downwards (caudally) by
approximately 45 degrees to the horizontal plane (Fig.
1.6B). The Eustachian tube is shorter in young children
and it is directed nearly horizontally. 

The cartilaginous part of the Eustachian tube forms
a valve that closes the middle ear off from pressure

fluctuations in the pharynx such as occurs during
breathing and it decreases transmission of a person’s
voice to the middle-ear cavity. The mucosa inside the
Eustachian tube (which really is not a tube except for
the bony part) is rich in cells that produce mucus and
it has cilia that propel mucus from the middle ear to
the nasopharynx. The slit shaped cartilaginous part 
of the Eustachian tube allows transport of material
from the middle-ear cavity to the nasopharynx but not
the other way. 

The most common way the Eustachian tube opens
is by contraction of a muscle, the tensor veli palatini
muscle. The tensor veli palatini muscle is located in
the pharynx and innervated by the motor portion of
the fifth cranial nerve. This muscle contracts naturally
when swallowing and yawning, and some individuals
have learned to contract their tensor veli palatine
muscle voluntarily. The Eustachian tube can also be
opened by positive air pressure in the middle ear
cavity but not by negative pressure, which in fact may
close it harder.

4.5. Middle-ear Cavities

The middle-ear cavities consist of the tympanum (the
main cavity) that lies between the tympanic membrane
and the wall of the inner ear (the promontorium), 
a smaller part (the epitympanum) that is located above
the tympanum, and a system of mastoid air cells. The
head of the malleus is located in the epitympanum
(Fig. 1.3). The middle-ear cavity and the Eustachian
tube are covered with mucosa. The total volume of the
middle-ear cavities is often given to be approximately
2 cm3, but the size of the middle-ear cavities varies
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FIGURE 1.6 (Continued) (B) Orientation of the Eustachian tube
in the adult. The tensor veli palatini is shown (both reprinted from
Hughes, 1985, with permission from Thieme Medical Publishers).

FIGURE 1.7 (A) Schematic drawing of the ear showing the cochlea as a straight tube (reprinted from
Møller, 1983, with permission from Elsevier).

(Continued)



considerably from person to person and if the volume
of the mastoid air cells is included, the total volume
can be as large as 10 cm3. 

5. COCHLEA

The cochlea is a snail-shaped bony structure that
contains the sensory organ of hearing. The cochlea in
humans has a little more than 2 1/2 turns. Uncoiled
the cochlea has a length of 3.1–3.3 cm. The height of
the cochlea is approximately 0.5 cm in humans and
similar in small animals such as the chinchilla. The
cochlea, together with the vestibular organ, is totally
enclosed in the temporal bone, which is one of the
hardest bones in the entire body. Together the cochlea
and the vestibular organs are often referred to as the
labyrinth. The bony structures are known as the bony
labyrinth and the content is the membranous
labyrinth. The cochlea has three fluid-filled canals: the
scala vestibuli; the scala tympani; and the scala media
(Fig. 1.8). The scala media, located in the middle of the
cochlea, is separated from the scala vestibuli by
Reissner’s membrane and from the scala tympani 
by the basilar membrane. The ionic composition of 
the fluid in the scala media is similar to that of intra-
cellular fluid, thus rich in potassium and low in
sodium, while the fluid in the scala vestibuli and scala
tympani is similar to that of extracellular fluid such as
the cerebrospinal fluid, thus rich in sodium and poor
in potassium. 

The scala media narrows towards the apex of the
cochlea ending just short of the apical termination 
of the bony labyrinth. An opening near the apical 
termination of the bony labyrinth, called the helicotrema,
allows communication between the scala vestibuli and
scala tympani. In humans, the area of this aperture is
approximately 0.05 mm2. The basilar membrane sepa-
rates sounds according to their frequency (spectrum)
and the organ of Corti, located along the basilar 
membrane, contains the sensory cells (hair cells) that
transform the vibration of the basilar membrane into 
a neural code. 

While the gross anatomy of the cochlea has been
known for many years, recent studies of its morphol-
ogy and function have produced what seems to be an
endless series of surprising and intriguing results. In
fact, the sensory transduction in the cochlea has
attracted more research effort than any other part of
the auditory system and the function of the auditory
receptor organ is better known than that of any other
sensory system.

5.1. Organ of Corti

The organ of Corti contains many different kinds of
cells. The sensory cells, the hair cells, so called because
of the hair-like bundles that are located on their top,
are arranged in rows along the basilar membrane 
(Fig. 1.9). The hair cells have bundles of stereocilia on
their top but the hair cells in the mammalian cochlea
have no kinocilia (Fig. 1.10). The hair cells are of two
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FIGURE 1.7 (Continued) (B) Schematic drawing of the human ear. (C) Cross-section of the cochlea ((B) and
(C) reprinted from Møller, A.R. 1975. Noise as a health hazard. Ambio 4: 6–13, with permission from The Royal
Swedish Academy of Sciences).



main types: outer hair cells and inner hair cells. The
human cochlea has approximately 12,000 outer hair
cells arranged in 3–5 rows along the basilar membrane,
and approximately 3,500 inner hair cells arranged in a
single row. On each outer hair cell, 50–150 stereocilia
are arranged in 3–4 rows that assume a W or V shape
(Fig. 1.9) whereas the inner hair cells stereocilia are
arranged in flattened U-shaped formations. Between
the row of inner hair cells and the rows of outer hair
cells is the tunnel of Corti, bordered by inner and outer
pillar cells (Fig. 1.8A).

The outer hair cells are different from the inner hair
cells in several ways. Outer hair cells are cylindrical 
in shape (Fig. 1.10A) while the inner hair cells are
flask-shaped or pear-shaped (Fig. 1.10B). The stere-
ocilia are linked to each other with specific structures

(cross-links) [112]. The tallest tips of the outer hair cell
stereocilia are embedded in the overlying tectorial
membrane, whereas the tips of the inner hair cell stere-
ocilia are not. The outer hair cells in the apical region
of the cochlea are longer than in the more basal
regions, approximately 8 µm1 long in the apical region
and less than 2 µm in the base. The diameter of the
longest outer hair cell is thus approximately one tenth
of the diameter of a human hair.

Inner hair cells have similar dimension in the entire
cochlea and all have approximately the same number
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FIGURE 1.8 (A) Cross-section through one turn of the cochlea (the second turn of the guinea pig's cochlea)
(reprinted from Davis et al., 1953, with permission from the American Institute of Physics). 

(Continued)

11 µm = 1 micrometer = 1/1,000,000 of 1 m, or 1/1,000 of 1 mm.
A human hair is approximately 100 µm; a red blood cell is approx-
imately 7 µm.



of stereocilia (approximately 60). The stereocilia on
inner hair cells that are located at the base of the
cochlea are shorter than stereocilia of hair cells that are
located in the apical region of the cochlea.

In addition to hair cells, other types of cells are
found in the cochlea. Supporting cells of the organ of

Corti are the Deiter’s cells and Henson’s cells, inner
border and inner phalangeal cells. The rest of the cell
types will not be mentioned here as they are not
thought of as contributing to sound transduction.

The stria vascularis is an important structure located
between the perilymphatic and the endolymphatic
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FIGURE 1.8 (Continued) (B) Breschet's drawings of the cochlea, the spiral lamina, and the cochlear nerve.
The smaller sketches show differences between the mammalian cochlea and the avian organs of hearing
(reprinted from Hawkins, 1988, with permission from Raven Press; after Breschet, 1836). 



space along the cochlear wall. The stria vascularis has 
a rich blood supply and its cells are rich in mitochon-
dria, indicating that it is involved in metabolic activity.
Many of its intermediate cells have a high content 
of melanin. The spiral ligament, to which the basilar
membrane is attached, supports the stria vascularis.

5.2. Basilar Membrane

The basilar membrane consists of connective tissue
and it forms the floor of the scala media. It has a width of
approximately 150 µm in the base of the cochlea and it is
approximately 450 µm wide at the apex. It is also stiffer
in the basal end than at the apex. Due to this gradual
change in stiffness, sounds that reach the ear create a
wave on the basilar membrane that travels from the base
towards the apex of the cochlea. This traveling wave
motion is the basis for the frequency separation that the
basilar membrane provides before sounds activate the
sensory cells that are located along the basilar membrane.
As we shall see in Chapter 3 the frequency analysis in

the cochlea is complex, involving interactions between
the basilar membrane, the surrounding fluid, and the
sensory cells. The outer hair cells interact actively with
the motion of the basilar membrane (see p. 46).

5.3. Innervation of Hair Cells

Three types of nerve fibers innervate the cochlea:
afferent auditory nerve fibers, efferent auditory fibers
(olivocochlear bundle) and autonomic (adrenergic)
nerve fibers. The afferent auditory nerve fibers are
bipolar cells, the cell bodies of which are located in the
spiral ganglion that is located in a bony canal, the
Rosenthal’s canal (Fig. 1.11). The auditory nerve fibers
pass through the habenula perforata before they con-
tinue as radial fibers to the inner hair cells. In humans,
the auditory nerve has approximately 30,000 afferent
nerve fibers. Two types of afferent fibers have been
identified. Type I are myelinated and have large cell
bodies and comprise 95% of the auditory nerve fibers.
Type II (approximately 5% of the auditory nerve) are
unmyelinated and have small cell bodies. Details
about the anatomy of the auditory nerve will be given
in Chapter 4.

The auditory nerve fibers connect to the hair cells
via synapses (Fig. 1.12). These connections are differ-
ent for inner and outer hair cells. Many type I auditory
nerve fibers terminate on each inner hair cell while a
single type II auditory nerve fiber connects to many
outer hair cells (Fig. 1.13). It has been estimated that
each inner hair cell receives approximately 20 nerve
fibers. The nerve fibers (type II) that make synaptic
contact with the outer hair cells cross over the cochlear
tunnel to reach the rows of outer hair cells, where each
nerve fiber, called an outer spiral fiber, innervates
many hair cells and extends apically as much as 0.6
mm (Fig. 1.13) along the outer hair cell region. The
inner radial fibers (type I) are thus different from the
spiral fibers (type II).

The hair cells also receive different connections
from the descending auditory nervous system, the
olivocochlear bundle (Rasmussen’s bundle). Outer
hair cells receive the largest number of such nerve
fibers. The efferent fibers (approximately 500–600 in
humans [137]) have their cell bodies in the nuclei of
the superior olivary complex (SOC) of the brain stem.
These fibers are of two kinds: One kind is the medial
olivocochlear fibers that are large myelinated fibers
that originate in the medial superior olivary (MSO)
complex and which terminate on outer hair cells.
These fibers mostly originate from cells on the oppo-
site side and thus cross the mid-line (see Chapter 5).
Each outer hair cell receives many efferent fibers and
each efferent fiber connects to many outer hair cells.
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FIGURE 1.9 Scanning electron micrograph of a section of the
organ of Corti in a monkey with the tectorial membrane removed to
show the organization of the hair cells. One row of inner hair cells
(IHC) is visible at the top of the figure and three rows of outer hair
cells (OHC) in typical W-shaped formation of stereocilia on the top
of the cells are seen. P = pillar cells; D = Deiters’ cells (reprinted from
Harrison, R. V. and Hunter-Duvar, I. M., 1988. An anatomical tour of
the cochlea. In: Jahn, A. F. and Santos-Succhi, J. (eds) Physiology of the
ear. New York: Raven Press, with permission from Raven Press).



The other kind, the lateral olivocochlear efferent
fibers, are small unmyelinated fibers that originate in
the lateral nucleus of the superior olivary complex
(LSO), mostly on the same side as the ear where they
terminate on type I afferent connections that leaves the
inner hair cells. The efferent fibers that reach outer hair
cells mainly make presynaptic connections while those
reaching the inner hair cells make postsynaptic con-
nections (Fig. 1.12). Efferent fibers connect more
sparsely to inner hair cells. When the efferent fibers
exit the brainstem they first travel with the vestibular
nerve and then shift to the cochlear nerve at Ort’s
anastomosis.
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FIGURE 1.10 (A) Schematic drawing of the cross-section of an
outer hair cell. (B) Schematic drawing of the cross-section of an inner
hair cell (reprinted from Lim, 1986, with permission from Elsevier).

FIGURE 1.11 Spiral ganglion of the auditory nerve shown in a
mid-modiolar section of the cochlea in a chinchilla showing the otic
capsule (OC), modiolus (M), helicotrema (H), the three cochlear scalae
(scala vestibulli [SV], scale media [SM], and scala tympani [ST]), and
the saccule (S) portion of the vestibular labyrinth. Rosenthal's canal
(RC) (circled) contains the spiral ganglion (SG). Bar = 500 µm
(reprinted from Santi, 1988, with permission from Raven Press and
courtesy AJ Duvall).



It is important to notice that the efferent fibers act
directly on outer hair cells while efferent fibers only
affect the output of inner hair cells by controlling the
neural excitation in the nerve fibers that leave inner
hair cells. The importance of that will become evident
in discussions of the function of outer hair cells com-
pared with that of inner hair cells (Chapter 3).

The inner ear also has an autonomic nerve supply.
The autonomic fibers, mostly adrenergic sympathetic
nerve fibers, mainly innervate blood vessels but they
also contact hair cells [27].

5.4. Fluid Systems of the Cochlea

The fluid system of the cochlea is complex. It is
shared with the vestibular organ and consists of two
distinctly different systems: the perilymphatic system,
in which the ionic composition of the fluid resembles
that of the cerebrospinal fluid; and the endolymphatic
system, in which the fluid resembles that of intracellu-
lar fluid – thus rich in potassium. In the cochlea, the
endolymphatic space is separated from the perilym-
phatic space by Reissner’s membrane and the basilar
membrane (see Fig. 1.7C). The ionic composition of 
the perilymph is important for the function of the 
hair cells.

The fluid space of the perilymphatic system of the
inner ear communicates with the cerebrospinal fluid in
the skull cavity via the cochlear aqueduct, which con-
nects the perilymphatic space with the cranial fluid
space (Figs. 1.14 and 1.15). The duct has a very small
diameter, 0.05–0.5 mm, and there is evidence that it

may not be totally open in many adults but it is known
to be open in animals. It has been shown in experi-
ments in cats that intracranial pressure (ICP) varia-
tions are communicated to the perilymphatic space
with a short time constant [16]. If the cochlear aque-
duct is closed artificially in such animals, changes in
the ICP affect the pressure in the perilymphatic space
to a much smaller extent and there is a time lag
between changes in the ICP and changes in pressure in
the perilymphatic space.

The endolymphatic space communicates with the
endolymphatic sac through the endolymphatic duct
(Fig. 1.15). The endolymphatic sac is the space
between two layers of the dura mater. It is located
close to the skull wall, near the porus acousticus (the
opening of the internal auditory meatus). The pressure
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FIGURE 1.12 Schematic drawings of innervation of hair 
cells by nerve fibers of the auditory nerve. OH = outer hair cells; 
IH = inner hair cells; AD = afferent dendrite; E = efferent synapse
(reprinted from Spoendlin, 1970).

FIGURE 1.13 (A) and (B) Schematic drawings of innervation of
hair cells by nerve fibers of the auditory nerve. OH/OHC = outer
hair cells; IH/IHC = inner hair cells; SG = spiral ganglion; HA =
habenulae openings (reprinted from Spoendlin, 1970).



or rather the volume in the different compartments is
kept in balance by mechanisms that are not entirely
known but are thought to involve the function of 
the endolymphatic sac (see p. 231). Reissner’s mem-
brane, which separates the endolymphatic space 
from the perilymphatic space in the cochlea, has a 
high degree of compliance. Therefore, very small
changes in pressure can cause large changes in the
volume of the endolymphatic space. An imbalance
between the pressures in those two systems can 

cause hearing impairment and disturbances of balance
(see Chapter 9). 

5.5. Blood Supply to the Cochlea

The arterial supply to the cochlea is the labyrinthine
artery. It originates in the anterior inferior cerebellar
artery (AICA) and follows the eighth cranial nerve 
in the internal auditory meatus, where it gives off 
the anterior vestibular artery to the vestibular appara-
tus (Fig. 1.16). Further into the internal auditory
meatus the labyrinthine artery branches to form the
vestibular-cochlear artery that supplies parts of the
cochlea. The other branch is the spiral modiular artery
that serves as a collateral blood supply to the cochlea
[4]. The labyrinthine artery is an end-artery with little
or no collateral blood supply to the cochlea. In
humans, the labyrinthine artery is much longer than 
in the animals commonly used in experiments related
to hearing. This is because the distance between the
brainstem and the cochlea is much longer in humans,
partly because the subarachnoidal space is much
larger. (The auditory nerve, which the artery follows
for most of its course, is approximately 2.5 cm long in
humans [72, 73] compared to 0.5–0.8 cm in animals [41].)

It is important to note that the labyrinthine artery
that runs in the internal auditory meatus is not a single
artery but several smaller arterioles, almost like an
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FIGURE 1.14 Schematic drawing of the fluid system of the cochlea (reprinted from Marchbanks, 1996,
with permission from Springer).

FIGURE 1.15 Schematic drawing of the cochlear fluid systems
and their connections with the cerebrospinal fluid in the brain
through the cochlear aqueduct (reprinted from Marchbanks, 1996,
with permission from Springer).



arterial plexus. Such a series of parallel small caliber
arteries attenuate rapid changes in blood flow (pulsa-
tion) and thus contribute to providing a smooth (con-
stant) blood supply to the cochlea and the vestibular
system. The small diameter arteries in connection with

a distal reservoir function as a low-pass filter that
attenuates fast changes in blood flow. This may be of
importance for avoiding stimulation of the auditory
sensory cells from pulsation of the blood supply to 
the cochlea.
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FIGURE 1.16 Arterial blood supply to the cochlea (reprinted from Axelsson and Ryan, 1988, with permis-
sion from Raven Press).
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1. ABSTRACT

1. Sound normally reaches the cochlea via the ear
canal and the middle ear, but it may also reach the
cochlea through bone conduction. Sound that
enters the middle-ear cavities can also set the
tympanic membrane in motion and thereby reach
the cochlea.

2. The sound pressure at the tympanic membrane
depends on the acoustic properties of the pinna,
ear canal, and the head.

3. The ear canal acts as a resonator, which 
causes the sound pressure at the tympanic
membrane to be higher than it is at the 
entrance of the ear canal. The gain is 
largest near 3 kHz (the resonance 
frequency) where it is approximately 10 dB. 

4. In a free sound field, the head causes the sound
pressure at the entrance of the ear canal to be
different (mostly higher) than it is when measured
at the place of the head without the person being
present.

5. The effect of the head on the sound pressure 
at the entrance of the ear canal depends 
on the frequency of the sound and on the angle 
of incidence of the sound (direction to the 
sound source).

6. The difference in time of arrival of a sound 
at the two ears is the physical basis for 
directional hearing in the horizontal plane,
together with the difference in intensity of the
sound at the two ears.

7. The middle ear acts as an impedance 
transformer that matches the high 

impedance of the cochlea to the 
low impedance of air. 

8. The gain of the middle ear is frequency
dependent and the increase in sound
transmission to the cochlear fluid due to
improvement in impedance matching 
is approximately 30 dB in the mid-frequency
range.

9. It is the difference between the force that acts on
the two windows of the cochlea that sets the
cochlear fluid into motion. Normally the force on
the oval window is much larger than that acting
on the round window because of the gain of the
middle ear.

10. The ear’s acoustic impedance is a measure of the
tympanic membrane’s resistance against being
set into motion by a sound.

11. Measurements of the ear’s acoustic impedance
have been used in studies of the function of the
middle ear and for recordings of contraction of
the middle ear muscles. 

2. INTRODUCTION

In the normal ear, sound can be conducted to the
cochlea mainly through two different routes, namely:
(1) through the middle ear (tympanic membrane and
the ossicular chain); and (2) through bone conduction.
Bone conduction of airborne sound has little impor-
tance for normal hearing but it is important in audiom-
etry where sound applied to one ear by an earphone
may reach the other ear by bone conduction (cross
transmission). 
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3. HEAD, OUTER EAR AND EAR
CANAL

The ear canal, the pinna and the head influence the
sound that reaches the tympanic membrane. The influ-
ence of these structures is different for different fre-
quencies and the effect of the head depends on the
direction of the head to the sound source.

3.1. Ear Canal

The ear canal acts as a resonator and the transfer
function1 from sound pressure at the entrance of the
ear canal to sound pressure at the tympanic membrane
has a peak at approximately 3 kHz (average 2.8 kHz
[113]) at which frequency the sound pressure at the
tympanic membrane is approximately 10 dB higher
than it is at the entrance of the ear canal (Fig. 2.1). This
regards sounds coming from a source that is located 
at a distance from the observer (free sound field). The
effect of the ear canal is different when sound is applied
through headphones or through insert earphones 
(Fig 2.1).

3.2. Head

In a free sound field the head acts as an obstacle to
the propagation of sound waves. Together the outer
ear and the head transform a sound field so that the
sound pressure becomes different at the entrance of
the ear canal compared with the sound pressure that is
measured in the place of the head. The effect of the
head on the sound at the entrance of the ear canal is
related to the size of the head and, the wavelength2

of sound. This means that the “amplification” is fre-
quency (or spectrum) dependent and, therefore, the
spectrum of the sound that acts on the tympanic mem-
brane becomes different from that which can be meas-
ured in the sound field in which the individual is
located. The sound that reaches the entrance of the ear
canal also depends on the head’s orientation relative 
to the direction to the sound source. Depending on 
its orientation relative to the sound source, the head
can function as a baffle for the ear that points towards
the sound source or it can act as a shadow for sounds
reaching the ear that is located away from the sound
source.
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1The transfer function (or frequency transfer function) of a
transmission system is a plot of the ratio between the output and
the input, plotted as a function of the frequency of a sinusoidal
input signal, known as a Bode plot. Such a plot is not a complete
description of the transmission properties of a system unless the
phase angle between the output signal and the input signal as 
a function of the frequency is included. Nevertheless, often only

the amplitude function is shown, often expressed in logarithmic
measures (such as decibels). 

2The wavelength of sound is the propagation velocity divided
by the frequency. The propagation velocity of sound in air is
approximately 340 m/s slightly depending on the temperature and
the air pressure. Assuming a propagation velocity of 340 m/s the
wavelength of a 1,000 Hz tone is 340/1,000 = 0.34 m = 34 cm.

FIGURE 2.1 Effect of the ear canal on the sound pressure at the tympanic membrane: (A) average differ-
ence between the sound pressure at the tympanic membrane and that measured at the entrance of the ear
canal; (B) difference between the sound pressure at the tympanic membrane and a location in the ear canal
that is 1.25 cm from the tympanic membrane (similar to that of an insert earphone); and (C) theoretical esti-
mate of the difference between the sound pressure at the tympanic membrane and that at a point that is the
geometric center of the concha (reprinted from Shaw, 1974, with permission from Springer).



The results from studies of the effect of the head on
the sound pressure at the entrance of the ear canal
always refer to a situation where the head is in a free
sound field with no obstacles other than the individ-
ual on which the measurements are performed. Such a
situation occurs in nature with the sound source
placed at a long distance and where there is no reflec-
tion from obstacles. This is a different situation from
an ordinary room where sound reflections from the
walls modify the sound field by their reflection of
sound. A free sound field can be artificially created in
a room with walls that absorb all sound (or at least
most of it) and thus avoid reflection. Such a room is
known as an anechoic chamber. Anechoic chambers
are used for research such as that of the transformation
of sound by the head and the ear canal.

3.3. Physical Basis for Directional Hearing

The physical basis for directional hearing in the
horizontal plane is differences in the arrival time of
sounds that reach the two ears and differences in the
intensity at the entrance of the ear canal. The intensity
difference is not only a factor of the direction to a
sound source in the horizontal plane (azimuth) but it
also depends on the frequency (spectrum) of the sound
while the difference in arrival time is independent of
the frequency of the sound. The differences in the
sound that reaches the two ears are processed and dis-
criminated in the central nervous system (see p. 143).
The basis for discriminating direction in the vertical
plane (elevation) is poorly understood but may have
to do with the outer ear’s acoustic properties with
regard to high frequency sounds. Sound arrives at the
two ears with a time difference except when sounds
come from a location directly in front of or directly
behind the observer. The reason is that the sound trav-
els a different distance to reach the two ears. The dif-
ference in arrival time is related to the travel time from
a sound source and it has a simple linear relation to the
azimuth. The maximal difference in arrival time of the
two “ears” in the standard model of the head shown in
Fig. 2.2 is approximately 0.6 ms (Fig. 2.3). Values calcu-
lated from measurements taken from a hard spherical
model of the head (solid line) agree closely with actual
measurements made on a live subject.

Information about the difference in arrival time and
the difference in sound pressure at the two ears is used
by the central auditory nervous system to determine
the direction to a sound source in the horizontal plane
(azimuth). It is believed that the intra-aural time dif-
ference is most important for transient sounds and
sounds with most of their energy in the frequency
range below 1.5 kHz while it is the difference in the

intensity that is most important for high frequency
sounds (see p. 142).

A solid sphere the size of a head (Fig. 2.2) has been
used as a model of the head in studies of the transfor-
mation of sound from a free sound field to that found
at the tympanic membrane and how that transforma-
tion changes when the head is turned at different
angles relative to the direction to the sound source
[128]. Such studies have shown that the sound pres-
sure at the tympanic membrane is approximately 
15 dB higher than it is in a free sound field in the fre-
quency range 2–4 kHz when a sound source is located
directly in front of an observer (Fig. 2.4). A dip occurs
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FIGURE 2.2 Schematic drawing showing how a spherical model
of the head can be used to study the effect of azimuth of an incident
plane sound wave (reprinted from Shaw, 1974, with permission
from the American Institute of Physics).

FIGURE 2.3 Calculated intra-aural time difference as a function
of azimuths for a spherical model of the head (Fig. 2.2) with a radius
of 8.75 cm (solid line), and measured values in a human subject
(open circles) (reprinted from Shaw, 1974, with permission from the
American Institute of Physics; after Feddersen et al., 1957).
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in the transfer function of sound to the tympanic mem-
brane at approximately 10 kHz.

The difference in the intensity of sounds that reach
the two ears is a result of the head being an obstacle
that interferes with the sound field. The head acts as a
shield to the ear that is turned away from the sound
source, which decreases the sound that reaches that
ear and it acts as a baffle for the ear turned toward the
sound source and that increases the sound intensity at
that ear. This means that the effect of the head on the
transfer of sound to the entrance of the ear canal
depend on both the angle (azimuth) to the sound
source and the frequency of the sounds (Fig. 2.5).

The difference between the sound pressure in a free
field and that which is present at the entrance to the
ear canal is small at low frequencies because the effect
of the head is small for sound of wavelengths that are
long in comparison to the size of the head (Fig. 2.2). In
the frequency range between 2.5 and 4 kHz the ampli-
fication of sounds by the head and the pinna varies
from 8 to 21 dB depending on the angle to the sound
source in the horizontal plane (azimuth). The shadow
and baffle effects of the head and the outer ear con-
tribute to the difference in the sound intensity experi-
enced at the two ears for sounds that do not come from
a source located directly in front (0° azimuth) or directly
behind (180°). In a broad frequency range above 1 kHz
the intensity of sounds that come from a direction
(azimuth) of 45–90° relative to straight ahead is
approximately 5 dB higher at the entrance of the ear
canal than at the free sound field occupied by the 
individual (Fig. 2.5). 

The transformation of sound from a free sound field
to the sound that reaches the tympanic membrane varies
between individuals because of differences in the size
and shape of the head making the results such as those
shown in Fig. 2.5 represent the average person only. 

4. MIDDLE EAR

Two problems are associated with transfer of sound
to the cochlear fluid. One is related to sounds being
ineffective in setting a fluid into motion because of the
large difference in the acoustic properties (impedance)
of the two media, air and fluid. The other problem is
related to the fact that it is the difference between the
force that acts at the two windows that causes the
cochlear fluid to vibrate. The difference in the imped-
ance of the two media would cause 99.9% of the sound
energy to be reflected at the interface between air and
fluid and only 0.1% of the energy will be converted
into vibrations of the cochlear fluid if sound was led
directly to one of the cochlear windows. Both these
problems are elegantly solved by the middle ear. The
middle ear acts as an impedance transformer that
matches the high impedance of the cochlear fluid to
the low impedance of air, thereby improving sound
transfer to the cochlear fluid. By increasing the sound
transmission selectively to the oval window of the

FIGURE 2.4 The combined effect of the head and the resonance
in the ear canal and the outer ear, obtained in a model of the human
head. The difference in sound pressure measured close to the tym-
panic membrane and a sound pressure in a free sound field with the
sound coming from a source located directly in front of the head
(based on Shaw, 1974).

FIGURE 2.5 Calculated differences between the sound pressure
(in decibels) in a free field to a point corresponding to the entrance
of the ear canal on a model of the head consisting of a hard sphere
(Fig. 2.2). The difference is shown as a function of frequency at 
different azimuths (reprinted from Shaw, 1974, with permission
from the American Institute of Physics).



BOX 2.1

S T U D I E S  O F  P H Y S I C A L  F A C T O R S  T H A T  A R E  I M P O R T A N T  F O R  
D I R E C T I O N A L  H E A R I N G

The difference between the sound pressure at the tym-
panic membranes of the two ears has also been studied
using a manikin equipped with microphones in place of
the tympanic membrane [106] (Fig. 2.6). The results of
such studies are in good agreement with those using a
spherical model of the head. This model includes the
pinna and the results show that the pinna mostly affects
transmission of high frequency sounds. While the studies
using a manikin more accurately mimic the normal situa-
tion, the results do not include the effect of the absorption
of sound on the surface of the normal head.

A change in the direction to a sound source in the ver-
tical plane (elevation) does not cause any change in 
the inter-aural time difference and determination of the 
elevation must therefore rely on other factors such as the
differences in the spectrum of broad band sounds that

reaches the two ears for different elevations [8]. This
occurs because the transformation of a sound from the
free field to the tympanic membrane depends on the ele-
vation to the sound source. The pinna plays an important
role in this dependence of the sound transformation on
the elevation of the sound source.

The effect of elevation (angle to the sound source in
the vertical plane) on the sound that reaches the two ears
is greatest above 4 kHz (Fig. 2.7) [128]. The sound pres-
sure at the tympanic membrane for 0° azimuth and an
elevation of 0° falls off above 4 kHz (solid line in Fig. 2.7).
With increasing elevation this upper cut off frequency
shifts toward higher frequencies (dashed lines in Fig. 2.7).
At an elevation of 60° the cut off is above 7 kHz and at
that frequency, the sound pressure is more than 10 dB
above the value it has at an elevation of 0° [128].

FIGURE 2.6 Sound intensity at the "tympanic membrane" as function of the azimuth measured in a more
detailed model of the head (manikin) than the one shown in Fig. 2.2. The difference between the sound inten-
sity at the two ears is the area between the two curves (based on Nordlund, 1962, with permission from Taylor
& Francis).



cochlea, the middle ear creates a difference in the force
that acts on the two windows of the cochlea and it thus
provides an effective transfer of sound to vibration of
the cochlear fluid.

4.1. Middle Ear as an Impedance
Transformer

Theoretical considerations show that the transm-
ission of sound to the oval window would be
improved by 36 dB if the middle ear acted as an ideal
impedance transformer with the correct transformer
ratio. However, the transformer ratio of the human
middle ear is slightly different from being optimal and
that causes some of the sound to be reflected at the
tympanic membrane and thus lost from transmission
to the cochlea.

The impedance transformer action of the middle 
ear is mainly accomplished by the ratio between the
effective area of the tympanic membrane and the area
of the stapes footplate, but the lever ratio of the middle
ear bones also contributes. The ratio of areas of the
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FIGURE 2.7 Effect of elevation on the sound pressure at the tym-
panic membrane (reprinted from Shaw, 1974, with permission from
Springer).

BOX 2.2

S O U N D  D E L I V E R E D  B Y  E A R P H O N E S

The sound delivered to the ear by earphones is not
affected by the acoustic properties of the head. This
means that spectral filter action of the head, pinna and ear
canal is not effective when earphones are used. This is
one of the reasons that music and speech sounds differ-
ently when listening through ordinary earphones com-
pared to listening in a free sound field. This was
recognized as a problem for music delivery when ear-
phones came into frequent use. The problem was solved
by modifying the sound spectrum that drives the ear-
phones in a way that imitates the effect of the head [8].
This principle was first applied to the Sony® Walkman
type of tape players but later used in modern digital
devices that deliver music. The modification of the sound
spectrum made music and speech played through ear-
phones sounds similar to what it does in a (natural) free
field. Such a correction of the spectrum of the input to 
earphones is the reason sound produced by earphones can
sound natural, giving an impression of “sound space.” The
effect of turning the head when listening in a free field,
however, is absent when listening through earphones.

The earphones that are commonly used for audiomet-
ric purposes are either supra-aural headphones and now,

more commonly, insert earphones. There are two concerns
regarding the use of earphones for hearing testing; one 
is calibration and the other is that an earphone applied 
to one ear also conducts sound to the other ear, by bone
conduction. This “cross-talk” is different for different 
earphone types, being much greater for supra-aural head-
phones than for insert earphone (Fig. 2.8A). This cross
transmission is the reason that it may be necessary to
mask the better hearing ear when testing the hearing in
individuals with large differences between hearing
thresholds in the two ears. For frequencies below 1 kHz
the attenuation of the cross-transmitted sound is greater
than 80 dB for insert earphones. Insert earphones have
roughly the same frequency characteristics as supra-aural
earphones but concerns about the accuracy of the calibra-
tion remain. 

Normally, hearing tests are performed in sound insu-
lated rooms but occasionally it is necessary to test the
hearing in environments with high ambient noise. In such
situations, it is important that the earphone that is used
attenuates sounds from the environment. Insert earphones
also provide much higher attenuation of external noise
than supra-aural headphones (Fig. 2.8B).



BOX 2.3

M I D D L E  E A R , S  E F F E C T I V E N E S S  I N  T R A N S F E R I N G  S O U N D  
T O  T H E  C O C H L E A

The specific impedance of air is 42 cgs units and that
of water 1.54 × 105 cgs units (41.5 dynes/cm3 and 
144,000 dynes/cm3), thus a ratio of approximately
1:4,000. Transmission of sound to the oval window will
therefore be optimal if the middle ear has a transformer
ratio that is equal to the square root of 4,000 (equals 63).
This assumes that the input impedance to the cochlea is
equal to that of water; in fact it is less. Studies in the cat
show that the input impedance of the cochlea is lower 
at low frequencies than at high frequencies. In the middle
frequency range the impedance of the cochlea is approxi-
mately the same as that of seawater. Rosowski [122] 
calculated the overall effectiveness of transferring sound
from a free field to the cochlear fluid for the cat (Fig. 2.9).
Merchant et al. [85] arrived at gain values of approxi-
mately 20 dB between 250 Hz and 500 Hz with a maxi-
mum of 25 dB at 1 kHz above which the gain decreases at
a rate of 6 dB/octave. The results obtained by different
investigators differ and show a gain of the middle ear in
the range 25–30 dB.
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FIGURE 2.8 (A) Average and range of intramural attenuation obtained in six subjects with two types of
earphones (TDH 39 and an insert earphone, ER-3) (reprinted from Killion et al., 1985. (B) External noise 
attenuation of four different earphones often used in audiometry (reprinted from Berger and Killion, 1989, with
permission from the American Institute of Physics).

FIGURE 2.9 The efficiency of the cat's middle ear, showing
the fraction of sound power entering the middle ear that is
delivered to the cochlea (after Rosowski, 1991, with permission
from the American Institute of Physics).



BOX 2.4

T H E  G A I N  O F  T H E  M I D D L E  E A R

One of the first animal studies that qualitatively meas-
ured the gain of the cat’s middle ear in transferring sound
to the cochlea, was published by Wever, Lawrence and
Smith (Fig. 2.10A) [153]. Early studies of the transfer func-
tion of the middle ear used pure tones of different fre-
quencies measuring the sound pressure at the tympanic
membrane that is required to produce cochlear micro-
phonic (CM2) potentials of a certain amplitude [153].
Usually the sound pressure that evokes a 10 µV CM
response is determined in the frequency range of interest
(for instance, from 100 to 10 kHz). Measurements are first
done while the middle ear is intact and then repeated
after the middle ear is removed surgically and the sound
led directly to the oval window (dashes in Fig. 2.10A), or

to the round window (dots in Fig. 2.10A) using a specu-
lum that was attached to the bone of the cochlea. This
arrangement ensured that sound only reached one of the
two cochlear windows at a time. When the sound is con-
ducted directly to either the round or the oval window a
much higher sound level is needed to obtain a 10 µV CM
potential than when conducted via the normal route with
the middle ear being intact. The difference between the
solid curve in Fig. 2.10A and the dotted or the dashed
curves (Fig. 2.10B) is a measure of the gain in sound con-
duction to the cochlea provided by the cat’s middle ear. It
is seen that the gain of the cat’s middle ear is frequency
dependent and it is largest in the frequency range
between 0.5 and 10 kHz where it is between 35 and 38 dB. 

FIGURE 2.10 (A) Illustration of the gain of the middle ear of a cat. Sound pressure needed to produce a
CM of an amplitude of 10 mV is shown with the middle ear intact and the sound conducted to the tympanic
membrane (solid lines), and after removal of the middle ear and the sound conducted to the oval window
(dashes) and round window (dots) using a closed sound delivery system (based on Wever, E.G., Lawrence,
M., Smith, K.R. 1948. The middle ear in sound conduction. Arch of Otolaryng. 48, 12-35, with permission from
Archives of Otolaryngology Head and Neck Surgery. Copyright © (1948) American Medical Association. All
rights reserved). (B) Difference between the dotted-dashed curves and the solid curve in (A) (from Møller,
1983; based on Wever, E.G., Lawrence, M., Smith, K.R. 1948. The middle ear in sound conduction. Arch of
Otolaryng. 48, 12-35, with permission from Archives of Otolaryngology Head and Neck Surgery. Copyright ©
(1948) American Medical Association. All rights reserved).
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tympanic membrane and that of the stapes is frequency
dependent because it is the effective area of the tym-
panic membrane3 and not its geometrical (anatomical)
area that makes up the transformer ratio.

The middle ear has mass and stiffness that make its
transmission properties become frequency dependent.
Its efficiency as an impedance transformer thus becomes
a function of frequency. Stiffness impedes the motion
at low frequencies and mass impedes motion at high
frequencies. The friction in the middle ear causes loss
of energy that is independent of frequency. The lever
ratio may be frequency dependent because the mode
of vibration of the ossicular chain is different at differ-
ent frequencies. The effective area of the tympanic
membrane depends on the sound frequency and that
contributes to the frequency dependence of middle-ear
transmission. Because sound transmission through the
middle ear is frequency dependent, it is an oversimpli-
fication to express the transformer action as a single
number and the transformer ratio of the middle ear
must be described by a function of frequency, namely,
its transfer function.

Estimates of the gain of the middle ear by different
investigators vary and there are systematic differences
between results obtained in humans and in animals.
The total efficiency of the human middle ear is approx-
imately 10 dB less than ideal for frequencies up 
to approximately 0.2 kHz and its highest efficiency is
attained around the frequency 1 kHz where it is
approximately 3 dB below that of an ideal impedance
transformer. This means that the middle ear transmits
approximately one-third of the sound energy to the
cochlea in this frequency range and less above and
below this range [122]. Above 1.5 kHz the efficiency (in
percentage of energy transferred to the cochlea) varies
between 20% at 4 kHz and 20% (Fig. 2.9), correspon-
ding to losses between 5 and 25 times (7 and 14 dB),
respectively.

In the experiments described above sound was led
to only one of the two windows of the cochlea at a time.
If sound is led to the middle-ear cavity, a different 
situation arises because sound then will reach both the
oval window and the round window with about the

same intensity. (Hearing loss without the middle ear is
discussed in Chapter 9.)

Direct measurements of the sound transmission
through the middle ear as the function of the frequency
have also been performed both in anesthetized ani-
mals and in human cadaver ears. The transfer function
of the middle ear has been studied in anesthetized cats
by measuring the vibration amplitude of the stapes
using microscopic techniques with stroboscopic illu-
mination [44] or by using a capacitive probe to meas-
ure the vibration of the round window (Fig. 2.11) [104].

4.2. Transfer Function of the Human
Middle Ear

The middle ear in humans is different from those 
of animals, which are usually used in auditory experi-
ments, and that makes it important to distinguish
between results obtained in humans and animals. How
to “translate” the results of experiments in animals

2The CM is generated in the cochlea and its amplitude is closely
related to the volume velocity of the cochlear fluid. The CM in
response to pure tones is a sinusoidal waveform the amplitude of
which increases with the increase in the sound pressure of the
sound that elicits the CM. Recording of the CM is often used to
determine changes in sound transmission of the middle ear. 
The generation of the cochlear microphonic potential (CM) is 
discussed in detail in Chapter 4.

3The effective area of a membrane like the tympanic membrane
is the area of a rigid, weightless piston that transfers sound in the
same way as the membrane.

FIGURE 2.11 Vibration amplitude of the round window (circles
and solid lines) and the incus (triangles and dashed lines) of the ear
of a cat, for constant sound pressure at the tympanic membrane. The
vibration amplitude was measured using a capacitive probe (from
Møller, 1983; based on Møller, 1963, with permission from the
American Institute of Physics).



into estimates of sound transmission in humans will
be discussed below.

Some of the earliest studies of the frequency trans-
fer function of the middle ear were done in human
cadaver ears by von Békésy in 1941 [6].4 Measurements
of the transfer function of the human middle ear are
limited to studies in cadavers. The ratio between the
vibration amplitude of the ossicles (the umbo and the
stapes) in human cadaver ears and the sound pressure

close to the tympanic membrane (Fig. 2.12) reveals
transfer functions that are similar to those obtained in
animals [46, 71]. The vibration amplitude of the ossi-
cles is nearly constant for low frequencies up to the
resonance frequency of the middle ear (approximately
900 Hz). These results are similar to those obtained 
by von Békésy [6] almost 50 years earlier. The similar-
ity between these results and those obtained using
modern techniques is remarkable in the light of the
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FIGURE 2.12 (A) Average displacements of the umbo, the head of the stapes and the lenticular process 
of the incus. (B) The lever ratio at 124 dB SPL at the tympanic membrane in 14 temporal bones. Vertical bars
indicate one standard deviation (reprinted from Gyo, et al., 1987, with permission from Taylor & Francis).



technical difficulties associated with such measure-
ment at the time that von Békésy did these studies. 

The transfer functions of the middle ear shown 
by Kurokawa and Goode [71] showed a considerable
individual variation, attributed mainly to individual
variations in the function of the tympanic membrane.
The irregularities in the transfer function of the middle
ear seen in Fig. 2.12 suggest that the function of the
middle ear is more complex than that of a combination
of a few elements of mass and stiffness. Several models
of the middle ear were developed during the past
three or four decades to account for such complexity
[97, 121, 164].

4.3. Impulse Response of the Human
Middle Ear 

Estimation of the impulse response5 of the cat’s
middle ear has been obtained by computing the inverse
Fourier transform of the frequency transfer functions
such as those seen in Fig. 2.11. Such calculations show
the displacement of the cochlear fluid in a cat’s ear, as
it would be in response to a brief sound impulse.

4.4. Linearity of the Middle Ear

The assumption that the middle ear functions as
linear system was supported by the experimental work
by Guinan and Peake [44] who found that the stapes
(in the cat) moves in proportion to the sound pressure
at the tympanic membrane up to 130 dB SPL for frequen-
cies below 2 kHz and even higher (140–150 dB SPL) for
frequencies above 2 kHz.

4.5. Acoustic Impedance of the Ear

The ear’s acoustic impedance is a measure of the
resistance of the tympanic membrane to be set in motion
by sound. Studies of the ear’s acoustic impedance can
provide important insight into how the middle ear
functions, including the role of the different parts of the
middle ear in transferring sound into vibration of the
cochlear fluid. Studies of the ear’s acoustic impedance
are also important for studies of middle ear pathology.
Measurements of the acoustic impedance of the ear
have not only played an important role in scientific
examination of the function of the middle ear but are
now used routinely in clinical diagnosis of disorders of
the middle ear. Tympanometry that is used clinically
to assess the function of the middle ear and to determine
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4All results reported by von Békésy reported in this book were
taken from the book Experiments in Hearing, G. von Békésy, 1960,
McGraw Hill, New York [6]. This book contains translations of orig-
inal articles by von Békésy, published in the German language. The
date (year) of the original publication will be used along with the
reference to the 1960 yearbook to give proper credit to the work of
von Békésy by emphasizing when the work was first published.

5The impulse response of a transmission system such as the
middle ear is by definition the response to an infinitely short
impulse. In practice the impulse response is obtained by applying
a short impulse to the system that is tested. There is a mathematical
relationship between the impulse response and the frequency
transfer function, and a mathematical operation known as the
Fourier transform can convert an impulse response into a transfer
function. The inverse Fourier transform convert a transfer function
into an impulse response.

BOX 2.5

M E A S U R E M E N T  O F  T H E  I M P U L S E  R E S P O N S E  O F  T H E  M I D D L E  E A R

Direct measurements of the impulse response of the
umbo in awake human volunteers were obtained by
applying an acoustic impulse (click sound) to the ear and
using laser Doppler shift (laser Doppler vibrometer, LDV)
to measure the displacement of the umbo (Fig. 2.13) [139].
Goode et al. [43] used a similar method using commer-
cially available LDV equipment to measure the vibration

amplitude of the umbo in human volunteers. Although
such measurements do not reflect the transmission prop-
erties of the middle ear but rather reflect the ability of the
tympanic membrane to transform sound into vibration of
the manubrium of the malleus, this method might
become a useful clinical method for testing the function
of the middle ear.

FIGURE 2.13 Impulse response of the umbo obtained in a human
individual (reprinted from Svane-Knudsen and Michelsen, 1985,
with permission from Springer).



the air pressure in the middle-ear cavity is a form of meas-
urement of the ear’s acoustic impedance. Measurements
of changes in the ear’s acoustic impedance are used to
record the contractions of the middle-ear muscles in stud-
ies of the acoustic middle-ear reflex for oto-neurologic
diagnosis.

Electrical circuits and mechanical systems are anal-
ogous in many ways. Thus in an electrical circuit, elec-
trical current corresponds to vibration velocity and
electrical voltage corresponds to mechanical force. The
mechanical impedance, Z, is therefore the ratio between
force, F, and velocity, V. Mechanical friction corresponds
to an electrical resistance, mass (or inertia) corresponds
to inductance and a spring (elasticity) to capacitance.

In an acoustic system, volume velocity corresponds
to electrical current, sound pressure corresponds to
voltage and friction corresponds to electrical resistance
(Fig. 2.14C & D). The acoustic impedance of a volume
of air corresponds to a capacitor in an electrical circuit
and the acoustic impedance of a narrow passage such
as that of a narrow tube corresponds to an inductance
in an electrical circuit. The acoustic impedance is thus
the ratio between sound pressure and volume velocity.
In studies of the ear, it is the mechanical impedance 
of the ear transformed to acoustic impedance by the
tympanic membrane that is of interest. A mechanical
system such as the middle ear is converted into an
acoustic system by a piston or a membrane, such as the
tympanic membrane, that converts sound into mechan-
ical force (Fig. 2.14C). If the tympanic membrane acted
as an ideal piston the mechanical impedance would be
the acoustic impedance divided by the surface area of
the piston assuming that appropriate units of measure
were used to describe the acoustic and mechanical
impedance. How the acoustic impedance of the ear
reflects the mechanical properties of the middle ear may
be understood by considering a simplified mechanical

model of the middle-ear system equipped with a piston
(Fig. 2.14C). 

The admittance, Y, is the inverse of the impedance,
1/Z. It is also known as the compliance, because it is a
measure of how easily a current is induced in an elec-
trical system or how easily a mechanical system is set
into vibration by an external force. In an electrical circuit,
the admittance is the current divided by the voltage. In
a mechanical system, the impedance is the velocity
divided by the force and in an acoustic system, the
admittance is the volume velocity divided by the sound
pressure. The admittance may be a complex quantity
with a real component, G, and an imaginary component,
jB. Like impedance, admittance can also be expressed as
an absolute value and phase angle.

The ear’s acoustic impedance has been measured in
both animals and humans for studies of the function of
the middle ear and for pathological studies of the
middle ear, but measurements of the absolute value 
of the ear’s acoustic impedance never became a useful
clinical diagnostic tool. Instead, measurements of changes
in the ear’s acoustic impedance came into general use
in the clinic for determining the air pressure in the
middle-ear cavity (tympanometry) and for recording
the response of the acoustic middle-ear reflex.

The acoustic impedance of the human ear has been
expressed either as its absolute value and phase angle,
or as a real and an imaginary component as a function
of the frequency. The resistive (real) component varies
very little as a function of the frequency while the
imaginary (reactive) component is high at low fre-
quencies and decreases with increasing frequency up
to approximately 1 kHz indicating that it is dominated
by stiffness below 1 kHz. Both the real and the imagi-
nary components have considerable individual varia-
tions (Fig. 2.15) [97] even when obtained in young
individuals with normal hearing and no history of
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BOX 2.6

C R I T E R I A  F O R  L I N E A R  S Y S T E M S

A transmission system must fulfill several criteria in
order to be regarded to function as a linear system. The
output must increase in the same proportion as the input
is increased and if two different input signals (such as
two tones with different frequencies) are applied to the
input of a system, the output must be the sum of the
output of the two signals when applied independently.
This is known as the superposition criteria of a linear

system. The output of a linear system to which two sinu-
soidal signals (for instance, tones) are applied only con-
tains energy at the same two frequencies as the input. The
transmission properties of a linear system can equally
well be determined by using different kinds of input sig-
nals in connection with mathematical operations on the
results. The properties of a non-linear system cannot be
described in a universal way. 
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BOX 2.7

B A S I C  C O N C E P T S  O F  I M P E D A N C E

Mechanical and acoustic systems are often described
by their electrical analogue circuits because many people
are more familiar with electrical circuits than with acoustic
and mechanical systems (Fig. 2.14). Per definition the
impedance, Z, of an electrical system is the resistance
against which an applied voltage induces an electrical
current in an electrical circuit. In the simplest of all systems
consisting of a single resistor, the impedance is the volt-
age, E, that is needed to set up a unit current, I, thus using

Ohm’s law and knowing the voltage and the current
makes it possible to determine the resistance, R: R = E / I.
When a circuit contains other elements such as capacitors
and inductances the impedance must be measured using
alternating test signals such as sinusoidal voltage and
currents and the impedance becomes dependent on the
frequency of the test signals. The impedance of such a cir-
cuit can no longer be described by a single number because
its impedance becomes a complex quantity that requires
two numbers to be described. A complex quantity, such as
an impedance, Z, can be described by its real and its imag-
inary component (Z = R + jX, in Fig. 2.14B, where j denote
an imaginary quantity). A complex quantity can also be
described by its absolute value (length of a vector) and the
phase angle (of the vector) (Fig. 2.14B). The impedance of
a capacitor and an inductance has pure imaginary values
of opposite signs; impedance of a capacitor decreases as a
function of the frequency and that of an inductor increases
as a function of the frequency. The impedance of a circuit
that contains a capacitor and an inductor will therefore be
zero at a certain frequency (Fig. 2.14B). That frequency is
known as the resonance frequency. If the circuit in ques-
tion also contains a resistor, the impedance will not be zero
at the resonance frequency but it will have the value of the
resistance at that frequency.

FIGURE 2.14 (A) A simple mechanical system consisting of a mass (M), elasticity (S) and friction (R). (B)
Relationship between the different elements of the impedance (Z = R + jX) and the frequency, f, of the
mechanical system in (A). (C) The mechanical system in (A) equipped with a rigid piston to form an acoustic
system. (D) Electrical analogue of the mechanical system in (A) (reprinted from Møller, 1964, with permission
from Taylor & Francis).



middle-ear diseases. Measurements of the acoustic
impedance in the same individual show a high degree
of reproducibility (Fig. 2.16) [95]. The variations in the
impedance obtained in different individuals are there-
fore a result of permanent individual differences. 

This individual variation has several causes. When
the tympanic membrane in humans was covered with
a thin layer of collodion, the individual variations in
the acoustic impedance became smaller and the small
irregularities in the curves of the acoustic impedance
decreased indicating that the individual variation and

the irregularities in the impedance function results
from the properties of the tympanic membrane. The
properties of a triangular shaped portion of the tym-
panic membrane known as the pars flaccida membrana
tympani are assumed to contribute to the irregular pat-
tern of the acoustic impedance of the human ear (Figs
2.15 and 2.16). This part of the tympanic membrane is
relatively loose and its vibrations are not transferred to
the manubrium of the malleus as effectively as vibra-
tions of other parts of the membrane. Similar irregular-
ities are not present in the acoustic impedance of
animals, such as the cat, probably because the cat’s
tympanic membrane does not have a pars flaccida. 

4.6. Contributions of Individual Parts of
the Middle Ear to its Impedance

Studies of the contribution of the different parts of
the middle ear to its overall impedance have been done
in animal experiments where the middle ear can be
altered experimentally [89]. The possibilities of manip-
ulating the human middle ear are naturally much
more limited than what is the case in animals but the
use of pathologies for such studies can provide useful
information about the function of the middle ear. The
immobilization of the ossicular chain as it occurs in
patients with otosclerosis has been used in development
of electrical and mathematical models of the human
middle ear [167]. 

The properties of the tympanic membrane have
been studied by measuring the ear’s impedance when
the manubrium is prevented from vibrating. When the
malleus is immobilized the vibrations of the tympanic
membrane are not transferred to a motion of the malleus
and the measured acoustic impedance is that of the
tympanic membrane itself. In the cat the acoustic imped-
ance of the tympanic membrane with the malleus
immobilized is very high for frequencies below 3 kHz
(Fig. 2.17) [89] indicating that it functions in a similar
way as a rigid piston for those frequencies. These
results do not provide information regarding whether
or not the equivalent area of this “piston” is different
for different frequencies.

Comparing the ear’s acoustic impedance with the
vibration velocity of the malleus for constant sound
pressure at the tympanic membrane provides informa-
tion about the ability of the tympanic membrane to
convert sound into vibration of the manubrium of
malleus (Fig. 2.18).

The two curves in Fig. 2.18, showing the acoustic
impedance and the inverse velocity of the malleus in
the cat, are parallel for low frequencies (up to approx-
imately 2 kHz) but deviate above 2 kHz, indicating
that the tympanic membrane functions in a similar
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FIGURE 2.15 The acoustic impedance measured in the ear canal
and transformed to the estimated plane of the tympanic membrane,
in six individuals with no known ear disorders (reprinted from
Møller, 1961, with permission from the American Institute of Physics).



way as a rigid piston for frequencies only up to
approximately 2 kHz. (The inverse vibration velocity
is expressed in arbitrary units and the two curves were
made to superimpose at low frequencies.) This means
that the effective area of the tympanic membrane
changes with the frequency above 2 kHz. 

The results of experiments obtained in the cat may
not be directly applicable to the human ear because the
tympanic membrane in humans has a more complex
pattern of vibration and it may be less stiff than that of
the cat. Studies of the human tympanic membrane
done in cadaver ears [64] showed that the tympanic
membrane has a smaller effective area at high frequen-
cies than it has at lower frequencies.

Experiments in cats and rabbits show that severing
the connection between the incus and the stapes (the
incudo-stapedial joint) reduces the resistive compo-
nent of the ear’s acoustic impedance below 4 kHz to
very small values (Fig. 2.19) [89], suggesting that the
real component (friction) of the ear’s acoustic imped-
ance is mainly contributed by the cochlea. Elimination
of the friction component of the middle ear makes 
the resonance of the middle ear more pronounced.

Below 4 kHz the reactive (imaginary) component of
the ear’s acoustic impedance was only little altered by
disconnecting the cochlea, indicating that the cochlea
contributes little elasticity and mass to the middle ear.
The effect on the ear’s acoustic impedance from inter-
rupting the incudo–stapedial join is more complex for
frequencies above 4 kHz than below (Fig. 2.19) [89] as
has been observed by other investigators [144]. 

Animal experiments have shown that the reactive
component of the ear’s acoustic impedance for fre-
quencies below 3 kHz decreases after opening of the
middle-ear cavity [89]. This is because the middle-ear
cavities add stiffness to the middle ear. 

The air pressure in the middle-ear cavity is nor-
mally kept close to the ambient pressure by the occa-
sional opening of the Eustachian tube that connects
the middle-ear cavity with the pharynx. When the air
pressure is not the same on both sides of the tympanic
membrane, the function of the middle ear changes
causing a decrease in sound conduction to the cochlea
and the ear’s acoustic impedance changes [89. 153].

The effect is more pronounced at low frequencies
than at high frequencies and it is largest for a negative
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FIGURE 2.16 Acoustic impedance measured with 2 weeks’ interval (from Møller, 1960, with permission
from the American Institute of Physics).
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FIGURE 2.17 The acoustic impedance at the tympanic mem-
brane measured in a cat, before (dashed lines and triangles) and
after that the ossicular chain was immobilized (solid lines and
squares) (reprinted from Møller, 1965, with permission from Taylor
& Francis).

FIGURE 2.18 Comparison of the acoustic impedance at the tym-
panic membrane with the inverse velocity of the malleus for con-
stant sound pressure at the tympanic membrane in a cat. The
impedance is given in decibels relative to 100 cgs units and the
inverse vibration velocity is given in arbitrary decibel values. 
Circles = accoustic impedance at the tympanic membrane; 
triangles = sound pressure at the tympanic membrane divided 
by the veloicty of the malleus (reprinted from Møller, 1963, with 
permission from the American Institute of Physics).

BOX 2.8

A C O U S T I C  P R O P E R T I E S  O F  T H E  T Y M P A N I C  M E M B R A N E

If the tympanic membrane functions in the same way
as a (ideal) piston, the mechanical force that acts on the
manubrium of malleus is proportional to the sound pres-
sure at the tympanic membrane. The ratio between the
vibration velocity of the malleus and the sound pressure
will then be equivalent to the velocity of the manubrium
divided by the force that acts on the membrane, thus the
inverse impedance (namely, admittance). This means that
measurement of the vibration velocity of the malleus (for

constant sound pressure) is a measure of the ability of the
tympanic membrane to convert sound into vibration of
the malleus, thus a measure of the function of the tym-
panic membrane. (The velocity of the vibration is the first
derivative of the amplitude and the velocity for sinusoidal
vibrations at constant sound pressure level can be com-
puted from the vibration amplitude by multiplying it with
the frequency, which is the same as adding 6 dB/octave to
the amplitude when the amplitude is expressed in dB.)



pressure in the middle-ear cavity (corresponding to a
positive pressure in the ear canal). Animal experi-
ments have shown that the ear’s acoustic impedance is
lowest when the air pressure in the middle-ear cavity
is the same as that in the ear canal [89]. The ear’s
acoustic impedance increases both when the pressure

is increased and when it is decreased (Fig. 2.21) but not
exactly in the same way. While both positive pressure
and negative pressure in the middle-ear cavity cause
the stiffness of the middle ear to increase, negative
pressure in the middle-ear cavity reduces the resistive
component of the ear’s acoustic impedance more than
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BOX 2.9

E F F E C T  O F  T H E  B O N Y  S E P T U M  I N  T H E  C A T , S  M I D D L E - E A R  C A V I T Y

The cat has a bony septum separating the middle-ear
cavity in two compartments that communicate by a small
hole in the septum. The reactive component of the
acoustic impedance of the cat’s ear changes rapidly as the
frequency is changed around 4 kHz because of the res-
onator. Comparison of the acoustic impedance of the cat’s
ear before and after removal of that septum confirms that
this hole together with the cavities act as a Helmholz res-
onator, which makes the effect of the middle-ear cavities

in the cat different from that in other animals such as the
rabbit, which does not have a similar septum in the
middle ear. Removing the bony septum of the middle ear
makes the middle-ear cavity act as a simple stiffness com-
ponent similar to that in the rabbit, which has a middle
ear that has a single middle-ear cavity adding stiffness
[89]. The middle-ear cavity in humans is different from
that of these animals in that it is much larger and it con-
tains many air cells.

FIGURE 2.19 (A) Effect of interrupting the incudo-stapedial joint on the acoustic impedance of the ear of
a cat. Absolute value of the impedance (given in decibels relative to 100 cgs units). (B) Effect of interrupting
the incudo-stapedial joint on the acoustic impedance of the ear of a cat. The same data as in (A) with the real
and the imaginary parts of the impedance shown separately (reprinted from Møller, 1965, with permission
from Taylor & Francis).



BOX 2.10

E A R L Y  S T U D I E S  O F  T H E  E F F E C T  O F  T H E   A I R  P R E S S U R E  
I N  T H E  M I D D L E - E A R  C A V I T Y

Some of the earliest published studies of the effect of a
difference in the static pressure in the ear canal were 
published by von Békésy [6: 95–126] who used psycho-
acoustic methods (loudness balance) (Fig. 2.20) and

showed that the effect from a pressure difference between
the two sides of the tympanic membrane on the sound
transmission through the middle ear is largest at low 
frequencies.

FIGURE 2.20 The effect on sound transmission through the middle ear from static air pressure of 10 cm
H2O measured by loudness matching. The attenuation is given in positive dB values (reprinted from Békésy,
1933, with permission from McGraw Hill).

FIGURE 2.21 (A) Effect of static air pressure in the middle ear cavity of a cat on the ear's acoustic imped-
ance (resistive [open circles] and reactive components [filled circles] shown separately) (reprinted from
Møller, 1965, with permission from Taylor & Francis). (B) Effect on static air pressure in the middle ear cavity
of a cat. Comparison between the change in the ear's acoustic admittance and change in its transmission. The
admittance is given in dB relative to 100 cgs units and the transmission is given in arbitrary dB values
(reprinted from Møller, 1965, with permission from Taylor & Francis).



positive pressure does (Fig. 2.21A). Positive pressure
in the middle-ear cavity causes the acoustic admit-
tance to decrease by approximately the same amount
as the decrease in the transmission of sound through
the middle ear (Fig. 2.21B). Negative pressure in the
middle ear cavity causes a larger decrease in trans-
mission than the same amount of positive pressure.
That may be explained by the fact that negative pres-
sure in the middle-ear cavity reduces the resistive com-
ponent of the ear’s acoustic impedance (Fig. 2.21A).
Since the resistive component of the ear’s acoustic
impedance mainly originates in the cochlea (Fig. 2.19)
a reduction of the resistive component of the ear’s
acoustic impedance indicates that negative pressure
causes the cochlea to become decoupled from the middle
ear explaining why a negative pressure causes a larger
decrease in the transmission of sound to the cochlea
than a positive pressure.

Measurement of changes in the ear’s acoustic imped-
ance when the air pressure in the sealed ear canal is
varied is known as tympanometry. Tympanometry has
found widespread clinical usage as a diagnostic tool
because it provides a non-invasive way to determine
the pressure in the middle-ear cavity. The use of tympa-
nometry for that purpose is based on the finding that
the ear’s impedance changes as a function of the differ-
ence between the air pressure in the ear canal and the
tympanic cavity and that the impedance has its lowest
value when the pressure is the same in the ear canal 
as it is in the middle-ear cavity (see Fig. 2.21B) [89].

When tympanometry is used clinically, changes as a
function of air pressure in the ear canal are usually
expressed in acoustic admittance (also known as
immittance).

Tympanometry also provides information about the
function of the middle ear in general. Usually the
acoustic impedance (or admittance) is measured at 
a single frequency but the variation in the ear’s imped-
ance as a result of air pressure in the ear canal is 
different for different frequencies (Fig. 2.22). Some
investigators have made use of that fact to gain more
diagnostic information from tympanometry [20].

The middle-ear muscles normally contract as an
acoustic reflex (see Chapter 8). Contraction of the tensor
tympani muscle pulls the manubrium of malleus
inward, increasing the stiffness of the middle ear and
displacing the tympanic membrane inward. The
stapedius muscle pulls the stapes in a direction that is
perpendicular to the piston-like motion of the stapes
in response to sound causing a sliding movement in
the incudo-stapedial joint.

Animal studies have shown that contraction of the
tensor tympani muscle causes the tympanic membrane
to move inward, the sound transmission through the
middle ear to decrease and the ear’s acoustic imped-
ance to increase (Fig. 2.23) [102]. Contraction of the
stapedius muscle also changes the sound transmission
through the middle ear and it changes the ear’s acoustic
impedance but it causes little or no movement of the
tympanic membrane. When both muscles were brought
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FIGURE 2.22 Acoustic impedance (A) and cochlear microphonics at constant sound pressure at the tym-
panic membrane (B) as a function of air pressure in the middle-ear cavity of a cat for different frequencies:
Open triangles = 0.5 kHz; filled circles = 1 kHz; filled triangles = 2 kHz; open circles = 3 kHz (reprinted from
Møller, 1965, with permission from Taylor & Francis).



to contraction simultaneously, the movement of the
tympanic membrane was smaller than it is when the
tensor tympani was brought to contract alone (Fig. 2.23)
but the change in transmission and the ear’s acoustic
impedance was larger than when these muscles were
brought to contract one at a time. Thus, contraction of

the stapedius muscle impedes the motion of the tym-
panic membrane induced by contraction of the tensor
tympani muscle.

The tensor tympani muscle contracts during swal-
lowing when the Eustachian tube is opening and it has
been suggested that contractions of the tensor tympani

38 Section I The Ear

FIGURE 2.23 Upper graphs: The movement of the tympanic membrane caused by contraction of the
tensor tympani muscle (A), the stapedius muscle (B), and both muscles together (C) recorded by measuring
the change in the air pressure in the sealed ear canal. The tensor tympani muscle and the stapedius muscle
were brought to contractions independently by electrical stimulation of these muscles independently 
(or rather the nerve that innervates the muscle). Middle graphs: Change in the acoustic impedance or the ear
measured at 0.8 kHz. Lower graphs: Change in the CM recorded from the round window, for 800 Hz stimu-
lation (reprinted from Møller, 1965, with permission from Taylor & Francis).

BOX 2.11

E A R L Y  S T U D I E S  O F  T H E  E F F E C T  O F  C O N T R A C T I O N  
O F  T H E  M I D D L E - E A R  M U S C L E S

It was probably Hallpike (1935) that first showed experi-
mental evidence that contraction of the middle-ear muscles
caused a change in the sound transmission through the
middle ear. Several investigators [42, 152, 154] have used
recordings of the cochlear microphonic potential from the
round window of the cat and observed the change in this
potential when the middle-ear muscles were brought to con-
tract in response to a loud sound presented to the opposite
ear to elicit the acoustic middle-ear reflex (see Chapter 8).

The displacement of the tympanic membrane by con-
traction of the tensor tympani muscle can be recorded by

measuring the change in the air pressure in the sealed 
ear canal. Kato (1913) was probably the first to report 
on studies of contractions of the middle ear muscles 
by recording the displacement of the tympanic membrane
by measuring changes in the air pressure in the sealed
external ear canal in animal experiments. At about the
same time Mangold (1913) used a similar method in
humans and elicited a contraction of the middle-ear mus-
cles by presenting a loud sound to the opposite ear.
Similar methods were later used by other investigators
[84, 142].



improve air exchange in the tympanic cavity by dis-
placing a small quantity of air in the middle-ear cavity
whenever it contracts. If the air is not replaced, the
content of oxygen in the air will decrease because
oxygen is absorbed at the mucosal surface in the
middle-ear cavity.

Contraction of the stapedius muscle decreases the
sound conduction through the middle ear. The con-
traction causes a gradual decrease of transmission as a
function of the stapes displacement (Fig. 2.24) [107].
The attenuation is largest in the low frequency range
but during strong contractions sound transmission is

also reduced in the high frequency range. The attenu-
ation caused by contraction of the stapedius muscle is
approximately 8 dB in the cat for frequencies below 
1 kHz (Fig. 2.25) [89]. Comparisons of the change in
the acoustic impedance and the change in the trans-
mission properties of the middle ear (Fig. 2.25) sup-
port the hypothesis that contraction of the stapedius
muscle causes some kind of “decoupling” between the
middle ear and the cochlear fluid.
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FIGURE 2.24 Change in transmission in one middle ear as a
function of frequency for six different sound intensities (expressed
in stapes displacement in millimeters) (reprinted from Pang and
Peake, 1986, with permission from Springer).

FIGURE 2.25 Change in sound transmission through the middle
ear in a cat as a result of contraction of the stapedius muscle (solid
lines and circles), together with the concomitant change in the ears
acoustic admittance (dashed lines and triangles) (reprinted from
Møller, 1965, with permission from Taylor & Francis).
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1. ABSTRACT

1. The cochlea separates sounds according to their
frequency (spectrum) so that different spectral
components of sounds activate different
populations of auditory nerve fibers.

2. Sensory transduction occurs in inner hair 
cells.

3. Outer hair cells are active elements that act as
“motors” that reduce the influence of friction on
the motion of the basilar membrane. This action 
of the outer hair cells increases the vibration
amplitude of the basilar membrane for low sound
intensities (by approximately 50 dB) and increases
its frequency selectivity.

4. The location of the maximal response shifts toward
the base of the cochlea.

5. The role of outer hair cells in increasing the
frequency selectivity of the basilar membrane is
greatest at low sound intensities.

6. The non-linear action of the cochlea provides
amplitude compression of sounds before initiation
of nerve impulses in the auditory nerve. Without
that, it was not possible to code sounds in the
auditory nerve in the large range of intensities 
that are covered by hearing.

7. The cochlea can generate different kinds of
sounds. These sounds are conducted “backwards”
by the middle ear, setting the tympanic membrane
in motion and thereby generating sounds that can
be recorded by a sensitive microphone placed in
the ear canal. This is known as otoacoustic
emission (OAE).

8. There are several kinds of OAE:
i. Transient evoked otoacoustic emission (TEOAE)

is elicited by a transient sound and generated
by reflection of the traveling wave on the
basilar membrane.

ii. Spontaneous otoacoustic emission (SOAE) is a
sustained sound that is generated without any
sound being applied to the ear.

iii. Distortion product otoacoustic emission
(DPOAE) is a measure of non-linear distortion
in the cochlea. DPOAE is elicited by applying
two tones to the ear, and measuring the
amplitude of a difference tone (usually 
the 2f2-f1 tone).

9. The olivocochlear efferents influence the function
of outer hair cells and by that the OAE is affected.

2. INTRODUCTION

Sensory cells in the cochlea transform sound into a
code of nerve impulses in the auditory nerve and that
conveys the information to the brain about sounds 
that reach the ear within the audible range. In addition
the cochlea separates sounds according to their spec-
trum (frequency) so that different populations of hair
cells become activated by sounds of different frequency
(spectrum). Besides that, the cochlea compresses the
amplitude of sounds and thereby makes it possible 
to accommodate the large dynamic range of natural
sounds.

Interplay between theoretical and experimental
work has been extremely successful in unraveling the
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intricate functions of the cochlea both with regard to
the frequency analysis in the cochlea and with regard
to sensory transduction. The more knowledge that 
is accumulated about the function of the cochlea the
more it becomes evident that the cochlea is a far more
complex organ than envisioned by early investigators.
Many features not included in the earlier hypothe-
ses have been added as a result of the extensive 
experimental work.

An example of how new information has totally
revised the conception of the function of the cochlea
was the discovery that the two groups of sensory 
cells, inner and outer hair cells, have fundamentally
different functions. While the inner hair cells convert
the vibration of the basilar membrane into a neural
code in the individual fibers of the auditory nerve, the
outer hair cells act as “motors” that compensate for 
the loss of energy in the cochlea and thereby improve the
ear’s sensitivity and sharpens its frequency selectivity
for weak sounds.

It has been questioned whether the frequency 
selectivity of the cochlea is indeed the basis for our
ability to detect changes in the frequency of a pure
tone, as small as only a few hertz. The results of recent
studies have also cast doubt about the role of spectral
analysis in the ear as the basis for discrimination of
complex sounds such as speech sounds and instead
emphasizing the role of the temporal coding of sounds
such as vowels and it is now believed that the main
role of frequency selectivity of the basilar membrane is
to divide sounds into different spectral bands before
the information is processed by the auditory nervous
system. The mammalian ear can process sounds the
spectrum of which covers 10 octaves and that would
not be possible without separation of the spectrum
into suitable sized pieces so that the temporal infor-
mation in different frequency bands can be coded
independently in the discharge pattern of auditory
nerve fibers (discussed in Chapters 5 and 6).

3. FREQUENCY SELECTIVITY OF
THE BASILAR MEMBRANE

Sound analysis in the cochlea is normally equated
with spectral analysis that is ascribed to the interplay
between the dynamic properties of the basilar mem-
brane and that of the surrounding fluid. Helmholtz
(1863) was the first to formulate and prove that the 
ear performs spectral analysis of sounds. Before that,
Ohm (1843) suggested that the ear could separate a
sound into its frequency components. These earlier
hypotheses were inspired by the finding that any 
complex waveform (such as natural sounds) can be

divided into a sum of a series of sinusoidal wave-
forms. Fourier analysis is the mathematical technique
of separating a complex waveform such as natural
sounds into a series of sine waves. Helmholtz sug-
gested that the basilar membrane performed such
spectral analysis and he believed that it was accom-
plished because the basilar membrane functioned as 
a series of resonators that were tuned to different 
frequencies covering the audible range, a function
similar to that of the strings of a piano.

Although it was already hypothesized 150 years
ago that the cochlea is involved in frequency analysis
of sounds it was the fundamental research by von
Békésy1 that brought experimental proof that the
cochlea actually does perform spectral analysis of
sounds. He presented experimental evidence that a
tone of a certain frequency caused the highest vibra-
tion amplitude at a certain point along the basilar
membrane. This means that each point along the 
basilar membrane is tuned to a certain frequency and
a frequency scale can be laid out along the cochlea
with high frequencies located at the base and low 
frequencies at the apex of the cochlea (Fig 3.1).

Von Békésy [6] convincingly demonstrated that
sounds set up a traveling wave motion along the basi-
lar membrane and this traveling wave motion is the
basis for the frequency selectivity and not resonance of
the basilar membrane as proposed by Helmholz
(1883). He concluded that the motion of the basilar
membrane becomes a traveling wave motion because
the stiffness of the basilar membrane decreases from
the base of the cochlea to its apex. Other investigators
had earlier suggested other kinds of wave motion
along the basilar membrane. Ewald’s hypothesis that
sounds give rise to standing waves on the basilar
membrane is dated back to 1898.

During the time when our understanding of the
function of the cochlea steadily increased, theoretical
work by investigators such as Ranke (1950) and
Zwislocki (1948) were important in guiding work of
experimentalists by asking relevant questions.
Experimental studies of the vibration of the basilar
membrane that could confirm the various hypotheses
about the function of the basilar membrane as a spec-
trum analyzer have been hampered by the extremely
small amplitude of the vibration of the basilar mem-
brane. Until the early 1970s the only data about the
vibration of the basilar membrane and its frequency
selectivity that were available were obtained in studies
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1Georg von Békésy did his fundamental work on the function
of the ear between 1928 and 1956. His early work was published in
the German language and all his work is has been translated into
English and published in journal articles. His work is also collected
in a book [6].



done in human cadaver ears by a single investigator [6].
The results obtained showed that the basilar mem-
brane was broadly tuned. This work was mostly done
in the 1930s when limitations in technology made 
it necessary to use extremely high sound levels to
observe the motion of the basilar membrane.

Other investigators took these results, obtained 
at these extreme high sound intensities, to represent
auditory frequency selectivity in the entire intensity
range of hearing because it was assumed that the 
basilar membrane functioned as a linear system that
allowed such extrapolations of these experimental
findings. (Readers who are interested in details about
the development of hypotheses and experimental
studies of the cochlea as a spectrum analyzer are
referred to extensive literature on the matter [22, 23,
54, 55, 151, 152].) It was not until the beginning of 
the 1970s that it became evident that the motion of 
the basilar membrane is non-linear and that it was

more frequency selective for low intensity sounds 
than for high intensity sounds [120]. The cause for 
the non-linearity was not discovered until 1983 [12].

3.1. Traveling Wave Motion

Sounds set the cochlear fluid into motion and the
motion of the cochlear fluid in turn sets the basilar
membrane into motion. The mechanical properties of
the basilar membrane and how they vary along the
membrane determine which kind of wave motion a
sound gives rise to. The traveling wave motion on the
basilar membrane is a result of the gradual decrease in
the stiffness of the basilar membrane from the basal
portion of the basilar membrane toward the cochlear
apex. The energy that is transferred to the basal por-
tion of the basilar membrane propagates as a traveling
wave motion toward the cochlear apex. As the wave
travels along the basilar membrane toward less 
stiff parts of the basilar membrane, the propagation
velocity of the wave decreases (Fig. 3.2) and conse-
quently the wavelength of the motion decreases. (The
wavelength is the distance between two identical
points of the wave that travels along the basilar 
membrane.) When the wave motion slows, energy
piles up, first causing the vibration amplitude to
increase [77]. The increase in amplitude is counter-
acted by frictional losses of energy and when the
wavelength of the traveling wave reaches small
values, these losses increase rapidly and the wave
propagation comes to a halt and the traveling wave
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FIGURE 3.1 Schematic drawing of the basilar membrane of the
human cochlea showing that the width of the basilar membrane
increases from the base of the cochlea to its apex. High frequencies
are represented in the basal end of the cochlea and lower frequencies
toward the apex (from Stuhlman, 1943, with permission from John
Wiley & Son).

FIGURE 3.2 Schematic illustration of the traveling wave motion
along the basilar membrane. The cochlea is shown schematically as
a straight tube (reprinted from Zweig et al., 1976, with permission
from the American Institute of Physics).



becomes extinguished. The location on the basilar
membrane where that occurs is a function of the 
frequency of the sound and that is the basis for 
the basilar membrane’s ability to separate sounds
according to their frequency (spectrum). A high 
frequency tone travels a short distance and a low 
frequency tone travels a longer distance. The distance
that the wave motion travels on the basilar mem-
brane before being extinct is a direct function of the
frequency of the sound that sets the basilar membrane
into motion.

Zwislocki [166] suggested that the tectorial 
membrane together with the hairs (stereocilia) of the
hair cells form a mass-stiffness resonator that is 
coupled to the basilar membrane and thereby con-
tributes to its frequency selectivity properties. Using 
a mechanical model composed of a steel reed with a
mass on top Zwislocki and Kletsky [170] showed that
this hypothesis was plausible. When the reed was 
set into up and down vibrations, the mass would
exhibit lateral movements when the frequency of 
the vibrations was equal to the resonance frequency of
the reed-mass combination. Later, the results of these
theoretical and model studies were confirmed in
animal experiments [169] showing that the mechanical
properties of the tectorial membrane and the stereocilia
of the outer hair cells contribute to the frequency 
selectivity of the basilar membrane by forming res-
onators along the basilar membrane. These resonators
are tuned to different frequencies at different locations
along the basilar membrane because the mass of 
the tectorial membrane varies along the membrane
and the length (and thereby the stiffness) of the hairs
also varies along the basilar membrane. These res-
onators together with the traveling wave motion are
the bases for the frequency selectivity of the cochlea.

It is interesting that resonators were again intro-
duced as a contributor to the frequency selectivity 
but in a different way than Helmholtz’s resonance
theory stated; the tectorial membrane and hairs of 
hair cells and not the fibers of the basilar membrane
forms the resonators. Also, the tectorial membrane 
is assumed to act in conjunction with the traveling
wave motion in creating the frequency selectivity of
the cochlea and therefore the traveling wave motion 
is not the only mechanism of frequency selectivity.

3.2. Basilar Membrane Frequency 
Tuning Is Non-linear

The frequency tuning of the basilar membrane, 
as it was known from von Békésy’s experiments 
(Fig. 3.3) was much too broad to explain psychoacoustic
data on frequency discrimination in the auditory system.

That resulted in many attempts to explain how the
broad frequency tuning of the basilar membrane could
be sharpened. When technology in the beginning of
the 1970s had advanced to a level that made it possible
to measure the vibration of the basilar membrane 
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FIGURE 3.3 The vibration amplitude of the basilar membrane at
different locations along the membrane of the cochlea in a human
cadaver, shown as a function of frequency (reprinted from von
Békésy, 1942, and article no. 42 in von Békésy, 1960, with permission
from McGraw Hill).

FIGURE 3.4 Amplitude of vibration of a single point on the basi-
lar membrane in an anesthetized guinea pig in response to pure
tones of 4 different intensities, at 20 dB intervals, as a function of 
the frequency. The curves were shifted so that they would have 
coincided if the cochlea had been a lines system (adapted from
Johnstone et al., 1986).



for sounds in the upper physiologic intensity range
(90–70 dB SPL) [120] it became evident that the fre-
quency selectivity of the basilar membrane was
greater at low sound levels than at high levels. The
vibration of the basilar membrane is thus non-linear.
Subsequent studies in the guinea pig using a larger
range of sound intensities further elucidated the 
non-linearity of the basilar membrane vibration [61]
(Fig. 3.4).

3.3. Frequency Tuning of the 
Basilar Membrane

Rhode [119] showed that the frequency selectivity
of the basilar membrane deteriorates after death 
(Fig. 3.5) and that is an indication that metabolic
energy is necessary to maintain the high degree of 
frequency selectivity of the basilar membrane. This
explains why the tuning of the basilar membrane von
Békésy obtained was so broad. (He studied cadaver
ears and the sound levels used in those studies were
probably above 145 dB SPL.) It is also seen from 
Fig. 3.5 that the frequency to which a point of the 
basilar membrane is tuned to shifts towards lower 
frequencies after death.

That the sharp tuning of auditory nerve fibers 
deteriorates after oxygen deprivation was shown by
Evans as early as 1975 [33] (see Fig. 6.7 and Chapter 6),
thus an indication that the sharp tuning of auditory
nerve fibers depends on metabolic energy. At the 
time these results were published it was believed that
the high degree of frequency selectivity of single 
auditory nerve fibers was a result of sharpening (by 
a “second filter”) of the tuning of the basilar mem-
brane, believed to be neural in nature. (At that time it
was believed that the basilar membrane was broadly
tuned because the only data that were available were
those obtained in cadavers by von Békésy.) However,
this “second filter” was never found. The question
about the sharp tuning was resolved by the results 
of Rhode’s study showing that the frequency selectiv-
ity of the basilar membrane deteriorates after death
(Fig. 3.5) [119], thus indicating that metabolic energy
was necessary to maintain sharp frequency tuning 
not only of the responses from auditory nerve fibers
but also of the basilar membrane vibration. How this
was accomplished was explained much later when it
was discovered that the outer hair cells are active 
elements that make the tuning of the basilar membrane
non-linear and sharpens the tuning of the basilar
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BOX 3.1

M E A S U R E M E N T S  T H A T  S H O W  T H E  B A S I L A R  M E M B R A N E  
T O  B E  N O N - L I N E A R

Rhode’s [120] measurements of the vibration of the
basilar membrane in an anesthetized animal at different
sound intensities showed that the sharpness of the tuning
decreased with increasing sound intensity and the fre-
quency to which a certain point of the basilar membrane
was tuned shifted when the sound intensity was
changed. These studies were the first to show that 
the way the basilar membrane vibrates depends on the
intensity that is used to set it into vibration. When 
technology advanced it became possible to measure 
the vibration of the basilar membrane at even lower
sound intensities, down to near threshold of hearing 
(Fig. 3.4) [61].

Before Rhode’s [120] study was published, electro-
physiological studies of cochlear tuning by Honrubia and
Ward [51] had demonstrated that the location of the max-
imal vibration amplitude shifts towards the base of the
cochlea when the stimulus intensity is increased from 
low to high. These investigators showed that maximal

cochlear microphonic (CM) response recorded from the
scala media shifted more than 4 mm towards the base of
the cochlea when the sound intensity was increased from
60 to 100 dB thus demonstrating that the location of the
maximal vibration amplitude shifts towards the base of
the cochlea when the sound intensity is increased. When
the sound level is varied the frequency to which a certain
point is tuned may shift by several octaves. These inves-
tigators were probably the first to show results that indi-
cated that the tuning of the basilar membrane is affected
by sound intensity. Later studies showed that the shift in
frequency tuning of the basilar membrane as a function of
sound intensity was somewhat less and the shift was dif-
ferent in the low frequency range compared with the high
frequency range [93, 94]. Harrison and Evans [48] arrived
at essentially similar results.

This non-linearity of the basilar membrane vibration
also provides compression of the amplitude of the basilar
membrane vibration relative to the sound stimulus.



membrane [12]. That the frequency selectivity of the
basilar membrane is dependent on metabolic energy
was confirmed in studies where intracellular recordings
from inner hair cells were made in the guinea pig [13].

3.4. Role of the Outer Hair Cells in Basilar
Membrane Motion

The discovery in 1983 by Brownell [12] that outer
hair cells act as “motors” that compensate for frictional
losses of energy in the cochlea at low sound intensi-
ties brought our understanding of the function of 
the cochlea forward. It changed the concept of how 
the cochlea functions in a fundamental way and it
explained the results of several different kinds of
experimental results. The active role of the outer 
hair cells as “motors” that compensate for the energy
losses in the propagation of the traveling wave on 
the basilar membrane increases the sensitivity and the
frequency selectivity of the ear and it explains why
metabolic energy is necessary to maintain the normal
sensitivity and frequency selectivity of the ear. It also
explains why the frequency tuning of the basilar mem-
brane in cadavers and in living animals are different
(Fig. 3.5) [119] and it explains why metabolic insult,
induced by oxygen deprivation, causes the threshold
of auditory nerve fibers to increase and the tuning to
become wider (Fig. 6.7, Chapter 6) [33].

The role of outer hair cells in the function of 
the cochlea is related to their motility [2, 13], mean-
ing that outer hair cells can contract and expand. 
Two kinds of motility of outer hair cells have been

demonstrated: One is a fast change in length of a max-
imum of approximately 5%, and the other is a slow
change that can be much larger. The fast change can
follow sound frequencies and is believed to sharpen
the cochlear frequency selectivity and it probably also
causes amplitude compression. The slow change
occurs over seconds and it may (slowly) change the
sensitivity of the ear. These changes in length, fast 
and slow, can be elicited in different ways, one being
by sound that reaches the ear. The fast change, first
observed in outer hair cells that were isolated from 
the cochlea (of guinea pigs), can be elicited by passing
electrical current through the hair cell [2, 13]. Slow
changes in length of hair cells occur in response to
changes in the concentration of potassium ions in the
surrounding fluid.

It is believed that the fast motility of outer hair cells
can be elicited by receptor currents evoked by sound
stimulation. Thus, sound stimulation that causes
motion of the outer hair cells generates receptor 
currents that can cause (further) motion of the outer
hair cells. This is assumed to be the basis for the posi-
tive feed back that explains how the outer hair cells
become “motors” that amplify the vibration of the
basilar membrane. If too strong, this positive feedback
may cause self-sustained vibrations that result in 
generation of sound that can be measured in the 
ear canal (as otoacoustic emission [OAE]).

The most obvious implication of the active process
mediated by the outer hair cells is increased sensitivity
and greater acuity of frequency analysis for weak
sounds. The active process of the cochlea is assumed 
to account for approximately 50dB of the ear’s sensi-
tivity, and total loss of the function of outer hair cells
causes hearing loss of approximately that amount.
This is why injuries that affect mainly outer hair cells,
such as from exposure to loud noise, do not cause 
elevation of the hearing threshold that exceeds 50 dB
(see Chapter 9).

The widening of the cochlear tuning with increas-
ing sound intensity may serve to adapt the auditory
frequency analyzer to perform optimally over a large
range of sound intensities. Sharp spectral filters 
such as the cochlear filters at low sound intensities
improve the signal-to-noise ratio and may thus benefit
the detection of weak sounds and sounds in noise.
Broader filters such as cochlear filters at higher 
sound intensities are better suited for processing of
fast changes in the amplitude of a sound, which may
be important for the discrimination of complex
sounds. Changes in the width of the cochlear filters
with changes in sound intensity may thus make the
cochlea function in an optimal way both for weak
sounds where detection is important, as well as for
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FIGURE 3.5 The amplitude of the displacement of the basilar
membrane in a monkey obtained in a similar way as the results
shown in Fig. 3.4. The top curve shows the results when the monkey
was alive (anesthetized), and the two other curves show results
obtained 1 h after the death of the monkey and 7 h after the death
(reprinted from Rhode, 1973, with permission from Elsevier).



louder sounds where discrimination between different
sounds is important requiring good temporal resolution.

The non-linearity of the cochlea also causes a shift 
in the location of the maximal amplitude of the deflec-
tion of the basilar membrane in response to stimula-
tion with pure tones. This shift had already been
demonstrated in 1968 in studies of the cochlea by
Honrubia and Ward [51] and later in studies of tuning
of single auditory nerve fibers [93, 94] and in record-
ings from cochlear hair cells [168]. That the location 
of maximal deflection of the basilar membrane is not
only a function of the frequency (spectrum) of sounds
but also depends on their intensity has implications
for theories about the physiologic basis for discrimina-
tion of frequency and it explains the one-half octave
shift in noise induced hearing loss (see Chapter 6).

It has been known for a long time that neural 
activity in the olivocochlear efferent fibers affects 
the response of auditory nerve fibers [45, 148, 155].
This can partly be explained by the efferent influence
on the output of inner hair cells. That efferent neural
activity controls the function of outer hair cells implies
that it can change the mechanical properties of the
basilar membrane. That function is mediated by the
medial olivocochlear fibers (see Fig. 5.15B, Chapter 5),

which terminate directly on the outer hair cells (see
Fig. 1.12, Chapter 1). Activity in these fibers releases
transmitter substances that can affect the mechanical
properties of the outer hair cells and by that the
mechanical properties of the basilar membrane.

3.5. Epochs of Research in 
Cochlear Mechanics

Dallos [22] offered a perspective on the devel-
opment of theories on cochlear function and experi-
mental work by dividing the era of research on the
function of the cochlea as a spectrum analyzer into
three epochs. The first period was characterized by
Helmholtz’s theories (1863), that postulated that a
series of lightly damped mechanically tuned resonant
elements were located along the basilar membrane
(reviewed by Wever in 1949 [151]). The second epoch
from late 1940 to early 1970 was dominated by 
von Békésy’s [6] experimental demonstration of the
spectral analysis in the cochlea as being the result of a
traveling wave motion along the basilar membrane
(Fig. 3.2). The third epoch starting in the 1970s runs
until the present. That period is dominated by the
finding that the traveling wave motion is boosted 
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BOX 3.2

O L I V O C O C H L E A R  B U N D L E  A N D  C O C H L E A R  N O N - L I N E A R I T Y

Studies of the function of the olivocochlear bundle
have been done in animals by electrical stimulation of the
olivocochlear bundle where it comes close to the surface
of the floor of the fourth ventricle. The fact that the medial
olivocochlear efferent fibers that terminate on outer hair
cells can be activated by sound stimulation of the oppo-
site ear makes it possible to study the function of outer
hair cells on the sensitivity of the ear and on basilar mem-
brane tuning in humans (and in animals) [149, 150].
Studies have demonstrated that such activation of the
efferent system by contralateral sound stimulation can
change basilar membrane tuning and otoacoustic emis-
sion [19, 88].

Another important feature of the active cochlea is the
non-linear conversion of sound into vibration of the basi-
lar membrane. The action of the outer hair cells to amplify
the motion of the basilar membrane provides compres-
sion of the range of sound intensities (automatic gain 
control). The range of sound intensities that the ear can

handle is enormous (approximately one to one million)
and it is possible because of the compression of the ampli-
tude of the vibration of the basilar membrane that occurs
before the sound is coded in the discharge pattern of
cochlear nerve fibers. This compression (automatic gain
control) makes it possible to code the large range of sound
intensities in the discharge pattern of auditory nerve
fibers. The neural transduction in the cochlea together
with the non-linearity of the motion of the basilar 
membrane are the physiological basis for this amplitude
compression that makes it possible for the auditory system
to process sound over a range of approximately 100 dB.

It has been estimated that a 10 dB increase of the sound
at the tympanic membrane only results in an increase of
2.5 dB of the vibration of the basilar membrane [17]. This
compression of the amplitude scale takes place before
transduction into a neural code and functions in a similar
way as the automatic gain control that is often incorporated
in artificial communication systems.



by active processes of the outer hair cells that inject
energy into the system [12], compensating for fric-
tional losses. The result is greater sensitivity of the 
ear and sharper tuning of the basilar membrane for
sounds of low intensities. The finding that the fre-
quency to which a point along the basilar membrane is
tuned depends on the sound intensity has conse-
quences regarding the role of the place hypothesis for
frequency discrimination (see p. 100).

Recognition of the role of a resonant system con-
sisting of the tectorial membrane and the hairs of 
hair cells by Zwislocki and co-workers [169] may be
regarded as a fourth epoch in our understanding of
cochlear micromechanics [22]. This resonator, together
with the traveling wave properties of the basilar 
membrane are the bases for the frequency selectivity 
of each small segment of the basilar membrane.

In summary, as we understand it now, cochlear 
frequency selectivity is a result of a combination of at
least three different mechanisms: (1) The traveling
wave motion on the basilar membrane; (2) the active
function of the outer hair cells that inject energy into the
motion of the basilar membrane and causes the basilar
membrane motion to become non-linear; and (3) the
resonance of the tectorial membrane and its attach-
ment (mainly the stereocilia of the outer hair cells).

4. SENSORY TRANSDUCTION 
IN THE COCHLEA

Sensory transduction in the cochlea has been the
subject of many studies and probably more is known
about the sensory transduction in the ear than that in
any other sensory system. Early research efforts were
directed to understand how the two groups of hair
cells, the inner and the outer hair cells, converted the
vibrations of the basilar membrane into a neural code
of single auditory nerve fibers. That so few nerve
fibers terminated on the outer hair cells was puzzling
before it was understood that the outer and inner hair
cells have fundamentally different functions. It is now
assumed that only inner hair cells participate in the
transduction of motion of the basilar membrane into a
neural code in the auditory nerve. The connections
between inner hair cells and auditory nerve fibers are
in many ways similar to other synapses but its ability
to transmit timing information may be better than
what it is in other synapses.

4.1. Excitation of Hair Cells

Hair cells are type II receptors (see [101]) that consist
of stereocilia that are sensitive to displacement (bending).

Bending of the stereocilia causes change in the 
intracellular potential of the hair cells which becomes
less negative when the stereocilia are bent in one direc-
tion and more negative when bent in the opposite
direction. The molecular basis for sensory transduc-
tion has been studied intensively during the past
decade, and it will be discussed below (p. 50). It was
shown many years ago that bending of the stereocilia
of hair cells in the lateral line organ of fish in the 
direction toward the kinocilium depolarize the hair
cells [36] and is thus excitatory. Deflections in the
opposite direction hyperpolarizes the cells (Fig. 3.6A)
[35, 36]. Cochlear hair cells are assumed to function in
a similar way but they do not have kinocilia. A basal
body is located at the place of the kinocilium. Studies
of mammalian hair cells have later confirmed the
results of the studies of hair cells of the lateral line
organ (Fig. 3.6A, B & C) [124]. Deflection of the hairs
toward the location of the basal body (toward the
tallest row of stereocilia) has been regarded to be 
excitatory.

When low frequency tones (for instance, 0.3 kHz)
were used as stimuli in early studies of the function 
of hair cells as mechano-transducers, it appeared that
hair cells responded to the amplitude of the displace-
ment of the basilar membrane. More recently when
tones of higher frequencies have been used it has
become evident that inner hair cells may be excited 
by either the amplitude of the basilar membrane dis-
placement or by the velocity of the basilar membrane
motion [133, 171]. The visco-elastic coupling between
the tectorial membrane and the stereocilia makes 
hair cells sensitive to the velocity of the motion of the
basilar membrane because a visco-elastic coupling
transmits the change in displacement, thus the veloc-
ity. Since the velocity of the motion increases propor-
tionally with the frequency, low frequency motion 
of the basilar membrane is less effective than high 
frequency motion in displacing the stereocilia.

4.2. Which Phase of a Sound Excites Hair
Cells (Rarefaction or Condensation)?

If deflection of the stereocilia of inner hair cells
toward the basal body is excitatory, motion of the 
basilar membrane toward the scala vestibuli would 
be excitatory. An outward movement of the stapes
(caused by the rarefaction phase of sounds) would
cause the basilar membrane to be deflected towards
the scala vestibuli. This concept was supported by
early recordings of the compound action potential
from the round window of the cochlea in response 
to click stimulation [109]. However, these results 
were challenged by later studies [70, 133, 171], which
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revealed a more complex relationship between the
acoustical waveform of a sound and the excitation of
cochlear hair cells and inner hair cells were shown 
to respond to the motion of the basilar membrane in
both directions (up and down) or only in one direc-
tion. Studies of the response of single auditory nerve
fibers have shown that nerve fibers that are tuned to
high frequencies respond when the basilar membrane

was deflected toward the scala tympani while nerve
fibers that are tuned to low frequency sounds respond
to motion of the basilar membrane either toward scala
vestibuli or towards scala tympani [123].

These results can be understood by considering that
the force that acts on the stereocilia can be generated
either by the shearing motion between the reticular
lamina and the tectorial membrane, or by the flow of
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FIGURE 3.6 (A) Schematic illustration of excitation of hair cells from the lateral line organ of a fish. The
picture shows how intracellular potentials are affected by bending of the stereocilia of hair cells in the lateral
line organ of fish (reprinted from Flock, 1965, with permission from Cold Spring Harbor Laboratory Press).
(B) Waveform of the voltage recorded intracellularly (receptor potentials) from inner hair cells in a guinea 
pig at different sound intensities (reprinted from Russell and Sellick, 1983, with permission from Cold 
Spring Harbor Laboratory Press).

(Continued)



endolymph that is caused by displacement of the 
tectorial membrane.

Studies by Ruggero [123] confirmed that excitation
in the cochlea is complex and that it can best be
described in the following way: Auditory nerve fibers
tuned to low frequencies respond to low intensity
sounds when the basilar membrane moves at its 
highest speed in the direction toward the scala
vestibuli, whereas nerve fibers that are tuned to high
frequencies respond to low frequency sounds of 
moderate intensity (60–80 dB SPL) when the basilar
membrane moves at its highest velocity towards.
Other studies of the stimulation of the inner hair cells
have shown further evidence that the motion of the
stereocilia is more complex than that of the basilar
membrane and that the deflection of the stereocilia 
of inner hair cells, that is the basis for excitation of
auditory nerve fibers, is not a direct function of the
motion of the basilar membrane [87, 165].

4.3. Molecular Basis for 
Sensory Transduction

The discovery that stereocilia contains actin, a 
protein found in muscles, was the beginning of a series
of developments of understanding of the extremely
complex machinery that is responsible for the function
of hair cells as receptors and as active elements
(“motors”) that increases the sensitivity of the ear [37].
The subsequent discovery of the active role of outer

hair cells [12, 13] explained many questions regarding
the function of the ear. Prestin is another protein that
plays an important role in the motility of outer hair
cells [25]. Prestin is a membrane protein that performs
a direct voltage-to-force conversion. It is found in
outer hair cells and its action is different from the
motors that are based on enzymatic activity.

The basic function of mechanoreceptors assume 
a specialized membrane where mechanical deforma-
tion cause ionic conduction to change and that subse-
quently changes the membrane potential of the hair
cells. This specialized membrane is located on the
stereocilia and displacement of the cilia opens specific
ionic channels that are located at or near the tips of 
the stereocilia [54]. The inflow of ions results in the
release of one or more neurotransmitters and that 
is the way sensory transduction in hair cells occurs.
Both potassium and calcium ions (K+ and Ca2+) are
involved in this process. The first step in the cascade
that eventually results in a process controlling the 
discharge of auditory nerve fibers is a change in the
conductivity of the mechanically gated ion channel.
Opening of this channel causes the membrane poten-
tials to become less negative (depolarization), which 
in turn leads to opening of voltage-gated Ca2+ ion
channels. The influx of Ca2+ leads to release of a neu-
rotransmitter at the base of the hair cells. Activation 
of hair cells causes an increased flux of K+ from
endolymph through the hair cells and then into the
endolymph, from where the potassium ions are taken
up and secreted back into perilymph. This means that
sensory activation causes potassium ions to be cycled
within the cochlea (Fig. 3.7) [147].

Many studies have shown that the membranes of
cochlear hair cells have voltage gated calcium channels
that control release of transmitter substances [40]. 
The role of Ca2+ ion channels has been studied in 
animals using the calcium channel blocker nimodipine
and it has been found that Ca2+ ion channels are
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FIGURE 3.7 Schematic drawing of ionic flow in the cochlea
(reprinted from: Wangemann, 2002, with permission from Elsevier).

FIGURE 3.6 (Continued) (C) Voltage of the response seen in 
Fig. 3.9B. (reprinted from Russell and Sellick, 1983, with permission
from The Physiological Society).



important for the final stage of cochlear transduction,
either for the release of transmitters from inner hair
cells or for the postsynaptic spike generation [162].
The summating potential (SP) has a neural component
and when that has been removed, the SP is not to be
affected by administration of nimodipine, an L-type
Ca2+ ion channel blocker involved in neural trans-
duction in the cochlea [162]. These studies also sug-
gested that there are nimodipine sensitive channels 
in outer hair cells thus indicating a role of L-type Ca2+

ion channels in the function of outer hair cells.
Evidence has also been presented that indicates that 
T-type Ca2+ channels are not involved in any stage of
transduction in hair cells.

Other studies have found glutamate to be a
neural transmitter involved in afferent neural trans-
mission [59] but also aspartate may have a role in 
afferent transmission in the cochlea. Studies in rats
have shown that a nicotinic acetylcholine receptor 
is expressed in hair cells and it has been hypothe-
sized that it mediates efferent inhibition via calcium
activated potassium channels [40], especially in outer
hair cells [52].

The role of potassium ion (K+) channels in trans-
duction in hair cells depends on the frequency of stim-
ulation [32]. The K+ channels respond cycle-by-cycle 
to the waveform of low frequency stimulation. This
variation in membrane conductivity cause distortion
that makes the K+ channels in IHC to be involved in
the change in the membrane potential. This change in
the membrane potential is known as the receptor
potential that is associated with low frequencies. For
high frequency stimulation the K+ channels affect the
size of the DC response.

Recent advances in the understanding of the 
transduction processes that occurs in hair cells pave
the way for understanding some forms for congenital
hearing loss [76]. Congenital hearing loss occurs in
approximately 1 in 1000 live births and the main part
of the impairment of hearing is assumed to be caused
by defects in the function of hair cells. Studies have
shown evidence that encoding of the gap junction pro-
tein connexin-26 is responsible for many occurrences
of congenital hearing loss [68].

Connexins are a group of proteins that are impor-
tant in communication between the components
inside the cells using gap junctions and it is important
for the exchange of electrolytes, second messengers
and metabolites [68, 132, 147]. There are expressions 
of this protein in the stria vascularis, the basement
membrane, the limbus and the spiral prominence 
of the human cochlea. Loss of connexin-26 disrupts
many fundamental processes in hair cells. The gene
coding for connexin-26 has been identified which is
important for genetic counseling. Mutation of the 

connexin gene may be involved in the pathophysiol-
ogy of some forms of progressive adult deafness 
and understanding of the processes that underlies this
transformation opens new prospects for understand-
ing of some forms of genetically related hearing
impairment and for providing genetic counseling. 
The understanding of the molecular mechanisms of
sensory transduction in the cochlea is also important
for diagnostics and for development of effective thera-
peutic means for genetically related hearing disorders.

Cochlear hair cells are susceptible to insults from
overstimulation, chemicals, aging and unknown fac-
tors. In most situations it is outer hair cells that degen-
erate or become injured. These changes are irreversible
but measures have been identified that can prevent or
reduce the destruction of hair cells. During the past
two decades great advantages have been made in
understanding the mechanisms involved in destruc-
tion of hair cells and it has become evident that these
processes are complex and subsequent changes in 
the function of the auditory nervous system may 
contribute to the observed hearing impairment (see
Chapters 9 and 10). The fact that hearing loss from
noise exposure (noise induced hearing loss [NIHL])
depends not only on the intensity and duration of 
the noise exposure but also on previous exposures 
[15, 86] are signs that the central nervous system is
involved in the processes that injure hair cells from
noise exposure. There are signs that the pathology is
more complex than just mechanical stress on hair 
cells. Age related hearing impairment has earlier 
been assumed to be caused by injuries to hair cells but
studies show indications that the degree of hearing
impairment depends on exposure to sounds [157] 
indicating that the processes that injure hair cells are
complex. Also genetic causes of hearing impairment
and deafness have complex pathologies (see Chapter 9).

The mechanisms of hair cell damage from adminis-
tration of aminoglycoside antibiotics has been studied
extensively [39, 127, 160] and it is now believed that
such injury to hair cells can be viewed as an abnormal
initiation of apoptosis (programmed cell death).

The apoptosis of hair cells from aminoglycoside
antibiotics starts when the antibiotic enters the hair cells
and accumulates in the cells. This triggers a cascade of
events in the cell that eventually lead to the death 
of the cell. The damage from aminoglycoside antibi-
otics is initiated by reactive oxygen species [39. 127]
and the orderly series of events that follows activate
caspases, which trigger a series of protelytic events
that degrade the various proteins in the cell’s nuclei
and cytoplasm, leading to “cell suicide” [38, 117]. In
vitro studies have shown that caspase inhibitors can
promote survival of hair cells from aminoglycoside
induced apoptosis [81].
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The effect of the oxidative stress can be reduced by
increasing the level of agents that neutralize oxygen
free radicals. Such therapy using adenoviral vectors
seems to reduce the effect of administration of ototoxic
antibiotics [62]. Animal experiments have shown that
administration of agents that neutralize free oxygen
radicals can decrease the hearing loss after admin-
istration of ototoxic antibiotics (Kanamycin) [114].
Ionized calcium (Ca2++), which is a second messenger,
has also been implicated in apoptosis from ototoxic
antibiotics [82]. The molecular biology of this process
begins to become understood [82] leading to devel-
opment of ways to inhibit this process [132] and
thereby rescue hair cells from destruction. Such
advances in understanding of the processes that con-
trol hair cell death may also lead to ways to induce
regeneration of hair cells, thus curing hearing loss 
and deafness. Hair cells in the bird and reptiles can
regenerate spontaneously after injuries to hair cells
[21, 125] but mammalian hair cells do not have 
that ability.

A better understanding of the series of events that
occur when hair cells dies also can help develop ways
to regenerate hair cells and several approaches in 
that direction has been tried, including the use of 
stem cells. Some success has been achieved regarding
regenerating hair cells in mammals [58, 82], but it is
not clear whether such regenerated cells will estab-
lish the contacts with auditory nerve fibers that are
necessary for establishing a functioning cochlea. Stem
cells can differentiate into a variety of cell types and
there are indications that supporting cells may have
the properties of stem cells, thus providing the basis
for regeneration of cochlear and vestibular hair cells
[82]. However, despite the enormous progress in our

understanding of these cellular processes regarding
the life and death of hair cells we are still far away
from any practical clinical therapy for lost hair cells
but many of the factors that now are known to cause
destruction of cochlear hair cells are linked to activities
that can be modified or reduced.

4.4. Endocochlear Potential

The endocochlear potential (EP) is present as a
potential difference between the perilymphatic and
endolymphatic fluid spaces. The EP was studied by
von Békésy [6] who found that the endolymphatic
space had a potential of approximately +80 mV rela-
tive to the tissue surrounding the cochlea, and that the
scala vestibuli had a potential of approximately 5 mV
(Fig. 3.8). That means that the difference between 
the electrical potential in the perilymphatic and the
endolymphatic space is approximately 75 mV. The 
EP is higher (80–120 mV) near the base of the cochlea
than what it is in higher turns where it is 50–80 mV.
These studies were done in the guinea pig but similar
values were found in the cat.

The stria vascularis (see Fig. 3.9) plays an impor-
tant role in the function of the cochlea. It is a multi-
layered epithelium that is a part of a barrier around
the endolymphatic space. On the apical side it faces
the endolymph and on the basal side it faces the 
spiral ligament. Strial marginal cells and vestibular
dark cells secrete potassium ions into the endolymph
(Fig. 3.9) [147]. The secretion of potassium ions by 
the strial marginal cells is necessary for maintaining
the endolymphatic potential [146].

The proper rate of secretion of potassium ions is
required not only for maintaining the endolymphatic
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FIGURE 3.8 Electrical potentials recorded in different locations of the cochlea (reprinted from von Békésy,
1952, with permission from Nature Publishing Group).



potentials but also for maintaining the normal ionic
composition of the endolymph, and its volume.
Multiple control mechanisms regulate the rate of K+

secretion. Since it may be suspected that abnormal
volume of endolymphatic fluid is involved in Ménière’s
disease and possibly in sudden deafness, studies of 
the control mechanisms for the endolymphatic fluid
may have a direct clinical implication. Evidence has
been presented that stress can trigger attacks of
Ménière’s disease [131] and it is interesting to note that
the secretion of K+ ions in the strial marginal cells of
the stria vascularis seems to be stimulated by beta1
adrenergic receptors and inhibited by M3 and M4
muscarinic receptors [146]. This means that stress
elicited sympathetic activity that increase the level of
adrenergic substances may be involved in upsetting
the ionic balance in the stria vascularis and thereby
perhaps explain how stress can be involved in triggering
attacks of the Ménière’s disease.

4.5. Cochlea as a Generator of Sound

It was reported anecdotally many years ago that 
the ears of some animals (dogs) sometimes emitted
sounds that could be heard by an observer but it was
not until Kemp [63] published his study on cochlear
echoes that sound generation by the cochlea was
described scientifically. Since then, many papers have
been published on the subject and it has become evi-
dent that the cochlea can generate several different
kinds of sounds, now commonly known as otoacoustic
emission (OAE). The types of otoacoustic emission
include linear reflection at a point along the basilar
membrane, and non-linear distortion in the cochlea
[130]. There are two kinds of linear reflection:
Spontaneous emission and reflection emission. The
spontaneous emission is generated at a certain loca-
tion along the basilar membrane and travels in both
directions from there. The wave that travels towards
the apex is extinguished but the wave that travels in

the opposite direction reaches the oval window and
sets the middle ear bones and the tympanic membrane
in motion creating a sound in the ear canal. Non-linear
distortion is the source of distortion emission.
Reflection emission and distortion emission are evoked
emissions. Both stimulus-frequency otoacoustic emissions
(SFOAEs) and DPOAEs are assumed to be caused by
nonlinearities in the cochlea that act as “sources” of
backward-traveling waves.

All these kinds of otoacoustic emissions are normally
very weak sounds and sensitive microphones and
recording equipment are required to study such
sounds. In rare cases, however, SOAE can be heard 
by an observer.

When a transient sound is presented to the ear,
reflected sound, first known as the cochlear echo 
(or Kemp [63] echo, after the person who described it),
occurs with a latency of 5–15 ms. The cochlear echo, 
or TEOAE (Fig. 3.10) is assumed to be caused by 
reflection of the traveling wave at some point along
the basilar membrane [130]. It is not entirely clear why
that happens but any inhomogeneity in the basilar
membrane may cause reflection of the traveling wave.
Normally the traveling wave propagates smoothly
without any reflection along the basilar membrane
and all energy is dissipated before the wave reaches
the cochlear apex. A slight inhomogeneity at a 
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FIGURE 3.9 Schematic drawing of ionic flow in the stria vascularis
(reprinted from Wangemann, 2002, with permission from Elsevier).

FIGURE 3.10 Click evoked cochlear echo (transient evoked 
otoacoustic emission [TEOAE]) recorded in standing position 
(solid lines) and in Trendelenburg position (supine with head 
lowered, dotted lines). Top traces are unfiltered, bottom two
traces are filtered with different settings (reprinted from Büki et al.,
1996, with permission from Springer Verlag).



certain location along the basilar membrane, however,
will cause some of the energy to be reflected and that
energy will travel in the opposite direction, namely,
toward the base of the cochlea [130]. Since the outer
hair cells contribute to the mechanical properties of 
the basilar membrane, loss of outer hair cells or 
injury to these hair cells at a certain location along the
basilar membrane could cause such discontinuities.
Two mechanisms, linear reflection versus non-linear
distortion, can explain the mechanisms of generations
of two broad classes of emissions – reflection-source
and distortion-source emissions. The reflected wave 
is assumed to be amplified by the cochlear ampli-
fier and that is the way the active process in the
cochlea become involved in generation of TEOAE [130].
When a reflected wave reaches the basal region of the

cochlea it will set the cochlear fluid into motion and
that will cause the stapes to vibrate. This vibration is con-
ducted (backwards) by the ossicular chain so that the
tympanic membrane generates sound in the ear canal.

The reflected sound from a transient sound such as
a click sound appears in the ear canal with a certain
delay of 5–10 ms after the presentation of the click
sound. The delay is the travel time on the basilar 
membrane to the location of the inhomogeneity and
back again to the base of the cochlea. The main compo-
nents of the reflected sound in response to broad band
clicks is usually an oscillation with a narrow spectrum
(Fig. 3.10) indicating that it originates from a narrow
segment of the basilar membrane. The frequency of 
the oscillation is different for different individuals 
but stable over many years in a certain individual.
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BOX 3.3

O T O A C O U S T I C  E M I S S I O N

Detailed analysis of the TEOAE reveals that the 
frequency contents of the TEOAE is related to the stimu-
lus that elicited the TEOAE in a complex way and the
TEOAE contains energy at frequencies not represented 
in the stimulus. Normally, broad band clicks are used to
elicit TEOAE but when the spectrum of the stimulus
clicks are limited, for instance, by high pass filtering it
emerges that the TEOAE contains frequency components
outside (below) the range of the stimulus sounds [161].
There is reason to believe that the amplitude of the dif-
ferent frequency components of the TEOAE reflects the
physiologic condition of the areas of the cochlea that are
tuned to these frequencies. Intermodulation distortion
between the spectral components of the stimulus may
generate some of the spectral components of the TEOAE.

The TEOAE could be explained without involvement
of the active properties of outer hair cells by reflection of
the wave motion on the basilar membrane as was done by
Kemp [63]. However, the TEOAE is largest for low stim-
ulus intensities and its amplitude grows in a non-linear
fashion when the stimulus intensity is increased indicat-
ing that the cochlear echo is caused by active processes in
the cochlea. That the TEOAE is generated by active
processes in the cochlea was further supported by Wilson
[158] who showed that in some individuals, the TEOAE
did not die away with time but persisted for long periods.

Self-oscillation of the outer hair cells generates continuos
sounds by the cochlea without any external sound eliciting
it, and that is known as spontaneous otoacoustic emission
(SOAE). SOAE has the character of a pure tone and that

indicates that SOAE may be produced by a narrow segment
of the basilar membrane where the outer hair cells oscillate.

Distortion product otoacoustic emission (DPOE) is
used extensively for diagnostic purposes. These emissions
are generated by presenting two tones simultaneously to
the ear. Because of the non-linearities of the cochlea, sev-
eral distortion products are generated and the emissions
therefore contain components of other frequencies than
the stimulus tones. The component with the frequency of
2f1-f2 has the largest amplitude. (The f1 and f2 are the two
tones that are presented.) Since these combination tones
can be affected by stimulation of the olivocochlear (effer-
ent) bundle [116] it confirms that hair cells are actively
involved in generation of distortion products. The ampli-
tude of this cubic distortion product (Fig. 3.11) is a meas-
ure of the non-linearity. Since the non-linearity is caused
by the (normal) function of the outer hair cells, the ampli-
tude of the cubic distortion product becomes a measure of
the function of the outer hair cells. When outer hair cells
are injured or destroyed, the cubic distortion product has
a lower amplitude than normal or it may be absent.

Aspirin affects the mechanical properties (tuning) of
the basilar membrane as evidenced from measuring cubic
distortion product of the OAE [11]. Aspirin has an acute
effect and a long-term effect depending on the dosage.
Acetylsalicylate (aspirin) reduces the outer hair cell motil-
ity immediately after administration of large amounts of
the drug. Other studies in animals seem to indicate that
long term administration of acetylsalicylate may enhance
outer hair cell motility [53].



4.6. Efferent Control of Hair Cells

Efferent control of hair cells is mediated through 
the olivocochlear bundle and acts in fundamentally
different ways on inner and outer hair cells. The effer-
ent connections to outer hair cells (see p. 91) can 
control the function of the hair cells. Efferent activity 
in olivocochlear fibers also controls the activity in 
the dendrites that leave the inner hair cells before it
reaches the spike generator at the first node of Ranvier.

Lateral efferent fibers terminate on auditory 
(afferent) nerve fibers where these leave the inner 
hair cells (see Chapter 1) and that explains how stimu-
lation of these efferent fibers can modulate (decrease)
the excitability of the afferent fibers. Efferent activity
can thus control the output of inner hair cells before
activating the spike generator at the first node of
Ranvier. Activity in the efferent nerve fibers releases 
a transmitter substance that alters the excitability of
afferent nerve fibers where they leave the inner hair
cells. It is not known in detail what the transmitter
substances are. Evidence has been presented that
acetylcholine plays an important role but also other
known neurotransmitters may be involved [115].

The physiological effect of the efferent innervation
has been confirmed in experiments in animals and 
it has been shown that electrical stimulation of the
olivocochlear efferent bundle decreases sound evoked
activity in single auditory nerve fibers [35, 115].

Since the efferent nerve fibers terminate on the cell
bodies of the outer hair cells, activity in these fibers
can affect the function of the outer hair cells and thus
controls the motility of these cells [19, 88]. Studies have
shown that stimulation of the olivocochlear bundle
can change the way the basilar membrane vibrates.

4.7. Autonomic Control of the Cochlea

There is anatomical evidence of a considerable
adrenergic innervation of the sensory cells of the

cochlea (Chapter 1) [27, 136]. Densert [27] described
the anatomical basis for autonomic influence on the
function of the cochlea and showed that there are
adrenergic nerve endings located close to the hair
cells. Secretion of norepinephrine from these nerve
endings may thereby affect the sensitivity of the hair
cells. Autonomic influence on the cochlea includes 
the adrenergic control of blood flow in the cochlea 
[74, 105]. Other adrenergic influence on the function 
of the cochlea involves the finding that the rate of 
K+ secretion in strial marginal cells is stimulated 
by beta1-adrenergic receptors and inhibited by M3
and/or M4 muscarinic adrenergic receptors [146].
However, little experimental evidence of the effect 
on the function of the cochlea from adrenergic inner-
vation has been presented. It has been shown that 
norepinephrine is present in the cochlea but it does 
not seem to be liberated from sympathetic terminals
[118]. Electrical stimulation of the stellate ganglion that
gives rise to the adrenergic innervation of the cochlea
has only little effect on the click evoked AP recorded
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BOX 3.4

A S P I R I N  A F F E C T S  O T O A C O U S T I C  E M I S S I O N

Using recording of the cubic distortion product meas-
ured in the ear canal of humans it was shown that adminis-
tration of 3.84 g aspirin for two days resulted in a downshift
of the center frequency of the produced distortion product
measured in the ear canal in 3 of 8 participants [11]. There
was no change in the bandwidth of the cochlear filter.

Acetylsalicylate has many effects, the best known
being inhibition of synthesis of prostaglandins which
has been related to the drug’s anti-inflammatory effect.
Acetylsalicylate also affect blood circulation and that may
contribute to the effect on the function of the cochlea.

FIGURE 3.11 Illustration of DPOAE from a normal human 
ear, elicited by two tones of the same intensity (50 dB SPL), with 
frequencies of 3.16 and 3.83 kHz. The 2f1-f2 component (2.5 kHz) 
has an intensity of 12 dB SPL (reprinted from Lonsbury-Martin 
and Martin, 1990, with permission from Lippincott).



from the round window of the cochlea [75, 111].
Electrical stimulation of the stellate ganglion, however,
also affects the blood flow in the cochlea [74] and that
may be at least partly responsible for the (small)
changes in the cochlear potentials. Sympathectomy of
the ear reduces temporary threshold shift caused by
exposure to loud sounds [9] but only bilateral sympa-
thectomy had this protective effect [50]. This means
that sympathetic innervation of the cochlea may 
mediate protection against noise induced (permanent)
hearing loss (see Chapter 9). Sympathectomy is an
effective treatment of certain forms of tinnitus, such 
as that which occurs in Ménière’s disease [108] and it
has therefore been suggested that the sympathetic
nervous system may modulate (increase) the sensitivity
of cochlear hair cells (see Chapter 10).

5. AUTOREGULATION OF
BLOOD FLOW TO THE COCHLEA

The vascular supply to the cochlea is complex. 
The blood supply to the cochlea comes through the

labyrinthine artery, which is an end-artery and 
the inner ear is without collateral blood supply [3]. 
In order for the cochlea to function properly, the blood
supply to the cochlea must be kept within relatively
narrow limits and arterial pulsation must be kept 
low [105]. Pulsation of the blood flow in the cochlea
could excite hair cells, which would result in con-
stantly hearing ones own pulses. That the labyrinthine
artery consists of many parallel arteries reduces blood
pulsation because narrow vessels act as low pass 
filters and thus help to supply the cochlea with a
smooth flow of blood.

Autoregulation of cerebral blood flow is an impor-
tant mechanism for maintaining constant perfusion 
of the brain, independent of fluctuations in systemic
blood pressure. In the brain, autoregulation is main-
tained by controlling the width (lumen) of arterioles. 
It is not known if there is a similar regulation of
cochlear blood flow. The labyrinthine artery consists of
many small arterioles, which could be the anatomical
basis for such an autoregulation. However, cochlear
flood flow is affected by catecholamines (such as 
epinephrine) and that speaks against autoregulation.
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1. ABSTRACT

1. Three different sound evoked potentials 
can be recorded from the cochlea: the cochlear
microphonics (CM); the summating potential 
(SP); and the action potential (AP).

2. The CM follows the waveform of a sound and its
amplitude increases with increasing stimulus
intensity in a linear fashion up to a certain intensity
above which it reaches a plateau. CM recorded
from the round window is mainly generated by
outer hair cells in the basal portion of the cochlea.

3. The SP is generated by cochlear hair cells. It is 
the most variable of the cochlear potentials and 
it may depend on the pressure in the cochlea in a
systematic way.

4. The AP is the compound action potentials of 
the auditory nerve. Recorded from the round
window of the cochlea in small animals it has two
negative peaks (N1 and N2). The N1 is generated
in the most peripheral portion of the auditory
nerve and the N2 is generated by the cochlear
nucleus. The latency of the AP decreases with
increasing stimulus intensity while at the 
same time its amplitude increases. The latency 
of the AP is shorter in response to high frequency
sounds than to low frequency sounds of the same
intensity.

5. Cochlear potentials recorded from the human ear
are known as the electrocochleogram (ECoG) that
comprises all the sound evoked cochlear potentials
(SP, CM, and AP).

6. The endolymphatic potential (EP) is a steady
potential that is not evoked by sound.

2. INTRODUCTION

Recordings of sound evoked potentials from the
cochlea in animal experiments have played an impor-
tant role for understanding the function of the cochlea.
In animals, sound evoked cochlear potentials are 
commonly recorded from an electrode placed on or
near the round window of the cochlea or by electrodes
placed inside the cochlea. In humans evoked poten-
tials from the cochlea, known as electrocochleographic
(ECoG) potentials, are recorded from electrodes placed
on the cochlear capsule or in the ear canal near the
tympanic membrane. ECoG potentials have found
some use as a diagnostic tool to assess pathologies of
the ear (see p. 229).

3. ELECTRICAL POTENTIALS IN
THE COCHLEA

Three distinctly different kinds of sound evoked
potentials can be identified in recordings from the
cochlea namely the cochlear microphonics (CM), the
summating potential (SP), and the action potential
(AP).1 The CM and the AP were discovered first and
followed by the SP. The CM and the SP are generated

C H A P T E R  
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Sound Evoked Electrical 
Potentials in the Cochlea

1The notion “AP” stands for action potentials and it was first
used by the researchers of the cochlear electrophysiology many
years ago and it has been used ever since. Although the initial 
negative peak N1 is the same as that of the compound action
potentials (CAP) of a nerve, we will use “AP” for the compound
action potentials recorded from the cochlea.



by cochlear hair cells, while the AP is generated by the
auditory nerve. When recorded from the round
window of the cochlea in small animals, potentials
generated in the cochlear nucleus contribute to the 
AP. The endolymphatic potential (EP) is a steady
potential that is not evoked by sound. The EP is gen-
erated by the ionic differences between the different
compartments of the cochlea.

All three sound evoked potentials (CM, AP, and SP)
can be recorded simultaneously from an electrode
placed at the round window when an appropriate
sound stimulus is used (Fig. 4.1). The typical AP
response that can be recorded from the cochlea in
small animals has two negative peaks, N1, N2. The N1

appears approximately 1.5 ms after the onset of a high
frequency tone burst stimulus. The CM in response to
pure tones appears as a sinusoidal oscillation that is
present throughout the duration of the stimulus. The SP
occurs as a deflection of the baseline during a tone burst.
The CM and SP occur without any noticeable latency.

Depending on the stimulus, each one of these
potentials may dominate the recording. The response 
to a transient sound such as a click sound will be dom-
inated by the AP response. When a high frequency
tone is used as stimulus, the low-pass filter that is a
part of commonly used physiologic amplifiers may
attenuate the recorded CM so that it is not visible in
the recording and only the SP and the AP will appear
(Fig. 4.2). Since the AP only appears at the onset 
of a tone burst (and to some extend at the offset of a
tone), the potentials that occur after a few milliseconds
will almost entirely be the CM and SP.

When click sounds are used as stimuli the polarity
of the CM reverses when the polarity of the sound is
reversed (from rarefaction to condensation clicks),
while the polarities of the SP and the AP are nearly
independent of the click polarity. The latency of the AP
may be slightly different when elicited by rarefaction
clicks compared with condensation clicks.

3.1. Cochlear Microphonics

The cochlear microphonics (CM) were first
recorded in the 1930s in animal experiments where 
an electrode was placed in contact with the exposed
round window. When a person spoke into the animal’s
ear and the amplified CM was passed on to a loud-
speaker, an observer could hear the speech sounds as
if a microphone had been connected to the amplifier.
That drew attention in the beginning of the era of 
auditory physiology because it gave the impression
that the ear functioned in a way similar to a micro-
phone. It also gave the potential its name cochlear
microphonics. Between 1930–1970 much research
effort was devoted to studies of the CM recorded 
from the round window of an experimental animal
[23, 152]. The relationship between the amplitude of
the CM and the sound intensity was studied in detail
and so was the harmonic distortion of the CM elicited
by pure tones. It was found that the amplitude of 
the cochlear microphonic potentials recorded from the
round window of a cat was a linear function of the
intensity of the stimulus sound up to a certain inten-
sity where the amplitude no longer increased when
the sound level is increased [152].

The dramatic demonstration of the ear as a micro-
phone gave a much too simplified impression of the
function of the ear. Nevertheless, recordings of the CM
became important in studies of the function of the
cochlea and studies of CM have probably produced
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FIGURE 4.1 Response recorded from the round window of the
cochlea of a rat to 5 ms long bursts of a 5-kHz tone with a rapid onset
showing CM and AP (N1, N2). The SP is represented by the baseline
shift during the tone burst. The sound is shown below. A negative
potential is shown as an upward deflection (reprinted from Møller,
1983, with permission from Elsevier).

FIGURE 4.2 Response recorded from the round window of the
cochlea of a rat in response to a 20-kHz tone burst to show AP and
SP (reprinted from Møller, 1983, with permission from Elsevier).



more journal articles than studies of any other single
phenomenon of hearing.

The CM recorded from an electrode at the round
window is the sum of potentials generated by a large
population of hair cells. The CM recorded from an
electrode placed at the round window of the cochlea is
generated mostly by the outer hair cells that are
located in the basal portion of the cochlea [23]. The 
CM recorded in that way has an initial positive deflec-
tion in response to a rarefaction click [66, 67]. A pair 
of electrodes placed inside the cochlea will record
from a small portion of the sensory epithelium and
such recordings are more useful in studies of the 
function of the cochlea. The technique of recording
from pairs of fine wires placed inside the cochlear 
capsule near a specific location of the basilar mem-
brane were introduced early in the history of cochlear
electrophysiology [140]. These investigators connected
the two electrodes to the two inputs of a differential
amplifier. Such recordings show frequency selectivity
in accordance with the tuning of the basilar mem-
brane. The guinea pig has been used frequently for
such studies because its cochlea protrudes into the
middle ear space, making it possible to gain access 
to all the turns of the cochlea. Later the technique
developed by Tasaki has been used in many investiga-
tions to study the difference in the electrical potentials
in the scala media, scala tympani and scala vestibuli
(for a review, see Dallos [23]).

3.2. Summating Potential

The summating potential (SP) is, as the name 
indicates, a summation of sound evoked potentials.
The SP appears as a potential that follows the enve-
lope of a sound, and it can therefore be readily demon-
strated when tone bursts are used as stimuli. The SP
may be regarded as the extracellular potential of 
hair cells. It is mainly a distortion product of sound
stimulation caused by the basilar membrane not being
deflected the same amount in both directions but it
also has a neural component. The amplitude of the 
SP is to some extent a measure of the asymmetry of 
the motion of the basilar membrane.

While the SP can be recorded by placing an elec-
trode on the round window the best way to record 
the SP is by placing recording electrodes inside the
cochlear capsule. Recorded from the round window,
the SP is dependent on many factors and it is highly
sensitive to impairment of the function of the cochlea.
The amplitude and even the polarity of the SP is
affected by the pressure in the scala media or rather 
by the distension of the Reissner’s membrane and 
presumed deflection of the basilar membrane.

The SP can be identified in recordings from humans
(it is a part of the ECoG) and it has found some use 
in diagnosis of disorders associated with inner ear
hydrops and possibly distension of the Reissner’s
membrane. However, the large individual variation 
in the SP is an obstacle in its use for diagnosis of dis-
orders of the ear (Ménière’s disease, see Chapter 10).

Recent development of methods for selective
destruction of inner and outer hair cells in animals 
has made it possible to study the contribution from
these two groups of hair cells to the SP independently.
Carboplatin is used to selectively destroy inner hair
cells and ototoxic antibiotics such as Kanamycin is
used to destroy (mostly) outer hair cells. Recordings
from the round window in such studies showed that
both inner and outer hair cells contributed to the 
SP but inner hair cells to a greater extent than outer
hair cells [28]. It was concluded that the amplitude of
the SP recorded from the round window is roughly
proportional to the ratio between inner and outer hair
cells. The relative contributions from the two groups
of hair calls depend on the sound level used to elicit
the SP and how it is recorded. A noticeable variability
in the SP was observed.

3.3. Action Potential

The action potential (AP) has been recorded in
small animals from electrodes placed at the round
window and inside the cochlear capsule as well as
from electrodes placed on the surface of the cochlear
capsule. When recorded in small animals the AP has
two negative peaks, N1 and N2. (The basic properties
of the AP were studied in the 1960s and 1970s 
[109, 141].) The waveform is similar when recorded
from these different locations but the amplitude is
largest when recorded from inside the cochlea.

The N1 of the AP is the electrical activity generated
in the auditory nerve, probably at the location where
impulse activity in the fibers of the auditory nerve 
is initiated (the first node of Ranvier). It therefore
reflects the neural transduction in the cochlea. The AP
is the most important of the cochlear potentials for
studies of the normal function of the cochlea and for
studies of pathologies of the cochlea.

The N1 peak of the AP has a slightly shorter latency
than the responses that can be recorded from single
auditory nerve fibers [99] (Fig. 4.3) and that supports
the hypothesis that the N1 peak is generated by the
distal part of the auditory nerve.

The latency of the N2 peak is similar to that of the
peak in the histogram of latencies of responses from
single cells in the cochlear nucleus (Fig. 4.4) [99]. This
supports the hypothesis that the N2 peak is generated
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by the cochlear nucleus and conducted passively to
the recording site at the round window. Removal of the
cochlear nucleus in the rat (by suction) eliminated 
the second peak of the AP recorded from the round
window (Fig. 4.5) [99] further supporting the hypoth-
esis that the N2 peak of the AP recorded from the
round window is generated by the cochlear nucleus.

The latency of the cochlear AP depends on the
intensity and the spectrum of the stimulus sound [90]
as illustrated by the responses to band-pass filtered
clicks (Fig. 4.6). At a given stimulus intensity the
latency of the N1 (and the N2) is shortest when the
energy of the stimulus clicks is concentrated to high
frequencies. This is because high frequency sounds
produce their maximal deflection of the basilar mem-
brane near the base of the cochlea and thus a shorter
travel time than what is the case for low frequency
sounds that travels further towards the apex of the
cochlea. The latency of the AP is more dependent on
the stimulus intensity when the stimuli have their
energy in the low frequency range than when the
energy of the click stimuli is located in the high fre-
quency range.

The decrease in latency with increasing stimulus
intensity has several causes. The N1 component of 
the AP depends on the function of the hair cells as well
as the synaptic transmission between the hair cells 
and the auditory nerve fibers. A nerve fiber discharges
when the excitatory postsynaptic potential (EPSP) 
has exceeded a certain threshold value. The higher 
the stimulus intensity the steeper is the rise of the
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BOX 4.1

R E L AT I O N S H I P  B E T W E E N  T H E  A C T I O N  P O T E N T I A L  
A N D  D I S C H A R G E S  O F  S I N G L E  AU D I T O RY  N E RV E  F I B E R S

Kiang and co-workers [65] recorded responses from
the round window of the cochlea in small animals and
discharges from a single auditory nerve fiber at the same
time. These investigators averaged the response from the
round window with the signal averager triggered by the
recorded discharges from an auditory nerve fiber. After a
sufficient number of responses were averaged, the
recording from the round window of the cochlea revealed
an AP response that resulted from the discharges in a
single auditory nerve fiber. Kiang and co-workers [65]
identified a component of the averaged round window
response that occurred 0.25–0.5 ms before the discharge

they recorded from the single auditory nerve fiber 
(Fig. 4.3), and which triggered the signal averager. 
They named that component the N0 and they interpreted
their results to support the assumption that the AP
recorded from the round window is a summation of 
discharges of the peripheral portion of the auditory
nerve. The recorded potentials had very small amplitudes
because they were generated by only one single nerve
fiber. They used either spontaneous activity of the 
auditory nerve fiber or activity elicited by stimulation
with pure tones with a frequency equal to the fiber’s 
characteristic frequency for these studies.

FIGURE 4.3 Illustration of how single discharges of the auditory
nerve contribute to the AP recorded from the round window in a cat.
The record was obtained by averaging the response from the round
window with the averager triggered by single discharges of a fiber
of the auditory nerve. No stimuli were applied to the ear. The record
represents 12,600 discharges. The characteristic frequency of the
fiber was 21 kHz and its spontaneous rate was 30 discharges per
second (reprinted from Kiang et al. 1976, with permission from
University Park Press).



EPSP and it thus takes a shorter time to reach the
threshold of firing when the stimulus intensity is high
[96]. An additional source of the decrease in latency
with increasing sound intensity is related to the non-
linear function of the cochlea [100] (see Chapter 3),
which causes the maximal deflection of the basilar
membrane to shift toward the base of the cochlea
when the sound intensity is increased [94, 99]. A shift
of the maximal displacement of the basilar membrane
toward the base of the cochlea decreases the time it

takes for a displacement of the basilar membrane to
the location where it has its maximal deflection. This
shortening of the distance that the wave travels on 
the basilar membrane contributes to the decrease in
the latency with increasing stimulus intensity of the
recorded AP.

Since the N1 of the AP is the summation of neural
discharges of many nerve fibers, its amplitude is largest
when many nerve fibers discharge simultaneously.
Transient sounds such as click sounds cause many
nerve fibers to discharge within a narrow time interval
and the AP is therefore best recorded in response to
transient sounds. The activation of hair cells in the
(high frequency) basal portion of the basilar mem-
brane has the highest degree of synchronization and
the AP therefore has its largest amplitude when
elicited by clicks that contain much energy at high 
frequencies, or by high frequency tone bursts with a
fast onset.

The amplitude of the N1 peak of the AP increases
with increasing stimulus intensity. The commonly
used stimuli for studies of the AP are click sounds that
are generated by applying 100 µS rectangular waves 
to an earphone. The amplitude of the N1 of the AP in
response to such stimuli rises more slowly from
threshold to approximately 50 dB above the threshold
than it does above 50 dB above the threshold. A curve
that shows the amplitude of the N1 peak as function 
of the stimulus intensity thus has two segments with
different slopes (Fig. 4.7). While the amplitude of 
the AP in response to condensation clicks increases
monotonically as a function of the stimulus intensity,
the response to rarefaction clicks has a clear two-
segment relationship between amplitude and stimulus
intensity. This two-segment increase in amplitude was
earlier regarded as a sign of two different excitatory

Chapter 4 Sound Evoked Electrical Potentials in the Cochlea 61

FIGURE 4.4 The AP recorded from the round window of a rat
compared with the distribution of latencies of single nerve fibers of
the auditory nerve (A) and the distribution of latencies of single
nerve cells of the cochlear nucleus (B) (reprinted from Møller, 1983,
with permission from Elsevier).

BOX 4.2

G E N E R AT I O N  O F  C O C H L E A R  A P

The peak in a histogram of the distribution of latencies
of single auditory nerve fibers coincides with the latency
of the AP obtained in the same animal species (rat) [99]
supporting the hypothesis that the AP is generated by the
auditory nerve.

Two different hypotheses about the generation of the N2

peak have been presented. One hypothesis postulates that
the N2 component of the AP is generated by a second firing

of auditory nerve fibers while the first firing contributes to
the N1 peak. The other hypotheses state that the N2 peak is
generated in the cochlear nucleus and conducted to the
recording site by passive conduction. This hypothesis seems
plausible in view of the small distance between the cochlea
and the cochlear nucleus in (small) animals and it is further
supported by comparing the AP response in the rat and cells
in the cochlear nucleus in the same animal species (Fig 4.4).



mechanisms in the cochlea, each operating in a differ-
ent intensity range [110]. However, it was shown 
later that the shape of the stimulus response curves 
of amplitude of the N1 peak is related to the spectrum
of the stimulus sounds and the peculiarities in the
response to clicks with a duration of 100 µS are absent
when clicks with a wider spectrum were used as stim-
uli (Fig. 4.8) [91]. Thus, the two-segment amplitude
function is only present in response to low-pass fil-
tered clicks. When the spectrum of the stimulus clicks
was varied by varying the duration of the rectangular
wave2 it became apparent that only stimuli that 
were generated by 100 µS rectangular waves caused
the two-segment stimulus-response curves (Fig. 4.8).
The choice of stimuli based on 100 µS rectangular
waves was an unfortunate one but it is still the most
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FIGURE 4.5 Top curves: responses recorded from the round
window of the cochlea in response to clicks at approximately 40 dB
above the threshold before (solid line) and after (dashed line)
removal of the cochlear nucleus. Lower curve: the difference
between the two top curves (reprinted from Møller, 1983, with 
permission from Elsevier).

2When expressed in dB the spectrum of a sound that is gener-
ated by an earphone is the sum of the spectrum of the electrical
signal that is used to drive the earphone and the frequency transfer
function of the earphone. The spectrum of a rectangular wave is
flat up to a certain frequency above which it falls off towards high
frequencies (Fig. 4.9). It has a dip at a frequency that is 1/T, where
T is the duration of the rectangular wave. Thus, the spectrum of a
rectangular wave the duration of which is 100 µS has a dip (null) 
at 10 kHz. This means that independent of the characteristics of the
earphone, the spectrum of a click sound generated by applying a
100 µS rectangular wave to an earphone will have a dip at 10 kHz.

FIGURE 4.6 Latency of the N1 (solid lines) and N2 (dashed lines)
peaks of the response recorded from the round window of a rat to
one-third octave band-pass filtered clicks. The center frequencies of
the band-pass filter setting used are given by legend numbers
(reprinted from Møller, 1983, with permission from Elsevier).

FIGURE 4.7 Amplitude and latency of the N1 peak of the AP
recorded from the round window of the cochlea of a cat to conden-
sation and rarefaction clicks. The intensity is given in decibels 
with an arbitrary reference (reprinted from Peake et al., 1962, with
permission from the American Institute of Physics).



used stimuli for research and for clinical studies of
auditory evoked potentials (see Chapters 7).

Cochlear frequency selectivity (frequency tuning
curves) can be studied from recordings of the AP in
animals [24] by using (weak) tone bursts to elicit the
AP (test tone) and another tone to mask the response.
The two tone bursts may either overlap each other
(simultaneous masking) or the masker may be presented
a brief time before the test sound that elicits the AP

response (forward masking). The test sound is set to
the frequency at which tuning is to be determined and
the frequency of the masker is varied in a frequency
range above and below the test frequency while its
amplitude is adjusted so that it reduces the amplitude
of the evoked AP by a certain amount (20% or 30%).
AP tuning curves are similar to frequency tuning
curves obtained using recordings from single auditory
nerve fibers (Fig. 4.12 [47]).
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FIGURE 4.8 Amplitude and latency of the N1 peak of the AP recorded from the round window of the
cochlea of a rat to click sound generated by applying rectangular waves of different duration to the sound
transducer. Circles = N1; squares = N2; open symbols and solid lines = rarefaction clicks; closed symbols and
dashed lines = condensation clicks. The duration of the clicks is given by legends (reprinted from Møller,
1986, with permission from Taylor & Francis).



3.4. Electrocochleographic Potentials

Auditory evoked potentials recorded from the
cochlear capsule or the round window in humans 
are used as a clinical test and became known as 
electrocochleographic (ECoG) potentials. The ECoG
(Fig 4.13) consists of the CM, SP, and AP [30]. When 
the ECoG was first introduced, it was common to use
tone bursts or band-pass filtered clicks to elicit the
response, but more recently, broad band click sounds
have been the most common stimuli. Band-pass fil-
tered clicks have well-defined spectra and such
sounds are often generated by applying short
impulses to 1/3 octave band-pass filters [31]. The 
clinical value of the ECoG using tones of different 
frequencies or band-pass filtered clicks over the use 
of broad band clicks was never convincingly proven
and tones and filtered clicks did not gain widespread
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FIGURE 4.9 Spectrum of a rectangular wave with duration of
100 µS.

BOX 4.3

R E S P O N S E S  T O  C O N D E N S AT I O N  A N D  R A R E FA C T I O N  C L I C K S

Studies of the response to low-pass filtered clicks con-
firm that the difference between the response to conden-
sation and rarefaction clicks is more pronounced when
the spectrum of the stimulus sound is limited to the low

frequency range (Fig. 4.10). When low-pass filtered clicks
are added to broadband clicks, the response to condensa-
tion and rarefaction clicks are different only for high
intensity stimulus sounds. Thus adding low frequency

FIGURE 4.10 Amplitude and latency of the N1 peak of the AP recorded from the round window of the
cochlea of a rat to click sounds generated by applying rectangular waves of 20 µS duration to the ear (trian-
gles and solid lines), and by low-pass filtered 10 µS rectangular waves (2.3 kHz cut off) (dashed lines and
crosses). The solid lines and filled circles show the response obtained when these two sounds were presented
simultaneously (reprinted from Møller, 1986, with permission from Taylor & Francis). 



clinical use, probably because of the greater com-
plexity in generating such stimuli compared to wide
band clicks.

The neural component of the ECoG recorded from
the human ear is mainly generated by the distal end 
of the auditory nerve in the cochlea with less con-
tributions from the cochlear nucleus than the AP in
animals. This is because the longer distance between
the cochlea and the cochlear nucleus in humans com-
pared with that in the small animals used in studies 
of the responses from the cochlea (see Chapter 1).

Recording of the ECoG from the surface of the
cochlear capsule (otic capsule) involves piercing the
tympanic membrane with the recording electrode,
thus an invasive approach (transtympanic ECoG). This
procedure requires certain skills and also involves
risks of infections, etc. To avoid these disadvantages,
investigators [18] developed extratympanic methods
for recording ECoG using an electrode placed deep in

the ear canal or at the tympanic membrane (Fig. 4.14)
[159]. The amplitude of such recordings is lower than
those recorded from the surface of the cochlear capsule
and their waveform is different.

Recordings of ECoG are used clinically. In one
application, the SP component is used in diagnosis 
of cochlear hydrops (see Chapter 9).

Frequency tuning curves can be obtained in
humans using recordings of ECoG potentials and the
same masking technique as described above (p. 63)
[29]. This is useful because it can be obtained in 
individuals with normal hearing as well as in individ-
uals with hearing loss and it can thus be used to study
the effect of cochlear injury on its frequency selectivity.
As in animal experiments, studies in humans have
used either forward masking or simultaneous mask-
ing. In humans, forward masking yielded slightly 
narrower tuning curves than simultaneous masking
(Fig. 4.15).
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BOX 4.3 (cont’d)

components to broad band clicks reduces the amplitude
of the N1 of the AP response to clicks of high intensity
(Fig. 4.10) [91] for condensation clicks, but it increases 
the amplitude of the N1 peak of the AP response to 
rarefaction clicks. It is thus the low frequency component
of a transient sound that causes the irregular (two-segment)
increase in the amplitude of the N1 peak of the AP when
recorded from the round window in response to transient
sounds.

When low frequency sounds (for instance, low-pass fil-
tered clicks) are used as stimuli and recordings are made
from the round window, the CM may interfere with the
AP because the low frequency sounds have a longer dura-
tion than broad band click sounds. Broad band noise mask
the AP leaving the CM unchanged. The AP and the CM
can therefore be studied in separation by using masking
with broad band noise. Appropriate masking can make it
possible to study the CM in isolation and when such
“clean” CM response is subtracted from the unmasked
response (containing both CM and AP), a “clean” AP
response without contamination with the CM is obtained
(Fig. 4.11) [91]. This is a better method to eliminate the CM
response than the commonly used method of reversing
the polarity of every other stimulus (alternating condensa-
tion and rarefaction clicks) because the AP may be differ-
ent in response to condensation and rarefaction clicks.

FIGURE 4.11 Row A: response from the round window of the
cochlea of a rat to 2.3 kHz low-pass filtered clicks. Row B:
response to the same stimulus to which broad band noise is
added to mask the AP response showing the "clean" CM. Row C
is the difference between the masked (B) and the unmasked
responses (A) to show the "clean" AP (reprinted from Møller,
1986, with permission from Taylor & Francis).
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FIGURE 4.12 Frequency tuning curves. Upper graph: Frequency
threshold curves for three normal guinea pig cochlear nerve fibers
with characteristic frequency 9.4, 11.6, and 14 kHz. Lower graph: AP
tuning curves obtained from the same animal as the curves in the
upper graph. The test frequencies were 8, 10, and 15 kHz and using
simultaneous masking (reprinted from Harrison et al., 1981, with
permission from the American Institute of Physics).

FIGURE 4.13 (A) Typical ECoG recording from the promonto-
rium of an individual with normal hearing in response to click 
stimuli (indicated by an arrow). Note that negativity is shown as 
a downward deflection. (B) ECoG response to tone bursts (1-kHz)
(reprinted from Winzenburg et al., 1993, with permission from
Elsevier).
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FIGURE 4.14 Extratympanic ECoG recorded from the surface of the ear canal (T) compared with
transtympanic ECoG (TT) (reprinted from Winzenburg et al., 1993, with permission from Elsevier).

FIGURE 4.15 AP tuning curves obtained in an individual guinea pig with nearly normal hearing using
simultaneous masking (solid lines) and using forward masking (dotted lines) (reprinted from Harrison et al.,
1981, with permission from the America Institute of Physics).
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The auditory nervous system is the most complex of all sensory pathways. Studies
of the function of the auditory nervous system have earlier been regarded to be mainly
of academic interest but recent studies have revealed that many of the pathologies that
earlier were regarded to be located to the ear are in fact caused by changes in the func-
tion of the auditory nervous system. The complexity of the anatomy of the auditory
nervous system is considerable and the discussions in Chapter 5 present the main
aspects of the anatomy of the auditory system.

Most of our knowledge about the function of the auditory nervous system is based
on studies of single nerve cells and the impulse traffic in single nerve fibers. However,
single elements of the nervous system do not play a similar role for the function of the
nervous system as single elements do for the function of manmade systems such as
computers and telephone systems. Comparing the nervous system to a telephone
system, as was common in the beginning of the last century, provides not only an over-
simplified picture of the nervous system but also an incorrect one because the function
of the nervous system is based on the function of large groups of elements with com-
plex and numerous interconnections. Studies of the response pattern of single nerve
cells therefore provide a view of the working of the nervous system through a narrow
and distorted window. 

Now, the nervous system is often compared with computers. While computers are
more complex systems than old-fashioned telephone systems and thus offer a closer
similarity with the nervous system, the analogy remains a great oversimplification. Just
comparing the number of elements illustrates how incompatible such a comparison is.
It has been estimated that the human central nervous system has at least 100 billion
nerve cells. Compare that to the “brain” of modern personal computers, which have
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approximately 50 million active elements (transistors), thus there are more than 
1,000 times more elements in the brain than in a microprocessor. 

Many nerve cells have hundreds and even thousands of inputs while the transistors
in a computer have only a few inputs. The nervous system has a vast number of inter-
connections between nerve cells and that has no analogy in modern computers, even in
the most advanced computer systems. The number of connections in the nervous
system is unknown but estimated to be several trillions. In the nervous system, the exis-
tence of a specific element and its connections are not known and only the probabilities
of their existence may be known. Similar probabilistic systems are unknown in the
world of manmade systems. 

The working of the central nervous system is extremely difficult to fathom. We can
essentially only study the working of one or perhaps a few neural elements at a time
and we know little about the connections of the elements we study. It is unknown
which features of the function of a single element in the nervous system are important
and that adds uncertainty to the interpretation of the results of studies of the nervous
system. 

Plasticity is prevalent in the nervous system and its ability to self organize is unique.
Self-organizing computer programs are emerging but appear fundamentally simple
compared with the plasticity of the central nervous system. Neural plasticity may be
involved in disorders of the nervous system and that will be discussed in Section III of
this book. 

Understanding the basic anatomy and the normal function of the auditory nervous
system is a prerequisite to understand and diagnose the pathologies of the auditory
nervous system. In this section we will discuss the basic anatomy (Chapter 5) and the
normal function of the auditory nervous system (Chapter 6). This section also contains
a chapter on the evoked potentials that can be recorded from the nervous system
(Chapter 7). Both near-field and far-field potentials will be described. This section also
includes a chapter on the acoustic middle-ear reflex (Chapter 8).
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1. ABSTRACT

1. The ascending auditory pathways are more
complex than the ascending pathways of other
sensory systems such as the somatosensory system
or the visual system. Two separate pathways, the
classical and the non-classical, have been identified.

2. The classical ascending pathways are also known
as the tonotopic system, and the non-classical or
adjunct systems are known as the extralemniscal,
diffuse or polysensory system.

3. In the classical ascending auditory system, three
main relay nuclei are located between the auditory
nerve and the primary auditory cerebral cortex: 
(1) the cochlear nucleus (CN); (2) the central
nucleus of the contralateral inferior colliculus
(ICC); and (3) the lateral portion of the ventral
division of the contralateral medial geniculate
body (MGB). All information is interrupted 
in these nuclei by synaptic transmission. The
neurons of the vertical MGB project to the 
primary auditory cerebral cortex (AI) and some
other auditory cortical areas.

4. Bifurcations of auditory nerve fibers and fibers of
the auditory pathways are abundant and this is
the basis for parallel processing in the auditory
system. Consequently the number of nerve fibers
that connect the different nuclei increases from the
periphery to the cerebral cortex.

5. Some fibers of the ascending pathways send
collaterals to neurons in nuclei such as those of the
superior olivary complex and the nucleus of the
lateral lemniscus. Some fibers are also interrupted
in these nuclei.

6. Several fiber tracts connect neurons in nuclei 
of the two sides of the ascending auditory
pathways. The lowest level of such crossover
occurs at the cochlear nuclei but the most prominent
connections occur between the nuclei of the
superior olivary complex, the inferior colliculus
and the auditory cerebral cortices 
(but not the MGB).

7. The non-classical ascending auditory pathways
branch off the classical pathways at several levels,
the most prominent being the central nucleus of
the inferior colliculus.

8. The non-classical pathways project, via the dorsal
portion of the MGB, to cortical areas other than the
AI such as secondary auditory cortices (AII) and
the anterior auditory field (AAF). That means that
these pathways bypass the processing that occurs
in the AI cortex.

9. Cells in the dorsal MGB also provide subcortical
connections to structures such as the amygdala
(“low route”), which can be reached from the
classical pathways only through a long chain of
neurons in the cerebral cortex including neurons 
in the association cortices.
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10. Some neurons in the non-classical pathways receive
input from other sensory systems (somatosensory
and visual) in addition to auditory input.

11. Separation of information of different kinds occurs
in the association cortices (“stream segregation”)
where different kinds of information are processed
in anatomically different populations of neurons.

12. Descending pathways travel in parallel with 
the ascending pathways. Although two or three
separate systems can be identified it may be more
appropriate to regard the descending pathways as
being reciprocal to the ascending pathways,
extending from the auditory cortex to cochlear
hair cells.

13. The most peripheral part of the descending
pathways projects from nuclei in the superior
olivary complex (SOC) to the hair cells of the
cochlea. This is the best known part of the
descending pathways.

2. INTRODUCTION

The auditory nervous system consists of ascending
and descending systems. Two ascending systems,
known as the classical and non-classical auditory sys-
tems, have been identified. The term “non-classical
pathways” is used in this book to describe pathways
that use the dorsal nuclei of the thalamus and that
project to secondary cortices rather than primary cor-
tices. Other investigators have used terms such as the
extralemniscal system, the adjunct, diffuse or non-
specic system or the polysensory system. These terms
are generally synonymous. Some investigators, how-
ever, have divided the non-classical pathways into two
separate systems, the diffuse system and the polysen-
sory system [252].

The classical auditory pathways are known as the
tonotopic system because they have distinct frequency
tuning and the neurons are organized anatomically
according to the frequency to which they are tuned. The
non-classical auditory system may be analogous to the
pain pathways of the somatosensory system. The non-
classical pathways consist of complex structures that
connect to many other brain areas but the anatomy of
these pathways is not completely known. An abnormal
activation of the non-classical auditory pathways may
explain the similarities between hyperactive hearing
disorders (tinnitus) and central neuropathic pain [187].

Two descending systems, the corticofugal system
and the olivocochlear system, have been identified but
it may be more appropriate to regard the descending
pathways as being reciprocal pathways to the ascend-
ing pathways. Descending auditory pathways are

organized mostly parallel to the ascending pathways
extending from the cerebral cortex to the cochlear hair
cells. One part of the descending pathways, the olivo-
cochlear system, connects nuclei of the superior oli-
vary complex (SOC) with hair cells of the cochlea and
it is the best known of the descending pathways.

3. CLASSICAL ASCENDING
AUDITORY PATHWAYS

The classical ascending auditory system is more
complex than the ascending pathways of other sensory
systems. It has three main nuclei with several addi-
tional nuclei where some of the ascending fibers are
interrupted by synaptic connections (Fig. 5.1A & B).
The auditory nerve extends from the organ of 
Corti to the cochlear nucleus (CN) where each nerve 
fiber makes contact with neurons in all three main
divisions of the CN. From the cochlear nucleus, fibers
cross over to the opposite side in three fiber tracts that
connect to the central nucleus of the contralateral 
inferior colliculus (ICC) (Fig. 5.1C). Fibers from the
ICC project to the medial geniculate body (MGB). 
The fibers from the MGB project to the primary 
auditory cortex (AI), and the posterior auditory field
(PAF) (Fig. 5.2).

There are connections between the two sides of the
brain at several levels of the classical ascending audi-
tory pathways (Fig. 5.1C). These connections are
important for directional hearing. This anatomical
organization is the basis for the parallel and hierarchi-
cal neural processing that occurs in the classical
ascending auditory pathways.

3.1. Auditory Nerve

The auditory nerve (AN) in man has approximately
30,000 fibers. The auditory nerve is part of the eighth
cranial nerve (CN VIII), which also includes the (supe-
rior and inferior) vestibular nerve. The AN has two
types of fibers known as type I and type II. The nerve
fibers of the AN are bipolar cells that have their cell
bodies in the spiral ganglion located in the modiolar
region of the cochlea (for details see Ryugo [257]). The
peripheral portions of the type I fibers of the AN ter-
minate on the inner hair cells (see Chapter 1) and the
central portions terminate on the cells of the cochlear
nucleus (CN). The type I nerve fibers are known as 
the radial fibers and they are thought to carry all the
auditory information from the organ of Corti to 
higher centers of the central nervous system. The aver-
age diameter of myelinated (type I) cochlear nerve
fibers in the internal auditory meatus in children is 
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FIGURE 5.1 (A) Schematic drawing of the anatomical locations 
of the ascending auditory pathways. AN = auditory nerve; SOC =
superior olivary complex; LL = lateral lemniscus; IC = inferior 
colliculus; MG = medial geniculate body (from Møller, 1988). 
(B) Schematic diagram showing the main nuclei and fiber tracts of
the classical ascending auditory system pathways. CN = cochlear
nucleus; LL = lateral lemniscus; ICC = inferior colliculus; MGB =
medial geniculate body (reprinted from Møller, 2003, with permis-
sion from Elsevier). (C) More detailed drawing of the ascending
auditory pathways from the ear to the IC. AVCN = anterior ventral
cochlear nucleus; PVCN = posterior ventral cochlear nucleus; DCN =
dorsal cochlear nucleus; LSO = lateral superior olive; MSO = medial
superior olive; SH = stria of Held (intermediate stria); LL = nucleus
of the lateral lemniscus; DNLL = dorsal nucleus of the lateral 
lemniscus; VNLL = ventral nucleus of the lateral lemniscus; ICC =
central nucleus of the inferior colliculus (reprinted from Møller,
2003, with permission by Elsevier).



2.5 µm [281] (Fig. 5.3). The diameter of the myelinated
fibers in the osseous spiral lamina is approximately
half that of the fibers of the AN in the internal auditory
meatus. At any cross-section of the central portion of
the AN, the variations in the diameters of these type I
nerve fibers are small, which implies that the varia-
tions in the conduction velocity of different auditory
nerve fibers are small. The information that is carried
in different auditory nerve fibers will therefore arrive
at the cochlear nucleus with very small time differ-
ences, ensuring a high degree of temporal coherence of
the nerve impulses that arrive at the cochlear nucleus.
Evidence has been presented that such coherence is
important for discrimination of complex sounds such

as speech sounds (discussed in Chapter 6). The varia-
tion in fiber size and thus in conduction velocity,
increases with age (Fig. 5.3) [281] and that may explain
some of the hearing problems that are present at
increasing age and which are not directly related to
elevation in the pure tone threshold (see Chapter 9).

The type II fibers form the outer spiral fibers 
innervate outer hair cells. These fibers constitute only
approximately 1% of the total population of nerve
fibers in the auditory nerve. Type II nerve fibers project
mostly to the dorsal cochlear nucleus (DCN), but their
function is unknown. The cell bodies of the majority of
ganglion cells are unmyelinated in humans, but the
individual variation is large [226].

Most of our knowledge about the morphology of
the auditory nerve is based on studies in animals
(mostly cats) and it is incompletely known to what
extent these results are applicable to humans. The
human spiral ganglion is different from that of the ani-
mals most studied. The human eighth cranial nerve is

78 Section II The Auditory Nervous System

D

AAF

AII

AI

PAF

M OV

V

ICC

DC

ICX

LL

Inferior
colliculus

Cortex

Classical auditory
pathways

Ventral
thalamus

Dorsal
thalamus

FIGURE 5.2 Schematic drawing of the classical ascending path-
ways from the ICC to the ventral division of the MGB, and the con-
nections from the MGB to the auditory cerebral cortex. V = ventral
division; D = dorsal division; M = medial division of the MGB; AAF
= anterior auditory field; AI = primary auditory field; AII = second-
ary auditory field; PAF = posterior auditory field; OV = ovoid part
of medial geniculate body; ICX = external inferior colliculus; DC =
dorsal cortex (of inferior colliculus); and LL = lateral lemmiscus
(reprinted from Møller, 2003, with permission from Elsevier).

FIGURE 5.3 Distribution of diameters of myelinated auditory
nerve fibers in humans. Results obtained in an adult are compared
with that found in a child (reprinted from Spoendlin and Schrott,
1989, with permission from Elsevier).



much longer than it is in animals such as the cat (2.5 cm
[123, 124] vs. 0.8 cm [59]). One of the reasons the eighth
nerve is longer in humans than in animals is the larger
size of the human head. The larger subarchnoidal
space in humans compared with animals commonly
used for auditory research, including the monkey, also
contributes to the difference between animals and
humans. This difference in the size of the subarchnoidal
space has not been given much attention although it
may have many implications regarding the develop-
ment of certain auditory disorders (see Chapter 10).

Like other cranial nerves, the eighth nerve is
twisted. The auditory portion is located caudally with
respect to the superior vestibular nerve in the nerve’s

central course [123, 272] (Fig. 5.4), dorsally in the inter-
nal auditory meatus and in its most peripheral portion
it is located ventrally with respect to the vestibular
nerves (Fig. 5.4).

Each individual myelinated auditory nerve fiber
(type I) is covered with peripheral myelin (generated
by Schwann cells) in its peripheral course, up to a
point just before leaving the internal auditory meatus
where the covering changes to central myelin (generated
by oligodendrocytes). The transition between central
and peripheral myelin is known as the Obersteiner-
Redlich zone. The central portion of the nerve is dif-
ferent from the peripheral portion in several aspects.
Thus most of the supporting structures that are present
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FIGURE 5.4 (A) Schematic drawing of the cerebello pontine angle viewed from the dorsal side with a
cross section of the eighth cranial nerve showing the different portions of the nerve and how it rotates. N.V
= fifth cranial nerve; N.VIII = eighth cranial nerve; N.IX = ninth cranial nerve; N.X = tenth cranial nerve; and
N.XI = eleventh cranial nerve (reprinted from Lang, 1985, with permission from Elsevier). (B) Drawing of the
anatomy of the internal auditory canal as seen from the retro mastoid approach. The posterior wall of the
internal auditory meatus has been removed so that it appears as a single canal. IVN = inferior vestibular
nerve; SVN = superior vestibular nerve; FN = facial nerve; VN = (entire) vestibular nerve; CoN = cochlear
(auditory) nerve; SACN = saccular nerve; PAN = posterior ampulla nerve; and PSCC = posterior semicircular
canal (from Silverstein et al., 1986, with permission from Otolaryngology Head and Neck Surgery).



in the peripheral portion are absent in the central 
portion [293]. The most central portion of the auditory
nerve (approximately 1 cm) is thus similar to brain
tissue. This has practical implications because it
implies that the auditory nerve (and for that matter, the
entire eighth cranial nerve) is at considerable risk of
being injured in surgical manipulations that may occur
in surgical operations in the cerebello pontine angle.

3.2. Cochlear Nucleus

The auditory nerve terminates in the cochlear
nucleus (CN), which is the first relay nucleus of 
the ascending auditory pathways. It is located in the
lower brainstem, at the junction between the medulla
and the pons (the pontomedular junction) on the 
same side as the ear from which it receives its 
innervations. The CN has three main divisions, the
dorsal cochlear nucleus (DCN), the posterior ventral
cochlear nucleus (PVCN), and anterior ventral nucleus
(AVCN) (Fig. 5.5). Before the nerve reaches the CN

each nerve fiber bifurcates and one of the two
branches terminates in the AVCN and the other branch
bifurcates again before terminating in the cells of the
PVCN and the DCN (Fig. 5.5B). Each auditory nerve
fiber thus connects to all three divisions of the CN
[144]. This represents the initiation of the parallel 
processing that is abundant in the auditory system.

In small animals, the CN is a prominent structure 
of the lower brainstem, but in humans, it is compara-
tively small. In humans, the CN has a rostral-caudal
extension of only 3 mm, but a medial-to-lateral extension
of approximately 10 mm and 8 mm ventro-laterally
[158]. In contrast, the cat CN is more symmetrical, 
with extensions of approximately 4 mm in all three
planes.

The fibers from the CN mainly project to the con-
tralateral inferior colliculus through three fiber tracts:
the dorsal stria (stria of Monaco [SM]); the intermedi-
ate stria (stria of Held [SH]); and the ventral stria
(trapezoid body [TB]) (Fig. 5.1C). The SM originates 
in the DCN. The fibers from the PVCN cross in the 
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FIGURE 5.5 The cochlear nucleus. (A) Drawings of the connections of the auditory nerve with the cochlear
nucleus (reprinted from Lorente de No, 1933, with permission from Lippincott Williams and Wilkins). (B)
Schematic drawing of the cochlear nucleus to show the auditory nerve’s (AN) connections with the three main
divisions and the cochlear nucleus. DCN = dorsal cochlear nucleus; PVCN = posterior ventral cochlear nucleus;
and AVCN = anterior ventral cochlear nucleus (reprinted from Møller, 2003, with permission from Elsevier).



SH and the output of the AVCN forms the TB. These
three striae, after crossing to the opposite side, form
the lateral lemniscus (LL), a fiber tract that projects 
to the central nucleus of the inferior colliculus (ICC).

Some fibers from the AVCN and PVCN do not 
cross the midline but ascend on the same side to reach
the ipsilateral ICC (Fig. 5.1C). Fibers from the PVCN
reach the dorsal nucleus of the lateral lemniscus
(DNLL) and from there fibers travel to the ipsilateral
ICC. The ventral cochlear nucleus also sends fibers to
the facial motor nucleus and the trigeminal motor
nucleus as part of the acoustic middle-ear reflex (see
Chapter 8).

The two sides’ cochlear nuclei are connected [148].
This is the most peripheral connection between the
two side’s ascending auditory pathways but its func-
tional importance is unknown. The CN also receives
input from the trigeminal somatosensory system [271,
306]. This is probably a part of the non-classical
ascending auditory pathways (see p. 85).

3.3. Superior Olivary Complex

The superior olivary complex (SOC) consists of
three main nuclei: the medial superior olivary
nucleus (MSO); the lateral superior olivary (LSO)
nucleus (Fig. 5.1C). Some of the fibers of the three 
striae (SM, SH, and TB) give off collaterals to nuclei of
the SOC and some fibers are interrupted by synaptic
contacts in one of the nuclei of the SOC before forming
the LL. Nuclei of the SOC, in particular the MSO,
receive input from both sides’ CN.

The SOC is thus the first group of nuclei that 
integrate information from both ears. The nuclei of 
the SOC are involved in directional hearing, mainly 
by comparing arrival time of neural activity from the
two ears (in the MSO) and intensity differences (in 
the LSO) (see p. 142). The nuclei of the SOC comprise
some of the most complicated parts of the ascending
auditory pathways and they have the largest variations
between different species of mammals. The anatomical
arrangements of these nuclei in humans is in many
ways different from that of the commonly used exper-
imental animals such as the cat [158].

3.4. Lateral Lemniscus and Its Nuclei

The LL is the most prominent fiber tract of the 
classical ascending auditory pathways (Fig. 5.1B&C).
The LL is formed by the three striae that emanate from
the CN. The LL is composed of fibers from all divisions
of the CN. The axons of the LL cross the midline and
reach the contralateral ICC. Axons from cells in the
nuclei of the SOC contribute to the LL. Since fibers of

the LL extend from different sources, the LL contains
both second, third, and possibly, fourth order neurons
although second order axons dominate.

The fibers of the LL have many collaterals some of
which terminate on neurons in nuclei of the SOC, 
and some terminate on neurons in the dorsal and 
ventral nuclei of the lateral lemniscus (DNLL and
VNLL). Some fibers in the LL are interrupted in the
VNLL. Thus axons of the LL that originate in specific
cells (octopus cells) in the contralateral PVCN do not
travel directly to the ICC as other axons of the LL do,
but they instead terminate in the VNLL. The DNLL
receives input from both ears and is involved in 
binaural hearing while the VNLL mainly receives
input from the contralateral ear. Some of the axons 
that lead away from the DNLL travel to the opposite
side as the commissure of Probst and connect to neu-
rons of the ipsilateral ICC. Neurons in the CN also
connect to the ipsilateral ICC.

3.5. Inferior Colliculus

The inferior colliculus (IC) is located in the mid-
brain just caudal to the superior colliculus (SC). The 
IC is the midbrain relay nucleus where all ascending
auditory information is channeled. The IC consists of
the central nucleus (ICC), the external nucleus (ICX)
(also known as the lateral nucleus) and the dorsal
cortex of the IC (DC) (Fig. 5.6). The ICC receives its
input from the LL and all the fibers of the LL are 
interrupted by neurons in the ICC. The ICC on one
side connects to the ICC on the other side and these
connections are important for directional hearing that
is based on the differences in the sound intensity at 
the two ears.

3.6. Medial Geniculate Body

The medial geniculate body (MGB) is the thalamic
auditory relay nucleus where all fibers that originate
in the ICC are interrupted (see Fig. 5.2). The MGB 
has three distinct divisions: ventral; dorsal; and medial
[160, 313]. The ventral division of the medial genicu-
late body includes the pars lateralis (LV) and the pars
ovoidea (OV). The ventral division receives its input
from the ICC.

The main output of the ICC is the brachium of 
the inferior colliculus (BIC), which terminate in neu-
rons in the ventral part of the MGB but other (parallel)
pathways exist. Thus Galambos [62] showed already
in 1961 that the auditory cortex could be activated 
by sound after the brachium of the inferior colliculus
(BIC) was severed. It is interesting that the number 
of fibers of the BIC is approximately 250,000, thus
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approximately 10 times that of the fibers of the auditory
nerve. This divergence indicates that considerable signal
processing occurs in the auditory nervous system.

The ventral MGB also receives input from the 
thalamic reticular nucleus (RE) [310], which may exert 
control of the excitability of neurons in the MGB in
general. The LV portion of the MGB probably also
receives input from the ipsilateral ear via the ICC.
There are no connections between the two sides of 
the MGB.

3.7. Auditory Cerebral Cortex

The auditory cortex is a complex structure where
abundant connections between cells provide complex

neural processing of auditory information. Several 
different regions of the auditory cortex have been
identified. The primary auditory cortex (AI) and the
posterior auditory field (PAF) receive input from 
the ventral division of the MGB [35, 316] whereas the
AAF receive ipsilateral input from the PO division 
of the MGB.

The AI is not the end station for the auditory infor-
mation, and fiber tracts from the AI project to other
regions of the auditory cortex and to association cortices
where auditory information is integrated with other
sensory information and information from other parts
of the CNS. There are abundant connections between
the primary auditory cortex on the two sides [28, 317].

Most descriptions of the anatomy and physiology
of the auditory cortex refer to the auditory cortex in
animals such as the cat, rat, guinea pig and the
monkey. In the cat, rat, and guinea pig the auditory
cortex is located on the surface of the cerebral cortex
while in humans, the auditory cortex is located deep 
in the superior portion of the temporal lobe in the
transverse gyrus of Hechel. The auditory cortex in
humans is not visible from the surface of the brain. 
The anatomy of the human auditory cortex is incom-
pletely known and different investigators place differ-
ent names on the same parts of the human auditory
cortices. The exact anatomical location of the different
components of the human auditory cortex varies
between individuals.

The axons from the MGB mainly make synaptic
contacts with neurons in layer IV (Fig. 5.7B). It has
been estimated that one afferent fiber from the thala-
mus can make contact with as many as 5,000 cortical
neurons. The horizontal axons in the cortex make 
both inhibitory and excitatory connections with other
neurons and these fibers connect functionally related
neurons. The main output cells are in layers IV and V
and these cells connect to cells in the MGB and the IC.
These cells may integrate information from as many
as 600 nearby cortical cells and may receive approxi-
mately 60,000 synapses (based on studies in monkeys
[21]). There are abundant connections between pri-
mary auditory cortical areas on one side and similar
areas on the other side [28, 310, 317]. It is important 
to keep in mind that the connections between subcor-
tical structures and cells in the cortex as well as the
connections between cells in the cortex are not “hard
wired” and these connections can change as a result of
expression of neural plasticity (see p. 247).

Neurons of layer III of the AI project to AII and 
posterior ectosylvian area (Ep) and to the contralateral
AI [28, 310, 317]. The AAF receives input from the
dorso-medial MGB (part of the non-classical pathways,
see p. 86).
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FIGURE 5.6 Schematic drawing of the inferior colliculus in
frontal section. DC = dorsal cortex; DM = dorsomedial nucleus; ICC =
central nucleus; LN = lateral nucleus; DLL = dorsal nucleus; PG =
periaqueductal gray; a = thick lemniscal axons; b = thin lemniscal
axons; c = axons of principal cells leaving the ICC; d = principal cells;
and e = multipolar cells (reprinted from Ehret and Romand, 1997 The
Central Auditory Pathway. New York: Oxford University Press; after
Morest and Oliver, 1984; Oliver and Morest, 1984, with permission
from Oxford Press).
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BOX 5.1

A N AT O M I C A L  O R G A N I Z AT I O N  O F  T H E  AU D I T O RY  
C E R E B R A L  C O RT E X

The auditory cortex has six layers as do other sensory
cortices (Fig. 5.7). The cells of the different layers of the
cortex have specific connections (Fig. 5.7B) [155].
1. Layer I mainly contains connections between local

cortical areas. This layer contains few cell bodies.
Nonspecific input from the thalamus reaches neurons
in layer I.

2. Neurons in layer II receive input from layer I and
send connections to neurons in other layers and to
other cortical areas on the same side.

3. Layer III provides the main output to other cortical
areas. Neurons in layer III send connections to
neurons of layer IV of cortical regions on the opposite
side.

FIGURE 5.7 The auditory cerebral cortex. (A) Illustration of the columnar organization of the cortex. Left
side: direction of electrode penetrations: a = parallel to a column; b = perpendicular to a column and each of
the areas 1, 2, and 3 have adjacent columns, shows 3a and 5 = other areas (reprinted from Møller, 2003, with
permission from Elsevier; based on Schmidt and Thews, 1983, with permission from Springer-Verlag).

(Continued)



While neurons in the primary cortical area of hear-
ing only respond to sound, some neurons in the other
areas of the auditory cortex (AII, PAF, and AAF) also
respond to other sensory modalities such as touch
(somatosensory stimuli) and vision. This means that
neurons in these areas receive input from other
ascending sensory pathways.

The primary and secondary auditory cortices
occupy only a small fraction of the neocortex and the
largest portion of the neocortex is the association cor-
tices. Association cortices receive and integrate infor-
mation from different sensory systems as well as input
from intrinsic sources in many parts of the CNS. This
means that the association cortices perform an even
higher order of processing of sensory information than
the primary and secondary cortical areas. Stream segre-
gation is a part of such complex processing (see p. 87).

The nuclei of the superior olivary complex (SOC)
(Fig. 5.8) is the most peripheral level where the two
sides of the ascending auditory pathways come in 
contact with each other. The neurons of the SOC
receive input from both ears. There are also connec-
tions between the two cochlear nuclei [148], but little 
is known about the anatomy of these connections.
Central to the SOC, several large fiber tracts connect
the nuclei of the two sides. Thus the commissure of
Probst connects the two DNLL with each other and 
it contains fibers from the DNLL on one side that 

connect to the ICC on the other side. The commissure of
the inferior colliculus connects the ICCs of each side.

A large fiber tract that is a part of the corpus 
callosum (Fig. 5.8) connects the auditory cerebral 
cortices on the two sides [223, 252]. Thus neurons in
the auditory cortical areas are connected through dif-
fuse fiber tracts that travel in the posterior two thirds
of the corpus callosum [27]. The axons from the AAF
areas cross more rostral than those from AI and axons
from PAF and AII cross more caudally.

The connections between the two sides that are
present at the midbrain level (ICC) and at the cerebral
cortex are the main reason that sounds presented to
one ear are represented in the auditory cortices on
both sides. The ipsilateral connections from the CN 
to the IC may also play some role in providing audi-
tory information to both sides’ cortical areas. The bilat-
eral cortical representation of sounds is the reason
why it is difficult to diagnose disorders that affect the
auditory cortex on one side only (see Chapter 9).

3.8. Differences between the Classical
Auditory Pathways in Humans and in

Animals

Most of our understanding of the anatomy and
physiology of the auditory nervous system comes
from studies of animals. It is therefore important to
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BOX 5.1 (cont’d)

4. Layer IV is the main receiving area where thalamic
fibers from its ventral portion terminate in the
internal granular layer. Subdivisions (IVa, IVb, and
IVc) of layer IV have been identified in some sensory
cortices.

5. The very large cells (pyramidal cells) of layer V have
long axons that descend to subcortical structures.

6. Neurons of layer VI receive input from other layers
and project back to the thalamus and other more
peripheral nuclei of ascending sensory pathways.

FIGURE 5.7 (Continued) (B) Schematic drawing of the connec-
tions in the primary auditory cortex (reprinted from Møller, 2003,
with permission from Elsevier; based on Mitani, 1985).



consider the differences between the auditory nervous
system in animals and humans. The most obvious 
difference between the classical auditory nervous
system in humans and that of commonly used experi-
mental animals is that the auditory nerve is much
longer in humans than in animals (2.5 cm [126] vs 
0.8 cm in the cat [59]). The fiber tracts of the ascending
auditory pathways are also in general longer in man
than in small animals such as the cat [59, 126, 158] 
(Fig. 5.9) which has the implication that the neural travel
time becomes longer in humans than in the small ani-
mals commonly used in auditory research [158, 205].

We can only speculate about the functional impor-
tance of these differences between the ascending audi-
tory pathways in humans and that of animals that 
are commonly used in studies of the auditory system.
The differences in the length of the auditory nerve 
and the length of the fiber tracts, however, are known
to be important for the interpretation of auditory
evoked potentials (ABR) (see Chapter 7).

4. NON-CLASSICAL
ASCENDING AUDITORY

PATHWAYS

The term “non-classical pathways” is used in this
book for the ascending auditory pathways that are 
different from the classical pathways. Other investiga-
tors have used other names for these pathways such 
as “the diffuse system” that relates to the fact that 
neurons in the non-classical system are not as clearly
tuned and they are not as clearly organized anatomi-
cally as those of the classical ascending pathways. 
The use of the term “the polysensory system” reflects
the finding that the non-classical pathways receive
input from other sensory systems.

Graybiel [71] described the basic anatomy of the
non-classical ascending auditory system in the early
1970s. Later studies of the anatomy [3, 270, 312] have
provided a general understanding of the connections
in these pathways.
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FIGURE 5.8 Schematic diagram of the ascending auditory pathways from the left cochlea showing the main
nuclei and their connections including the connections between the two sides (based on Ehret and Romand, 1997,
The Central Auditory Pathway. New York: Oxford University Press, with permission from Oxford University Press).



There are two specific differences between the clas-
sical and the non-classical auditory pathways. While
the ICC is a part of the classical ascending auditory
system the ICX and the DC are parts of the non-classical
auditory system. The neurons of the DC deliver their
output to the diffuse thalamocortical auditory system.
The ICX receives input from the somatosensory system
(dorsal column nuclei) and provides input to the
medial portion of the MGB, and to acoustic reflex
pathways (other than the acoustic middle ear reflex)
(Fig. 5.10) [2]. The IC has been described and labeled

as the auditory reflex center as it connects to the supe-
rior colliculus (SC) to control eye movements and
other motor responses to auditory stimuli that are
important for directional hearing (see p. 148).

While the classical sensory pathways are inter-
rupted by synaptic contacts with neurons in the 
ventral parts of the MGB of the thalamus, the non-
classical sensory pathways use the dorsal and medial
division of the MGB as relay (Fig. 5.10) [122]. These
divisions of the MGB receive their input from the 
ICC and the ICX. The posterior division of the MGB
(PO) receives input from the ICC and projects to 
the AAF cortical area. The neurons in the ventral por-
tion of the auditory thalamus project to the primary
auditory cortex but the neurons in the dorsal and
medial parts of the thalamus project to secondary 
(AII) auditory cortex and association cortices thus
bypassing the AI.

Neurons in the dorsal auditory thalamus also proj-
ect to other parts of the brain such as the lateral
nucleus of the amygdala thereby providing a subcor-
tical connection to the amygdala (see p. 89). These 
projections have functional implications that will be
discussed in Chapter 10.

Neurons in the non-classical pathways respond
both to sound and to other sensory stimulations such
as touch [4] and light while neurons in the classical
auditory pathways up to and including the AI cortex
only respond to sound stimulation. Neurons in the
non-classical auditory pathways thus receive input
from other sensory systems such as the somatosensory
[4] and visual systems [11] (Fig. 5.10).

While early studies have shown that the non-
classical pathways branch off from the classical path-
ways at the inferior colliculus [3] (Fig. 5.11) more
recent studies indicate that the non-classical pathways
branch off as early as the cochlear nucleus where 
neurons receive projections from the somatosensory
system [270]. It is, however, the ICX of the IC and the
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FIGURE 5.9 Length of the main paths of the ascending auditory
system in humans (modified from Lang et al., 1991, with permission
from Springer-Verlag).

BOX 5.2.

A N AT O M I C A L  D I F F E R E N C E S  B E T W E E N  H U M A N S  A N D  A N I M A L S

The differences in the nuclei in humans and those in
the animals commonly used for auditory research are
greatest in the superior olivary complex [158]. There are
fewer small neurons in the lateral olivary nucleus, the
nucleus of the trapezoidal body in humans, compared
with animals such as the cat. Small cells are also fewer in

the human cochlear nucleus than in the cat and the dorsal
cochlear nucleus is much smaller and less developed in
humans compared with the cat or other animals that are
used in auditory research. Groups of large neurons are
more developed in the human CN, the medial superior
olivary (MSO) nuclei, and periolivary nuclei [158].



DC of the IC that usually are associated with the 
non-classical auditory system [3, 191, 295].

In addition to receiving auditory input, neurons 
of the ICX also receive input from other sensory sys-
tems such as the somatosensory system (the dorsal
column nuclei) [3] and from the visual and the vestibu-
lar systems [11]. The dorsal division of the MGB proj-
ects to the AII and the PAF cortical fields (Fig. 5.10)
rather than the primary auditory cortex (AI) that is 
the target of the classical pathways. Another pathway
from the IC to the primary cortex is via the posterior
nucleus of the thalamus that sends axons to the AAF.
The neurons of the medial division of the MGB project
to the AAF, which may send collaterals to the reticular
nucleus (RE) of the thalamus. The RE controls the
excitability of neurons in the MGB. There neurons
receive both inhibitory and excitatory input from 
the somatosensory system and probably also from the
visual system.

There are indications that the non-classical ascend-
ing pathways are dormant in adults but active in 

children [220]. There are also indications that the 
non-classical pathways are abnormally active in con-
nection with certain pathologies such as tinnitus [219]
and hyperacusis (see p. 258) where it may cause phono-
phobia and perhaps depression (see Chapter 10).
There are some indications that the non-classical audi-
tory pathways may function abnormally in certain
developmental disorders (autism) [218].

5. PARALLEL PROCESSING AND
STREAM SEGREGATION

The information that travels in the auditory nerve 
is separated in different ways while being processed in
the nervous system. Two fundamentally different
principles of such separation have been identified.
One is parallel processing, which means that the same
information is processed in different populations of
neurons. The other is stream segregation, which means
that different kinds of information are processed in
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FIGURE 5.10 Simplified drawing of the non-classical ascending
auditory pathways (Reprinted from Møller, 2006, with permission
from Cambridge University Press).

FIGURE 5.11 Schematic drawing of the connections from the
ICC to the ICX and the DC, and connections from these structures to
other nuclei. Also shown is the efferent input from the cerebral
cortex to the ICX (From Møller, 2003, with permission from Elsevier).



different populations of neurons. Stream segregation
was first studied in the visual systems but it has later
been shown to occur in other sensory systems.

5.1. Parallel Processing

Parallel processing is based on branching of the
ascending auditory pathways. It begins peripherally
where each auditory nerve fiber bifurcate twice to 
connect to neurons in each of the three main divisions
of the CN (Fig. 5.5B) [159, 305] (p. 80). The fiber 
tract that connects the ICC with the MGB (BIC) has
approximately 10 times as many nerve fibers as the
auditory nerve and that is another sign of parallel 
processing and it means that information that is 
represented in the neural code in the auditory nerve 
is divided into many separate channels before it
reaches the cerebral cortex. Another example of par-
allel processing is the classical and the non-classical
ascending pathways.

5.2. Stream Segregation

It has been demonstrated in several sensory sys-
tems that populations of cells that process different
kinds of information are anatomically segregated and
that populations of cells with common properties 
are anatomically grouped together [70, 164, 330]. That
different kinds of information are processed by dif-
ferent populations of cells in association cortices was 
first recognized in studies of the visual system where
it was found that spatial and object information was
processed in two anatomically separate locations
(streams) in the association cortices [154, 301]. These
two locations were also known as the “where” and
“what” streams; “where” (spatial information) was
found to be processed in a dorsal part of the cortex 
and a ventral stream processed the “what” (object)
information (Fig. 5.12).

Recently, stream segregation was studied in the
auditory system [104, 239, 248, 298] and it was shown
that directional information (“where”) is processed 
in anatomically separate locations from where object
information was processed. Studies in the rhesus
monkey have shown that processing of different 
kinds of information occurs in the lateral belt of audi-
tory cortex where neurons in the anterior portion of
this belt prefer complex sounds such as species spe-
cific communication sounds (“what”) whereas neu-
rons in the caudal portion of the belt region show the
greatest spatial specificity (“where”) [237, 297, 298].

Neurons in the superior temporal gyrus of the
monkey (macaques) is organized in two areas with 
different functions. One, the most rostral stream, 

seems to be involved in processing of object infor-
mation such as that carried by complex sounds (for
instance vocalization) while neurons in the other pop-
ulation of neurons that is located more caudally are
involved in processing of spatial information.

Auditory spatial information (directional infor-
mation) is not related to the location on a receptor 
surface as is the case for visual and somatosensory
information but spatial auditory information is
derived from manipulation of information from the
two ears, thus computational rather than related to 
a receptor surface.

Speech perception is better when listening with 
the right ear (right ear advantage) [84] while there 
is no hemispheric difference with regard to identifica-
tion of a speaker [118], an indication that information
regarding speech perception and speech recognition 
is processed in different parts of the brain.

More recently, neuroimaging techniques have been
used to explore the anatomical site of processing 
of different kinds of sounds in humans [78] and it has
been shown that motion produced stronger activation
in the medial part of the planum temporale, and 
frequency-modulation produced stronger activation 
in the lateral part of the planum temporale,1 as well 
as an additional non-primary area lateral to Heschl’s
gyrus. The results of these studies were taken as 
indications of the existence of segregation of spatial
and non-spatial auditory information. The study also
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1Planum temporale: An important structure for language [78] is
the posterior surface of the superior temporal gyrus of the cerebral
cortex located in the temporal lobe. It is normally larger on the left
side than on the right.

FIGURE 5.12 Illustration of the anatomical separation of infor-
mation into two principal streams. Connections between the visual
(striate) cortex and association cortices in the brain of the monkey
(according to Mishkin et al., 1983, with permission from Elsevier).



suggested that the superior parietal cortex is involved
in the spatial pathways and that it is dependent on 
the task of motion detection and not simply on the
presence of acoustic cues for motion. These findings
indicate that engagement of processing streams is
dependent on the listening task.

The psychoacoustic aspects of stream segregation
have been studied extensively [156, 282] and it has
been related to hearing impairment (see p. 88).

5.3. Connections to Non-auditory 
Parts of the Brain

Auditory information can reach many parts of the
brain. Naturally, auditory information can control
motor systems such as extraocular muscles and neck
muscles. Sound can also activate reflexes such as the
acoustic middle-ear reflex and the startle reflex, and it
can affect wakefulness and sounds can influence the
autonomic system and the endocrine systems. The IC
has often been regarded as the motor center of the
auditory system although it is not involved in the
acoustic middle-ear reflex (see Chapter 8) but it is
involved in righting reflexes through its connection to
the superior colliculus. Cells in the IC connect to many
other parts of the brain with much less known function.
Many of these connections are dormant in adults but
the synaptic efficacy of the connections to these sys-
tems is dynamic and can be modulated by expression
of neural plasticity.

Auditory information can reach the emotional brain
known as the limbic system through two fundamentally

different routes (Fig. 5.13) [132]. Input to the amygdala
from the auditory system can evoke fear. Both the 
classical and the non-classical pathways provide input
to the amygdala, but through very different routes.
The classical pathways provide input to the amygdala
through a long route involving the primary auditory
cortex, secondary auditory cortex and association 
cortices while the non-classical pathways provide a
much shorter and subcortical route to the amygdala
(Fig. 5.13).

Subcortical connections from auditory pathways 
to limbic structures are important because the infor-
mation that is mediated through such connections is
probably not under conscious control. This route may
be activated in certain forms of tinnitus where it can
mediate fear without conscious control [219]. The non-
classical pathways also have abundant projections to
the reticular formation controlling wakefulness [191].

6. DESCENDING PATHWAYS

The descending pathways are at least as abundant
as the ascending pathways [311, 312, 314] but much
less is known about the descending pathways than 
the classical ascending pathways. The descending
auditory pathways have often been described as two
separate pathways, the corticofugal and the cortico-
cochlear systems [76]. The most central part of the 
corticofugal system originates in the auditory cerebral
cortex (Fig. 5.14A) and the cortico-cochlear system
projects from the auditory cortex to the cochlear
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Other evidence of stream segregation in the auditory
system comes from studies of the flying bat. Bats emit
sounds and use information about the reflected sound
for navigation and location of prey (echolocation). In
bats, the cortical representation of distance to an object is
the interval between the emission of a high frequency
sound and receiving of the echo of that sound. This time
difference is coded in the discharge pattern of individual
neurons. Sound intervals (duration of silence) that 
are coded in some neurons in the auditory pathways (see
p. 137) [197, 321] may therefore be regarded as spatial
information because it refers to a location. Bats use low

frequency sounds for communication while flying and
that may be regarded as object information. Studies 
have shown that these two kinds of information are 
separated at the midbrain level (inferior colliculus [IC])
but the two streams are joined again in the cerebral
cortex where the same neurons process both kinds of
information [241]. Sound duration may also be coded
specifically in the auditory system [24, 240]. While the
coding of these kinds of sounds has been studied in 
animals, features like duration of sounds and duration 
of silent intervals are important features for discrimination
of speech sounds.



nucleus and cochlea (Fig. 5.14B). Both systems include
crossed and uncrossed pathways. The descending
pathways from the auditory cortices to the thalamic
sensory nuclei are especially abundant [312] and
extensive descending pathways reach auditory
nuclei in the brainstem [314]. Instead of classifying 
the descending pathways separately, it seems more
appropriate to regard the descending pathways as
reciprocal pathways to the ascending pathways.

One large descending fiber tract originates in layers
V and VI of the primary auditory cortex (Fig. 5.7B).
Uninterrupted fiber tracts that originate in neurons 
of layer VI make synaptic connections with neurons 
in the MGB and neurons of layer V project to both the
MGB and IC [38, 315]. The descending projections to the
IC reach mainly neurons in the ICX and DC [311, 314].
The descending connections from layers V and VI may

be regarded as reciprocal innervation to the ascending
connections but they are often referred to as a separate
descending auditory system.

Descending pathways from the SOC reach the
cochlear nucleus [76, 279], and even cochlea hair cells
receive abundant efferent innervation (Fig. 5.15) 
[303]. The descending system that projects from SOC
to the cochlea has two parts, one that projects mainly
to the ipsilateral cochlea and the fibers of which travel
close to the surface of the floor of the fourth ventricle
(Fig. 5.15B) [72]. The other part of the olivocochlear
system projects mainly to the contralateral cochlea 
and the fibers of that system travel deeper in the 
brainstem. The ipsilateral fibers originate in the lateral
part (LSO) of the SOC. The system that mainly projects
to the contralateral cochlea originates from medial
part of the SOC (MSO). Both systems project to hair
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FIGURE 5.13 Schematic drawing of the connections between the classical and the non-classical routes and
the lateral nucleus of the amygdala (AL), showing the “high route” and the “low route”. Connections between
the basolateral (ABL) and the central nuclei (ACE) of the amygdala and other CNS structures are also shown
(reprinted from Møller, 2006, with permission from Cambridge University Press; based on LeDoux, 1992).



cells in the cochlea but the pathways that originate in
the LSO mainly terminate on afferent fibers of inner
hair cells, whereas axons of the medial system termi-
nate mainly on the cell bodies of the outer hair cells.
This description refers to the cat, and the olivocochlear
system may be different in different animal species
including humans.

The fact that the response of single auditory nerve
fibers are affected by contralateral sound stimulation
has been attributed to the efferent innervations of
cochlear hair cells [304]. The finding that cochlear
microphonics is affected by electrical stimulation of
the efferent bundle is taken as an indication of efferent
innervations of outer hair cells [163].
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FIGURE 5.14 Schematic drawings of the two descending systems in the cat. (A) Cortico-thalamic system.
(B) Cortico-cochlear and olivocochlear systems: P =principle area of the auditory cortex; LGB = lateral genic-
ulate body; D = dorsal division of the medial geniculate body; V = ventral division of the medial geniculate
body; m = medial (magnocellular) division of the medial geniculate body; PC = pericentral nucleus of the
inferior colliculus; EN = external nucleus of the inferior colliculus; LL = lateral lemniscus; CN (dm) = dorsal
medial part of the central nucleus of the inferior colliculus; DCN = dorsal cochlear nucleus; VCN = ventral
cochlear nucleus; DLPO = dorsolateral periolivary nucleus; DMPO = dorsomedial periolivary nucleus; and
RF = reticular formation (reprinted from Harrison and Howe, 1974, with permission from Springer-Verlag).
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FIGURE 5.15 (A) Origin of efferent supply to the cochlea (reprinted from Schucknecht HF, 1974 Pathology
of the Ear. Cambridge, MA: Harvard University Press, with permission from Harvard University Press). (B)
Olivocochlear system in the cat. The uncrossed olivocochlear bundle (UCOCB) and the crossed olivocochlear
bundle (COCB) are shown (redrawn from Pickles, 1988, with permission from Elsevier).
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1. ABSTRACT

1. Frequency selectivity is a prominent property of
the auditory nervous system that can be
demonstrated at all anatomical levels. The
frequency selectivity of the basilar membrane is
assumed to be the originator of the frequency
tuning of auditory nerve fibers and cells in the
classical ascending auditory pathways.

2. The threshold of the responses of an auditory nerve
fiber is lowest at one frequency known as that
fiber’s characteristic frequency (CF) and a fiber is
said to be tuned to that frequency. Different auditory
nerve fibers are tuned to different frequencies.

3. A plot of the threshold of an auditory nerve fiber
as a function of the frequency of a tone is known
as a frequency threshold curve, or tuning curve.

4. Tuning curves of cells of the nuclei of the classical
ascending auditory pathways have different shapes.

5. Nerve fibers of the auditory nerve, cells of
auditory nuclei and those of the auditory cerebral
cortex are arranged anatomically according to their
characteristic frequency. This is known as
tonotopical organization.

6. An auditory nerve fiber’s response to one tone can
be inhibited by presentation of a second tone when
that tone is within a certain range of frequencies
and intensities (inhibitory tuning curves).

7. Analysis of the discharge pattern of single
auditory nerve fibers in response to continuous
broad band noise reveals great similarity with the
tuning of the basilar membrane over a large range
of stimulus intensities.

8. The waveform of a tone or of complex sounds is
coded in the time pattern of discharges of single
auditory nerve fibers, known as “phase-locking.”
Phase-locking can be demonstrated
experimentally in the auditory nerve for sounds
with frequencies at least up to 5 kHz but may
also exist at higher frequencies. The upper
frequency limit for phase locking in auditory
nuclei is lower than it is in the auditory nerve.

9. Convergence of input from many nerve fibers on
one nerve cell improve the temporal precision of
phase locking by a process similar to that of
signal averaging.

10. The cochlea delivers a code to the auditory
nervous system that yields information about
both the (power) spectrum and the waveform
(periodicity) of a sound. One of these two
representations or both is the basis for
discrimination of frequency.

11. The frequency selectivity of the basilar membrane
is the basis for the place principle of frequency
discrimination. Coding of the temporal pattern of
sounds in the discharge pattern of auditory nerve
fibers is the basis for the temporal principle of
frequency discrimination.

12. Because place coding is affected by the sound
intensity it may not be sufficiently robust to
explain auditory frequency discrimination. The
neural coding of vowels in the cat’s auditory
nerve shows a higher degree of robustness of the
temporal code compared with the place code.

13. The exact mechanisms of decoding the temporal
code of frequency are unknown but similar
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neural circuits as those decoding directional
information may decode temporal information
about frequency.

14. The most important function of cochlea may be
that it prepares sounds for temporal coding by
dividing the spectra of complex sounds into
(narrow) bands before conversion into a temporal
code occurs.

15. Auditory nerve fibers and cells in the nuclei 
of the classical ascending auditory pathways
respond poorly to steady state sounds. The
discharge rate of most neurons reaches a plateau
far below the physiologic range of sound
intensities.

16. Changes in intensity or frequency of sounds are
coded in the discharge pattern over a larger
range of stimulus intensities than constant
sounds or sounds with slowly varying frequency
or intensity.

17. The response to complex sounds (the frequency
or intensity of which changes) cannot be
predicted from knowledge about the response 
to steady sounds or tone bursts.

18. Hearing with two ears improves discrimination
of sounds in noise and helps select listening to
one speaker in an environment where several
people are talking at the same time.

19. Hearing with two ears (binaural hearing) is the
basis for directional hearing, which has been of
great importance in phylogenic development but
it is of less apparent importance for humans than
it is in many other species.

20. The physical basis of directional hearing in the
horizontal plane is the difference in the arrival
time and the difference in the intensity of sounds
at the two ears, both factors being a function of
the azimuth.

21. The time between the arrival of sounds at the two
ears can be detected by neurons that receive
input from both ears. The neural processing of
interaural intensity differences is more complex
and less studied than that of interaural time
differences.

22. The physical basis for directional hearing in the
vertical plane is the dependence of the elevation
on the spectrum of the sounds that reaches the
ear canal. This is a result of the outer ears and 
the shape of the head.

2. INTRODUCTION

All information that is available to the auditory
nervous system is contained in the neural discharge

pattern of auditory nerve fibers. This information
undergoes an extensive transformation in the nuclei of
the classical ascending auditory pathways, which per-
forms hierarchical and parallel processing of informa-
tion. I have shown in the previous chapter that the
auditory nervous system is more complex anatomically
than that of other sensory system. It is therefore not
surprising that also the processing of auditory informa-
tion that occurs in the ascending auditory pathways is
complex and extensive. Recognition of the existence of
two parallel ascending pathways, the classical and the
non-classical pathways, adds to the complexity of infor-
mation processing in the auditory system. The inter-
play between these two systems and the role of the vast
descending pathways is not understood. The non-
classical auditory system may be analogous to the pain
pathways of the somatosensory system [187] and that
may explain the similarities between hyperactive disor-
ders of the hearing and central neuropathic pain [192].
It seems reasonable to assume that a better understand-
ing of these aspects of the function of the auditory nerv-
ous system is important for understanding many
disorders of the auditory system and it is a necessity for
developing better treatments of disorders of the audi-
tory system. The introduction of cochlear implants and
cochlear nucleus implants (auditory brainstem implants
[ABIs]) (see Chapter 11) have made understanding of
the anatomy and physiology of the auditory nervous
system of clinical importance.

Most studies of the function of the auditory system
have aimed at the coding of different kinds of sounds
in the auditory nerve and how this code changes as the
information travels up the neural axis towards the
cerebral cortex in the classical auditory pathways.
Peripheral parts of the ascending auditory pathways
have been studied more extensively than central por-
tions. The physiology of the auditory nervous system
has been studied mostly in experiments in animals
such as the rat, guinea pig and cat. Little is known
about the difference between the function of the audi-
tory system in small animals and humans.

The information processing that occurs in the non-
classical (adjunct or extralemniscal) ascending audi-
tory pathways has not been studied to any great extent
and therefore little is known about the coding and
transformation of information in these systems. In fact
little is known about the activation of the non-classical
auditory pathways in humans [220]. The function of
the vast descending pathways is practically unknown
with the exception of its most peripheral parts. We will
therefore in this chapter focus on the processing of
auditory information that occurs in the classical
ascending auditory nervous system including the
auditory cortex.
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For humans, speech is the most important sound and
it would have been natural to ask the question: How
does the auditory nervous system discriminate speech
sounds? Nevertheless, that is too complex a question
and it is more realistic to ask simpler questions such as
how frequency is discriminated. Frequency discrimina-
tion is a prominent feature of hearing and its physio-
logic basis has been studied extensively because it is
assumed to play an important role in discrimination of
natural sounds. In this section, I will therefore first dis-
cuss the representation of frequency in the auditory
nervous system as a place code and as a temporal code
and thereafter I will discuss the relative importance 
of these two different ways to code frequency for dis-
crimination of complex sounds.

The neural code of complex sounds undergoes more
extensive transformations than that evoked by pure
tones. However, much more is known about responses to
tones than to complex sounds. The first part of this chap-
ter will be devoted to the neural representation of simple
sounds such as tones and clicks and subsequent sections
will discuss neural coding of complex sounds such as
tones and broad band sounds the frequency or ampli-
tude of which varies at different rates.

Frequency, or spectrum, however, is only one fea-
ture of complex sounds. The representation in the
nervous system of different other features of natural
sounds that are the basis for our ability to discriminate
a wide variety of sounds has also been studied. The
way sounds change is an important feature of natural
sounds and changes in frequency and amplitude of
sounds are accentuated in the neural processing of the
classical ascending auditory nervous system. Our abil-
ity to discriminate changes in the spectrum of complex
sounds is also prominent and this ability is assumed to
be essential for discrimination of speech.

Changes in frequency (spectrum) and amplitude
are prominent features of natural sounds that are
important for distinguishing between different
sounds. Studies of coding of complex sounds in the
auditory nervous system have therefore focused on
processing of sounds the frequency and amplitude of
which change more or less rapidly. The sounds that are

discussed in this chapter are similar to important nat-
ural sounds such as speech sounds but better defined.
We will also in this chapter discuss the neurophysio-
logic basis for directional hearing and the physiologi-
cal basis for perception of space.

3. REPRESENTATION OF
FREQUENCY IN THE AUDITORY

NERVOUS SYSTEM

We can discriminate very small changes in the 
frequency of a tone. In fact even moderately trained
individuals can detect the difference between a 1,000-Hz
tone and a 1,003-Hz tone (three tenths of 1% difference
in frequency). The enormous sensitivity of the human
auditory system to changes in frequency has aroused
many investigators’ curiosity and much effort has been
made to determine the mechanism by which the ear
and the auditory nervous system discriminate such
subtle differences in the frequency of a tone.

3.1. Hypotheses about Discrimination 
of Frequency

Two hypotheses have been presented to explain the
physiologic basis for discrimination of frequency. One
hypothesis, the place principle, claims that frequency 
discrimination is based on the frequency selectivity of the
basilar membrane resulting in frequency being repre-
sented by a specific place in the cochlea and subsequently,
throughout the auditory nervous system. The other
hypothesis, the temporal principle, claims that frequency
discrimination is based on coding of the waveform (tem-
poral pattern) of sounds in the discharge pattern of audi-
tory neurons, known as phase locking (Fig. 6.1). There is
considerable experimental evidence that both the spec-
trum and the time pattern of a sound are coded in the
responses of neurons of the classical ascending auditory
nervous system including the auditory cerebral cortices.

The concept that certain features of a sound are
coded in the discharge pattern of neurons in the audi-
tory system means that these features can be recovered
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Complex sounds are sounds that have their energy
distributed over a large part of the audible frequency
range and the amplitude and the frequency distribution

varies more or less rapidly over time. Most natural
sounds are complex sounds. Communication sounds
such as speech sounds are examples of complex sounds.



by analyzing the discharge pattern of neurons in the
auditory nervous system. The presence of a certain
type of information in the nervous system does not
mean that it is utilized for sensory discrimination.

The understanding that place and the temporal rep-
resentation of frequency can be demonstrated
throughout the auditory nervous system, however,
does not resolve the question about which one (or
both) of these two principles of coding frequency or
spectrum is the basis for discrimination of the fre-
quency of sounds. I will discuss the physiological basis
for frequency discrimination in more detail in subse-
quent sections of this chapter.

Studies for the development of the vocoder [39] (see
Chapter 11, p. 271) more than half a century ago have
shown that speech intelligibility can be achieved using
only the (power) spectrum. More recently studies have
shown that speech intelligibility can be achieved by
either the information about the spectrum of sounds
[140] or the temporal pattern [269]. Some modern
cochlear implants use only information about the
spectrum and achieve good speech intelligibility (see
Chapter 11). This indicates that the temporal and the
place coding may represent a form of redundancy.
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Frequency and spectrum of sounds are terms that
sometimes are used synonymously for describing the
physical properties of sounds. While the term frequency
of sounds is reserved for pure tones or trains of impulses,
the term spectrum is used to describe the properties of
sounds that have energy in a certain frequency range.
When the spectra of sounds are discussed in Chapter 3
and this chapter, it usually refers to the power spectrum.
The power spectrum is a measure of the distribution of
the energy of a sound as a function of the frequency. The
power spectrum provides an incomplete description of
the spectral properties of sounds. The spectrum of a
sound can be completely described by a real and an imag-
inary number for each frequency. The power spectrum is
the sum of the squared real and imaginary values of the
spectrum. The spectrum of a sound can be obtained from
its waveform by a mathematical operation known as the
Fourier transformation. Inverse Fourier transformation of
a spectrum described by real and imaginary components
can reconstruct the waveform. The waveform of a sound
cannot be reconstructed from the power spectrum
because it is an incomplete description of a sound.

All practical spectral analysis provides measures of
the energy in certain frequency bands with finite width
and integrated over a certain finite time. An approxima-
tion of the spectrum of sounds can be obtained by apply-
ing the electrical signal from a microphone to a bank of
filters the center frequencies of which are distributed over
the range of frequencies of interest. The energy of the
output of each filter displayed as a function of the filter’s
center frequencies is an approximation of the power 
spectrum. This is similar to the frequency analysis that
takes place in the cochlea, with the important difference
that the spectrum analysis in the cochlea is non-linear
whereas the spectral analysis of sound that is made by
equipment or computers is linear.

There is a limitation regarding the relationship
between the width of the frequency bands within which
the energy is obtained and the time over which the
energy is integrated. Thus, obtaining accurate measures
of the energy within a narrow frequency band requires a
longer observation time than obtaining the energy within
a broader band. This means that the product of time and
bandwidth is a constant.

FIGURE 6.1 Schematic illustration of the two representations of
frequency in the auditory nerve (reprinted from Møller, 1983, with
permission from Elsevier).



3.2. Frequency Selectivity in the Auditory
Nervous System

Frequency tuning of single neurons is prominent at
all levels of the classical ascending auditory nervous
system. Auditory nerve cells of the nuclei of the
ascending auditory nervous system and those of the
auditory cerebral cortex all show distinct frequency
selectivity. This frequency selectivity originates in the
frequency selective properties of the cochlea and
neural processing in nuclei of the ascending auditory
pathways modifies the cochlear frequency selectivity.

Frequency tuning of auditory nerve fibers, cells in
nuclei and fiber tracts of the auditory ascending path-
ways including the cerebral cortex can be demon-
strated in animal experiments using several different
methods, but it has been studied most extensively in
recordings from single nerve cells or nerve fibers using
pure tones as stimuli. Frequency threshold curves that
map the response areas of neurons with respect to fre-
quency are the most commonly used descriptions of
frequency selectivity in the auditory nervous system.

Studies of the response from single auditory nerve
fibers lend a window to the function of the cochlea,
without having to disturb the function of the cochlea.
Such studies can be performed in animals using stan-
dard electrophysiological equipment. The discharge
pattern of single auditory nerve fibers is controlled by
the excitation of inner hair cells and a minimal amount
of signal transformation is involved in that process.
This is in contrast to the response from cells in the nuclei
and fibers of the ascending auditory pathways, and the
auditory cerebral cortices where considerable signal
processing occurs, thus transforming the response pat-
tern in various ways. The shape of the frequency tuning
curves obtained by recordings from cells in the differ-
ent nuclei are therefore different from those obtained
from fibers of the auditory nerve. This is one of the
several signs of the transformation of the frequency
tuning that occurs in the classical ascending auditory
pathways.

The frequency tuning of auditory nerve fibers is a
result of the frequency selectivity of the basilar mem-
brane while the coding of the temporal pattern of a
sound is a result of the ability of hair cells to modulate
the discharge pattern of single auditory nerve fibers
with the waveform of the vibration of the basilar mem-
brane (Fig. 6.1). Each point on the basilar membrane
can be regarded as a band-pass filter and the vibration
amplitude at different points along the basilar mem-
brane provides information about the spectrum of a
sound (see Chapter 3).

Each point along the basilar membrane filters the
sound that reaches the ear and the hair cells that are

located along the basilar membrane convert the vibration
into a membrane potential that controls the discharge
pattern of individual auditory nerve fibers. The discharge
pattern in auditory nerve fibers thereby becomes mod-
ulated with a filtered version of the sound rather than
the sound itself. This temporal code of sounds in the
discharge pattern of auditory nerve fibers thus includes
information about the waveform of the vibration at
individual points along the basilar membrane. The tem-
poral pattern of the vibration of the basilar membrane
contains information about the spectrum of sounds, as
does the distribution of vibration amplitudes along the
basilar membrane. This means that there is a redun-
dancy of the representation of the spectrum of sounds
in the auditory nerve.

Each auditory nerve fiber (type I, see Chapter 5)
innervates only one inner hair cell, and the discharges
of a single auditory nerve fiber are thus controlled by
the vibration of a small segment of the basilar mem-
brane. This is the basis for the frequency selectivity of
single auditory nerve fibers. Auditory nerve fibers dis-
charge spontaneously in the absence of external sounds
and increase their discharge rates when the vibration of
the basilar membrane exceeds the threshold of the hair
cell to which the nerve fiber in question connects. The
lowest level of sound that produces a noticeable
change in a fiber’s discharge rate is regarded to be the
fiber’s threshold. The threshold of a nerve fiber is
lowest at a specific frequency and that is the fiber’s
characteristic frequency (CF). The frequency range of
tones to which a single auditory nerve fiber responds
widens with increasing sound intensity (Fig. 6.2). This
also means that more nerve fibers are activated as the
intensity of a tone is increased above its threshold.

A contour of the frequency-intensity range within
which an auditory nerve fiber responds with a notice-
able increase in its discharge rate (Fig. 6.2) is known as
the nerve fiber’s frequency threshold curve or frequency
tuning curve. Frequency threshold curves have been the
most common way of describing the frequency selec-
tivity of single auditory nerve fibers. When such fre-
quency threshold curves are obtained for a sufficiently
large number of nerve fibers, the result is a family of
tuning curves that covers the entire range of hearing of
the particular animal that is studied (Fig. 6.3). The
range of hearing of different animal species differs;
therefore, the set of tuning curves obtained in different
animals will also differ.

The shape of the tuning curves of auditory nerve
fibers tuned to low frequencies is different from those
tuned to high frequencies but the shape of tuning
curves that have similar CF are similar. Nerve fibers
that are tuned to high frequencies have asymmetric
tuning curves, with the high frequency skirt being
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very steep and the low frequency skirt much less
steep. Nerve fibers that are tuned to low frequencies
have tuning curves that are more symmetrical.

The most common ways of studying frequency
tuning of auditory nerve fibers has been by obtaining

frequency threshold curves such as those in Fig. 6.3.
When different measures of neural activity are used,
the frequency tuning of auditory nerve fibers appears
differently from threshold tuning curves. Thus, the
shape of curves that show a nerve fiber’s firing rate as
a function of the frequency of a tone stimulus is differ-
ent from that of frequency tuning curves of auditory
nerve fibers (Fig. 6.4A). In a few studies phase-locking
of neural discharges has been used to determine the
frequency selectivity of auditory nerve fibers in a large
range of sound intensities (see p. 99). Yet another
method to determine the frequency selectivity of an
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FIGURE 6.2 Illustration of the frequency selectivity of a set of
auditory nerve fibers in a guinea pig. The nerve impulses elicited by
a tone, the frequency of which is changed from low frequencies to 
16 kHz (horizontal scale), are shown. The different rows represent
responses to tones of different intensities (given in arbitrary decibel
values) (reprinted from Evans, 1972, with permission from The
Physiological Society (London)).

FIGURE 6.3 Typical frequency threshold curves of single audi-
tory nerve fibers in a cat. The different curves show the thresholds
of individual nerve fibers. The left-hand scale gives the thresholds in
arbitrary decibel values and the horizontal scale is in kHz (reprinted
from Kiang et al., 1965, with permission from MIT Press).

FIGURE 6.4 (A) Number of discharges per trial of an auditory
nerve fiber of a squirrel monkey stimulated by tones of 10-s duration,
shown as a function of the frequency of the tones. The different curves
represent sounds of different intensities (in arbitrary decibels)
(reprinted from Rose et al., 1971, with permission from The American
Physiological Society). (B) Iso-rate curves of the responses from an
auditory nerve fiber of a squirrel monkey (reprinted from Geisler 
et al., 1974, with permission from The American Physiological Society).



auditory nerve fiber determines the sound level
required to evoke a certain increase in the firing rate of
a single auditory nerve fiber (iso-rate curves). That
method also yields tuning curves that are different
from frequency threshold curves (Fig. 6.4B).

The non-linear vibration of the basilar membrane
(Chapter 3) and the non-linear properties of the neural
transduction in hair cells make the conversion of the
mechanical stimulation of hair cells into the discharge
rate of single auditory nerve fibers to become non-linear.
Insufficient understanding of how the firing rate of single
auditory nerve fibers are related to the displacement of
the basilar membrane complicates interpretation of the
results of studies of the frequency selectivity of the audi-
tory system that use different experimental methods.

When two tones are presented at the same time,
specific interactions between the two tones may occur.
For example, the response elicited by a tone at a fiber’s
CF can be inhibited (suppressed) by another tone
when that tone is within a certain range of frequency
and intensity (Fig. 6.5). Inhibitory frequency response
areas thus surround the response areas of each audi-
tory nerve fiber. The discharge rate of the response
elicited by a tone within the fiber’s response area
decreases when a second tone with frequency and
intensity within one of these inhibitory areas is pre-
sented. Such inhibitory areas are usually located on
each side of a fiber’s (excitatory) response area.

3.3. Cochlear Non-linearity Is Reflected in
Frequency Selectivity of Auditory Nerve

Fibers

The non-linearity of the basilar membrane motion
causes its frequency selectivity to depend on the inten-
sity of sounds that reaches the ear. Cochlear non-
linearity that was discussed in Chapter 3 (p. 44), is
reflected in the tuning of auditory nerve fibers.

The tuning of auditory nerve fibers broadens at
high sound intensities as shown in studies where the
frequency selectivity of auditory nerve fibers was
determined by analyzing the discharge pattern in
response to broad band noise [41, 42, 179, 180]. These
studies showed that the frequency selectivity decreased
when the intensity of the test sounds was increased
above threshold. The reason that the frequency selec-
tivity of single auditory nerve fibers is intensity
dependent is the non-linearity of the vibration of the
basilar membrane. These studies made use of the fact
that the temporal pattern of discharges of single audi-
tory nerve fibers is modulated by the waveform of low
frequency sounds and that made it possible to deter-
mine the filter function of the basilar membrane over a
large range of sound intensities. Analyzing the dis-
charge pattern of single auditory nerve fibers [46, 179,
180] yields measures of the spectral filtering that pre-
cedes impulse initiation in auditory nerve fibers.
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FIGURE 6.5 Inhibitory areas of a typical auditory nerve fiber (shaded) in a cat together with the frequency
threshold curve (filled circles). The inhibitory areas were determined by presenting a constant tone at the
characteristic frequency of the nerve fiber (marked CTCF) together with a tone, the frequency and intensity
of which were varied to determine the threshold of a small decrease in the neural activity evoked by the con-
stant tone (CTCF) (reprinted from Sachs and Kiang, 1968, with permission from the American Institute of
Physics).
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FIGURE 6.6 Comparison between the tuning of a single auditory nerve fiber in a rat (A) and that of the basi-
lar membrane (B) in a guinea pig. (A) Estimates of frequency transfer function of a single auditory nerve fiber
in a rat at different stimulus intensities (given in dB SPL), obtained by Fourier transforming cross-correlograms
of the responses to low-pass-filtered pseudorandom noise (3.4 kHz cutoff). The amplitude is normalized to
show the ratio (in dB) between the Fourier transformed cross-correlograms and the sound pressure and the indi-
vidual curves would have coincided if the cochlear filtering and neural conduction had been linear (reprinted
from Møller, 1999; modified from Møller, 1983, with permission from Elsevier). (B) Vibration amplitude at a
single point of the basilar membrane of a guinea pig obtained using pure tones as test sounds at four different
intensities. The amplitude scale is normalized, and the individual curves would have coincided if the basilar
membrane motion had been linear (reprinted from Johnstone et al., 1986; based on results from Sellick et al.,
1982, with permission from the American Institute of Physics). (C) The shift in the center frequency (solid lines)
and the width of the tuning of a single auditory nerve fiber (dashed line) in the auditory nerve of a rat as a func-
tion of the stimulus intensity. The width is given a “Q10 dB” which is the center frequency divided by the width
at 10 dB above the peak (reprinted from Møller, 1977, with permission from the American Institute of Physics).
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BOX 6.3

Q 1 0 dB

The width of the frequency tuning of single auditory
nerve fibers has been expressed in “Q10 dB” values. 
The Q10 dB is the center frequency divided by the width

measured 10 dB above the threshold, thus an inverse meas-
ure of the broadness of the tuning. The Q10 dB, increases
gradually with increasing sound intensity (Fig. 6.6C).

The frequency selectivity of the basilar membrane
(Fig. 6.6B) and that of auditory nerve fibers obtained at
the same sound intensity (Fig. 6.6A) were remarkably
similar and it was evident that these two measures of
auditory frequency selectivity change in a similar way
when the sound intensity was changed over a large
range of sound intensities [179].

It is not only the width of the tuning of the basilar
membrane and auditory nerve fibers that change with
sound intensity but also the frequency to which the basi-
lar membrane and auditory nerve fibers are tuned shifts
when the stimulus intensity is changed (Fig. 6.6C). The
shift towards lower frequencies of auditory nerve fibers’
CF is also gradual and it occurs over a large range of
sound intensities, from near the threshold to above the
physiological sound levels (approximately 75 dB
above the threshold) [180].

The tuning of the basilar membrane and that of
auditory nerve fibers can be displayed in different
ways. In Fig. 6.6 the tuning of an auditory nerve fiber
[179] and that of the basilar membrane [267] are both
shown in a comparable way. If the frequency selectiv-
ity were a linear function, the individual curves for the
different sound intensities would coincide. They obvi-
ously do not do that and this is another indication of
the non-linearity of cochlea. The fact that the curves 
of the response to high sound intensities appear below
the curves of the response to sounds of lower intensities
is a result of the gain of the cochlear amplifier being
lower for high sound intensities than near threshold.
The shift of the individual curves can also be inter-
preted as a sign of the amplitude compression (auto-
matic gain control [AGC]) that occurs in the cochlea
(see p. 47).

BOX 6.4

V U L N E R A B I L I T Y  O F  T H E  F R E Q U E N C Y  S E L E C T I V I T Y  O F  S I N G L E  
A U D I T O R Y  N E R V E  F I B E R S

Evans’ [47] findings were probably the first published
evidence that the frequency selectivity of single auditory
nerve fibers is physiologically vulnerable. Evans showed
that the frequency tuning curves lost their tip when the
animal from which they were recorded was exposed to
anoxia (Fig. 6.7). Similar changes were seen after poison-
ing of the cochlea with, for instance, furosemide (a diuretic
that is ototoxic). These results, however, were then inter-
preted as a sign of the presence of a “second filter” that
would normally sharpen the tuning of the basilar mem-
brane. As was discussed in Chapter 3 these changes in fre-
quency tuning were caused by loss of the function of the
outer hair cells that normally act as “motors” [22].

FIGURE 6.7 The effect of anoxia on the frequency threshold
curves of an auditory nerve fiber in a guinea pig. The insert shows
the amplitude of the CAP recorded from the round window of the
cochlea and obtained when the different tuning curves were
obtained (reprinted from Evans, 1975).



When frequency threshold tuning curves of auditory
nerve fibers were first obtained in the end of the 1950s
[105], it was a surprise that the tuning of auditory nerve
fibers was very sharp, and thus much sharper than the
tuning of the basilar membrane as it was known at that
time (using data from von Békésy’s studies of human
cadaver ears, see [7]). Although it was believed that 
the tuning of the basilar membrane was the source of
the frequency tuning of single auditory nerve fibers, the
studies of the responses from single auditory nerve
fibers suggested that some kind of sharpening of the
basilar membrane tuning occurred before its vibrations
were converted into a neural code [49]. Several mecha-
nisms for sharpening of neural tuning were suggested
but none were ever supported by results of experimen-
tal studies. Eventually, much later, it was shown that the
discrepancy between the sharpness of tuning of the
basilar membrane and auditory nerve fibers was a
result of non-linearity of the basilar membrane [22].

As was discussed in Chapter 3, early measurements
of the vibration of the basilar membrane were done at
very high sound levels (by von Békésy [7]) while the
tuning curves of the auditory nerve fibers were
obtained at very low sound levels [105]. When it
became possible to measure the vibration of the basilar
membrane at low sound levels, its tuning was found to
be as sharp as the tuning curves of auditory nerve
fibers (Fig. 6.6B) [97]. That frequency threshold curves
of single auditory nerve fibers are sharp indicating a
high degree of frequency selectivity can therefore be
explained by the non-linear behavior of the basilar
membrane where outer hair cells are active elements
that sharpen basilar membrane tuning (see Chapter 3).

It is not possible to record from single auditory
nerve fibers in humans but estimates of the cochlear
tuning in humans can be obtained by recording of the

ECoG potentials from the ear in connection with
masking (two tone masking [32]).

Obtaining psychoacoustic tuning curves has been
used to study the effect of injuries to cochlear hair cells
in humans and in animals [77] confirming that cochlear
tuning becomes broader when hair cells are injured 
by administration of ototoxic substances (Kanamycin)
(see p. 51). Comparison between the results obtained
using ECoG methods and psychoacoustic methods
shows good agreement, and the obtained tuning curves
are similar to those obtained in recordings from single
auditory nerve fibers. Interestingly, simultaneous
masking and forward masking gave different results
in individuals with hearing loss while in individuals
with normal hearing the results of the two methods
were similar [77].

3.4. Frequency Tuning in Nuclei of the
Ascending Auditory Pathways

When studied using conventional methods (fre-
quency threshold tuning curves), practically all cells in
all of the nuclei of the ascending auditory pathways
including the auditory cerebral cortex show clear fre-
quency selectivity. Frequency selectivity thus seems to
be a prominent feature of the responses of single nerve
cells in all the nuclei of the classical ascending audi-
tory pathways. Most of the cells in the cochlear nuclei
have tuning curves the shapes of which are similar to
those of auditory nerve fibers (Fig. 6.8A), but some
cells have tuning curves of different shapes (Fig. 6.8B).
The shapes of tuning curves of cells of more centrally
located auditory nuclei vary more. The difference is
greatest in neurons in the auditory cortex but large
variations in the shape of frequency tuning curves is
also seen in neurons of the superior olivary complex
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BOX 6.5

C O C H L E A R  F R E Q U E N C Y  T U N I N G  D E T E R M I N E D  U S I N G  M A S K I N G

The use of masking to determine the tuning of the
cochlea is based on the assumption that a weak tone acti-
vates only a few auditory nerve fibers. To obtain a tuning
curve the ECoG response (compound action potentials
[CAP] from the auditory nerve or the auditory brainstem
responses [ABR]) to a weak tone (a few decibels above
threshold) is recorded while a masking tone is applied. The
intensity of the masking tone is adjusted so that the test
tone evokes a reduced response (e.g., two-thirds of the

response without a test tone). The test tone and the masker
are presented as short tone bursts, and the masker is usu-
ally applied immediately before the test tone (forward
masking), but it can also be applied at the same time as the
test tone (simultaneous masking). This procedure can be
used in animals [32] as well as in humans using recordings
of ECoG potentials and ABR. Similar measures of fre-
quency selectivity can be obtained in humans using behavi-
oral methods [333] (psychoacoustic tuning curves) [77].



(SOC) (Fig. 6.9), the inferior colliculus (IC) (Fig. 6.10)
and the medial geniculate body (MGB). Tuning of
neurons in the IC is generally much sharper than
tuning of auditory nerve fibers (Fig. 6.10) but there are
also cells that have much broader tuning than those of
auditory nerve fibers.

The diversity of the shapes of the frequency tuning
curves from different nuclei can be explained by differ-
ent degrees of convergence of nerve fibers onto a
single nerve cell and the interplay between inhibitory
and excitatory influence on a neuron. The convergence
of excitatory input may result in broadening of the
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FIGURE 6.8 Frequency threshold tuning curves from cells in the cochlear nucleus of the rat. (A) Frequency
threshold curves that are similar to those of auditory nerve fibers (reprinted from Møller, 1969. Unit responses
in the cochlear nucleus of the rat to pure tones. Acta Physiol. Scand. 75, 530–541, with permission from
Blackwell Publishing Ltd). (B) Frequency threshold tuning curves from cells in the cochlear nucleus of the rat
with a different shape (reprinted from Møller, 1983, with permission from Elsevier).

FIGURE 6.9 Examples of frequency tuning curves with different shapes obtained from neurons of the
superior olivary complex of the cat (reprinted from Guinan et al., 1972, with permission from the Journal of
Neuroscience).



tuning of a nerve cell that receives its input from many
excitatory nerve fibers that are tuned to different fre-
quencies. The interplay between inhibitory input and
excitatory input may sharpen the tuning by mecha-
nisms known as lateral inhibition.1 Sharpening of fre-
quency tuning has been demonstrated in neurons of
the MGB by gamma amino butyric acid (GABA2)
mediated inhibition [219]. The complex pattern of
inhibitory, excitatory and facilitatory response areas of
neurons in the IC [43] is illustrated in Fig. 6.11.

3.5. Tonotopic Organization in the Nuclei
of the Ascending Auditory Pathways

The different nerve cells of the ascending auditory
nervous system are organized anatomically in an
orderly fashion according to the frequency to which
they are tuned and nerve cells tuned to similar 
frequencies are located anatomically close to each
other. This is known as tonotopic organization. Maps
showing the frequency to which neurons are tuned 
can be drawn on the surface of nuclei as well as in sec-
tions of the nuclei of the classical ascending auditory
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FIGURE 6.10 Frequency tuning in the auditory nerve (A) com-
pared with tuning of some sharply tuned neurons in the inferior 
colliculus (B) of the cat (reprinted from Suga, 1995 data from Katsuki
et al., 1958, with permission from the American Physiological
Society).

FIGURE 6.11 Four different types of tuning curves found in the
inferior colliculus (reprinted from Ehret, G. and Romand, R. 1997.
The Central Auditory Pathway. New York: Oxford University Press,
with permission from Oxford University Press).

1Lateral inhibition is a term borrowed from vision to explain
enhancement of contrast and it is used in connection with the
somatosensory system to explain sharpening of sensory response
areas on the skin.

2GABA is a common inhibitory neurotransmitter in the central
nervous system.



pathways (Fig. 6.12). Also the auditory cortex is
anatomically organized according to the frequency to
which neurons are tuned (tonotopic organization).
These tonotopic maps depend on the separation of
sound on the basis of their frequencies that occurs in
the cochlea, but they are altered through the process-
ing that occurs in the nuclei of the ascending auditory
pathways and the cerebral cortex. The functional
importance of the tonotopic organization is unknown

but its prominence and consistency have supported
the hypothesis that frequency tuning plays an impor-
tant role for auditory discrimination (see p. 113).

The nervous system is plastic and its function can
change as a result of stimulation or by deprivation
from stimulation. An example of that is the change in
neural tuning that has been shown to occur in cells of
the cerebral auditory cortex. In studies in animals it
has been demonstrated that frequency tuning depends
on previous exposure to sounds (Fig. 6.13) [111, 12, 319].
Neural tuning along the neural axis of the classical
ascending auditory pathways is thus not only different
in the different nuclei but expression of neural plasticity
is another source of variability in the responses of nerve
cells in the ascending auditory pathways, including 
frequency tuning.

The input to cells in the nuclei of the ascending
auditory pathways, and the cerebral cortex, is medi-
ated through synapses. Activation of a cell therefore
depends both on the activity in the fibers that impinge
on a cell and on the efficacy of the synapses that connect
the fibers to the cells. Plastic changes consist of estab-
lishment of new connections or elimination of existing
connections. Changes in the efficacy of synapses are 
an important form of neural plasticity. The efficacy of
these synapses is subject to change by external and
internal processes (expression of neural plasticity), and
the response of nerve cells to the same stimuli may
therefore differ depending on the degree of expression
of neural plasticity.

The maps such as those shown in Fig. 6.12 are 
not static but can be altered through the expression of 
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FIGURE 6.11 (Continued)

FIGURE 6.12 Anatomical organization of neurons in the
cochlear nucleus in the cat according to the frequency to which they
are tuned (tonotopic organization). Dc = dorsal cochlear nucleus; 
Pv = posterior ventral cochlear nucleus; Av = anterior ventral cochlear
nucleus (reprinted from Rose et al., 1959, with permission from
Johns Hopkins University Press).



neural plasticity. This especially is the case for maps of
the cerebral cortex (Fig. 6.13) [44, 111]. The changes in
these maps were induced by sound stimulation that was
paired with electrical stimulation of the nucleus basalis,
which provides arousal and facilitates expression of
neural plasticity of the sensory cortex (see Chapter 5, 
p. 89). The changes that were induced decreased the
number of cells that responded best to low frequency
sounds and thus shifted the representation of frequency
over the surface of the auditory cortex. Similar changes
in the spatial representation are seen in other sensory
systems [91, 187].

3.6. Extraction of Information 
from Place Coding of Frequency

The consistency of the anatomical organization of neu-
rons according to the frequency to which they respond
(tonotopic organization) suggests that frequency (spec-
tral) tuning is important for extraction of spectral
information about a sound. I will discuss this matter in
connection with cochlear implants (Chapter 11).

4. CODING OF TEMPORAL
FEATURES

There is considerable evidence that the auditory
nerve supplies the nervous system with a neural code
that is phase locked to the time pattern of the vibration
of the basilar membrane, thus band pass filtered ver-
sions of the sound that reaches the ear. We know that
the temporal pattern (waveform) can be recovered
experimentally in recordings from single auditory
nerve fibers but little is known about how the nervous
system may decode temporal information so that it may
be used for discrimination of frequency. This, however,
does not prove that information about the frequency of
sound is actually extracted from the phase-locked
neural responses. (I will discuss the importance of the
place and temporal coding of frequency in detail later
in this chapter, p. 112).

Temporal coding of frequency has been studied to a
lesser degree than frequency tuning in the auditory
nervous system and many questions regarding the
importance of temporal coding of sounds remain
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FIGURE 6.13 Illustration of how cortical maps depend on previous sound exposures. The results were
obtained in rats in recordings from the primary auditory cortex (A1). (A) and (B) no previous sound expo-
sure, (C) and (D) after exposure to 9 kHz tones simultaneously with electrical stimulation of nucleus basalis
(which promote expression of neural plasticity). Penetrations that were either not responsive to tones (O) or
did not meet the criteria of A1 responses (X) were used to determine the borders of A1. Each polygon in (A)
and (C) represents one electrode penetration. (B) and (D) Tuning curve tips at every A1 penetration indicat-
ing the CF, threshold, and receptive field width 10 dB above the threshold for neurons recorded at each pen-
etration. Scale bar, 200 µm (modified from Kilgard and Merzenich, 1998, with permission from the American
Association for the Advancement of Science). 



unanswered. It has been questioned whether accurate
timing is preserved through synaptic transmission 
and it is not known how the temporal code of the 
time pattern of a sound is decoded in the nervous
system.

4.1. Coding of Periodic Sounds

The time locking of neural discharges to the wave-
form of a sound is known as phase locking. Studies of
coding of the temporal pattern of sounds have
revealed that phase locking is prominent in the audi-
tory nerve. Phase-locking means that more nerve
impulses are delivered at a certain phase of the sound
than at other phases. Averaging the recorded neural
activity to many cycles of a tone is necessary to
demonstrate phase locking to a pure tone. Practically,
that is done by compiling a period histogram of the
responses from single auditory nerve fibers or cells in
the nuclei of the ascending auditory pathways. The
duration of one period of the sound is divided into a
series of bins and the number of nerve impulses that
fall into each bin is counted.

The discharges of single nerve fibers are time locked
to the waveform of a sound that is within the fiber’s
response area, at least for frequencies below 5 kHz, but
probably even for higher frequencies. Period histograms
of the responses to low frequency tones have the shape
of half wave-rectified sine waves (Fig. 6.14) [6].

Phase locking of the discharges of single auditory
nerve fibers to complex periodic sounds can also be
demonstrated. Thus, period histograms of the
response to sounds that are the sum of two pure sine
waves (tones) of different frequencies have forms sim-
ilar to the wave shapes of the half wave rectified 
sound waves (Fig. 6.15) [251]. The two sine waves

must be multiples of each other to get a waveform that
repeats itself accurately, and the period histograms are
compiled over the period of such a waveform.

Phase locking to pure tones is prominent in many
cells of the cochlear nucleus, more so in the ventral
cochlear nucleus than the dorsal cochlear nucleus.
Time-locking to pure tones and particularly to repeti-
tive clicks can also be observed in many cells of the
inferior colliculus and the medial geniculate body. The
upper frequency of phase-locking is lower than it is in
the auditory nerve. In the MGB it is rarely observed at
higher rates than 800 clicks per second [253].

Phase-locking of the discharges of auditory nerve
fibers can be demonstrated in response not only to two
pure tones [251] but it is also prominent in response to
complex sounds. Complex sounds such as speech
sounds contain several periodic or quasi-periodic com-
ponents. The fundamental (vocal cord) frequency is 
one and other quasi-periodic components are damped
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BOX 6.6

C O M P L E X I T Y  O F  E X C I T A T I O N  O F  I N N E R  H A I R  C E L L S

The histograms in Fig. 6.15 are half wave rectified ver-
sions of the basilar membrane vibration because cochlear
hair cells are only excited when the basilar membrane is
deflected in one direction, namely towards the scala
vestibuli (Chapter 3). This, however, is an oversimplifica-
tion. Some hair cells are in fact excited when the basilar
membrane is deflected in the opposite direction and some

are excited when the velocity of the basilar membrane is
highest [115]. One of the reasons for the complexity in
excitation of the inner hair cells is the active role of outer
hair cells [22], the motion of which contributes to excita-
tion of the inner hair cells. Another reason is the visco-
elastic coupling between the basilar membrane and the
inner hair cells [162, 334] (see Chapter 3).

FIGURE 6.14 Phase-locking of discharges in a single guinea pig
auditory nerve fiber to a low-frequency tone (0.3 kHz), near thresh-
old (reprinted from Arthur et al., 1971, with permission from the
Physiological Society (London)).



oscillations the frequency of which is that of the vowel
formants. This pattern of damped oscillations is coded
in the discharge pattern of auditory nerve fibers [326].

The temporal pattern of a vowel is a mixture of 
several damped oscillations. In order to determine 
the formant frequencies on the basis of the temporal

pattern it is necessary that each of these damped oscil-
lations are coded independently in a different population
of auditory nerve fibers. In the cochlea it is not the sound
itself that activates auditory nerve fibers but it is the
sound that is filtered by the basilar membrane to which
the discharge of auditory nerve fibers phase lock. 
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FIGURE 6.15 Period histograms of discharges in a single auditory nerve fiber of a squirrel monkey to
stimulation with two tones of different frequencies that were locked together with a frequency ratio of 3:4 and
an amplitude ratio of 10 dB. The different histograms represent the responses to this sound when the inten-
sity was varied over a 50-dB range (modified from Rose et al., 1971, with permission from the American
Physiological Society).

BOX 6.7

F O R M A N T S

The spectrum of a vowel has several peaks, known as
formants. Formants are the results of the acoustic proper-
ties of the vocal tract and the frequencies of the formants
uniquely characterize a vowel. In the time domain, each
formant contributes a damped oscillation to the total

waveform of a vowel. The frequencies of these damped
oscillations are the formant frequencies, and these
damped oscillations are repeated with the frequency of
the vocal cords, i.e., the fundamental frequency of the
vowel in question.



The spectral selectivity of the basilar membrane thus
divides the audible spectrum in suitable slices before
the waveform is coded in the discharge pattern of
auditory nerve fibers [326]. This means that the perio-
dicity of each vowel formant is coded in different pop-
ulations of auditory nerve fibers. This is known as
“synchrony capture” and it enables different popula-
tions of auditory nerve fibers to carry the periodicity
of different spectral components of a sound. This sep-
aration of spectral components may be the most
important feature of the frequency selectivity of the
basilar membrane (discussed in more detail later in
this chapter, p. 118).

The increase in the width of the cochlear filter with
increasing stimulus intensity may impair the separa-
tion of vowel formants before coding the waveform
and thus impair the preservation of phase locking to
individual formant frequencies. Such deterioration of
frequency acuity of the cochlear filtering may be one

reason why speech discrimination is impaired when
the sound intensity is raised above a certain level.
Absence of the acoustic middle-ear reflex, which
results in the input to the cochlea being greater than
normal, has been shown to cause impairment of
speech discrimination at high sound intensities (see
Chapter 9).

Some nerve cells in the cochlear nucleus fire with
great temporal precision in response to transient stim-
ulation such as clicks and tone bursts (Fig. 6.17A) [197]
whereas other cells respond with less temporal preci-
sion. It is believed that many nerve fibers terminate on
the neurons that respond with such great precision and
such nerve cells thus act as signal averagers that not
only compensate for synaptic jitter but even increase
the accuracy of temporal coding of the waveform of 
the sound stimuli. These neurons respond to transient
stimulation with a greater precision than that of their
input (from auditory nerve fibers), showing that spatial
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BOX 6.8

P H A S E  L O C K I N G  T O  B R O A D B A N D  S O U N D S  I N  T H E  A U D I T O R Y  N E R V E

Phase locking in auditory nerve fibers can also be
demonstrated in response to broad band noise sounds
[12, 41, 42]. Since it is necessary to average the responses
from a single nerve fiber over a long time, some investi-
gators [179, 181] have used noise that repeats itself many
times (pseudorandom noise) in studies of phase locking.
Using such noise phase-locking can be readily demon-
strated in the discharges from single auditory nerve fibers.
The phase-locking does not follow the waveform of the
noise sound but it follows the waveform of the noise that
has been band-pass filtered by the cochlea. This means
that studies of phase locking to noise sounds provide
information about the spectral filtering in the cochlea.
That fact has been used to determine the properties of the
cochlear filters over a large range of sound intensities
[179, 180] (see p. 99, and Fig. 6.6A). These studies have
demonstrated that phase-locking of auditory nerve
impulses occurs over a much larger range of sound 
intensities than the range over which the average dis-
charge rate increases with increasing sound intensity 
[46, 180]. The discharge rate of most auditory nerve fibers
show a saturation at sound levels as low as 20–30 dB
above their threshold. Thus, while the average discharge
rate of auditory nerve fibers may be essentially constant

in response to sounds in the entire physiological range 
of sound intensities, phase locking can be demonstrated
over the entire physiological range of sound intensities
(Fig. 6.16).

FIGURE 6.16 Average discharge rate as a function of stimu-
lus intensity (dotted line) of an auditory nerve fiber in a rat
together with a measure of the fiber’s ability to phase lock to the
stimulus sound (low-pass filtered noise), shown as a function of
sound intensity (reprinted from Møller, 1977, with permission
from Elsevier).
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integration in the nervous system can improve tempo-
ral precision. Specific cells in the anterior ventral
cochlear nucleus (AVCN) (bushy cells) have been
shown to fire with greater precision in response to 
low frequency tones than do fibers of the auditory

nerve (Fig. 6.17B) [98]. That means that the temporal
precision of the discharge of some neurons in the
cochlear nucleus has increased rather than decreased
as a result of synaptic transmission between auditory
nerve fibers and cells in the cochlear nucleus.

FIGURE 6.17 (A) Discharge pattern of two types of neurons in the cochlear nucleus of a rat in response to
clicks of different repetition rates. Each nerve impulse is indicated by a dot and the stimulus clicks are indicated
by pairs of dots below the responses. The stimulus clicks were presented in 50-ms long bursts (reprinted from
Møller, A.R. 1969. Unit responses in the rat cochlear nucleus to repetitive transient sounds. Acta Physiol. Scand.
75, 542–551, with permission from Blackwell Publishing Ltd). (B) Comparison of stimulus synchronization in an
auditory nerve fiber (a) and a cell in the AVCN ( a bushy cell) (b). Each dot in the rasters (left panels) indicates
a spike occurrence to a short tone at the cell’s best frequency (0.35 kHz in (A) and 0.34 kHz in (B)); each row of
dots is the response to one of the 200 repetitions. The responses are phase locked to the stimulus, as seen in 
the tendency of spikes to occur at a particular phase angle by graphing the response relative to stimulus phase
(right panels). Spikes in the bushy cell are temporally less dispersed than in the auditory nerve and occur in each
stimulus cycle, whereas cycles are often skipped in the nerve (adapted from Joris et al., 1994, with permission
from the American Physiological Society).



4.2. Extraction of Information from the
Temporal Pattern of Neural Discharges

The discussion above regarding coding of the tem-
poral pattern of sounds has focused on periodic sounds
but it must be emphasized that the nervous system
codes non-periodic sounds in the same manner as peri-
odic sounds. Studies of phase locking in single nerve
fibers or nerve cells require averaging of the responses
to many stimuli to reduce the variability in the dis-
charges of single nerve fibers. The averaging used in
recordings from single nerve cells relies on repeating
the same sound many times. The nervous system uses
another method to reduce the statistical variability in
the response pattern of single auditory neurons, namely
averaging of the response of many neurons. This yields
a result from a single presentation thus unlike studies of
neural discharges, which require averaging of the
responses to many (identical) stimuli.

This difference between the normal function of the
nervous system in extracting temporal information
and the methods used in studies of phase-locking has
to be taken into account when interpreting the results.
It may have caused an underestimation of the ability
of the nervous system to process very small time inter-
vals (see p. 117).

In order to use that temporal code to determine the
frequency of a sound, the nervous system must deter-
mine the interval between nerve impulses that are
time locked to individual waves of a sound. Models
have been proposed to explain the ability of the nerv-
ous system to determine the time between the arrival
of a sound at the two ears that is the basis for direc-
tional hearing (see p. 112) [89, 100, 300, 322].

Determining the time interval between two waves of
a sound wave is more complex than determining the
time difference between neural activity that originates

in the two ears. However, similar principles and simi-
lar neural circuitry could be used for decoding tempo-
ral information in sounds. Licklider [137] proposed a
variation of Jeffress’s model for detecting the time
intervals between individual waves of sound. This
model is based on auto correlation analysis to deter-
mine the intervals between sound waves.

The auto correlation model for decoding time inter-
vals requires a set of delays and multiplies (or coinci-
dence detectors), thus similar to models of directional
hearing. For decoding temporal information in sounds
the frequency of which is higher than 1 kHz, axons of
different lengths may serve as the required variable
delay lines. Each axon is assumed to be connected to a
nerve cell that also receives input from another axon of
a different length, the target nerve cell acting as a coin-
cidence detector. Such an array of axons of different
length may be found in the cochlear nucleus, while the
neurons that act as coincidence detectors may be
located in the medial superior olivary nuclei (MSO)
[69]. Other investigators [127] have found evidence
from studies in cats that some neurons in the inferior
colliculus have different delays thus providing the
delay lines needed for determining the frequency of
sounds of relatively high frequency.

Determining the frequency of low frequency sounds
requires delays that are much longer than what can be
accomplished by axons of different length. The delays
necessary to explain echolocation in bats are also much
longer than the interaural delay that can be generated
by axons. The delays associated with echo localization
in bats are between 0.4–18 ms. Delays of that length
have been assumed to be accomplished by an
“inhibitory gate” that has a variable time [292]. Similar
mechanisms may be used for determining the fre-
quency of low frequency sound such as the fundamen-
tal frequency of vowel sounds.
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BOX 6.9

C O R R E L A T I O N  A N A L Y S I S

Auto correlation analysis is similar to cross correlation
assumed to be used for determination of the delay between
the sounds that reach the two ears. When auto correlation
analysis of a signal is done it is common to sample the
signal, multiplying the amplitude of the signal and 
a replica of the signal, sample by sample, and then adding
the values. That process is repeated after the signal and 
its replica is shifted one sample relative to each other. This 
is then continued for as many delays as is required. 

The resulting auto correlation function appears as series of
values that are the function of the delay. This is the way auto
correlation analysis is done using digital computers.
However, a neural system that performs auto correlation
analysis does not obtain the correlation point by point as
done by a computer. Instead, the nervous system is assumed
to use an array of multipliers, one for each delay. The output
of each multiplier neuron provides a continuous signal that
is the correlation at one delay as a function of time.



The human ear can discriminate changes of approx-
imately 3 Hz in a 1,000 Hz tone. This means that tones
of 1,000 Hz and 1,003 Hz can be differentiated. The dif-
ference in the length of one period of 1,000 Hz and a
1,003 Hz tone is three thousandth of the period length
of a 1,000 Hz tone, thus 3 µS. This is about the same
time difference as can be discriminated in the arrival
time of sounds at the two ears (see p. 117).

It has been suggested that neurons in the superior oli-
vary complex may have the ability to detect time inter-
vals. Neurons in the superior olivary complex acting as
coincidence detectors can discriminate time differences
between the arrival of sounds at the two ears.

The neurons in the ventral nucleus of the lateral lem-
niscus (VNLL) in the mammalian auditory system also
seem to specialize in coding temporal information, as
shown in the echolocating bat and dolphin [31]. These
cells have no or little spontaneous activity and are
broadly tuned. Langner and Schreiner [127] presented
evidence that variable delays needed for determining the
frequency of a sound from the temporal pattern of nerve
impulses may exist in the inferior colliculus (IC). Many
neurons in the IC have an intrinsic periodicity of firing
(like an oscillator) that might be used as a time base and
a variable delay. Suga and his co-workers found that the
auditory cortex of the flying bat makes a map from the
measured difference between time of the emission of a
sound and the arrival of the echo at the bat’s ear [290].

The neurons in the cochlear nucleus that respond to
transient sounds with a single discharge require a cer-
tain duration of silence before they can fire again [197].
This may be an example of inhibition to determine the
time interval between sounds, and it may be similar to
the inhibition based variable delays suggested by Suga
[286] for explaining the bat’s discrimination of delays
between transmittal and receipt of an echo.

5. IS TEMPORAL OR PLACE
CODE THE BASIS FOR
DISCRIMINATION OF

FREQUENCY?

Discrimination of both tones and complex sounds
rely either on the frequency analysis of the basilar
membrane (place principle) or on neural analysis of
the code of the sounds’ temporal pattern (temporal
principle) or on a combination of both. While the ques-
tion about the neural basis for discrimination of fre-
quency was earlier mostly of academic interest, the
advent of cochlear and auditory brainstem implants
has made understanding of the physiological basis for
frequency discrimination of great practical importance
(see Chapter 11).

Several criteria must be met to make a specific type
of coding of frequency (place or temporal) a candidate
for providing the basis for discrimination of frequency
by the auditory system. These basic criteria are:

1. The code must be present and accurately
preserved in the nervous system.

2. The code must be robust (independent of sound
intensity).

3. The code must be interpreted (decoded) in the
nervous system.

The reason that the code of frequency must be robust
and independent of the sound intensity is related to the
general finding that frequency discrimination of both
tones and complex sounds (speech sounds and music)
is largely independent on the intensity of the sounds. 
If frequency discrimination would depend on sound
intensity it would interfere with discrimination of com-
plex sounds such as speech sounds and music.

While there is ample evidence that both these two
representations of frequency are coded in the auditory
nervous system, it is not known which one of these
two principles is used by the auditory system in the dis-
crimination of natural sounds or for the discrimination
of unnatural sounds, such as pure tones in experiments
done in the laboratory under more or less natural 
conditions. It may be that the place and the temporal
principle of frequency discrimination may be used in
parallel by the auditory system for discrimination of
sounds of different kinds.

Designing experiments that can determine whether
it is the place principle or the temporal principle that
is the basis for frequency discrimination is difficult
because the spectral and temporal properties of
sounds are closely linked together and the temporal
pattern of a sound cannot be manipulated experimen-
tally without also altering its spectrum.

5.1. Temporal Hypothesis for Frequency
Discrimination of Complex Sounds

Coding of the temporal pattern of sounds in the dis-
charge pattern of auditory nerve fibers is the basis for
the temporal hypothesis of frequency discrimination
[128, 137]. The temporal hypothesis has earlier been
regarded less important than the place principle for
discrimination of frequency. Two reasons have been
given. It was assumed that the temporal code could
not be preserved in synaptic transmission and it was
not known how the temporal code could be decoded.
While many studies in animals have shown that nerve
impulses in the auditory nerve are phase-locked to the
waveform of the basilar membrane vibration, at least
up to 5 kHz and probably higher [6, 179, 180], it was
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generally assumed that phase locking deteriorated
after the first synapse in the cochlear nucleus. This
assumption was supported by the fact that it was nec-
essary to average discharges over considerable time in
order to recover the time pattern of sounds. However,
these assumptions did not take into account the spatial
integration that occurs in neurons that receive many
inputs, which in fact improve the accuracy of temporal
coding compared to what is present in individual
auditory nerve fibers.

5.2. Place Hypothesis for Frequency
Discrimination of Complex Sounds

The cochlea normally separates sounds into narrow
frequency bands that activate different populations of
hair cells and thereby different populations of auditory
nerve fibers. This is the basis for the place hypothesis.
Individual nerve fibers are tuned to different frequen-
cies, and frequency tuning is a characteristic feature of
nerve cells throughout the ascending classical auditory
nervous system. Nerve cells in the ascending auditory
pathways are anatomically organized according to the fre-
quency to which they are tuned (tonotopic organization).

This is assumed to be the result of the frequency tuning
of the basilar membrane.

The fact that neurons in all parts of the classical
ascending auditory pathways respond best to sounds
of a certain frequency and that neurons are anatomi-
cally organized according to the frequency to which
they respond best (tonotopic organization) indicates
that the place representation of sounds in the cochlea
is maintained throughout the ascending classical audi-
tory nervous system. This has been taken as an indica-
tion that the nervous system uses place information as
a basis for discrimination of frequency.

However, the frequency threshold tuning curves of
single nerve cells that have been used to establish the
tonotopic organization may not reflect the function of
the auditory system under normal conditions because
frequency threshold tuning curves are obtained by
determining the threshold to pure tones presented in a
quiet background thus at very low sound intensities.
Tuning curves of auditory nerve fibers obtained by
using noise stimuli at intensities within the physio-
logic range of hearing (Fig. 6.6A) are more representa-
tive for the function of the auditory system under
normal conditions than frequency threshold curves.
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BOX 6.10

T O N O T O P I C  O R G A N I Z AT I O N  I N  N E O N ATA L  D E A F  A N I M A L S

Studies [131, 275] showed that tonotopic (cochleotropic)
organization in the inferior colliculus exists in neonatal
deaf mice but it can be modified by electrical stimula-
tion of the cochlea. Electrical stimulation of a single
location of the cochlea could expand the response 
areas and degrade the cochleotropic organization.

Competing stimulation of two locations on the basilar
membrane, however, maintained the frequency repre-
sentation of each sector of the inferior colliculus with-
out expanding the response areas. Synaptic activity in
the auditory cerebral cortex is abnormal in congenitally
deaf cats [116].

BOX 6.11

R E P R E S E N TAT I O N  O F  V O W E L S  I N  AU D I T O RY  N E RV E  F I B E R S

Studies of the neural representation of vowels in the
responses from single auditory nerve fibers [259, 260, 326]
have shown that the discharge rates of large populations
of auditory nerve fibers reproduce the formant frequen-
cies of vowels only at low sound intensities. The discharge
rates of many auditory nerve fibers collected in the same
animal and plotted as a function of the CF have distinct

peaks that correspond to the formants of the vowels only
when the vowels were presented at low intensity (Fig. 6.18).
These peaks became less distinct as the sound intensity
was increased and at physiologic sound levels these
peaks were poorly defined. Spectral separation of vowel
formants based on the (average) discharge rates of single
auditory nerve fibers thus becomes poor at sound intensities
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BOX 6.11 (cont’d)

in the range of conversational speech. This means that 
the place representation of vowel formants cannot be
regarded as sufficient to discriminate formant frequencies,
which is necessary for discrimination of vowels.

Several studies have shown lack of robustness of the
place code of frequency. Studies of the tuning of the 
basilar membrane using recordings of the cochlear 

microphonic potential [85] showed a considerable shift in
the location of the maximal response. Studies of the
tuning of auditory nerve fibers have shown that the fre-
quency to which nerve fibers were tuned shifted and
became broader when the sound intensity was increased
from threshold levels to the physiologic range of sound
intensities (Fig. 6.6A&C) [179, 180, 335].

FIGURE 6.18 Normalized discharge rates of auditory nerve fibers in a cat in response to a 
synthetic vowel /ε/ presented at different sound intensities (in dB SPL). The arrows mark the 
frequency of the three vowel formants (reprinted from Sachs and Young, 1979, with permission
from the American Institute of Physics).



Since the pitch of sounds changes little with sound
intensity [285], the findings that the tuning of the basi-
lar membrane depends on the sound intensity placed
serious doubt on the place coding of frequency as a
basis for frequency discrimination. Also, frequency 
discrimination of speech and musical sounds is known
to change very little with sound intensity. (For a dis-
cussion of the use of the spectrum of sounds for the
discrimination of speech sounds see page 118 and
chapter 11, page 273.)

5.3. Preservation of the Temporal Code 
of Frequency

It has been believed that phase locking deteriorates
as the information travels along the ascending auditory
pathways. The reason is that synaptic transmission
implies a certain amount of jitter,3 and that “blurs” the
time pattern of the neural code. However, that assumes
that only few nerve fibers terminate on a nerve cell.
Nerve cells on which many fibers terminate act as 
spatial integrators and such cells thereby increase the
temporal precision of phase locking. The assumption
that phase locking of neural discharges deteriorates in
synaptic transmission may be incorrect and the need

to convert the temporal code into a spike rate code or
a spatial code is not as urgent as earlier assumed.

Studies have confirmed that synaptic transmission can
enhance temporal precision. Thus, neurons with many
synapses perform a spatial integration of input and that
increases the temporal procession in a similar way as
signal averaging enhances signals that are buried in noise.

When many nerve fibers converge on one nerve cell
such as occurs in the cochlear nucleus, the result is
spatial integration of neural activity and that can
enhance temporal precision and thus counteract its
deterioration by synaptic jitter (see Fig. 6.17).

Evidence that the temporal coding of frequency is
preserved over a large range of sound intensities
comes from studies of the temporal code of synthetic
vowels by Young and Sachs [326] who found that the
temporal structure of such sounds was coded in the
discharge pattern of auditory nerve fibers over a large
range of sound intensities.

In experimental studies where recordings are made
from single auditory nerve fibers the probabilistic
nature of the discharges of auditory nerve fibers that
“blur” the temporal pattern of the neural code of sounds
makes it necessary to average the discharges in the
response from a single nerve fiber to many repeated pre-
sentations of the same stimuli. The nervous system,
however, does not use this method to reduce statistical
variability by integrating the discharge patterns of many
nerve fibers to obtain a stable response. Thus this (natu-
ral) spatial integration in a target neuron can reduce the
statistical variability of neural discharges in response to a
single stimulus presentation while recordings from only
one nerve fiber require the responses of many stimuli to
be added to obtain a similar reduction in the statistical
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BOX 6.12

W H AT  P R O P E RT I E S  O F  B A S I L A R  M E M B R A N E  T U N I N G  A R E  
I M P O RTA N T  F O R  F R E Q U E N C Y  D I S C R I M I N AT I O N ?

It has been suggested that it might not be the peak of
the envelope of vibration of the basilar membrane that is
important for frequency discrimination, but instead the
entire envelope or the edges (slopes) of the envelope. It has
also been suggested that frequency discrimination may
rely on the steep high frequency slope of tuning curves of
single auditory nerve fibers corresponding to the slopes
(skirts) of the frequency tuning of a single point on the
basilar membrane. It has been claimed that the location of
the skirts of the frequency tuning curves of the basilar
membrane might vary less than the location of the peak
of the basilar membrane motion when the sound inten-
sity is changed. The high frequency skirts of frequency

threshold tuning curves of cells in the cochlear nucleus
are extremely steep [196] and that might therefore be
used by the auditory system to detect differences in the
spectrum of sounds and thus be the basis for frequency
discrimination according to the place principle.

However, the slope of the high frequency skirts of such
functions changes with sound intensity to a similar extent
as the shift in the frequency of the peak of frequency
threshold tuning curves. The same is the case for the
mechanical tuning curves of the cochlea (Fig. 6.6B), thus
making the slope of cochlea frequency tuning equally
dependent on the sound intensity as the center frequency
of the cochlear and auditory nerve tuning.

3Jitter means that the time at which nerve impulses occur vary
randomly, thus a lack of temporal precision. Thus, phase-locking to
the waveform of low frequency sounds does not occur precisely to 
a certain phase of the sound. Only the average number of nerve
impulses is higher at a certain phase of a sound than at other phases.
The random variation around that mean value is a result of the prob-
abilistic nature of synaptic transmission, which occurs in hair cells
and cells in the various nuclei of the ascending auditory pathways.



BOX 6.13

T E M P O R A L  P R E C I S I O N  C O D I N G  O F  WAV E F O R M  S O U N D S

Studies have shown that improvement of temporal
precision of coding of the waveform of sounds occurs in
certain cells of the cochlear nucleus. These nerve cells fire
more precisely than auditory nerve fibers in response to
transient sounds (Fig. 6.17) [197]. Some neurons in the
cochlear nucleus (bushy cells in the AVCN) have been
shown to fire with great precision in response to low fre-
quency tones [98]. As a comparison, the response that the
same stimulus evokes in fibers of the auditory nerve show
great variations in their firing to that kind of stimulus
(right panels in Fig. 6.17B). The discharges of the bushy
cell are temporally less dispersed than in the auditory

nerve and occur in exactly the same way in each cycle of
the stimulus tone, whereas auditory nerve fibers show a
great variability in relation to the waveform of the stimu-
lus sound (tone).

These examples show that precision of timing is not
only preserved, but also even improved through synaptic
transmission. While phase locking of neural discharges in
auditory nerve fibers decreases gradually above a certain
frequency, spatial integration in neurons of the nervous
system may enhance the temporal coding to an extent
that compensates for the decrease of phase locking in the
auditory nerve.

BOX 6.14

WAV E F O R M  C O D I N G  O F  V O W E L  S O U N D S  I N  T H E  AU D I T O RY  N E RV E

The waveform of vowels can be regarded as composed
of a series of damped oscillations where the frequency of
the oscillations is that of the formants. Histograms of audi-
tory nerve fiber responses to synthetic vowels that show the
distribution of discharges over one period of the funda-
mental frequency of the vowel reveal the periodicity of the
damped oscillation that correspond to each formant. The
histograms from neurons with CF near the frequency of a
formant will show a periodic pattern with the frequency of
the formant. The spectra of these histograms show harmon-
ics of the fundamental frequency of the vowel and the for-
mants appear as peaks in the envelope of these spectra (Fig.
6.19). When information such as that displayed in Fig. 6.19
was compiled the formants were coded in the time pattern
of the discharges of single auditory nerve fibers over a large
range of stimulus intensities for three different vowels.

FIGURE 6.19 Period histograms (left column) of the
responses from four different auditory nerve fibers of a cat in
response to stimulation with a synthetic vowel /a/. Right
column shows Fourier transforms of these histograms. The
electrical signal applied to the earphone is shown on top
(reprinted from Sachs and Young, 1979, with permission from
the American Institute of Physics).
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variability of the discharges. This difference in the way
experimental data are processed and the way the cen-
tral nervous system extracts information must be con-
sidered when experimental data are evaluated.

5.4. Preservation of the Place Code

Ample experimental evidence shows that frequency
tuning is preserved throughout the ascending audi-
tory pathways and preserved at least to the different
divisions of the cerebral cortex. The frequency repre-
sentation as demonstrated by tuning curves of cells
and fibers changes as information ascends up the neural
axis of the ascending auditory pathways. The diversity
in width and shapes of tuning curves increases as the
information ascends in the auditory pathways. The
importance of that is unknown.

5.5. Robustness of the Temporal Code

Temporal coding is also depending on the time it takes
for the EPSP to reach the threshold of target neurons
[186] and that is expected to make timing of nerve
impulses depend on the stimulus intensity. However,
studies of directional hearing have revealed that tempo-
ral information is transmitted through several synapses
without introducing uncertainties. The results of studies
of binaural hearing show convincingly that the auditory
nervous system can detect very small time intervals (or
rather very small differences in time intervals). Time dif-
ferences in the order of 5 µS between the arrival of sounds
at the two ears can be detected (see p. 145). The reason for
that is probably the spatial integration that occurs when
many nerve fibers impinge on a target neuron.

5.6. Robustness of the Place Code 
of Frequency

The fact that frequency tuning changes with the
intensity of a sound means that the place principle
lacks the robustness that is assumed to be necessary to
explain psycho-acoustic findings regarding discrimi-
nation of frequency (see p. 99) and this makes the place
principle an unlikely candidate for the basis of audi-
tory frequency discrimination. Zwislocki [335] has
stated “Therefore, if the intensity-dependent shift in
the cochlear excitation maximum found in gerbils has
a counterpart in human cochleae, as appears likely, the
excitation maximum cannot constitute an adequate
physiological code for pitch.”

5.7. Coding of Speech Sounds

We have already discussed some physiological
aspects on processing of speech sounds by the auditory

system showing that the temporal properties of vowels
are accurately represented in the firing pattern of single
fibers of the auditory nerve. Observations regarding the
effect of pathologies of the auditory nerve support the
importance of such temporal coding.

It is well known that speech discrimination is more
impaired in patients with hearing loss from injury of
the auditory nerve than it is in individuals with the
same threshold elevation from cochlea injury. Studies
of patients with vestibular Schwannoma (see Chapter 9)
and in patients in whom the auditory nerve has been
injured by surgical manipulations (Fig. 9.29) show that
such patients have a varying degree of hearing loss but
their speech discrimination is always decreased more
than expected from their pure tone audiograms.

If frequency discrimination is based on temporal
coding of sounds in the auditory nerve, information
from different locations along the basilar membrane
must appear temporally coherent when it enters the cen-
tral nervous system so that the interval between individ-
ual sound waves can be determined accurately. Injury to
the auditory nerve is associated with a decrease in
neural conduction velocity that usually differs among
the fibers of the auditory nerve as indicated by the
broadening of the compound action potentials (CAP)
recorded directly from the exposed intracranial portion
of the auditory nerve in response to click sounds after
surgical manipulation (injury) of the auditory nerve
[185]. The uneven neural conduction time in auditory
nerve fibers causes an increased temporal dispersion and
thus impairs the temporal coherence of nerve impulses
that arrive at the neurons of the cochlear nucleus.
Impairment of temporal coherence of neural activity in
the auditory nerve is believed to be responsible for 
the impairment of speech discrimination in patients 
with injuries to the auditory nerve such as from surgical
manipulation [185] or from disease processes such as
vestibular Schwannoma. Morphological studies have
shown that there is only a small variation in the diame-
ters of different auditory nerve fibers in young individu-
als [281], indicating that the conduction velocity among
different auditory nerve fibers varies very little. The vari-
ation in axon diameters increases with age and that may
explain why some elderly individuals have poor speech
discrimination (Fig. 5.3). The poor speech discrimination
associated with auditory nerve injuries and aging may
thus be a result of impaired coherence of auditory nerve
impulses indicating that temporal coding is important
for speech discrimination (see Chapter 9).

Vestibular Schwannoma and surgical manipulation
of the auditory nerve could also injure the efferent fibers,
which would cause a change in the function of the outer
hair cells. However, the effect on hearing function from
severance of the efferent bundle (done in connection
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with vestibular neurectomy to treat Ménière’s disease)
has been found to be minimal [261].

5.8. A Duplex Hypothesis of Frequency
Discrimination

Contemporary research indicates that both place
and temporal coding are important for frequency dis-
crimination in the auditory nervous system. This was
recognized already in 1949 by Wever who presented
the volley theory (described in his book [307]) that
suggested that both place and temporal coding were
used for frequency discrimination. Wever suggested
that the temporal coding was most important at low
frequencies and that the place coding of frequency was
most important at high frequencies. In the mid fre-
quency range both principles would work side by side
for frequency discrimination.

5.9. Cochlear Spectral Filtering May Be
Important in Other Ways than Frequency

Discrimination

The spectral filtering in the cochlea divides the audi-
ble spectrum into narrow portions before coding the
sound into a pattern of nerve impulses in the auditory
nerve. This means that the temporal pattern within lim-
ited parts of the spectrum become coded in different
populations of nerve fibers. The frequency of the sound
within a narrow frequency band can be determined by
measuring the time interval between individual waves
of the filtered waveform that is coded in the pattern of
neural discharges of individual auditory nerve fibers.
The cochlea divides the spectrum of sounds into fre-
quency bands of suitable width before the sound is
coded into the discharge pattern of individual auditory
nerve fibers. This division reduces the requirements
regarding coding of details of the waveform of complex
sounds. Without such spectral division of the spectrum
of natural sounds into narrow frequency bands, coding
of the temporal pattern would require coding of fine
details of the time pattern of sounds in the discharge
pattern of auditory nerve fibers and that likely would
exceed the limits for neural coding. The spectral separa-
tion also reduces the demand on the neural circuitry
that decodes the temporal information. Decoding of the
“raw” sound wave would likely overwhelm any neural
discriminator of temporal information.

As an example, analysis of the temporal pattern 
of vowel sounds is more likely to provide accurate
information about formant frequencies if the temporal
analysis is performed separately in narrow bands, 
each of which contain no more than one formant. 
This phenomenon is known as “synchrony capture.”

When only one formant is contained in such frequency
bands, the output of such a filter is a damped oscillation,
the frequency of which is the formant frequency. The for-
mant frequency can thus be determined accurately by
measuring the interval between two waves of the output
of such filters, which simplifies decoding of temporal
information about frequency (see p. 116).

Spectral selectivity in the cochlea deteriorates at
high sound intensities and in individuals with injured
cochleae. The decreased spectral separation may impair
“synchrony capture” and the resulting deterioration of
speech discrimination may be caused by impairment
of temporal coding of frequency because of the widen-
ing of cochlear tuning. Absence of the acoustic middle-
ear reflex, which results in less amplitude compression
before sounds reach the cochlea, is associated with
impaired speech discrimination at high sound inten-
sities, probably because of widening of the cochlear 
filters [18].

That division of the spectrum of complex sounds
into bands prior to analysis by the auditory nervous
system is important for speech discrimination is sup-
ported by the observation that different bands of the
speech spectrum contributed independently to speech
discrimination (articulation score, defined as a listener’s
correct perception of non-sense syllables from a stan-
dardized list). This observation was made by Harvey
Fletcher at Bell Telephone during the Second World
War and not published until some time after the war
(in Fletcher’s 1953 book, which has been reprinted
1995 by the Acoustical Society of America, with Jont B.
Allen as editor).

5.10. Speech Discrimination on Spectral
Information Only

Experience from development of the channel vocoder4

[39, 265] and more recently, from cochlear implants [139,
141] (see Chapter 11) shows that very coarse power spec-
tral information using only a few broad frequency bands
can provide good speech discrimination. The experience

4The channel vocoder (Voice Operated reCorDER) was devel-
oped in the 1950s–1960s for transmitting telephone signals over
long lines such as transoceanic cables. Its principle is to divide the
spectrum of speech into a few bands at the transmitting end of
such lines and converting the energy in these bands into electrical
signals that can be transmitted to the receiving end of a long cable
using less bandwidth than speech sounds (known as analysis-
synthesis telephony). These signals are then used to synthesize the
speech at the receiving end. Channel vocoders never came into
practical use for transmitting telephone signals because better and
less expensive broad band communication systems that could trans-
mit many telephone lines (satellites and later fiber optic cables)
became available before vocoder systems were fully developed.



from cochlear implants showing that satisfactory speech
discrimination can be achieved by devices that have
only a few channels supports the hypothesis that neither
fine spectral resolution nor the coding of temporal 
information are necessary for obtaining good speech 
discrimination. The fact that little improvement is
achieved by increasing the number channels of cochlear
implants above eight supports the hypothesis that fine
spectral resolution is not necessary for discrimination 
of speech sounds [54, 140]. These matters are further dis-
cussed in connection with cochlear implant processors
in Chapter 11.

5.11. Conclusion

The fact that studies indicate that temporal informa-
tion plays a greater role than place coding in discrimi-
nation of complex sounds such as speech sounds does
not mean that spectral analysis (the place principle)
cannot provide the basis for speech intelligibility. This
observation underlines that the auditory system pos-
sesses a considerable redundancy with regard to the
role of frequency discrimination as a basis for speech
discrimination.

6. CODING OF COMPLEX
SOUNDS

Most studies of coding of sounds in the classical
ascending auditory pathways have employed simple

sounds such as pure tones and clicks. The recorded
responses have been analyzed by determining the
threshold of firing (frequency threshold curves) and
the distribution of nerve impulses during and after the
presentation of tone bursts (post-stimulus time [PST]
histograms).

Natural sounds have broad spectra that change more
or less rapidly and changes in frequency and amplitude
are prominent features of natural sounds. Changes in
the amplitude and spectrum carry important informa-
tion in such sounds as speech sounds. Many studies
have demonstrated that changes in the frequency and
amplitude of sounds are enhanced in the discharge 
pattern of the nuclei of the classical ascending audi-
tory pathways indicating that the nervous system
transforms sounds and enhances aspects of sounds
that are rich in information while suppressing features
of sounds that carry little or no information. A steady
sound such as a pure tone does not provide any infor-
mation after it has been switched on, except perhaps
what information its duration might provide. Many
nerve cells in nuclei of the auditory system only
respond to tones when turned on or off and that is one
indication that the auditory nervous system “filters”
sound with regard to their information contents.

In the following the response from single auditory
nerve fibers and cells of the nuclei of the classical
ascending auditory pathways to steady tones and tone
bursts will be described first because that has been the
traditional way to study the function of the auditory
system. We will then proceed to describe how various
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BOX 6.15

C H O I C E  O F  S T I M U L I  F O R  S T U D I E S  O F  T H E  AU D I T O RY  S Y S T E M

The choice of stimuli for studies of the function of the
auditory nervous system has been affected more by tech-
nical possibilities of generation and description of the
sounds than by how well they represent natural sounds.
Tone bursts have been the most common stimuli in stud-
ies of the auditory system but these stimuli are specialized
sounds that are different from natural communication
sounds. Pure tones are easy to generate and to describe,
whereas it was more difficult to generate complex sounds
before the development of computer systems had pro-
gressed. Currently it is possible to synthesize nearly any
kind of sound on inexpensive laboratory computers.

Complex sounds are also more difficult to describe than
pure tones, another factor that has detracted investigators

from using complex sounds. Amplitude modulated 
(AM) sounds and tones the frequency of which change at
different rates resemble natural sounds such as speech
but are easier to generate and describe. Although they 
are less complex than natural sounds, they are more
appropriate for studying the transformation of informa-
tion in the auditory system than pure tones. Natural
sounds normally appear together with a background 
of other sounds but stimuli used in studies of the audi-
tory system are usually presented in a background of
silence and this is another example of the un-naturalness
of stimuli used in many studies of the auditory nervous
system.
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parts of the classical auditory nervous system respond
to complex sounds such as amplitude modulated (AM)
sounds and tones with rapidly varying frequencies.

6.1. Response to Tone Bursts

Neurons of the auditory system are commonly
characterized and classified by their response to tone
bursts. The classification based on the use of tone bursts
as stimuli, however, provides little insight in how the
auditory system responds to natural sounds, but it is
reviewed here because of its extensive use in earlier
studies.

Post-stimulus time (PST) histograms of the response
of single auditory nerve fibers to short bursts of broad
band noise reveals an initial high rate of firing followed
by a (exponentially) decrease in firing rate (Fig. 6.20).
When the sound is switched off (end of the tone burst),
the discharge rate falls below the fiber’s firing rate in
silence (the spontaneous rate). The firing gradually
returns to the rate it had before the tone was switched
on. PST histograms such as those seen in Fig. 6.20 are
compiled by adding the number of discharges from a
single auditory nerve fiber to many presentations of
the same sound. PST histograms therefore represent
the average firing pattern of a nerve fiber. When no
sound is presented, only the spontaneous activity is
seen (Fig. 6.20). The discharge rate measured during
the time that the stimulus tone is on increases with
increasing sound level as seen from the histograms in
Fig. 6.20. Note that the histograms in Fig. 6.20 only
cover the intensity range from a fiber’s threshold up to
approximately 40 dB above threshold, thus only cover-
ing stimulus intensities below what is regarded as 
the physiological range of sound intensities, which is
50–75 dB above the threshold of hearing.

Practically all auditory nerve fibers have sponta-
neous activity similar to the example shown in Fig. 6.20.
The spontaneous discharge rate may be a result of
mechanical stimulation of hair cells by vibrations of the
cochlear fluid that is not induced by outside sounds or
as a result of random release of quanta of neurochemi-
cals at the hair cell–nerve fiber synapse.

In response to continuous tones the discharge rate
of auditory nerve fibers increases as the sound intensity
is raised above the fiber’s threshold but the discharge
rates for most nerve fibers reaches a plateau at sound
intensities well below physiological levels (Fig. 6.21A).
Thus, most auditory nerve fibers have a small dynamic
range in response to continuous tones.

The dynamic range of an auditory nerve fiber is
related to its spontaneous activity (Fig. 6.21B) [135,
136, 221]. A few fibers that have low spontaneous rate

tend to have a larger dynamic range than fibers with
high spontaneous activity (Fig. 6.21B). These nerve
fibers may thus communicate information about the
intensity of a sound over most of the audible intensity
range (from threshold to 80–90 dB above). Fibers with
high spontaneous activity and low threshold have a
small dynamic range and saturate 20–30 dB above
threshold.

While the shapes of the PST histograms of the dis-
charges of different auditory nerve fibers in response to
tone bursts are similar, the shape of the PST histograms of

FIGURE 6.20 Post stimulus time histograms of the responses to
50-ms long bursts of broad band noise from a typical auditory nerve
fiber in a cat. The stimulus level is given in arbitrary dB values.
Obviously, the threshold of this fiber is slightly lower than -70 dB
(reprinted from Kiang et al., 1965, with permission from MIT Press).



the response from nerve cells in the cochlear nucleus
(CN) to tone bursts varies between cells. The shape of
such PST histograms has been used to classify the
response pattern of CN neurons and the best known and
widely used classification was presented by Pfeiffer
[230] who divided the neurons in the CN into four 
different groups according to their response to tone
bursts (Fig. 6.22). While this classification separates
nerve cells according to their response to tone bursts it is
doubtful whether this classification also separates neu-
rons with regard to their responses to complex sounds.

The response to tone bursts of neurons in nuclei that
are located more centrally vary within wide limits.
Many cells respond best to the onset of a tone burst
indicating a preference for transient sounds. Since
many cells respond poorly to continuous sounds, it is
difficult to obtain records of their discharge rate as a
function of sound intensity.

6.2. Coding of Small Changes in
Amplitude

Tone bursts represent changes in stimulus intensity
that are far greater than that of natural sounds and the
responses to tone bursts do not provide information
about how small changes in sound intensity are coded
in the auditory nerve and nuclei of the auditory nerv-
ous system. The response to a small rapid increase or
decrease in the intensity of a tone can be illustrated by
observing the discharges of a neuron in response to a
continuous sound the intensity of which is increased
and decreased stepwise (Fig. 6.23). It is seen that a small
increase in the intensity of the sound results in a large
but brief increase in the discharge rate of the nerve cell
from the cochlear nucleus illustrated in Fig. 6.23. When
the sound intensity is decreased, the discharge rate
decreases briefly below its steady state discharge rate
then gradually returns to its steady state rate.
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FIGURE 6.21 (A) Stimulus response curves of single auditory nerve fibers in the cat. The discharge rate is
shown as a function of the stimulus intensity for continuous tones at the CF of the fiber from which recordings
were made. The sound level is given in arbitrary dB values. The threshold is slightly below 100 dB for the
fibers studied, except the top left curve where it is approximately 120 dB (modified from Kiang et al., 1965,
with permission from the MIT Press). (B) Stimulus response curves for three different auditory nerve fibers
in a guinea pig to tones at the fiber’s CF. Squares show the response from a nerve fiber with a low threshold
(below the threshold of compound action potentials, CAP) and a high spontaneous activity (84.4 spikes/s).
Filled circles show the response from a nerve fiber with a threshold near the CAP threshold and low sponta-
neous activity (0.2 spikes/s). The open circles represent the response of a fiber with threshold near that of the
CAP and no spontaneous firings (reprinted from Müller et al., 1991, with permission from Elsevier).
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The auditory nervous system has mechanisms that
normally compress the range of sound intensities and
such “automatic gain control” enhances the reproduction
of small changes in amplitude of sounds. The cochlea
contributes to this automatic gain control which also gets
contributions from the interplay between inhibitory and
excitatory response areas of nerve cells in the ascending
auditory pathways, similar to what has been studied
extensively in the visual system. The abundant
descending pathways in the auditory nervous system
may also contribute to such automatic gain control.

While the response to changes in a sound’s intensity
(Fig. 6.23) illustrates how neural discharges respond to
small stepwise changes in a sound’s intensity it does
not provide information about the effect of the rate
with which the intensity of a sound is varied. That can
be studied in experiments where tones or noise that
are amplitude-modulated with a sinusoidal waveform
are used as stimuli (AM tones). Such AM sounds are
similar to many natural sounds such as speech sounds
and communication and warning sounds of various
animals. Recordings of the responses from single audi-
tory nerve fibers and cells of the nuclei of the classical
ascending auditory pathways to AM sounds yield
results that reflect processing of natural sounds more

FIGURE 6.23 Period histogram of the response from a cell in the
cochlear nucleus of a rat to tones the intensity of which was changed
up and down in a stepwise fashion. The dots show calculated
response obtained from the response to a tone that was amplitude
modulated by pseudorandom noise (reprinted from Møller, 1979,
with permission from John Wiley).

FIGURE 6.24 Period histograms of the response of a cell in the
cochlear nucleus of a rat to amplitude modulated tones. The fre-
quency of the tone was 15 kHz, equal to the cell’s CF. Histograms 
of the response to two different modulation frequencies. 
(A) Modulation frequency 25 Hz. (B) Modulation frequency 200 Hz.
(C) One period of the modulated sound. A is the modulation; B is the
mean amplitude of the stimulus. A/B is the modulation depth
(reprinted from Møller, 1974, with permission from Elsevier).

FIGURE 6.22 Post stimulus time histograms of the responses of
cells in the cochlear nucleus of cats to tone bursts. Each histogram
represents one class of units: A = primary-like; B = chopper; C = pause;
and D = onset (reprinted from Pfeiffer, 1966, with permission from
Elsevier).
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closely than the responses to tone bursts or sounds the
amplitude of which changes stepwise. (The sounds
used to obtain the results in Fig. 6.23 may be regarded
as a tone that is modulated by a rectangular waveform.)

Many systematic studies have been published of the
responses of single auditory nerve fibers to amplitude-
modulated tones and noise [57, 99, 175], and from cells
in the CN [57, 58, 176, 244] and the IC [242, 243] (for a
review see [99]). A few studies of the responses from
neurons of the auditory cortex have also been pub-
lished [8, 40, 83, 138, 264]. We will begin by discussing
results of studies in the CN because they are the most
extensive.

The discharge pattern of single nerve cells in the CN
in response to sinusoidal AM tones is modulated by
the waveform of the modulation of the stimulus sound
as seen from modulation period histograms5 of the dis-
charges in response to AM tones (Fig. 6.24). Neurons
in the CN reproduce the (sinusoidal) modulation
waveform of AM tones and noises faithfully in their
discharge pattern over a large range of modulation fre-
quencies (Fig. 6.25) [171].

The shape of the modulation transfer function and
the maximal modulation gain varies from cell to cell
(Fig. 6.26). For most cells, the modulation transfer
function changes from a low-pass type at low sound
intensities to a band-pass type at higher sound intensi-
ties (Fig. 6.27). The transfer functions of many units are
narrow and such cells may be regarded as “tuned” to
a certain modulation frequency.

The modulation waveform is reproduced with a high
degree of fidelity over a range of 60–80 dB thus cover-
ing the physiologic range of the hearing sense. This is a
much larger range than the range of stimulus intensities
over which the discharge rate increases with increasing
stimulus intensity for pure tones. This means that nerve
cells in the CN can follow the envelope of AM sounds
at stimulus intensities above which the steady dis-
charge rate has reached its saturation level.

While coding of steady state sounds in neurons in
the CN only covers a small range of sound intensities,
the envelope of amplitude modulation of a sound is
reproduced with a high degree of fidelity over a large
range of sound intensities in the discharge pattern of
neurons in the CN. The period histograms of the
response from cells in the CN to sinusoidal amplitude
modulation of a tone or noise have very little distor-
tion [171] indicating that these cells reproduce the
waveform of the envelope of a sound with great fidelity
in the temporal waveform of their discharges.

Some investigators have studied the responses from
cells in the CN to amplitude modulated tones by using
bursts of tones where part of the bursts were sinu-
soidal amplitude modulated [57, 58]. The responses
obtained in these studies were illustrated by PST his-
tograms of the response covering the entire duration
of the sound (150 ms [57]) (Fig. 6.28). These investiga-
tors confirmed that the modulation transfer function
changed from a low pass shape to a band-pass shape
when the sound level was increased (58).

Frisina and co-workers [57] compared the modula-
tion gain of different types of CN cells based on their
response to tone bursts using the classification described
by Pfeiffer [230] (Fig. 6.22). The modulation gain at
0.15 kHz was highest for “on” type units where it was

5Modulation period histograms show the distribution of nerve
impulses over one period of the modulation in a similar way as
period histograms used to study coding of the waveform of a
sound in the discharge pattern of single auditory nerve fibers 
(see Fig. 6.14).

BOX 6.16

D I F F E R E N T  WAY S  T O  D I S P L AY  M O D U L AT I O N  O F  N E U R A L  R E S P O N S E S

Several measures of the modulation of the neural dis-
charges have been used to describe the coding of AM
sounds in the discharge pattern of auditory nerve fibers
and cells of auditory nuclei. One such measure is the ratio
between the amplitude of the modulation of the histograms
and the modulation of the stimulus sounds. An example of
that is shown in Fig. 6.25 where the solid line in the graph
shows the relative modulation, expressed in decibels (the
scale to the left of the graph) together with the phase angle
between the modulation of the sound and that of the his-
tograms. Such graphs (known as Bode plots) show modu-
lation transfer functions. A modulation of 100% of the

histograms corresponds to 0 dB on that scale. Zero degrees
means that a sine wave that fits the histogram falls exactly
over the sine wave of the modulation of the stimulus tone.
A negative phase angle means that the modulation of the
histogram lags the modulation of the sound [171].

Another frequently used measure of modulation of
neural discharges introduced by Goldberg and Brown
[69] as a measure of the ability of a nerve fiber to follow
the waveform of low frequency tones (phase-locking) is
called the synchronization index. It is defined as the frac-
tion of the nerve impulses that occurs phase locked to the
sound (or the envelope of an AM sound).
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FIGURE 6.25 Period histograms of the responses from a cell in the cochlear nucleus of a rat to amplitude
modulated tones for modulation frequencies between 0.010 and 1 kHz. The middle graph is the modulation
transfer function (Bode plot) showing the gain defined as the ratio between the relative modulation of the his-
tograms divided by the modulation of the carrier tones. The frequency of the carrier tones was equal to the
individual cell’s CF. The solid line shows the magnitude (in decibels) and the dashed lines show the phase
angle of the modulation transfer function (reprinted from Møller, A.R. 1972. Coding of amplitude and fre-
quency modulated sounds in the cochlear nucleus of the rat. Acta Physiol. Scand. 86, 223–238, with permission
from Blackwell Publishing Ltd).

approximately 2.7 dB at 50 dB [57] and less for “chopper”
type cells (−7.5 dB). Primary-like cells had modulation
gains of approximately −9.4 dB. These results may be
interpreted to show that the further CN cells are from
being primary-like the better they encode amplitude
modulation. Primary-like neurons receive fewer audi-
tory nerve fibers than the other types of CN nerve
cells. The ability to encode the modulation waveform
of an AM sound may thus be related to the number of
auditory nerve fibers that terminate on a cell (the
degree of convergence of auditory nerve fibers onto a
cell in the CN).

Auditory nerve fibers reproduce the modulation
waveform in their discharge pattern to a greater extent
for sounds of low intensity than sounds of high inten-
sity (Fig. 6.30) [30]. The modulation transfer functions
of auditory nerve fibers are low-pass functions with
cut-off frequencies around 1 kHz (Fig. 6.31) [102]. 
The cut-off frequency for fibers with a high character-
istic frequency (CF) is higher than for fibers with a low
CF. Fibers that have a low spontaneous rate have the
strongest coding of the modulation waveform of AM

tones at CF but the influence of the sound intensity on
the reproduction of the modulation was different for
different nerve fibers [30, 56]. Fibers with medium
high spontaneous rate and fibers with high sponta-
neous rate reproduced the envelope of AM tones to a
lesser degree.

While most studies of the neural coding of ampli-
tude modulation have been done in quiet, studies by
Rhode and Greenberg [244] showed that the phase
locking of both auditory nerve fibers and CN cells is
relatively resistant to background noise. Frisina et al.
[56] showed that background noise could increase or
decrease the reproduction of the modulation waveforms
in the discharge pattern of auditory nerve fibers
depending on the spontaneous activity of the fibers.

Cells in the CN reproduce the modulation wave-
form in their discharge pattern to a greater extent 
than auditory nerve fibers (Fig. 6.32) [102, 175, 227].
This difference is greatest for modulation frequencies
between 0.1 and 0.3 kHz. That cells in the CN respond
better to small changes in the amplitude of a sound
(amplitude modulation) than auditory nerve fibers



Chapter 6 Physiology of the Auditory Nervous System 125

may seem paradoxical but it is probably a result of 
the fact that cells of the CN receive input from many
auditory nerve fibers. Such convergence of primary
nerve fibers onto CN cells causes averaging of inputs
from many auditory nerve fibers by CN cells and that
enhances small changes in the discharge rate of audi-
tory nerve fibers in a similar way as the signal averag-
ing techniques used to recover evoked potentials from

a background of other signals (noise). This hypothesis
is supported by the finding that the modulation gain is
related to the number of auditory nerve fibers that
converge onto a CN cell [57, 58]. The larger dynamic
range of the response to amplitude modulation of 
CN cells compared with auditory nerve fibers may
also, partly, be a result of the fact that CN cells receive
both excitatory and inhibitory input from the auditory
nerve.

The reproduction of amplitude modulation in 
neurons in the superior olivary complex is similar to
that of neurons in the cochlear nucleus providing a
precise temporal coding of the envelope of sounds as

FIGURE 6.26 Modulation transfer functions (gain functions) of
eight typical cells in the cochlear nucleus of a rat. The frequency of
the carrier tones was equal to the CF of the units (ranging from 0.95
to 30 kHz), and the sound intensity was 20 dB above the threshold
of the cells (reprinted from Møller, A.R. 1972. Coding of amplitude
and frequency modulated sounds in the cochlear nucleus of the rat.
Acta Physiol. Scand. 86, 223–238, with permission from Blackwell
Publishing Ltd).

FIGURE 6.27 Modulation transfer functions of a cell in the
cochlear nucleus of a rat where the different curves represent differ-
ent sound intensities given in dB SPL (approximately the same as dB
above threshold). The modulation depth was 20% and the frequency
of the carrier tone was equal to the cell’s CF (15.2 kHz) (reprinted
from Møller, A.R. 1972. Coding of amplitude and frequency modu-
lated sounds in the cochlear nucleus of the rat. Acta Physiol. Scand.
86, 223–238, with permission from Blackwell Publishing Ltd).
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evidenced from studies of the response to amplitude
modulated sounds of neurons in the superior olivary
nuclei [101, 120].

In an early study Erulkar et al. [45] showed that
some cells in the IC preferentially responded to AM
tones. The cell depicted in Fig. 6.33 only responded
(with a single discharge) at a certain phase of the mod-
ulation. Later systematic studies confirmed that
coding of AM sounds in neurons in the IC is promi-
nent [243]. The modulation transfer functions of cells
in the IC change from low-pass functions to band-pass
functions when the stimulus intensity is increased
(Fig. 6.34), thus similar to cells in the CN, but the peak
in the modulation transfer function occurs at a lower
modulation frequency than in the CN. The variations
in the response pattern between different cells in the

IC are larger than in the CN. The responses to the
modulation waveform is robust and adding masking
noise affects the shape of the modulation transfer func-
tions only to a small extent even when the noise level
exceeds the sound level of the AM tones from which
the response is derived (Fig. 6.35).

Unlike auditory nerve fibers and cells in the CN, the
average discharge rate of cells in the IC is affected by the
amplitude modulation. The discharge rate increases
with the modulation frequency and reaches a maxi-
mum around 0.5 kHz for sinusoidal AM tones [127], a
modulation frequency that is higher than that at which
the modulation waveform is reproduced to the greatest
extent.

In one study [264], it was shown that the modulation
transfer functions of cortical neurons were band pass

FIGURE 6.28 Post stimulus time histograms of the response of a cell in the cochlear nucleus of a cat to tone
bursts the last half of which were amplitude modulated. The response to two different sound intensities is
shown (reprinted from Frisina et al., 1990, with permission from Elsevier).
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BOX 6.17

R E S P O N S E S  T O  T O N E S :  I N H I B I T O RY  A N D  E X C I TAT O RY

It was mentioned above (p. 99) that the response from
auditory nerve fibers to a tone could be inhibited by
another tone (“two tone inhibition”). Thus, the discharge
rate evoked by a tone at CF decreases when a second tone
with a slightly higher or slightly lower frequency is added
to the tone at CF. Neurons in the CN have similar excita-
tory and inhibitory response areas. If two tones are pre-
sented simultaneously, one excitatory and one inhibitory,
a cell in the CN will respond to a decrease in the ampli-
tude of the excitatory tone by a decrease in its discharge
rate while an increase in the intensity of the inhibitory
tone will cause a decrease in the discharge rate. If the
inhibitory tone is sinusoidal amplitude modulated, the
period histogram will be modulated in a similar way as
modulation of the excitatory tone but the modulation of
the histograms will be of opposite phase (180° difference)
reflecting that an increase in the amplitude of a tone that
inhibits the response will cause the discharge rate to
decrease while an increase of the intensity of an excitatory
tone will cause an increase in the discharge rate (Fig. 6.29).

FIGURE 6.29 Period histograms of the response to ampli-
tude modulated tones of a cell in the cochlear nucleus of a rat.
Two tones were presented simultaneously, one excitatory tone
(at CF = 4.5 kHz) and the other tone (5.5 kHz) located in the
cell’s inhibitory response area. The histograms in the left-hand
column were obtained when the excitatory tone was modu-
lated and the inhibitor was un-modulated; right-hand column
histograms were obtained when the inhibitory tone was mod-
ulated and the excitatory tone was un-modulated. The modu-
lation frequency is given on the histograms (reprinted from
Møller, A.R. 1975. Dynamic properties of excitation and inhibi-
tion in the cochlear nucleus. Acta Physiol. Scand. 93, 442-454,
with permission from Blackwell Publishing Ltd).
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type (Fig. 6.36). The peak in the modulation transfer
function occurs at a much lower frequency than what is
the case for cells in the IC and the CN. These investiga-
tors used both sinusoidal modulation and modulation
with a rectangular waveform. It is interesting that the
response is approximately the same for ipsilateral and
contralateral stimulation.

Efferent fibers of the auditory nerve also code the
modulation waveform of AM sounds in a way that
depends on the frequency of the modulation [74].
Efferent fibers respond best to the modulation between
modulation frequencies of 0.1 to 0.14 kHz. A tone that
is amplitude modulated 30% produced approximately
100% modulation of the discharges in efferent fibers,
thus a modulation gain of approximately 3. This is
about twice the modulation gain of afferent auditory
nerve fibers [74]. The reason that the modulation is
reproduced to a greater extent in efferent fibers than in
afferent auditory nerve fibers is probably due to the
greater degree of spatial averaging of the information
that occurs in the efferent fibers.

6.3. Response to Tones with Changing
Frequency

It was mentioned earlier in this chapter that fibers of
the auditory nerve only respond to tones within a cer-
tain range of frequencies and sound intensities (Fig. 6.2)

and that the frequency selectivity of auditory nerve
fibers depends on the intensity of the stimulus sound
(Fig. 6.6). Cells in the nuclei of the classical ascending
auditory pathways show similar frequency selectivity
although the size and shape of the response areas of
such cells varies as a result of the transformation that
occurs in the ascending auditory pathways. When the
frequency and intensity of a stimulus tone is within the
response area of an auditory nerve fiber, or a cell, its
discharge rate becomes a function of the frequency of
the tone (Fig. 6.4A). A histogram of the distribution of
discharges as a function of the frequency of the tone
(Fig. 6.37) is a description of the area of an auditory
fiber or of a nerve cell in an auditory nucleus. When
the frequency of the stimulus tone is varied slowly,
such histograms show a similar frequency range of
response as is obtained using steady tones (as shown
in Fig. 6.4A). Such histograms are broader and their
tips are less sharp.

While the response area of auditory nerve fibers is
little affected by the rate of change of the frequency 
of a stimulus tone (Fig. 6.39), the response area of
single nerve cells in the CN and other nuclei of the
classical ascending auditory system change radically
when the rate with which the frequency of a sound is
changed.

The responses of single auditory nerve fibers of the
cat to tones the frequency of which was changed at 

BOX 6.18

R E S P O N S E S  T O  S O U N D S  T H A T  A R E  M O D U L A T E D  B Y  N O I S E

Using non-periodic sounds for modulation of tones or
noise has several advantages in studies of the coding of
the amplitude modulation of sounds. The response to
sinusoidal modulated tones or noise only represents the
response to one modulation frequency at a time and
neural discharges may phase-lock to the modulation
waveform. To avoid these problems and get a more rep-
resentative stimulus, some investigators have used broad
band signals to modulate tones or noise [193]. Many nat-
ural sounds are similar to sounds that are modulated
with non-sinusoidal waveforms.

When low-pass filtered noise is used to modulate a
sound such as a tone, the entire modulation transfer func-
tion can be obtained from a single recording. Such studies
used pseudorandom noise that is (random) noise that
repeats itself periodically [193, 215]. Analysis of the
response from single cells to sounds that are amplitude

modulated with pseudorandom noise can be done by
compiling a period histogram of the responses over one
period of the pseudorandom noise. These histograms are
then cross-correlated with the waveform of the modulation
(the pseudorandom noise) and the resulting cross-
correlograms are estimates of the impulse response of the
system under test. Fourier transforms of such correlograms
yield an estimate of the frequency transfer function [199].
When the pseudorandom noise is used to modulate a
sound (tone or noise) the resulting cross spectra are esti-
mates of the modulation transfer function and thus simi-
lar to the modulation transfer functions that are obtained
by compiling the results from using sinusoidal modula-
tions with different frequencies of the modulation.
Studies of the response from cells in the CN have shown
that the modulation transfer functions that are obtained
using these two different methods are similar [193].



FIGURE 6.30 Period histograms of the response from auditory nerve fibers in guinea pigs to amplitude
modulated sounds at different sound intensities. The two rows of histograms are from two nerve fibers with
different spontaneous activity (left column: 0.8 spikes per second and right column: 64 spikes/s (reprinted
from Cooper et al., 1993, with permission from the American Physiological Society).

Chapter 6 Physiology of the Auditory Nervous System 129



130 Section II The Auditory Nervous System

FIGURE 6.31 Modulation transfer functions of the response to
amplitude modulated sound for auditory nerve fibers together with
the degree of phase locking (synchronization index) as a function of
frequency for auditory nerve fibers (reprinted from Joris and Yin,
1992, with permission from the American Institute of Physics).

FIGURE 6.32 Modulation transfer functions of a cell in the
cochlear nucleus of a rat and of an auditory nerve fiber. The vertical
scale shows gain (in decibels). The modulation transfer functions
were obtained from analysis of the response to tones that were ampli-
tude modulated with pseudorandom noise. The bottom curves are
coherence functions which show the degree of significance of the gain
functions (reprinted from Møller, A.R. 1976. Dynamic properties of
primary auditory fibers compared with cells in the cochlear nucleus.
Acta Physiol. Scand. 98, 157–167, with permission from Blackwell
Publishing Ltd).

FIGURE 6.33 Response of a cell in the inferior colliculus to
amplitude modulated tones. The modulation was sinusoidal and the
tone was modulated 50% (reprinted from Erulkar et al., 1968, with
permission from Elsevier).
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FIGURE 6.34 Modulation transfer functions of a cell in the infe-
rior colliculus of a rat obtained at three different sound intensities
(10, 40 and 50 dB above the cell’s threshold). The transfer function
changes from low-pass to band-pass with increasing sound intensity
(reprinted from Rees and Møller, 1987, with permission from Elsevier).

FIGURE 6.35 Similar graphs as in Fig. 6.34 with different levels
of background noise. (reprinted from Rees and Møller, 1987, with
permission from Elsevier).

FIGURE 6.36 Modulation transfer functions obtained in the
anterior auditory field (AAF) of the auditory cerebral cortex of a cat
to contralateral (c), ipsilateral (I) and bilateral (chi) stimulation with
amplitude modulated tones (reprinted from Schreiner and Urbas,
1986, with permission from Elsevier).

FIGURE 6.37 Period histograms of the response of an auditory
nerve fiber in a cat (lower graph) to tones the frequency of which
was varied up and down (upper graph) in a range that extended
over the range that the fiber responded (reprinted from Sinex and
Geisler, 1981, with permission from Elsevier).
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FIGURE 6.38 (A) Iso-intensity curves showing the discharge rates of auditory nerve fibers as a function of
the frequency of the tone stimulus at different intensities (given by legend numbers). Solid lines: steady tones;
dashed lines: response to tones the frequency of which was changed at different rates (reprinted from Sinex
and Geisler, 1981, with permission from Elsevier). (B) Similar data as in (A) but normalized to the same height
of the histograms. Left column: the change in the frequency of the tones was from low to high; right column:
frequency change from high to low (reprinted from Sinex and Geisler, 1981, with permission from Elsevier).

different rates show a slight increase in the height of the
histograms with little change in the shape of the his-
tograms as the rate of change was increased (Fig. 6.38A)
[274]. This means that the tuning of single auditory
nerve fibers is little affected by the rate of change in the
frequency of a continuous tone. The fact that the shape of
the tuning curves is not affected by the rate of change in
the frequency of the stimulus tone can be demonstrated

when the histograms are displayed on a normalized
scale (Fig. 6.38B).

The response of neurons in the CN to tones the 
frequency of which changes rapidly is different from
that of auditory nerve fibers and histograms of the
responses become narrower and higher when the rate
of change in frequency of the tone is increased from a low
rate [173]. This indicates that the response area becomes
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BOX 6.19

R E S P O N S E  T O  T O N E S  W I T H  R A P I D L Y  C H A N G I N G  F R E Q U E N C Y

The height of the histograms does not continue to
grow as the rate of change in frequency is increased but
reaches a maximum height when the frequency of the
stimulus tone is changed at a certain rate (Fig. 6.40). The
height of the peaks in the histograms of the response to
tones increases more for tones between 45 and 65 dB
above threshold than for tones of lower intensity (such as

25 dB above threshold). The rate of change at which the
histograms reach their maximal height is different when
the frequency of the stimulus tone is rising compared
with falling. The effect of the direction of the change in
frequency is most pronounced when the intensity of the
stimulus tone is high (Fig. 6.40).

FIGURE 6.39 Period histograms of a cell in the cochlear nucleus of a rat in response to tones the frequency
of which was varied between 5 and 25 kHz at different rates. (A) and (C): slow rate; (B) and (D): fast rate. The
top histograms ((A) and (C), slow rate) show the responses obtained when the duration of a full cycle was 
10 s and the lower histograms ((B) and (D), fast rates) show the responses obtained when the duration of a
complete cycle was 156 ms. The change in the frequency of the stimulus tone was accomplished by having a
trapezoidal waveform control the frequency of the sound generator (E). The two left-hand graphs ((A) and
(B)) are histograms of a full cycle of the modulation and the right-hand graphs ((C) and (D)) show the details
between the vertical lines in the left-hand graphs (reprinted from Møller, 1974, with permission from the
American Institute of Physics).

narrower when the frequency of a stimulus tone changes
rapidly and more nerve impulses are delivered closer to
the cell’s characteristic frequency (Fig. 6.39). The total
number of nerve impulses, however, is only slightly
dependent on the rate of change in frequency of the
stimulus tone, which means that it is mostly a redistribu-
tion of nerve impulses that occurs when the rate of
change in the frequency of the stimulus tone is increased.

The sharpening of the responses areas of cells in the
CN is yet another demonstration of the complexity of
the auditory nervous system and the extension of the
information processing that occurs in a nucleus of the
classical auditory nervous system.

The response from neurons in other nuclei of the
classical ascending auditory pathways to sounds 
the frequency of which changes fast has not been 
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BOX 6.19 (cont’d)



BOX 6.19 (cont’d)

BOX 6.20

D I F F E R E N C E S  I N  R E S P O N S E  T O  T O N E S  W I T H  R A P I D L Y  
V A R Y I N G  F R E Q U E N C Y

FIGURE 6.40 The relative height of the histograms of the response of a nerve cell in the cochlear nucleus of a rat (CF of 22 kHz)
in relation to the rate of change of the frequency of the tones used as stimuli. The height of the histogram peaks of the response
obtained when the frequency is changed at a slow rate was set to the value of 1.0. The height of the histograms of the response to
tones of increasing frequency (solid lines) is different from those to tones of decreasing frequency (dashed lines). The results depicted in
the three graphs marked FM ((A), (B), and (C)) were obtained at three different stimulus intensities (65, 45, and 25 dB above the thresh-
old for that cell). The number of spikes in the peaks of the histograms is shown in the graphs below. The graphs labeled (D) shows the
response to amplitude modulated sounds (modified from Møller, A.R. 1971. Unit responses in the rat cochlear nucleus to tones of rap-
idly varying frequency and amplitude. Acta Physiol. Scand. 81, 540–556, with permission from Blackwell Publishing Ltd).

(Continued)

FIGURE 6.41 Period histograms of the responses of a cell in the cochlear nucleus of a rat that show little
frequency selectivity to tones of slowly varying frequency but a pronounced frequency selectivity when the
frequency of the tones are varied rapidly. The rate of frequency change was varied by changing the rate by
which the cycle of change in frequency of the stimulus tones are repeated (given by legend numbers). The
cell’s CF was approximately 3.5 kHz and the stimulus intensity was 47 dB SPL (reprinted from Møller, A.R. Unit
responses in the cochlear nucleus of the rat to sweep tones. Acta Physiol Scand 76: 503–512, 1969, with 
permission from Blackwell Publishing Ltd).
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BOX 6.20 (cont’d)

Some nerve cells in the CN have a high rate of sponta-
neous activity and such cells may not respond to tones
with constant or slowly varying frequency. Such neurons
may, however, respond vigorously to tones with rapidly
varying frequency and show pronounced frequency
selectivity (Fig. 6.41) [197]. When a tone with constant
intensity and a frequency equal to the CF of a nerve cell
in the CN is superimposed on a tone the frequency of
which is varied up and down, some nerve cells show little
frequency selectivity when the frequency of the variable

tone is changed slowly but they show clear and pronounced
frequency selectivity when the frequency is changed at a
high rate (Fig. 6.42).

Some nerve cells in the CN show mainly inhibition of
their spontaneous firing when stimulated with pure tones
of constant or slowly varying frequency. When the fre-
quency of the tone is changed at a high rate, such units
change their response pattern to become excitatory with
similar enhancement of the responses as seen in other
cells (Fig. 6.43).

FIGURE 6.42 Period histograms similar to those in Fig. 6.41. A tone with changing frequency, 25 dB above
threshold, was presented in a quiet background (left and third column), and when presented together with a
constant tone (at CF, and 32 dB above threshold) (second and fourth columns). The frequency was changed
between 9 and 90 kHz (insert below). The rate of frequency change was varied by changing the rate by which
the cycle of change in frequency of the stimulus tones are repeated (given by legend numbers) (reprinted from
Møller, A.R. 1971. Unit responses in the rat cochlear nucleus to tones of rapidly varying frequency and ampli-
tude. Acta Physiol. Scand. 81, 540–556, with permission from Blackwell Publishing Ltd).
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studied as systematically as it has in the CN. It is there-
fore not known if this sharpening of the response to
tones with rapidly changing frequency is preserved 
or further enhanced as the information travels along
the neural axis towards the auditory cortex.

One of the first studies of the response from nerve
cells in the auditory system to tones with rapidly
changing frequency showed that such neurons often
did not respond to steady tones but only responded 
to rapid changes in frequency (Fig. 6.44) [308]. Neurons 
in the auditory cortex responded preferentially to 

a specific direction of change in frequency of a tone as
illustrated in the response to sinusoidal frequency modu-
lated tones (Fig. 6.44) [308]. The response adapted rapidly
to steady tones. These results were obtained from cells in
the AI in unanaesthetized cats [308].

More recently, extensive studies of the responses from
nerve cells in the AI of the barbiturate anesthetized
cat [83] and posterior auditory field [82] showed a
preference to sounds the frequency of which changed
at a high rate. Most neurons responded preferentially
to tones the frequency of which changed at rates of 

BOX 6.20 (cont’d)

FIGURE 6.43 Period histograms of the response from cells in the cochlear nucleus of rats to tones the fre-
quency of which was varied at different rates (similar to Figs 6.41 and 6.42). This cell had a high spontaneous
rate and responded to tones with slowly varying frequency (mainly with inhibition of its spontaneous firing).
The rate of frequency change was varied by changing the rate by which the cycle of change in frequency of
the stimulus tones are repeated (given by legend numbers) (reprinted from Møller, A.R. 1971. Unit responses
in the rat cochlear nucleus to tones of rapidly varying frequency and amplitude. Acta Physiol. Scand. 81,
540–556, with permission from Blackwell Publishing Ltd).
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1 MHz/s or higher. These neurons thus seem to prefer
rates of change in frequency that are in the same range
as the most preferred range of neurons in the CN 
(cf. Fig. 6.40). The results of these studies [83] indicate
that preference for rapid change in frequency may
occur throughout the classical ascending auditory
pathways. However, these and other studies were per-
formed under barbiturate anesthesia that suppresses
neural activity in the auditory cortex and therefore,
these results must be interpreted with caution.

6.4. Selectivity to Other Temporal Patterns
of Sounds

Most studies of coding of sounds in the auditory nerv-
ous system have focused on the frequency or spectrum of
sounds. However, features that are not directly related to
the spectrum of sounds such as the duration of sounds

and intervals between sounds are also coded in the
response of neurons in the auditory nervous system.

Most neurons in the IC respond only to the begin-
ning of long tone bursts of sounds but some neurons
in the IC respond in accordance with the duration of a
sound [24]. These neurons fire more nerve impulses
when sounds of a specific duration were presented
(Fig. 6.45). The duration to which the neurons

FIGURE 6.44 (A) Illustration of a sinusoidal frequency modulated
tone and a ramp modulated tone (reprinted from Whitfield and Evans,
1965, with permission from the American Physiological Society). (B)
Response from a cell in the auditory cerebral cortex in response to a
tone at 11.6 kHz and 75dB SPL that was within the cell’s response area.
The first part of the stimulation was a constant tone and after a brief
period the tone was frequency modulated as indicated by the modula-
tion shown below the discharges. Note that the cell adapted rapidly to
a continuous tone (11.6 kHz) but when that tone was frequency mod-
ulated with a sinusoidal waveform (the frequency changed +/- 4.75%)
the nerve cell began to respond again. The time bar is 1 s, the ampli-
tude calibration is 2 mV (reprinted from Whitfield and Evans, 1965,
with permission from the American Physiological Society).

FIGURE 6.45 Duration tuning of neurons in the inferior collicu-
lus of a bat (the big brown bat). The graphs show the responses of
four different nerve cells to tone bursts of different duration (hori-
zontal axis) (reprinted from Casseday et al., 1994, with permission
from the American Association for the Advancement of Science).
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responded with the largest number of discharges (best
duration) varied from 1 to 30 ms. Application of bicu-
culline, a GABAA antagonist, eliminated the duration
tuning, thus indicating that GABAergic inhibition is
involved in the duration selectivity of these neurons.

Some neurons in the CN respond to transient
sounds with a single discharge, and the discharges
follow repetitive stimuli up to a certain rate, above
which they cease to fire (Fig. 6.17A) (Fig. 6.46) [197]. 
The tuning to the time pattern of sounds was found to
be unrelated to the spectrum of the sounds as shown
be reversing the polarity of every other click (from

condensation to rarefaction), which changes the spec-
trum but did not change the way these neurons
responded [197]. These CN cells were thus not
“tuned” to the repetition rate of sounds but rather to
the silent interval between two sounds. This specificity
to the silent period between two sounds may be a
result of inhibition that is released a certain time after
a cell is activated. Such duration tuning may be impor-
tant for echolocating bats and for discrimination of
communication sounds including speech sounds,
which have silent periods, the duration of which carry
information.

BOX 6.21

C E L L S  T U N E D  T O  D U R AT I O N  O F  S I L E N C E  A R E  A F F E C T E D  B Y
D E S C E N D I N G  A C T I V I T Y

The selectivity to duration of silence may be similar to
the inhibition based variable delays which Suga and co-
workers [55] suggested could explain the bat’s ability to
discriminate delays between transmittal of a sound and
receiving of an echo. Yan and Suga [320] showed that the
response of such “delay tuned” neurons is enhanced by
electrical stimulation of neurons in the auditory cortex.
That means that a descending tract (corticofugal system,
see Chapter 5 and Fig. 5.10) can affect the tuning to time
intervals of neurons in the IC. In other studies the same

authors [321] showed that that neurons in the medial
geniculate body are more sharply tuned to delays than
the delay tuned neurons in the IC. The corticofugal
descending system, together with the classical ascending
auditory system, constitute a closed feedback loop that
may be the ingredients for self-adjustment of some forms
of sound analysis. These results were obtained in the bat
but similar analysis may occur in the auditory system of
other mammals including that of humans.

FIGURE 6.46 (A) Discharge rate as a function of click rate of a nerve cell in the cochlear nucleus that
responds to each transient sound. Response to tone bursts of different duration (given in number of cycles of
the 15 kHz stimulus tone) are shown. (B) Same data as in the upper graph, reported as a function of the
inverse of the silent period (reprinted from Møller, A.R. 1969. Unit responses in the rat cochlear 
nucleus to repetitive transient sounds. Acta Physiol. Scand. 75, 542–551, with permission from Blackwell
Publishing Ltd).



140 Section II The Auditory Nervous System

In addition to tonotopic organization, neurons in
the nuclei of the classical ascending auditory path-
ways are also anatomically organized with regards to
other features of sounds [245, 254]. Suga and his co-
workers have demonstrated spatial organization of the
cerebral cortex to a variety of features of complex
sounds [288, 290]. Extensive studies of the coding of
complex sounds in flying bats have revealed, among
other properties, that sounds are not only organized
on the surface of the cortex in accordance with their 
frequency (tonotopic organization) but also by other
features of sounds, which have their own areas on the
cortex [288, 290]. Changes in frequency of sounds are
specifically represented in the auditory cerebral cortex
of the flying bat (Fig. 6.47) [286]. Neurons in certain
anatomical areas of the cerebral cortex respond only to
tones the frequency of which changes rapidly and neu-
rons that respond to tones of constant frequency are
separated anatomically from those neurons.

The navigational sounds of the bat are rich in har-
monics and the different harmonics are represented in
anatomically different areas of the auditory cortex. The
bat’s cortex also has topographical maps of change in
frequency that corresponds to the velocity of the bat in
relation to the object that reflects its navigational
sound. The delay between the emission and receiving
of the reflected sound corresponds to the distance to
an object. The amplitude of the echo is a measure of
the angle to the reflecting object this is a measure of the
relative size of the object and this is also represented
on the surface of the auditory cortex together with the
distance to the object. This means that different areas
of the auditory cortex are devoted to processing of dif-
ferent features of a sound, of which frequency (tono-
topicity) is only one feature.

The features of the sounds described above are
important for the bat but it is not difficult to recognize
similarities between bats’ navigational sounds and the
communication sounds of many mammals. The audi-
tory system of other mammals including ourselves

may therefore perform similar kinds of analysis of
sounds and it may be expected that the change in fre-
quency and amplitude of sounds and intervals
between sounds are represented on the surface of the
cortex of other mammals including humans, as spe-
cific topographical maps.

6.5. Coding of Sound Intensity

Coding of sound intensity is much less obvious
than coding of frequency and it has been much less
studied despite the fact that it is a prominent feature of
sound perception. Therefore, little is known about
how sound intensity is coded in the auditory nervous
system and it is not known how the threshold of hear-
ing is established.

Coding of the intensity of a sound has been assumed
to be related on the discharge rate in auditory nerve
fibers. However, the discharge rate of most auditory
nerve fibers in response to continuous tones reaches
asymptotic rates (plateau) at stimulus levels that vary
from fiber to fiber. In most fibers, such a plateau is
reached only 20–40 dB above the threshold of the nerve
fibers (see Fig. 6.21). Only a few auditory nerve fibers
have discharge rates that increase monotonically for
increasing stimulus intensity over a large range of stim-
ulus intensities (Fig. 6.21B).

6.6. Conclusion

Processing of sound in the auditory nervous system
is complex and the results obtained using simple
sounds such as pure tones do not describe the function
of the system to other kinds of sounds. Studies done at
threshold sound levels cannot be used as a basis for
understanding the function of the auditory system at
physiologic sound levels.

Enhancement of the response to sound with rapidly
changing frequency or spectrum, as demonstrated in
the response of cells in the nuclei of the ascending

BOX 6.22

F R E Q U E N C Y- M O D U L AT E D  S O U N D S  F O R  N AV I G AT I O N  A N D  
P R E Y  L O C A L I Z AT I O N

The flying bat emits short bursts of high frequency
tones the frequency of which changes and it uses these
FM sounds for navigation as well as for localizing prey
(echolocation). They determine the distance to an object
that reflects their sound by determining the time it takes

for the echo to arrive at their ears. The frequency of the
reflected sound is slightly different from the emitted
sound and that difference is directly related to the veloc-
ity of the bat relative to the reflecting object (Doppler
shift).
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auditory pathways, may be an example of a more gen-
eral principle of signal processing in the auditory
nervous system that emphasizes the important infor-
mation while discarding information about sounds that
contain little or no information. Discarding unimportant

information is important for achieving optimal usage
of the capabilities of the nervous system.

The descending auditory systems may adjust the
analysis that occurs in the nuclei of the classical
ascending auditory pathways.
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FIGURE 6.47 Cortical representation of sounds that are important to the flying bat (reprinted from Suga,
1994, with permission from Springer-Verlag).
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7. DIRECTIONAL HEARING

Hearing with two ears is the basis for directional
hearing, which is an ability to determine the direction
to a sound source in the horizontal plane (azimuth).
This has had enormous importance for many species
of vertebrate animals during evolution. Many animals
depend totally on the ability to determine the direction
of sounds emitted by other animals, who may be foes
or prey. The owl is one example of an animal that relies
on sound in identifying its food.

Hearing with two ears is not only important because
it makes it possible to determine the direction to a
sound source. Many tasks are improved by listening
with two ears and hearing with two ears is better over-
all than hearing with one ear. The discrimination of
sounds in a noisy background is better with two ears
than with one. The “unmasking” from hearing with
two ears benefits from both a time (phase) difference
between the sounds and also from intensity differences
[9]. Studies have shown that the advantage of hearing
with two ears is greater if the masking noise in the two
ears is different such as shifted by 180°. Hearing with
two ears makes it possible to listen to one speaker in an
environment where many people talk at the same time
(“cocktail-party effect”) as described by Cherry [81].
Hearing with two ears gives an impression of space
such as occurs naturally when listening to music in
nature. Few people have the opportunity to do that and
stereophonic reproduction of music is a good substi-
tute because it makes use of the basic principles of
intensity and timing difference in binaural hearing [9].
If hearing is impaired more in one ear than in the other
ear, the advantages of hearing with two ears dimin-
ishes. People often become aware that they have an
asymmetric hearing loss because they have difficulties

in understanding speech where many other people are
talking.

Making lesions in specific parts of the brain in ani-
mals has been important in finding which parts of the
brain are involved in specific tasks such as determining
the direction to a sound source [223] and more recently
by cooling specific parts of the cerebral cortex [145].

7.1. Physical Basis for Directional Hearing

The direction to a sound source in the horizontal
plane is signaled by the difference in the time of arrival
(interaural time difference [ITD]) and the intensity of
the sound at the ears (interaural level differences [ILD]).
Low-frequency sounds are localized mainly on the basis
of the difference in arrival time at the ears while high-
frequency sounds are mainly localized by the difference
in intensity of the sound at the ears. This suggests that
sound localization in the horizontal plane is based on
dual mechanisms. The differences in the sound that
reaches the two ears are also the basis for improved
speech discrimination in noise and the perception of
“space,” which is important when listening to sounds
such as music under normal conditions [10].

Differences in the spectrum of the sound that reaches
the two ears also play a role in binaural hearing and it
is essential for directional hearing in the vertical plane.

In nature, a sound travels directly to the observer
whereas, in rooms, reflections from the walls make
sound reach the ears from many different directions.
That makes directional hearing become more complex
because a sound emitted at one place in a room
through reflections from walls, ceiling and floor will
seem to come from many directions. It is mainly the
first sound that reaches the ears that the auditory
system uses to determine the direction to a sound and

BOX 6.23

I N S E C T S ’ U S E  O F  D I R E C T I O N A L  H E A R I N G  T O  AV O I D  B AT S

The importance of directional hearing is not limited to
birds and mammals. Thus certain insects (e.g. night moths)
that are prey for flying bats use directional hearing to
avoid being eaten. These moths have only four cells that
are sensitive to the echo locating sounds of bats [246, 247].
These four cells are located on the thorax of the moth, two
on each side. One pair has a low sound threshold and one
pair has a high sound threshold. When only the most 
sensitive pair of these cells is activated, by a bat that is far

away, the moth turns away from the bat. That means that
the moth must know the direction to the sound source
(the bat) and it obtains that information from the differ-
ence in the sound that reaches the two receptors. When
the moth’s high threshold sound receptors are activated
(together with the most sensitive pair of receptors), it is
an indication that the bat is close to the moth, and it closes
its wings and falls to the ground; the fastest possible
escape route.
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that reduces the effect of reflected waves that might
cause confusion about the direction of a sound. This is
known as the precedence effect [63, 302, 332].

It is incompletely understood how we determine
the direction to a sound in the vertical plane. Because
the head is symmetric with regard to the medial plane,
movements of the head in the vertical plane (eleva-
tion) do not create any time or intensity differences in
the sound that reaches the two ears. The sounds that
reach the two ears are therefore the same, independent
of the elevation of the sound source. However, the
spectrum of a broad band sound that reaches the ear
canal changes systematically with the elevation
(Chapter 2, Fig. 2.7) and that is assumed to be the
physical basis for discrimination of the elevation of a
sound source [236]. The reason that we do so well in
determining the elevation to a sound source overall is
that most natural sounds are broad band sounds.
Changes in the spectrum of a sound may also be
responsible for our ability to determine the azimuth to
a sound using only one ear. Turning the head plays an
important role in directional hearing under difficult
circumstances such as with one ear and in noisy envi-
ronments.

7.2. Neurophysiologic Basis for Sound
Localization

Neurons that receive input from both ears are the
neural substrate for detecting interaural time differ-
ences. This type of neuron can be found at several
levels of the ascending auditory pathways. The most
peripheral level at which this type of neuron has been
found is in the superior olivary complex, especially the
middle and lateral superior olivary nucleus (MSO,
LSO; see Chapter 5).

Jeffress [89] in 1948 presented a hypothesis that
describes how detection of interaural time differences

may occur. Jeffress’s model consists of an array of neu-
rons that receive input from both ears. These neurons
only fire when the inputs from the two ears arrive at
the same time. If the axons that lead to these neurons
had the same length the neurons would fire only for
sound arriving at the ears at the same time, thus
sounds that came from a source that was located
directly in front of the observer or directly behind. The
delay in the axons that lead input to these coincidence
neurons is different for different neurons. The differ-
ence in the neural delays to the two inputs makes a
neuron fire when sounds arrive at the two ears with
that delay. If, e.g., the input to such a coincidence
neuron from the left ear is delayed 50 µS relative to the
right ear, the two inputs will coincide when sounds
arrive 50 µS earlier at the left ear than at the right ear.
This occurs when a sound source is located approxi-
mately 9° to the left of the midline (90° corresponds to
650 µS [see Chapter 2, Fig. 2.3]. Therefore, sounds that
arrive at the two ears at different intervals will activate
different ones of these coincidence detectors. With a
sufficient range of delays in these delay lines the entire
range of azimuths can be covered.

It is remarkable that Jeffress’s model has maintained
its validity in view of how little was known about the
function and the anatomy of the auditory nervous
system at the time it was proposed – now more than 
50 years ago. Jeffress’s model consisted of two delay
lines, one from each ear. Later studies have found sup-
port for a slightly altered model with only a single
delay line (Fig. 6.48) [100]. This is the only major dis-
agreement between Jeffress’s model and the recent
modified model by Joris which has a single delay line
whereas Jeffress assumed dual (bilateral) delay lines
(Fig. 6.48). This modified model is based on anatomi-
cal studies of the MSO [100]. The model of Jeffress,
however, works equally well with a single delay line
as the originally proposed bilateral delay lines.

BOX 6.24

P H Y S I C A L  B A S I S  O F  D I R E C T I O N A L  H E A R I N G

Both the differences in the arrival time (ITD) and the
difference in the intensity (ILD) of the sound at the two
ears are determined by the physical shape (acoustic prop-
erties) of the head and the outer ears, together with the
direction to the sound source (Chapter 2, Figs 2.3–2.6).
The sound arrives at the same time at the two ears when
the head is facing the sound source (azimuth = 0°) and

directly away from the sound source (azimuth = 180°). 
At any other azimuth, sounds reach the two ears with a
time differences and the sound intensity at the entrance 
of the ear canals of the two ears is different. The differ-
ence in the sound intensity has a more complex relation-
ship to the azimuth than the interaural time difference
(Chapter 2, Fig. 2.6).
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The anatomical basis for this model is neurons in
the MSO that consists of a long sheet of cells that are
oriented in one plane. The input to these MSO neurons
is from bushy cells in the anteroventral cochlear
nucleus (AVCN) and ipsilateral afferent fibers terminate
on the dendrites of the MSO cells [100].

The MSO neurons have input from both ears. Since
the input is delayed various amounts of time by the

different delay lines different neurons in the MSO
become assigned to different delays of sounds arriving
at the two ears and thus different azimuths. A specific
neuron will therefore fire only in response to sounds
that come from a certain direction. Which neuron fires
tells higher nervous centers what the delay was
between the arrival of a sound at the left and the right
ear and thus the azimuth of the sound source. The
range of delays needed to cover the entire horizontal
plane is 650 µS and that range of delays can be realized
by axons of different lengths as shown in Fig. 6.48.

This model of directional hearing requires that the
discharges that are delivered to these MSO neurons
have the temporal information in the acoustic signal
preserved. There are neurons in the cochlear nucleus
that respond very precisely to the time pattern of the
stimulation [98, 197]. These neurons can thus be the
basis for this model

Some neurons in the central nucleus of the inferior
colliculus (ICC) exhibit similar response patterns as the
neurons in the MSO nucleus. Rose et al. [250] found
neurons that responded best to specific interaural
delays and different neurons had different preferred
delays. Later, extensive studies by Yin and Kuwada
[324] confirmed these studies and showed that many
neurons in the ICC responded best to binaural sounds
when the sound in one ear was delayed a certain time
relative to the sound in the other ear. The connections
from the IC to the SC are important in the ability to
move the head towards a sound source.

The role of the auditory cortex in directional hear-
ing has been studied in animal experiments using
ablations (for a review, see [223]). These studies in ani-
mals and humans showed only a small or moderate
deficit from total or partial ablation of the auditory
cortex. A more recent study in cats using inactivation
of specific parts of the cortex by cooling [145] showed
that inactivation of A1 and PAF resulted in increased

FIGURE 6.48 Anatomical features of the Jeffress model. The
original delay line/coincidence model is shown for the right side of
the brainstem (modified from Joris et al., 1998, with permission from
Elsevier).

BOX 6.25

M S O  N E U R O N S  A C T  A S  C O I N C I D E N C E  D E T E C T O R S

Several investigators have found experimental evi-
dence that neurons in the superior olivary MSO are selec-
tive with regard to interaural time intervals [323] and
neurons in the LSO are sensitive to interaural intensity
differences [100, 300, 322]. That neurons in the MSO can
act as coincidence detectors has also been shown experi-
mentally [2] and it has been found that these neurons (as
required by the Jeffress model) will fire only when two

inputs arrive exactly at the same time. The basis for the
function of neurons that act as coincidence detectors is
their bipolar dendrites; one dendrite receives input from
only one ear [2]. The neuron performs a nonlinear sum-
mation of the excitatory input to each of these two den-
drites and this particular morphology enriches the
computational power of these neurons compared with
neurons that do not have such dendrites [2].
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errors in determining the direction to a sound source 
in the horizontal plane in the opposite hemifield.
Inactivation of other auditory cortical areas has no
noticeable effect. Perhaps the connections in the mid-
brain from the IC to the SC provide the ability to move
the head towards a sound source in the absence of the
function of the auditory cortex.

The corpus callosum that connects the two sides’
auditory cortex is important for binaural hearing, for
sound localization and for fusing a sound image on the
basis of sounds that reach the two ears [134]. Severance
of the corpus callosum impairs sound localization and it
is even more impaired when one hemisphere (temporal
lobe) is removed. There are some indications that elderly
people have difficulties in fusing auditory images and
that has been related to impairment of the connections
between the auditory cortices. This has implications for
selecting hearing aids.

In order to be the basis for discrimination of direc-
tion to a sound source, the neural code of the interaural
time difference must not be affected by other factors
than the direction to a sound source. Differences in the
intensity of sounds that reaches the two ears could
affect the neural coding of time differences in the
arrival of sounds at the two ears. The assumption that
the latency of the response decreases when the inten-
sity of the stimulus is increased is, however, only valid
for large changes in the intensity of sounds such as

tone bursts, the intensity of which increases rapidly
from below hearing threshold to a high intensity. The
latency of small variations in the intensity of a sound
such as the envelope of amplitude-modulated sounds
does not change noticeably when the sound intensity
is changed [186]. This means that the neural discharges
evoked by a relatively small amplitude changes will
not change noticeably with the intensity of the sound.
The intensity dependence on the latency of neural
responses observed in experiments using tone bursts
may thus be regarded mostly as an experimental 
artifact due to the use of sounds that do not resemble
natural sounds.

The use of the interaural time difference requires
that the coding of the temporal pattern of the sound be
preserved until the neural activity from the two ears
can be compared. The demand on maintaining the
temporal code is high because the differences in time
of arrival of sounds at the two ears that can be detected
are very small (5–10 µS) as shown in psycho acoustic
experiments [299]. This corresponds to an angle of 1–2°
(the interaural time difference between arrival of sounds
at the two ears for a 90° turn of the head is 650 µS)
(Chapter 2, Fig. 2.3) [51]. This means that neurophysi-
ologic studies should be able to demonstrate a similar
sensitivity to interaural time difference of neurons that
are to be regarded as candidates for explaining the
results of psychoacoustic studies.

FIGURE 6.49 Current view of the Jeffress model in the cat. Input from one ear enters a binaural processor
consisting of a bank of cross-correlators each of which processes the signal at a different ITD. The cells for
which the internal delay exactly offsets the acoustic ITD are maximally active (reprinted from Joris et al., 1998,
with permission from Elsevier).
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It has been assumed that neurons, which compare
the time of arrival of sounds at the two ears, must be
located peripherally in the ascending auditory nervous
system because it is believed that temporal information
is degraded in synaptic transmission. As mentioned
above, precision of temporal information may in fact
improve through synaptic transmission because of
spatial integration (see p. 110).

Detection of inter-aural intensity differences con-
tributes to our ability to localize a sound source in the
horizontal plane. The interaural intensity difference is a
much more complex function of azimuth (see Figs 2.5
and 2.6 in Chapter 2) and the difference in the intensity
of the sounds that reach the two ears also depends on
the frequency of the sound and that complicates stud-
ies of the neural mechanisms for detecting interaural
intensity differences.

Neurons that receive excitatory input from one ear
and inhibitory input from the other ear (EI neurons)
are likely to be involved in detecting interaural inten-
sity differences. Such neurons have been found in the
SOC, mainly in the LSO, in the DNLL and the ICC [86]
(Fig. 6.50).

Jeffress has suggested that intensity differences may
be converted to time differences because the latency 
of the response of most neurons decreases with
increasing sound intensity [89]. This would make it
possible to use the same neural circuitry that detects
interaural time difference for detecting interaural
intensity differences.

Some sound localization is possible in persons with
only one hearing ear. This ability depends on the
change in the sound that reaches the ear when the head
is turned. Interaction between the intensity of sounds
that reach the ear and proprioceptive input from neck
muscles are presumably used in monaural sound local-
ization. Recent studies indicate that neural circuitry in
the cerebellum and the dorsal cochlear nucleus are
involved [224].

7.3. Localization in the Vertical Plane

Humans are able to localize sounds in the vertical
plans (elevation) but so far little is known about the
physical basis for discrimination of elevation. It is not
possible to obtain information about the elevation of a
sound source based on the difference between the
sound that reaches the two ears because that is not
affected by the elevation of a sound source. This is
because the ears and the head are symmetrical around
the midline in most animal species including humans.
Despite that, psychophysical experiments show that
we can discriminate 4–6° in the vertical plane (eleva-
tion). The ability to localize the direction to a sound

source in the vertical plane is assumed that it is based
on changes in the spectrum of a sound as a function of
the elevation of the sound source (Fig. 2.7).

7.4. Representation of Auditory Space
(Maps)

The ability of the auditory system to detect interau-
ral time differences and interaural intensity differences
is the basis for perception of space from sound. While
mapping of a neuron’s receptive field with regard to
frequency and intensity is common (frequency tuning
curves) (see p. 98) it is also possible to map a neuron’s
receptive field regarding the location of a sound source
in space. Maps that relate auditory space are three-
dimensional and therefore require information about

FIGURE 6.50 Illustration of the sensitivity of neurons in the cen-
tral nucleus of the inferior colliculus in the cat to interaural intensity
differences. ABI = average binaural intensity; and EMI = excitatory
monaural intensity (reprinted from Irvine, 1987, with permission
from Elsevier).
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the elevation besides the azimuth. While the tonotopic
maps are a projection of the receptor epithelium on the
basilar membrane, space maps are the result of pro-
cessing of neural information with regards to differ-
ences in the sounds that reach the two ears. Knudsen
and his co-workers [114] have called such maps “com-
putational maps” to distinguish them from tonotopic
maps that are projections of an anatomical structure
(such as the basilar membrane).

The regions in an auditory nucleus of the barn owl
(the MLD nucleus) where maps of auditory space have
been studied most extensively differ from those that

contain maps of the cochlea (tonotopic organization).
Yet, the analysis of the spectrum of a sound is one
factor that seems to be important for perception of
space, particularly regarding elevation. How these
two regions are related remains to be elucidated.

Many neurons in the SC receive auditory input
from the IC and may neurons in the SC respond to
sound. Some neurons in the mammalian SC are sensi-
tive to interaural intensity differences (Fig. 6.51A)
[318]. (These neurons are located in the deep layers of
the SC while neurons in the superficial layers respond
to visual stimuli.) Visual and auditory perception of

FIGURE 6.51 Sensitivity to interaural intensity difference of neurons in the superior colliculus of the cat.
(A) Normalized interaural intensity difference sensitivity of cells at different locations in the deep layer of the
superior colliculus. The neurons were excited from one ear and inhibited from the other ear. The stimuli were
noise bursts at 60 or 70 dB SPL. (B) Locations of the neurons depicted in (A). NOT = nucleus of the optic tract;
and SCD = deep layer of the superior colliculus (reprinted from Wise and Irvine, 1985, with permission from
the American Physiological Society).
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BOX 6.26

S PAT I A L  S E L E C T I V I T Y  O F  N E U R O N S  I N  T H E  S U P E R I O R  C O L L I C U L U S

Some neurons in the superior colliculus respond only
to sound from a limited region of space. Such neurons
have sharp peaked response curves regarding interaural
time and interaural intensity (Fig. 6.52) [153]. These neu-
rons are silent in response to binaural sounds outside
these regions and they are silent in response to monaural
sounds. That means that some neurons only respond
when the sound comes from a certain place in space
(three-dimensional direction). Such neurons may have
been overlooked in conventional neurophysiologic exper-
iments because it is common to search for neurons using
monaural “search” sounds while a microelectrode is
advanced through a nucleus. The neurons that showed
the greatest spatial selectivity (Fig. 6.52 A & C) did not
respond to monaural stimulation at all.

The similarities between the responses of the neurons
from the superior colliculus (Fig. 6.52) and those from the

MLD in the barn owl are striking. The optic tectum in the
barn owl (corresponding to the SC in mammalians) has
maps of auditory space. As in mammals, most neurons in
these nuclei receive input both from the visual and the
auditory systems as mentioned above.

While the SC in the cat is dominated by cells that
respond selectively to the direction of a moving visual
stimulus there are cells in the deep layer of SC that also
respond both to auditory and somatosensory stimuli
[238]. Visual and auditory cells respond not only to
motion but such cells also have pronounced directional
selectivity. However, in the auditory domain similar cells are
rare. The mechanism of direction selectivity in these cells
seems to be suppression of the response in the ‘non-pre-
ferred’ direction rather than facilitation in the “preferred”
direction.

FIGURE 6.52 Responses from neurons in the deep layer of the superior colliculus of the cat. (A) and 
(B): Responses of two different cells to binaural sound and monaural (dashed lines, one ear plugged). (C) and
(D): Response as a function of interaural intensity difference in two other neurons from the superior collicu-
lus (reprinted from Middlebrooks, 1987, with permission from the American Physiological Society, and
Irvine, 1992).
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space is integrated in the SC as the SC is involved in
righting, movements of the eyes and of the head. The
SC also coordinates other sensory inputs such as
somatosensory input and input from the vestibular
organ. The fact that many sensory systems converge
onto the SC may explain why other senses can take over
to create perception of space if one sense is impaired.

The neurons in the SC that respond to sound are
organized topographically according to their sensitivity
to interaural intensity difference (Fig. 6.51B).

8. EFFERENT SYSTEM

Little is known about the function of the efferent
system. The most peripheral parts, the olivocochlear
system, have been studied to a greater extent than
other parts of the efferent system. Efforts to find influ-
ence of the olivocochlear efferents on hearing func-
tions including speech discrimination have been
mainly negative. Thus the effect of severance of the
efferent bundle (done in connection with vestibular
neurectomy) on hearing function is minimal [261].

It has been suggested that the efferent system may be
involved in the “toughening” of the ear regarding noise
induced hearing loss (see Chapter 9) and evidence has
been presented that both the medial and the lateral
olivocochlear efferent systems provide adjustment of

the set point of activity in the outer hair cells and affer-
ent processes that are the respective postsynaptic tar-
gets of these fibers [130].

There have been few studies of the function of more
central parts of the abundant efferent system.
Experiments in the flying bat have shown that the fre-
quency selectivity of cortical neurons is modified by
the corticofugal system that consists of descending
connections from the auditory cortex to the thalamus.
Thus, Suga and his coworkers [331] found that inacti-
vation of cortical neurons affected the tuning of neu-
rons in the IC and the MGB (Fig. 6.53). Since the tuning
of cortical neurons depends on the tuning of neurons
in the medial geniculate body, these descending con-
nections complete a closed feedback loop that may
adjust the frequency selectivity based on the sounds
that reach the ear.

9. NON-CLASSICAL PATHWAYS

Coding of sounds in the non-classical pathways is
poorly known. A few studies have shown evidence that
neurons in the nuclei of the non-classical pathways
(mostly the IC) [4, 294] respond less distinct to sounds
than neurons in the classical pathways, showing broad
frequency tuning and slow response to transient
sounds. A few studies have concerned the response

FIGURE 6.53 Changes in tuning curves of a neuron in the ventral division of the medial geniculate body
(B) a neuron in the dorso-posterior division of the inferior colliculus of mustached bats (A) after focal inacti-
vation of cortical neurons, the CFs of which are indicated by squares. The tuning curves obtained before 
inactivation (open circles) are shown together with tuning curves obtained during inactivation (filled circles)
and after recovery from inactivation (dashed lines). The inactivation was done by injecting a local anesthetic
(Lidocaine) in a location of the auditory cortex (data from Zhang et al., 1997, reprinted with permission 
from Nature).
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from neurons in the medial and dorsal portions of the
MGB [121]. Neurons in the ICX and DC for the IC also
respond to other sensory modalities [4].

10. EFFECT OF ANESTHESIA

Most of the published studies on the physiology of
the auditory nervous system have been done in anes-
thetized animals. Anesthesia affects the responses to a
degree that depends on the type of anesthesia and the
anatomical location of the structure from which
recordings are made. Results of recordings from anes-
thetized animals may therefore not truly reflect the
normal condition, and the tuning and the variability in

tuning in the auditory nervous system may be differ-
ent in awake animals. Generally, the effect of anesthe-
sia is greater in the central parts of the auditory
pathways than it is in more peripheral structures.
While the effect of commonly used surgical anesthesia
regimen on the responses from auditory nerve fibers is
small, anesthesia can have a noticeable effect on the
response from cells in the CN [50] and the effect
increases along the neural axis of the classical ascend-
ing auditory pathways. The responses of neurons of
the auditory cortex are more affected by anesthesia
than those of nuclei of the ascending pathways. The
results obtained in experiments in animals under anes-
thesia may therefore not be a valid description of the
response in awake animals.
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1. ABSTRACT

1. All neural structures of the ascending auditory
pathways can generate sound evoked electrical
potentials that can be recorded by an electrode
placed on the respective structure.

2. Compound action potentials (CAP) recorded
directly from the intracranial portion of the auditory
nerve in small animals are different from those
recorded in humans because the eighth cranial nerve
is longer in humans than in small animals (2.5 cm in
humans and approximately 0.8 cm in the cat).

3. In humans, the latency of the main negative peak
of the CAP recorded with a monopolar electrode
from the intracranial portion of the human auditory
nerve is approximately one millisecond longer
than that of the N1 component of the action
potential (AP) recorded from the ear.

4. Evoked potentials recorded with a bipolar electrode
from a long nerve such as the human auditory
nerve represent propagated neural activity.

5. The responses recorded from the auditory nerve to
continuous, low frequency sounds is the frequency
following response (FFR).

6. The response recorded from the surface of a
nucleus (such as the cochlear nucleus and the
inferior colliculus) in response to transient sounds
has an initial positive–negative deflection, which is
generated by the termination of the nerve that
serves as the input to the nucleus. The slow
deflection that follows is generated by dendrites
and the fast components riding on the slow wave
are somaspikes generated by firings of nerve cells.

7. Far-field evoked potentials are the potentials 
that can be recorded from locations that lie far
from the anatomical location of their generators,
such as the surface of the scalp.

8. Neural activity in many of the structures of the
classical ascending auditory pathways, but not all,
give rise to far-field evoked potentials that can be
recorded from electrodes placed on the scalp.

9. Auditory brainstem responses (ABR) and the
middle latency responses (MLR) are far-field
responses that are used in diagnosis and research.

10. Propagated neural activity in a nerve or a fiber
tract in the brain may generate stationary peaks
in the far-field potentials when the propagation is
halted, or when the electrical conductivity of the
medium surrounding the nerve changes or when
the nerve or fiber tract bends.

11. The far-field potentials from nuclei depend on
their internal organization.

12. The normal ABR consists of five prominent 
and constant vertex positive peaks that occur
during the first 10 ms after presentation of 
a transient sound. These peaks are labeled by
Roman numerals, I–V. Most studies of the neural
generators of the ABR have concentrated on the
generators of these vertex positive peaks.

13. Peak I and II of the human ABR are generated
exclusively by the auditory nerve (distal
respective proximal portion), while peaks III, 
IV, V have contributions from more than one
anatomical structure. Other anatomical structures
of the ascending auditory pathways, contribute 
to more than one peak.
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14. Peak III is mainly generated by the cochlear
nucleus.

15. The sharp tip of peak V is generated by the
lateral lemniscus, where it terminates in the
inferior colliculus on the side contralateral to 
the ear from which the response is elicited.

16. The individually variable slow negative 
potential following peak V (SN10) is generated by
(dendritic) potentials in the contralateral inferior
colliculus.

17. The middle latency response (MLR) is composed
of the potentials that occur during the interval of
10–80 ms or 10–100 ms after presentation of a
stimulus sound.

18. The neural generators of the MLR are less well
understood than those of the ABR. Potentials
generated in the cerebral cortex contribute to the
MLR and muscle (myogenic) responses may also
contribute to the MLR.

19. The “40 Hz response” is a far field response 
that results from summation of components of
the evoked potentials that repeat every 25 ms.

20. The frequency following response (FFR) may be
recorded from electrodes on the scalp in response
to low frequency tones.

2. INTRODUCTION

Evoked potentials can be divided into near-field 
and far-field potentials, where near-field potentials 
are the evoked potentials that can be recorded 
from electrodes placed on the cochlea or directly on
specific structures of the auditory nervous system.
Auditory evoked potentials are important tools for
diagnosis of disorders of the ear and the auditory
system. Auditory brainstem responses (ABR) are the
most used auditory potentials in the clinic but middle
latency responses (MLR) are used in special situations.
Studies of evoked potentials have contributed to under-
standing of the function of the ear and the auditory
nervous system. In this chapter, I will discuss the 
near-field and far-field potentials from the auditory
nervous system. The neural generators of the ABR will
also be discussed.

3. NEAR-FIELD POTENTIALS
FROM THE AUDITORY

NERVOUS SYSTEM

Evoked potentials recorded directly from a nerve or
a nucleus are known as near-field potentials whereas

far-field potentials are the evoked potentials that can
be recorded at a (large) distance from the active neural
structures. The near-field potentials have large ampli-
tudes and usually represent the neural activity in only
one structure whereas far-field potentials, such as the
ABR, have small amplitudes and often have contribu-
tions from many neural structures as well as muscles.
Studies of electrical potentials recorded directly from
exposed structures of the ascending auditory path-
ways have helped to understand how far field audi-
tory evoked potentials, such as the ABR, are generated
(see p. 167). Recordings of evoked potentials generated
by different parts of the auditory nervous system are
important in intraoperative neurophysiologic moni-
toring that is done for the purpose of reducing the
risks of surgically induced injuries.

Below, I will discuss the electrical potentials that
can be recorded directly from structures of the classi-
cal ascending auditory pathways in response to sound
stimulation. I will first discuss evoked potentials
recorded directly from the auditory nerve and then
discuss responses recorded from nuclei of the ascend-
ing auditory pathways.

3.1. Recordings from the Auditory Nerve

Recordings of the response from the exposed auditory
nerve have been done extensively in animals [23, 284]
and more recently in humans who underwent operations
where the central portion of the eighth cranial nerve was
exposed [80, 205]. Recordings in animals have provided
important information about the function of the ear and
recordings in humans have won clinical use in monitor-
ing of the neural conduction in the auditory nerve when
the nerve has been at risk of being injuring because of
surgical manipulations [185].

The waveform of the compound action potentials
(CAP1) in response to click stimulation recorded from
the intracranial portion of the eighth cranial nerve
using a monopolar recording electrode typically has
two negative peaks (N1, N2) (Fig. 7.1) thus similar to the
AP recorded from the round window of the cochlea as
described in Chapter 4.

In the cat the latency of the N1 in the response
recorded from the auditory nerve in the internal audi-
tory meatus is approximately 0.2 ms longer than that of
the AP recorded from the round window (Fig. 7.2 [109]).
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1In the following, we will use the term compound action 
potentials (CAP) for the potentials recorded from the exposed
auditory nerve, although they are similar to the potentials that are
recorded from the cochlea, and which are called action potentials
(AP) (p. 57).



The auditory nerve in a small animal, such as the cat,
is approximately 0.8 cm long [59]. The difference
between the latency of the N1 of the AP and that of the
response from the intracranial portion of the auditory
nerve is the travel time in the auditory nerve from the
ear to the recording site.

Because the auditory nerve in small animals is 
very short, any recording site on the auditory nerve
will be close to the cochlea and the cochlear nucleus
and potentials that originate in the cochlea and the
cochlear nucleus are conducted to the recording site by
passive conduction in the eighth cranial nerve and the
surrounding fluid. Intracranial recordings from the
auditory nerve using a monopolar recording electrode
will therefore not only yield potentials generated in
the auditory nerve but also potentials that originate in
the cochlea (mostly cochlear microphonics [CM]) and
in the cochlear nucleus. These passively conducted
potentials thus do not depend on the nerve being able
to conduct propagated neural activity through depo-
larization of nerve fibers. (Passive conduction is also
the reason that recordings from the cochlea in small
animals contain potentials that originate in the
cochlear nucleus as was discussed in Chapter 4.)

The contributions of evoked potentials from the ear
and the cochlear nucleus to the responses recorded
from the auditory nerve can be reduced by using bipo-
lar recording techniques [201]. Some investigators
[228] have used a concentric electrode for recording
from the intracranial portion of the auditory nerve to
reduce the contamination of the neural response by the
CM. However, a concentric electrode consisting of a
sleeve with an insulated wire inside does not provide
true bipolar recording because the two electrodes (the
center core and the sleeve) do not have identical elec-
trical properties. A concentric recording electrode is
anyhow much more spatially selective than a monopo-
lar electrode and the response recorded from the inter-
nal auditory meatus using a concentric electrode has
no visible CM component (Fig. 7.2).

The most commonly used stimuli in connection
with recordings of the CAP from the intracranial por-
tion of the auditory nerve have been clicks or short
bursts of tones or noise. Several studies have shown
that the amplitude of the CAP response increases with
increasing stimulus level in a similar way as the AP
recorded from the round window of the cochlea. The
main reason for that is that more nerve fibers fire as the
stimulus intensity is increased. The latency of the
response decreases with increasing stimulus intensity,
mainly because the generator potentials in the
cochlear hair cells rise more rapidly at high stimulus
intensities than at low stimulus intensities [188].
Cochlear non-linearities also affect the latency differ-
ently at different stimulus intensities (see Chapter 3)
and that contributes to the dependence of the latency
on the stimulus intensity [179]. The conduction veloc-
ity of nerve fibers and the synaptic delays are inde-
pendent of the level of excitation and thus do not
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FIGURE 7.1 Recordings from the intracranial portion of the 
auditory nerve in a rhesus monkey, at two different positions, near
the porus acousticus and near the brainstem. The stimuli were clicks
presented at 107 dB PeSPL (peak equivalent sound pressure level)
and at a rate of 10 pps (modified from Møller and Burgess, 1986,
with permission from Elsevier).

FIGURE 7.2 Comparison between recording from the round
window of the cochlea and from the intracranial portion of the 
auditory nerve in a cat using a concentric electrode. The stimulation
was clicks. M is the cochlear microphonic potential (modified 
from Peake et al., 1962, with permission from the American Institute
of Physics).



contribute to the intensity dependence of the latency
of the CAP recorded from the auditory nerve.

The amplitude of the CAP elicited by transient 
stimuli decreases when the stimulus rate is increased
above a certain rate. Above a certain stimulus rate 
the responses elicited by the individual stimuli 
overlap, and the amplitude of one of the two peaks
may increase because the N1 peak of one response
coincides with the N2 peak of the previous response.
When the rate of the stimulus presentation is 
increased beyond approximately 700 pps the ampli-
tude of the response decreases rapidly. The latency of
the response increases slightly when the stimulus rate
is increased.

Recordings of auditory evoked potentials from the
exposed auditory nerve in humans have helped in 
the understanding of some of the differences between
the human auditory nervous system and that of small
animals often used in studies of the auditory system.
Several investigators [80, 205, 280] reported at about

the same time that the latency of the CAP recorded
from the exposed intracranial portion of the auditory
nerve in humans is longer than it is in animals when
recorded in a similar way. The reason for that is that
the eighth cranial nerve in humans is 2.5 cm [125], thus
much longer than it is in the animals such as the cat
(approximately 0.8 cm [59]). The latency of the main
negative peak of the CAP recorded from the intracra-
nial portion of the auditory nerve in response to loud
clicks is approximately 2.7 ms [205, 211] thus approxi-
mately 1 ms longer than the AP component of the elec-
trocochlear graphic  (ECoG) potentials recorded from
the ear. Compare that to a difference of approximately
0.2 ms in the cat (Fig. 7.2 [228]).

In individuals with normal hearing a monopolar
electrode placed on the exposed intracranial portion of
the eighth nerve records a triphasic potential in
response to click stimulation (Fig. 7.4A) as is typical
for recordings with a monopolar electrode from a long
nerve. The latency of the response decreases with

154 Section II The Auditory Nervous System

BOX 7.1

H I S T O R I C A L  B A C K G R O U N D

It was probably Ruben and Walker [255] who first
reported on recordings from the exposed intracranial 
portion of the eighth cranial nerve. These investigators
recorded click evoked CAPs from the auditory nerve
during an operation for sectioning of the eighth nerve for
Ménière’s disease, using a retromastoid approach to the
cerebello-pontine angle. The waveform of the recorded
potentials was complex and it had several peaks and 
valleys (Fig. 7.3). Ruben and his coauthor suggested that
the responses had contributions from cells of the cochlear
nucleus. Examination of their recordings (Fig. 7.3) 
indicates that the intracranially recorded CAP had a longer
latency in humans than in the cat but the authors did not
speculate on the reason for the longer latency. (Accurate
assessment of the latency of the potentials from their 
published recordings is not possible because the record
does not show the time the stimulus was applied.)

FIGURE 7.3 Recordings from the intracranial portion of the eighth
nerve in a patient undergoing an operation for Ménière’s disease
(reprinted from Ruben and Walker, 1963, with permission from
Lippincott Williams and Wilkins).



increasing stimulus intensity (Fig. 7.4B) and the ampli-
tude of the main peak of the CAP increases with
increasing stimulus intensity (Fig. 7.4A) similar to
what is seen in studies in animals. The response from
the exposed intracranial portion of the auditory nerve
to short tone bursts has a similar waveform as the
responses to click sounds but the latencies are slightly
longer (Fig. 7.5A) [205].

A monopolar recording electrode placed on a long
nerve along which an area of depolarization propagates
will record a characteristic triphasic potential (Fig. 7.6).
The initial positive deflection is generated as the area

of depolarization approaches the recording electrode.
The large negative deflection is generated when the
area of depolarization passes directly under the
recording electrode. The following small positivity is
generated when the area of depolarization is leaving
the location of the recording electrode. If the propaga-
tion of neural activity in such a nerve is brought to a
halt, for instance by injury to the nerve, a monopolar
electrode placed near that location would record a
single positive potential. Such a potential is known as
the “cut end” potential and described by Gasser and
Erlangen (1922) and Lorente de No [143].
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FIGURE 7.4 (A) Typical compound action potentials directly recorded from the exposed intracranial portion
of the eighth nerve in a patient with normal hearing. Responses to condensation (dashed lines) and rarefaction
(solid lines) clicks are shown for different stimulus intensities (given in dB PeSPL). (B) Latency of the negative
peak in the CAP shown in (A) (reprinted from Møller and Jho, 1990, with permission from Elsevier).



If the recording electrode is placed on the auditory
nerve near the porus acousticus it will be approxi-
mately 1.5 cm from the cochlea and it will therefore
not record any noticeable potentials from the cochlea 
(CM or SP). (The total length of the auditory nerve in
humans is approximately 2.5 cm and the length of
the nerve between the point where it enters into the
skull cavity from the porous acousticus to its
entrance into the brainstem is approximately 1 cm.)
A recording electrode that is placed near the porus
acousticus will be approximately 1 cm from the cochlear
nucleus and the potentials generated in the cochlear
nucleus will be attenuated before they reach the
recording electrode provided that the eighth nerve in
its intracranial course is submerged in fluid. The
amplitude of the evoked potentials generated in the

cochlear nucleus will be greater when recording
from a location on the auditory nerve that is close to
the brainstem and thus near the cochlear nucleus. If
the eighth nerve is free of fluid in its intracranial
course, it will act as an extension of the recording
electrode that is placed anywhere on the nerve and it
may record potentials from the cochlear nucleus of
noticeable amplitude.

A bipolar recording electrode placed on a nerve
with one of its two tips located more peripherally 
than the other will under ideal circumstances only
record propagated neural activity. The waveform of
the compound action potential recorded from a nerve
with a bipolar electrode is different from that recorded
by a monopolar electrode and is more difficult to 
sinterpret.
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BOX 7.2

I N T R A O P E R AT I V E  N E U R O P H Y S I O L O G I C  M O N I T O R I N G

Recording from the intracranial portion of the 
auditory nerve requires that the eighth cranial nerve be
exposed in its course in the cerebellopontine angle. 
That occurs in some operations such as those to treat vas-
cular compression of cranial nerves. Whenever such
recordings are done, it must be assured that the auditory

nerve is not injured by the surgical dissection necessary 
to expose the nerve. Therefore, ABR must be recorded
during such dissections to monitor the conduction 
velocity in the auditory nerve (for details about moni-
toring neural conduction in the auditory nerve, see 
Møller [185]).

BOX 7.3

D I S T I N G U I S H I N G  B E T W E E N  P R O PA G AT E D  A N D  
E L E C T R O N I C A L LY  C O N D U C T E D  P O T E N T I A L S

The fact that the latency of the response from the 
auditory nerve to click sounds increases when the record-
ing electrode is moved from a location near the porus
acousticus toward the brainstem (Fig. 7.5) is an indication
that at least the main portion of the recorded potentials
are generated by the propagated neural activity in the
auditory nerve [205]. The latency of passively conducted
potentials would not change when the recording elec-
trode is moved along the auditory nerve but their ampli-
tude would decrease when the recording electrode is
moved away from their source. The response from the

exposed intracranial portion of the eighth nerve to low
intensity click sounds often yields a slow deflection of a
relatively large amplitude. That component is probably
generated in the cochlear nucleus and conducted 
passively in the auditory nerve to the site of recording.
This slow component of the response is more pronounced
at low stimulus intensities because the amplitude of 
the evoked response from the cochlear nucleus decreases
at a slower rate with decreasing stimulus intensity than
that generated by propagated neural activity in the 
auditory nerve.
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BOX 7.3 (cont’d)

FIGURE 7.5 (A) Similar recordings as in Fig. 7.4 but showing the response to tone bursts
recorded at two locations along the intracranial portion of the exposed auditory nerve. The solid
lines are recordings close to the porous acousticus and the dashed lines are recordings from a
location approximately 3 mm more central. The stimuli were short 2 kHz tone bursts. The sound
pressure give is in dB PeSPL. (B) The latency of the main negative peak of the CAP recorded
from two different locations as shown in (A) (approximately 3 mm apart) on the exposed eighth
nerve as a function of the stimulus intensity (reprinted from Møller and Jannetta, 1983, with 
permission from Taylor & Francis).

FIGURE 7.6 Illustration of recordings from a long nerve in which
an area of depolarization travels from left to right, using a monopo-
lar electrode.

Comparison between bipolar and monopolar record-
ings from the exposed intracranial portion of the audi-
tory cranial nerve [201] further supports the assumption
that click evoked potentials recorded from the auditory
nerve with a monopolar recording electrode, at least at
high stimulus intensities, is mainly the result of prop-
agated neural activity.

More space is required for placing a bipolar recording
electrode on a nerve compared with using a monopolar
recording electrode, but the intracranial portion of the
auditory nerve in the human is sufficiently long to allow
the use of bipolar recording electrodes.

The conduction velocity of the auditory nerve in
humans has been determined from bipolar recordings
from the exposed intracranial portion of the auditory
nerve. The difference in the latency of the CAP recorded
at two different locations on the exposed intracranial
portion of the auditory nerve has been used to deter-
mine the conduction velocity [202]. The value arrived
at, approximately 20 m/s, is similar to what has been
estimated on the basis of the fiber diameter of the
auditory nerve fibers [129].



BOX 7.4

I N T E R P R E TAT I O N  O F  P O T E N T I A L S  R E C O R D E D  
B Y  B I P O L A R  E L E C T R O D E S

The potentials that are recorded by a bipolar recording
electrode placed on the intracranial portion of the audi-
tory nerve can be understood by assuming that the bipo-
lar electrode consists of two monopolar electrodes, each
one recording the potentials at two adjacent locations
along the nerve and that the amplifier to which the elec-
trodes are connected senses the difference between the
electrical potentials that the two electrodes are recording
(Fig. 7.7). The electrical potentials generated in a nerve by
propagated neural activity appear with a slight time dif-
ference at the two tips of such a bipolar recording elec-
trode, the time difference being the time it takes the
neural activity to travel the distance between the two tips.
Under ideal circumstances, passively conducted poten-
tials will appear equal at the two electrodes and thus not
result in any output from the differential amplifier to
which the electrodes are connected. To achieve such ideal
performance of a bipolar recording electrode, the two tips
of the electrode must have identical recording properties
and be placed so that they both record from the same
population of nerve fibers. While that is rarely achieved
in practice, a bipolar electrode is less sensitive to poten-
tials generated by passively conducted potentials than a
monopolar recording electrode. If the two tips of the bipo-
lar recording electrode have different recording character-
istics or are not placed exactly symmetrical on the nerve,
passively conducted potentials may appear differently at

the two tips and thus appear as an output from the ampli-
fier to which the bipolar electrode is connected [201].

If no passively conducted potentials reach the record-
ing electrodes the response recorded by a bipolar record-
ing electrode will be the same as the potentials recorded
by a monopolar electrode from which is subtracted a
delayed version of the same response (Fig. 7.8). The dif-
ference between such a simulated bipolar recording and a
real bipolar recording is a measure of the amount of pas-
sively conducted potentials that are recorded by mono-
polar recording electrode.
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FIGURE 7.7 (A) Separate recordings from the exposed
intracranial portion of the eighth cranial nerves with two elec-
trodes placed approximately 1 mm apart. (B) The difference
between the recordings by the two electrodes in (A) (reprinted
from Møller et al., 1994, with permission from Elsevier).

FIGURE 7.8 Recordings from the intracranial portion of the
auditory nerve in a patient whose vestibular nerve was just cut.
Rarefaction clicks presented at 98 dB PeSPL. Top curves:
monopolar recordings by the two tips of a bipolar electrode.
Middle curves: computed difference between the response
recorded by one tip (monopolar recording) and the same
response shifted in time with an amount that corresponds to the
distance between the two tips of the bipolar electrode. Lower
curves are the actual bipolar recording (reprinted from Møller 
et al., 1994, with permission from Elsevier). 



Direct recording of responses from the eighth nerve
is now in general use in monitoring neural conduction
in the auditory nerve in patients undergoing opera-
tions in the cerebellopontine angle. Such potentials can
be interpreted nearly instantaneously [184, 208]
because of their large amplitudes. Changes in the func-
tion of the nerve from stretching or from slight surgi-
cal trauma that may occur during surgical
manipulations can thereby be detected almost instanta-
neously because only few responses need to be added
(averaged) in order to obtain an interpretable record.
Similar monitoring of neural conduction in the audi-
tory nerve can be achieved by recording the ABR but it
takes much longer to obtain an interpretable record
because of the small amplitude of the ABR (see p. 163).

Click evoked compound action potentials recorded
from the intracranial portion of the eighth nerve
changes in a systematic fashion when the auditory
nerve is injured such as from surgical manipulations
or by heat from electrocoagulation [178]. Recorded
centrally to the location of the lesion, the latency of the
main negative peak increases and its amplitude
decreases. The main negative peak also becomes
broader because the prolongation of the conduction
time in different nerve fibers is different. More severe
injury causes the amplitude of the initial positive
deflection to increase and that is a sign that neural
block has occurred in some nerve fibers (Fig. 7.9).

The frequency following response (FFR), as the
name indicates, is a response that follows the wave-
form of the stimulating sound. FFR can be demon-
strated in the response from the auditory nerve to low
frequency tones and tones that are amplitude modu-
lated at low frequencies. The source of the FFR is
phase locked discharges in nerve fibers. Some investi-
gators have named these potentials the neurophonic
response. FFR has been recorded from the auditory
nerve in animals [276, 277] and from the exposed
intracranial portion of the auditory nerve in humans
[214, 215]. The FFR recorded from the human auditory
nerve is similar to that in the cat recorded by bipolar
electrodes [277]. When recorded directly from the
exposed intracranial portion of the auditory nerve
(Fig. 7.10) in humans, the FFR is prominent in the fre-
quency range from 0.5 to 1.5 kHz [214].

Recordings of the FFR from the auditory nerve in
animals and in humans have contributed to under-
standing of the function of the cochlea. At high stimu-
lus intensities the frequency following responses are
the results of excitation of the basilar membrane at a
location that is more basal than the location tuned to
the frequency of the stimulation [276]. This is a sign of

non-linearity of the basilar membrane vibration (see
Chapter 3).

The waveform of the recorded responses to stimula-
tion with a 0.5 kHz tone is a distorted sinewave 
(Fig. 7.13). As a first approximation, the waveform of
the responses indicates that auditory nerve fibers are
excited by the half wave rectified stimulus sound, thus
a deflection of the basilar membrane in one direction.
The waveform of the response to high sound intensity
tones (104 dB SPL) is more complex than the response
to tones of lower intensities and has a high content 
of second harmonics, similar to a full-wave rectified
sinewave. That indicates that hair cells respond to
deflection of the basilar membrane in both directions
at high stimulus intensities, thus supporting the find-
ings in animal experiments that some inner hair cells
respond to the condensation phase of a sound while
other inner hair cells respond to the rarefaction phase
[278, 336].
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FIGURE 7.9 Change in the CAP as a result of injury to the
intracranial portion of the auditory nerve in a patient undergoing an
operation where the auditory nerve was heated by electrocoagula-
tion (reprinted from Møller, 1988).



The distortion of the response to low frequency
pure tones could also be a result of what has been
known as “peak splitting” [256, 268]. The distortion 
of the waveform of the responses from the human
auditory nerve seems to be less than it is in the cat at
the same sound pressure level. In the studies of the
responses from the exposed eighth nerve in humans,
the ABR was monitored during the surgical exposure
to ensure that the surgical manipulations of the audi-
tory nerve did not cause noticeable change in the neural
conduction in the auditory nerve.

3.2. Recordings from the Cochlear Nucleus

Recordings of the responses from the exposed
cochlear nucleus to various kinds of sound stimuli have
been done both in humans [203, 210] and in animals
[200]. When a monopolar recording electrode is placed
directly on the surface of the cochlear nucleus in
humans the response to a transient sound has an ini-
tial positive-negative deflection (P1 and N1 in Fig. 7.14)
[210]. These components represent the arrival of the
neural volley from the auditory nerve in the CN. They
are followed by a slower deflection on which peaks are
often riding. It is assumed that this component is
generated by dendrites in the nucleus and its polarity
depends on the placement of the recording electrode
(Fig. 7.15).

The source of the slow potential can be described by
a dipole with a certain orientation.

Since the activity of nerve cells may be regarded
as a dipole source (Fig. 7.15), a reversal of the polar-
ity occurs when a recording electrode is passed
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FIGURE 7.10 Responses recorded from the exposed intracranial
portion of the auditory nerve to stimulation with 0.5 kHz tones 
at 113 dB SPL. Rarefaction of the sound is shown as an upward
deflection (reprinted from Møller and Jho, 1989, with permission
from Elsevier).

BOX 7.5

S E PA R AT I O N  O F  AU D I T O RY  N E RV E  G E N E R AT E D  F F R  
F R O M  C O C H L E A R  P O T E N T I A L S

Studies of the FFR from the auditory nerve in response
to low frequency pure tones in animals are hampered by
the contamination from cochlear microphonics. Snyder
and Schreiner [276] reduced the contamination of the
neural response from potentials generated in the cochlea
by using a bipolar recording technique. The fact that the
auditory nerve is longer in humans than in the cat makes
it possible to record the FFR with a monopolar recording
electrode without any noticeable contamination from
cochlear potentials. That the FFR recorded from the human
auditory nerve with a monopolar electrode is the result of
propagated neural activity is supported by the finding

that the recorded potentials appear with a certain latency
and are shifted in time when the recording electrode is
moved along the eighth cranial nerve (Fig. 7.11).

The responses to low frequency tones recorded from the
human auditory nerve have two components, a frequency
following response and a slow component (Fig. 7.12) [214].
When the responses to tones of opposite phase were
added, the frequency following response was canceled and
the slow potential was seen alone. When the responses to
tones of opposite phase were subtracted the slow potential
was canceled and only the frequency following response
remained.
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through the nucleus [5]. When the recording elec-
trode is placed in between the two recording loca-
tions where the slow potential is positive and
negative it will record only a very small slow poten-
tial because the positive contribution is equal to the
negative contribution.

The peaks that are seen riding on this slow wave are
assumed to be generated by discharges of cells in the
nucleus (somaspikes). The latency of the sharp nega-
tive peak (N2) in the response from the auditory nerve
that follows the initial positive-negative deflection 
(P1, N1) is approximately 1 ms longer than that of the
positive deflection (Fig. 7.14) which can be explained

by synaptic delay assuming that the N2 response is
generated by cells in the cochlear nucleus. The
response from the cochlear nucleus shown in Fig. 7.14
was obtained from a monopolar electrodes placed in
the lateral recess of the fourth ventricle (Fig. 7.16) [119,
203, 216].

The cochlear nucleus consists of three major subdivi-
sions with different response characteristics as judged
from recordings from single nerve cells (see Chapter 6).
Therefore, the evoked responses recorded from the
surface of the cochlear nucleus are likely to be differ-
ent dependent on the subdivision from which they are
recorded.

BOX 7.5 (cont’d)

FIGURE 7.11 Comparison of the response to tone bursts and
clicks recorded at two different locations along the exposed
intracranial portion of the eighth cranial nerve (reprinted from
Møller and Jho, 1989, with permission from Elsevier). 

FIGURE 7.12 Similar recordings as in Fig. 7.11 but showing
the responses of both polarities of the sound (0.5 kHz tone at
110 dB SPL) (top traces, solid and dashed lines). The difference
between these two responses (middle trace) and the sum
(bottom trace) is also shown (from Møller and Jho, 1989, with
permission from Elsevier).



The interpretation of the sources of the different
components of the waveform of the response from a
nucleus is based on studies of nuclei of the somatosen-
sory system, done early in the history of neurophysio-
logy. Experiments in a dog showed that a slow 
wave that followed after these initial waves gradually
disappeared during anoxia [67]. The initial positive-
negative complex was only affected by prolonged
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FIGURE 7.13 Examples of responses to 0.5 kHz tones recorded
from the exposed intracranial portion of the eighth cranial nerve to
show distortion of the waveform. The responses to tones of two 
different intensities are shown. The two curves at each intensity are
the responses to stimulation of opposite polarity (reprinted from
Møller and Jho, 1989, with permission from Elsevier).

FIGURE 7.14 Recordings from the exposed eighth nerve (top
tracings) and the surface of the cochlear nucleus (bottom tracings).
The response from the cochlear nucleus was obtained by placing an
electrode in the lateral recess of the fourth ventricle. Solid lines are
the responses to rarefaction clicks and the dashed lines are the
responses to condensation clicks. Amplitude scales are 0.2 mV for
the auditory nerve recording and 0.1 mV for the cochlear nucleus
recording (reprinted from Møller et al., 1994, with permission from
Elsevier).

BOX 7.6

A N AT O M Y  O F  T H E  L AT E R A L  R E C E S S  O F  T H E  F O U RT H  V E N T R I C L E

The caudal portion of the floor of the lateral recess is
the (dorsal) surface of the dorsal cochlear nucleus and the
rostral portion of the floor of the lateral recess is the dorsal
surface of the ventral cochlear nucleus [119]. When the lat-
eral side of the brainstem is viewed in operations using a
retromastoid craniectomy, the foramen of Luschka that

leads to the lateral recess of the fourth ventricle is found
dorsally to the exit of the ninth and tenth cranial nerves.
Often a portion of the choroid plexus is seen to protrude
from the foramen of Luschka and may have to be reduced
by coagulation in order to place a recording electrode in
the lateral recess of the fourth ventricle.



severe anoxia thus indicating that the slow component
was dependent on synaptic transmission while the 
initial deflections were generated in a nerve or a fiber
tract. Synaptic transmission is more sensitive to anoxia
than propagation of neural activity in nerves and 
fiber tracts.

Recordings from the surface of the cochlear nucleus
have found practical clinical use in intraoperative 
neurophysiologic monitoring because it offers a more
stable electrode position compared with recordings
from the exposed eighth cranial nerve [216]. The
amplitude of the auditory evoked potentials obtained
by recording from these two locations is sufficiently
high to allow interpretation after only a few responses
have been added (averaged) [183].

3.3. Recordings from More Central Parts 
of the Ascending Auditory Pathways

Reports on recordings from more central brainstem
structure of the ascending auditory pathways in humans

have been few compared with recordings from the
auditory nerve and the cochlear nucleus and such
recordings have not yet found practical use in intraop-
erative monitoring, but they have been important for
identification of the neural generators of the ABR.
Recordings from the inferior colliculus and its vicinity
using chronically implanted electrodes have been
done recently [329].

The waveform of the response to short tone bursts
(Fig. 7.17) recorded from the surface of the contralateral
inferior colliculus in humans [79. 80, 206] is typical of a
nucleus. The earliest positive deflection is presumably
generated when the volley of neural activity in the lat-
eral lemniscus reaches its termination in the inferior
colliculus and the slow negative deflection is likely a
result of dendritic activity, thus similar to the cochlear
nucleus. Recordings of the response from the inferior
colliculus to ipsilateral stimulation results in responses
with much smaller amplitudes and a different wave-
form and indicates that the input from the ipsilateral
ear that reaches the inferior colliculus is small [217].

4. FAR-FIELD AUDITORY
EVOKED POTENTIALS

Far-field evoked potentials are the responses 
that can be recorded from electrodes placed far from
their source. Far-field potentials therefore have much
smaller amplitudes than near-field potentials and it is
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FIGURE 7.15 Schematic illustration of the potentials that 
may be recorded from the surface of a sensory nucleus in response
to transient stimulation such as a click sound for the auditory
system. The three waveforms shown refer to recordings at 
opposite locations on the nucleus and in between to illustrate 
the dipole concept for describing the potentials that are generated
by a nucleus. The waveform of the response that can be 
recorded from the nerve that terminates in the nucleus is also
shown (reprinted from Møller, A.R. 2006. Intraoperative
Neurophysiologic Monitoring, 2nd Edition, Humana Press Inc. 
with permission from Humana Press Inc).

FIGURE 7.16 Placement of recording electrode in the lateral recess
of the fourth ventricle (reprinted from Møller, A.R. 2006. Intraoperative
Neurophysiologic Monitoring, 2nd Edition, Humana Press Inc, with 
permission from Humana Press Inc; modified from Møller AR, 
Jho HD, Jannetta PJ. Preservation of hearing in operations on acoustic
tumors: An alternative to recording ABR. Neurosurgery 1994; 34:
688–693, with permission by Lippincott Williams and Wilkins).



necessary to add the responses to many stimuli in
order to discern the various components of far-field
potentials from the background of other biologic sig-
nals such as the spontaneous electroencephalographic
(EEG) activity, potentials from muscles and electrical
interference signals. Far-field evoked potentials could
therefore not be studied before the development of the
signal averager.

While evoked potentials can always be recorded
from electrodes placed directly on nerves, fiber tracts
and nuclei, such structures generate far-field poten-
tials only when certain criteria are fulfilled. Thus, neural
activity that propagates in a nerve or a fiber tract gener-
ates stationary peaks in the far-field when the electri-
cal conductivity of the surrounding medium changes
or when it is bent [94]. Neural activity that propagates
in a straight nerve, the surrounding medium of which
has uniform electrical conductivity, generates very little
far-field potentials. A nucleus generates strong far-field
potentials when its dendrites are organized uniformly
whereas a nucleus where the dendrites are randomly

organized and point in all directions generates little
far-field potentials. These two different types of nuclei
are known to have an open and a closed field, respec-
tively [142].

Far-field potentials are more complex than near-field
potentials because they are likely to have contributions
from sources with different anatomical locations. Neural
structures activated sequentially by transient stimula-
tion may generate a sequence of components, each of
which occur with different latencies. The brainstem
auditory evoked potentials (ABR) (Fig. 7.18) are exam-
ples of far-field-evoked potentials that are commonly
used for clinical diagnosis and for intraoperative mon-
itoring. The ABR is recorded from electrodes placed 
on the scalp and the earlobe (or mastoid). It is the 
most important functional test for detecting vestibular
Schwannoma. The middle latency responses (MLR)
are another kind of far-field auditory evoked poten-
tials that can be recorded from electrodes placed on the
scalp and which are used clinically to a lesser extent
than the ABR. Proper interpretation of these auditory
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FIGURE 7.17 Responses recorded from the inferior colliculus in patients undergoing operations where the inferior colliculus was exposed
or responses recorded from an electrode placed along the path of the fourth cranial nerve (reprinted from Møller and Jannetta, 1982, with 
permission from Elsevier).
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evoked potentials for diagnostic purposes depends on
knowledge about the anatomical origin of the different
components of these potentials and how they are
affected by pathologies. During the past two decades
much knowledge about the neural generators of the ABR
has accumulated but the neural generators of the MLR
are not as well known and that has hampered the use
of the MLR in diagnosis of neurologic disorders. The
MLR is considerably more variable than the ABR and
it is mainly used as an objective test of hearing thresh-
old. The MLR has a potentially important role for
diagnosis of disorders of the auditory nervous system,
but insufficient knowledge about the origin of these
potentials has so far prevented such use.

The far-field FFR to periodic sounds such as pure
tones sounds can also be recorded from electrodes
placed on the scalp. The modulation waveform of
amplitude-modulated sounds likewise give rise to far-
field potentials that can be recorded from electrodes
placed on the scalp.

Electrodes placed on the scalp also record responses
from muscles that are elicited by sound stimulation
(myogenic evoked potentials). Muscle activity that is
not related to the sound stimulation act as interference
and prolong the time it takes to obtain an interpretable
record.

4.1. Auditory Brainstem Responses

The human auditory brainstem response (ABR)
consists of far-field evoked potentials from the audi-
tory nervous system that occur during the first 10 ms
after the presentation of a transient sound such as a
click sound or a tone burst. The amplitudes of the ABR
are small, less than 0.5 µV, and thus much smaller than
the ongoing spontaneous activity of the brain (EEG).
Therefore responses to many stimuli must be added to
obtain a recording where the individual components
can be discerned. The different components of the ABR
are generated by neural activity in the ear, the auditory
nerve and the nuclei and fiber tracts of the ascending
auditory pathways.

When recorded differentially between two elec-
trodes, one placed at the vertex and one at the mastoid
or earlobe on the side where the stimulus sounds are
presented, the ABR typically is characterized by five to
seven vertex positive waves (Fig. 7.18). These waves
(or peaks) are traditionally labeled with roman numer-
als. The first five of these peaks of the human ABR
except peak IV can usually be discerned in individuals
with normal hearing.

The labeling of the vertex positive waves by Roman
numerals that Jewett and Williston [96] introduced is
still the most common way to label the components of
the ABR. This labeling is different from the way differ-
ent components of other sensory evoked potentials 
are labeled. Usually, both positive and negative com-
ponents of evoked potentials are labeled with the 
letter P and N respectively, followed by a number that
gives the normal value of the latency of the respective
component.

One of the consequences of only labeling the vertex
positive peaks of the ABR has been that only the latency
of these positive peaks have been used for diagnostic
purposes and most studies of neural generators of the
ABR have ignored the negative waves. At the time
when this labeling was introduced it was not known
which of the different components of the ABR were
most important for diagnostic purposes. It would
seem likely that the vertex negative waves would also
be of diagnostic value as these negative waves also
have distinct neural generators [217].

Some authors prefer to show the ABR with the
vertex positivity as an upward deflection, whereas

FIGURE 7.18 Typical recording of ABR obtained in a person with
normal hearing. The curves are the average of 4,096 responses to 
rarefaction clicks, recorded from electrodes placed on the forehead
at the hairline and the mastoid on the side where the stimuli were
applied. The upper recording is shown with vertex positivity as an
upward deflection, the middle curve is the same recording shown
with positivity downward. These two curves are recordings that
were filtered electronically with a band-pass of 10–3,000 Hz. The
bottom curve is the same recording after digital filtering designed to
enhance all five peaks of the ABR (from Møller, 1988).



others display the ABR with the vertex positivity as 
a downward deflection (Fig. 7.18), the latter being in
accordance with the common convention of displaying
negative potentials as an upward deflection, assuming
the vertex electrode to be the most active electrode. 
In this book, ABRs are always shown with vertex 
positivity as a downward deflection.

Many factors affect the waveform and the ampli-
tude of the ABR. Recording parameters, filtering of 
the recorded potentials, individual variations some of
which are related to age and size of the head, all influ-
ence the recorded potentials.

The main purpose of filtering the ABR is to reduce
the number of responses that must be averaged in
order to obtain an interpretable record. Filtering can
also enhance specific components of the ABR and the
appearance of the ABR depends on the way that the
potentials are filtered (Fig. 7.19). Since it is the latencies
of the different peaks that are important for diagnostic
purposes, the filters used should enhance the peaks
that are of diagnostic importance without shifting the
peaks in time. When recorded with an open band pass
(10–3,000 Hz), the ABR has the appearance of a series
of three clear positive peaks (Fig. 7.19) followed by
peak V. When low frequency components of the ABR
are not attenuated by filtering (Fig. 7.19), peak V is
seen to be followed by a broad negative peak, the SN10
component (Fig. 7.20). Electronic filters shift the peaks
in time to an extent that depends on the spectrum of 
the peaks, the type of filters used, and their settings.
Electronic filters may shift the different peaks of the
ABR differently. It is possible to design electronic filters
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BOX 7.7

H I S T O R Y  O F  T H E  A U D I T O R Y  B R A I N S T E M  R E S P O N S E

It was probably Kiang [107] and his colleagues at the
Eaton Peabody Laboratory in Boston who first demon-
strated these potentials. Dr Kiang belonged to the group
at MIT assembled by Professor Walter Rosenblith, who
pioneered signal analysis of neuroelectric potentials and
was in the forefront for developing signal averaging into
a routine method for studies of neuroelectric potentials.
Dr Kiang also predicted that these potentials might be
useful in diagnosis of disorders of the auditory system and
in intraoperative monitoring [107]. However, systematic
studies of the ABR were not published until 10-15 years
later at which time Jewett and his collaborators [95, 96]
identified and described the different components of 
the ABR and introduced the placement of the recording
electrodes that is now commonly used: one electrode

placed at the vertex and the other placed at the mastoid
on the side where the stimuli are applied [96]. This place-
ment, however, is not the ideal montage from a physio-
logical point of view.

When evoked potentials are recorded differentially
between two electrodes, one electrode is usually placed at a
location where the potential to be recorded is large and the
other electrode (reference electrode) is placed on a location
where it records as little as possible of the evoked potentials
that are studied. With the electrode placement commonly
used for recording ABR both recording electrodes record
auditory evoked potentials. Peak V has a larger amplitude
in the vertex recording than in the recording from the mas-
toid while peaks I–III have larger amplitudes in the record-
ings from the mastoid or earlobe than from the vertex.

FIGURE 7.19 The same ABR, filtered in three different ways. 
Top traces: low pass filter with a digital filter with a triangular
shaped weighting function with a base of 0.4 ms. Middle trace: dig-
ital band pass filter with a W shaped weighting function with a base
of approximately 1 ms. Lower trace: digital filter with a W shaped
weighting function with a base of approximately 2 ms (assuming a
40 µS sampling time).
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with linear phase shift and such filters (known as
Bessel filters [37]) will shift all components of the ABR
with same amount but such filters are rarely available.

Digital filters are more flexible than electronic filters
and optimal filtering can be obtained using digital fil-
ters whereas electronic filters have considerable limita-
tions [20, 185]. Digital filters are computer programs
that operate on the averaged waveform of the ABR.
Zero-phase digital filters can be designed so that they
do not shift any peak of the ABR at all. Aggressive 
filtering that is made possible using digital filters can
enhance specific components of the ABR that are of
interest (peaks). Peak II and peak IV of the ABR are
often difficult to identify, but appropriate (digital) fil-
tering can make these peaks appear clearly (Fig. 7.19).
Such filtering also makes it possible to have computer
programs identify the individual peaks and print their
latencies automatically (Fig. 7.19). It is common in
commercially available equipment to use digital filters
that emulate electronic filters. However, such filters 
do not provide all the advantages of digital filters. 
So called zero phase finite impulse filters offer other

advantages that cannot be achieved with electronic 
filters (or digital filters that emulate electronic filters)
such as reduced effect of stimulus artifacts [185].

The amplitude of the ABR decreases with decreas-
ing stimulus intensity2 and the latencies increase but
the different components of the ABR are affected 
differently. Decrease in stimulus intensity cause the
amplitude of early peaks (I, II, and III) to decrease
more than that of peak V (Fig. 7.21). That means that 
at low stimulus intensities, practically only peak V is
discernible.

For diagnosis of disorders of the auditory nervous
system (or for excluding such disorders) the ABR is
commonly elicited by click simulation presented to
one ear at a time. Clicks can be either condensation
clicks or rarefaction clicks. Condensation clicks move
the tympanic membrane (initially) inward while rar-
efaction clicks cause movement of the tympanic mem-
brane in the opposite direction. In attempts to reduce
the stimulus artifact, it has been common to use alter-
nating condensation and rarefaction clicks. While the
ABR in individuals with normal hearing are nearly
identical when elicited by condensation or rarefaction
clicks, the ABR may differ considerably in response to
these two types of clicks in individuals with cochlear
hearing loss [212]. The use of alternating condensation
and rarefaction clicks as stimuli is therefore not recom-
mended. (For more details about the use of ABR in
diagnostics, see Hall [75] or Jacobson [88].)

At a first approximation, the different components
of the ABR are generated by neural activity in sequen-
tially activated structures of the ascending auditory
pathways. However, the classical auditory nervous
system is not just a string of nuclei connected with fiber
tracts but rather a complex series of nuclei with many
interconnections, including a high degree of parallel
processing, and that complicates the interpretation of
the ABR (see Chapter 9).

The generation of ABR has been studied in animals
and more recently, in humans during neurosurgical
operations where the intracranial portion of the auditory

FIGURE 7.20 The effect of filtering on the broad negative peak at
approximately 12 ms latency (SN10). Top trace: unfiltered. Bottom
trace: digitally band-pass filtered. Note that the time scale is 20 ms
(reprinted from Møller and Jannetta, 1982, with permission from
Elsevier).

2The intensity of clicks used for recording ABR is often given in
“peak equivalent SPL” (PeSPL), which is the sound pressure of a
pure tone with the same peak sound pressure as the clicks. It is also
common to give the intensity of click stimulation in dB above the
normal hearing threshold (dB HL). (Hearing level [HL] is the sound
level in dB above the average threshold of young individuals without
disorders of the ear.) While the physical measure of click intensity
(PeSPL) is independent of the rate at which the clicks are presented,
the behavioral threshold (dB HL) decreases with increasing repetition
rate because of temporal integration in hearing. Thus at a rate of 
5 pps the threshold is approximately 37 dB PeSPL, at 20 pps it is 
35 dB PeSPL and at a rate of 80 pps, the threshold is 32 dB PeSPL
[283]. This means that the HL of clicks of (physical) intensity of which
is 105 dB PeSPL is 70 dB when presented at 20 pps.



nerve and other structures of the ascending auditory
pathways become exposed. Most studies of the genera-
tors of the ABR have focused on generators of the vertex
positive peaks in the ABR and only a few studies have
concerned the vertex negative waves of the ABR.

Much of our understanding of the contributions
from the ascending auditory nervous system to the
ABR has been gained from studies in animals but 
the specific anatomical differences between the audi-
tory nerve in humans and the commonly used experi-
mental animals including the monkey have caused
misinterpretation of the neural generators of the ABR
in humans. During the past 20–25 years extensive
studies of the responses recorded directly from
exposed structures of the human auditory nervous
system during neurosurgical operations have con-
tributed to the understanding of the generation of the
human ABR.

The abnormalities of the ABR in patients with
known pathologies such as tumors, etc., have also
been used to identify the neural generators of the ABR.
The use of pathologies presumes that the pathology in
question affects specific parts of the ascending audi-
tory pathways and that the anatomical location of the
pathology is known. The disadvantages of using such
methods are related to difficulties in assessment of the
anatomical location and extent of the pathologies.
Imaging studies such as the magnetic resonance imag-
ing (MRI) scans can only detect changes in structure
and not in function and it is uncertain how specific
morphological abnormalities, as they appear in imag-
ing studies, relate to functional abnormalities.

Reconstruction of the dipoles of the generators of
sensory evoked potentials based on recordings of
three-dimensional evoked potentials make it possible
to obtain some information about the anatomical 
location of generators of sensory evoked potentials.
The spatial resolution is, however, limited. Such
recordings (three-dimensional Lissajous trajectories, 
3-CLT) are made by placing three pairs of electrodes
orthogonal on the scalp.

Perhaps the most successful method for identifying
the neural generators of the ABR is the one that makes
use of comparisons between the ABR and evoked
potentials recorded directly from specific structures of
the ascending auditory pathways in patients undergo-
ing neurosurgical operations. Coincidence in time
between the main components of the directly recorded
potentials and the different (vertex positive) peaks of
the ABR has been taken as an indication, but not a
proof, that a specific structure is the generator of a cer-
tain component of the ABR. Such studies can be made
in selected neurosurgical operations where it becomes
possible to place a recording electrode directly on the
intracranial portion of the auditory nerve, the cochlear
nucleus or other structures of the ascending auditory
pathways or in their immediate vicinity. In such stud-
ies, the ABR is recorded simultaneously before and
during intracranially recordings to ensure that the sur-
gical manipulations have not affected the function of
the structures that contribute to the ABR [80, 147, 205,
253, 280]. Some investigators [79] have recorded directly
from the auditory nervous system by inserting elec-
trodes through burr holes in the skull and passing
them through the brain to reach the desired location.
Clicks have been the most commonly used stimuli in
such studies, but some investigators have used tone
bursts as stimuli.

Recordings from the intracranial portion of the
eighth cranial nerve in operations where that portion of
the nerve became exposed revealed that the negative
peak of the response (CAP) occurs with approximately
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FIGURE 7.21 Effect of stimulus intensity on the ABR. ABRs in
response to click stimulation presented at a rate of 30 pps at differ-
ent sound intensities (given in dB SL). Two thousand responses were
averaged and one repetition is shown. Note that vertex positivity is
shown as an upward deflection (reprinted from Galambos and
Hecox, 1977, with permission from Karger).
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the same latency as the second vertex positive peak
(peak II) in the ABR [80, 147, 205, 280]. This has been
taken to indicate that peak II is generated by the cen-
tral portion of the auditory nerve (Fig. 7.22). The rela-
tionship between the negative peak in the CAP
recorded directly from the intracranial portion of the
eighth nerve became even more convincing when the
latencies of peak II of the ABR and the main negative
peak of the CAP were compared over a large range of
stimulus intensities (Fig. 7.23) [204].

Before these studies were published, comparison of
the ECoG potentials with the ABR had shown that
peak I of the ABR occurs with the same latency as the
negative peak (N1) in the ECoG [233]. The N1 peak of
the ECoG is generated by the most peripheral portion
of the auditory nerve and therefore also peak I of the
ABR is assumed to be generated in the most peripheral
portion of the auditory nerve (in the ear). That means
that in humans, peak I is generated by the distal 
portion of the auditory nerve and peak II is generated
by the proximal (intracranial) portion of the auditory

nerve, thus the auditory nerve is the generator of two
peaks in the ABR. This is different from animals used
in auditory research where the auditory nerve is the
generator of only one peak in the ABR. The reason for
that is that the auditory nerve is much shorter in ani-
mals than in humans (0.8 cm in the cat [59] versus 
2.5 cm in humans [124]).

The response recorded directly from the surface of
the cochlear nucleus has a less clear relationship with
the simultaneously recorded ABR than the CAP
recorded directly from the auditory nerve. Comparison
between the responses recorded from the exposed
eighth cranial nerve, the cochlear nucleus and the 
ABR (Figs 7.24 and 7.25) show that the initial positive-
negative deflection in the response from the cochlear
nucleus has the same latency as peak II of the ABR 
and the sharp negative peak (N2) that follows in the
response from the cochlear nucleus has the same latency
as peak III of the ABR. This large negative peak in the
cochlear nucleus response is probably a result of firings
of nerve cells.

Peak III is thus the earliest manifestation of neural
activity in secondary neurons. The cochlear nucleus is
also the main generator of the vertex negative wave
between peak III and peak IV of the ABR. The fiber
tract that leaves the cochlear nucleus may contribute to
peak III of the ABR (including the negative component

FIGURE 7.22 Comparison between intracranial recordings made
from the exposed eighth nerve and the ABR. IAM = recording of the
CAP from the intracranial portion of the eighth nerve where it exits
the bony canal (porus acousticus). CPA = recordings of the CAP
directly from the exposed eighth nerve in the cerebello pontine
angle (CPA). C3 = ABR recorded between the ipsilateral earlobe and
the C3 on the parietal ipsilateral scalp (international EEG recording
nomenclature) (reproduced from Hashimoto et al., 1981, with 
permission from Oxford University Press).

FIGURE 7.23 Latency of the negative peak in the CAP recorded
from the intracranial portion of the eighth nerve as a function of the
stimulus intensity (open triangles) and the latency of peak II of the
ABR postoperatively (open circles). The sound stimuli were 5 ms
long 2 kHz tone bursts (modified from Møller and Jannetta, 1981,
with permission from Elsevier).



that follows peak III) [210]. Peak III may in addition
receive contributions from (late) firings of auditory
nerve fibers but peak III probably does not receive
input from neurons of a higher order than the cochlear
nucleus.

The timing of the neural activities in the three dif-
ferent divisions of the cochlear nucleus may be differ-
ent and the different divisions may contribute to
different peaks of the ABR. The three striae where they
merge to form the lateral lemniscus may also con-
tribute to peak III and the following negative deflec-
tion in the ABR.

The anatomical locations of the neural generators of
peak IV are poorly understood and only few pub-
lished studies have addressed the sources of peak IV
of the ABR. Recordings of evoked potentials directly
from the exposed lateral brainstem, rostral to the

entrance of the eighth cranial nerve near the fifth cra-
nial nerve have revealed a distinct component with a
latency value that is similar to that of peak IV of the
ABR (Fig. 7.25). This recording location is anatomically
close to the superior olivary complex, indicating that
the superior olivary complex might generate these near
field potentials and thus suggesting that peak IV of the
ABR might be generated by the nuclei of the superior
olivary complex [79, 209].
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FIGURE 7.24 Comparison of the response (A) from the eighth
nerve, (B) entrance of the eighth nerve into the brainstem, (C) the 
lateral side of the brainstem about 4 mm rostral to the entrance of
the eighth nerve and digitally filtered ABR recorded differentially
between the mastoid and vertex. Negativity of the near-field poten-
tials is shown as an upward deflection and vertex positivity of the
ABR is shown as a downward deflection. The stimuli were 2 kHz
tone bursts at 90 dB SPL (reprinted from Møller and Jametta, 1984,
with permission from Butterworth Publishers).

FIGURE 7.25 Recordings of the response from the floor of the
fourth ventricle to click stimulation in a patient undergoing an oper-
ation where the floor of the fourth ventricle was exposed surgically.
The stimulation was applied to the right ear. A monopolar recording
electrode was used to record the responses from the ipsilateral, 
contralateral dorsal cochlear nucleus (DCN) and at the midline over
the dorsal stria. Negativity is shown as an upward deflection. 
V–N = ABR recorded differentially between vertex and the upper neck,
vertex positivity is displayed as a downward deflection; E–E = ABR
recorded between the two earlobes, ipsilateral earlobe negativity is dis-
played as a downward deflection. Solid lines: responses to rarefaction
clicks (105 dB peSPL), dashed lines responses to condensation clicks
(reproduced from Møller et al., 1994, with permission from Elsevier).



Responses to contralateral stimulation that can be
recorded from the floor of the fourth ventricle near the
inferior colliculus [79, 80, 206, 217] reveal a sharp positive
deflection that is followed by a broad negative wave. The
sharp positive deflection occurs with nearly the same
latency as peak V of the ABR (Fig. 7.25) [80, 206]. The
response is larger and more distinct to contralateral stim-
ulation than to ipsilateral stimulation (Fig. 7.25) [217].
That supports the hypothesis that the initial sharp pos-
itive deflection is generated by the terminations of the
lateral lemniscus in the inferior colliculus on the side
that is contralateral to the stimulation. Peak V is thus

generated mainly by structures that are activated by
contralateral stimulation.

The slow deflection in the response from the infe-
rior colliculus (Fig. 7.26) has a similar latency as the
broad negative deflection seen to follow peak V in the
ABR. This peak (SN10 [34]) is variable in humans and
usually attenuated by the commonly used filtering of
the ABR. When the responses recorded directly from
the inferior colliculus or its close vicinity are filtered 
so that low frequency components are attenuated, a
series of sharp waves appear after the initial positive
peaks. These waves probably reflect firings of nerve
cells in the inferior colliculus (somaspikes). Comparison
between the ABR and such filtered recordings from the
inferior colliculus indicate that these components may
be the generators of peaks VI and VII of the ABR 
(Fig. 7.26).

Identification of the anatomical location of the gen-
erators of the ABR has been attempted by recording
the ABR in three orthogonal planes [93, 147, 234, 262].
Such three-dimensional recordings, known as the three-
channel Lissajous’ trajectory (3 CLT), display evoked
potentials as a line, each point of which represents the
voltage at any given time after the stimulus (Fig. 7.27).
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FIGURE 7.26 Responses recorded from the vicinity of the inferior
colliculus with the reference electrode on the clavicle (solid lines)
compared with the ABR recorded in the same operation between the
vertex and a position immediately above the ipsilateral pinna
(dashed lines). The top tracings: recordings with electronic filtering
0.003–10 kHz and digital low-pass filtering by a triangular weight-
ing function with a 0.8 ms base. Bottom tracings: the same record-
ings after digital filtering with a triangular weighting function that
has a band-pass characteristic and attenuates slow potentials. The
stimuli were 5 ms long, 2 kHz tone bursts at 95dB SPL, presented at
a rate of 7 pps (reprinted from Møller and Jannetta, 1983, with per-
mission from Taylor & Francis).

FIGURE 7.27 Illustration of the 3 CLT. Upper graph shows
recordings of the ABR in three orthogonal planes. Lower graphs 
are two-dimensional plots (Lissajous' trajectories). (reprinted from
Pratt et al., 1985, with permission from Elsevier).



The use of the 3 CLT recordings to identify the anatom-
ical location of the generators of evoked potentials such
as the ABR is based on the assumption that the head
acts as a sphere. A dipole source that is located inside
the sphere generates electrical potentials that can be
recorded from electrodes placed on the surface of 
the sphere. These potentials can be calculated when the
location of the dipole source is known. However, 
the opposite, namely calculating the location of gener-
ators when the potentials on the surface are known,
can only be done when certain conditions are fulfilled.
This is because a certain voltage distribution on the
sphere can be caused by more than one location of a
dipole source. Thus while such 3 CLT recordings 
provide a complete description of the potentials on 
the surface of the head, determination of the location
of a source of the potentials on the basis of distribution
of the electrical voltage on the surface of the head 
does not have a unique solution. Despite this defi-
ciency, the 3 CLT method has yielded valuable results
regarding identifying the anatomical location of 
individual generators of the components of the ABR 
[147, 235, 262, 309].

Scherg and von Cramon [262] showed that the gen-
eration of the ABR could be synthesized by six dipoles,
approximately located in the coronal plane (a vertical
plane that is perpendicular to the sagittal plane).
Dipole I is nearly horizontally oriented and represents
the auditory nerve (Fig. 7.28). The negative deflection
that follows peak I (I-) has a slightly different orienta-
tion. Dipole III and III- are also horizontally oriented
toward the contralateral ear, and located in the lower
brainstem on the ipsilateral side at approximately the

same distance from the midline as the cochlear
nucleus. The fifth and sixth dipole representing peaks
IV and V are oriented vertically but the resolution of
these vertical components did not allow determination
of their exact location, nor was it possible to determine
whether they were located ipsilaterally or contralater-
ally to the stimulated ear.

Studies of such 3-CLT recordings thus confirmed
results obtained by other methods particularly regard-
ing the generator of peak I and II and helped to explain
how the recorded ABR depends on the electrode posi-
tions. Since the orientation of the dipoles of peaks I, II,
and III are mostly along a line between the two ears,
these peaks will appear with their highest amplitudes
in recordings where the electrodes are placed at each
earlobe (or mastoid), whereas peaks IV and V are best
recorded from electrodes placed on the vertex and one
earlobe or with a non-cephalic reference (such as the
upper neck).

Studies of pathologies that affect the auditory nerv-
ous system have confirmed that peak II is generated
by the intracranial portion of the auditory nerve.

Some studies of abnormalities of the ABR in indi-
viduals with known pathologies have produced
results that at a glance contradict other studies of the
neural generators of the ABR [146]. One such disagree-
ment regards the question about laterality of the gen-
erators of the ABR.

While most investigators agree that peaks I, II, and
III are generated on the ipsilateral side of the brain-
stem, some investigators disagree about the anatomi-
cal location of the generators of the later peaks [217].
Thus, Markand and coworkers [146] have interpreted
available data and came to the conclusion that peak V
is generated by brainstem structures on the side from
which the ABR is elicited.

Determining the anatomical location of the neural
generators of peak V of the ABR on the basis of
abnormalities in the ABR in patients with lesions that
affect the ascending auditory pathways has pitfalls
that are often overlooked. The results of such studies
are also more difficult to interpret than results from
intracranial recordings. Nevertheless, such methods
have the advantage that the results are directly related
to the use of the ABR in diagnosis of disease processes
that may affect the auditory nervous system.

Animal experiments make it possible to study the
effect of inactivation (ablation) of specific neural struc-
tures on the ABR in addition to comparing the poten-
tials recorded from specific structures of the ascending
auditory pathways with the ABR. However, the ABR
in the animals that have been studied differs from that
of humans. Thus the ABR obtained from animals,
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FIGURE 7.28 Orientation and strength of the six dipoles identi-
fied from recordings from electrodes placed in three planes. The hori-
zontal line is a line between the two ears and it is also the time axis.
The vertical axis is a line between the middle of that line and the
vertex. The origin of the vectors is the latency of the first peak in 
the dipole and the length is the relative strength of the dipoles. Note 
the short distance between the two first dipoles (peak I and II of the
ABR) and the third (peak III) (reprinted from Scherg and von
Cramon, 1985, with permission from Elsevier).
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BOX 7.8

D I F F E R E N T  I N T E R P R E T A T I O N S  O F  A B R  N E U R A L  G E N E R A T O R S  
B A S E D  O N  P A T H O L O G Y

The results of studies of the abnormalities of the ABR
in patients with discrete intrinsic lesions of the brainstem
[146, 222, 325] have been interpreted to show that the
neural generators of all peaks, including peak V are located
on the side from which the ABR is elicited. The results have
been summarized by the widely cited statement: “When
ABR abnormalities either occur exclusively on stimulation
of one ear or are asymmetric on right and left ear stimula-
tion, the responsible lesion in the brain stem is on the side
of the ear eliciting maximal abnormality” [146].

Garg et al. [64] studied patients with a certain kind of
hereditary motor-sensory neuropathy (type I) and found
evidence that both peak I and peak II of the ABR were
generated by the auditory nerve. That peak III is gener-
ated in the pontine region of the ipsilateral brainstem was
supported by studies of the abnormalities of the ABR in
patients with discrete lesions in the brainstem [64, 146].

Chiappa [26] in a recognized handbook on evoked
potentials has extended the conclusions from lesion studies
on the ABR to mean that the ABR does not reflect the parts
of the ascending auditory pathways that are normally
associated with hearing (the crossed pathways). This
seems too strong a statement and the results from studies
of pathologies can be explained in a more plausible way.
As mentioned above, there is overwhelming evidence
from physiological studies that peak V is mainly generated
by structures located on the contralateral side with the main
crossing occurring at the level of the superior olivary com-
plex (see Chapter 5), but anatomical studies show uncrossed
pathways as well. It is not known how many fibers cross
and how many continue on the same side and the impor-
tance of the uncrossed pathways for hearing is unknown.

The findings that lesions (tumors, bleeding, etc.) verified
by imaging techniques (such as MRI) affect components of
the ABR elicited from the side of the lesion more than
they affect (peak V) of the ABR elicited from the contralat-
eral ear [146] does not need to be a contradiction to results
of electrophysiologic studies that show that peak V of the
ABR is generated mainly by structures located on the oppo-
site side from which the ABR is elicited. These findings can
be explained without resorting to such a drastic assump-
tion that the uncrossed pathways are the (main) generator
of the ABR [26].

First, recognize that changes at the peripheral levels are
imposed on more centrally located structures. Lesions of

peripheral structures will therefore also affect compo-
nents of the ABR that are generated by more centrally
located structures. Assume that peak V is generated when
propagated neural activity in the lateral lemniscus (LL)
halts, which normally occurs where the lateral lemniscus 
terminates in the inferior colliculus. Lesions to the LL
from disease processes, such as a tumor, may cause a 
total or partial arrest of propagation of neural activity at
the location of the lesion. Such a halt in propagation of
neural activity in the LL can generate a stationary peak in
the far field that is indistinguishable from a normal peak
V. A lesion located at the LL anywhere between the ipsi-
lateral cochlear nucleus and the contralateral inferior col-
liculus will have the same effect. The only obvious
abnormalities in the ABR would be a slightly shorter
latency of peak V that is unlikely to be noticeable. The
SN10 would be abolished by interruption of the neural
transmission in the LL but the SN10 is normally not
detectable because the high-pass filter commonly used
attenuates the SN10. That means that a lesion of the LL in
its contralateral course may not produce any noticeable
change in the ABR. For the same reason, the effect of a
tumor or other lesion on the inferior colliculus may not
change the ABR noticeably.

The finding of changes in the ABR elicited from the
ipsilateral side in patients with lesions in the brainstem
may be explained by the fact that the anatomical extension
of the lesions were poorly defined and lesions in the mid-
brain as determined by MRI scans may extend further
caudally and affect the cochlear nucleus and superior 
olivary complex.

Studies that show that lesions that affect the midbrain
may cause changes in peak V of the ABR elicited from 
the contralateral ear have often been overlooked. Thus,
Zanette et al. [328] found that peak V was absent in the
ABR of certain patients with brainstem hemorrhage when
elicited from the ear contralateral to the bleeding. Fischer
et al. [53] showed that wave V of the ABR was delayed
and had a reduced amplitude when elicited from the
opposite side in a patient with a lesion involving the infe-
rior colliculus. It should also be noted that the study by
Markand [146] indeed found changes in the ABR elicited
from the side opposite to the lesion, but the changes were
not noticeably larger than those in the ABR elicited from
the side of the lesion.



including the monkey, consists of only four constant
vertex positive peaks (Fig. 7.29). The reason is that 
the auditory nerve is much shorter in animals 
used in auditory experiments than it is in humans.
This causes the travel time in the auditory nerve to be 

too short to generate two clearly separated peaks in
animals. There may be other differences attributable
to the differences in the ascending auditory pathways,
mainly concerning the superior olivary complex 
(see [158, 159]).

A synthesis of the results using several different
methods has provided the following general descrip-
tion of the neural generators of vertex positive 
peaks of the click evoked ABR recorded between 
electrodes placed on the vertex and the earlobe or 
mastoid on the side where the stimulation is applied
(Fig. 7.30):

Peak
I: Distal (peripheral) portion of the auditory nerve

II: Proximal (central) portion of the auditory nerve
III: Cochlear nucleus
IV: Probably structures that are close to the midline

(superior olivary complex?)
V: Sharp vertex positive peak: The termination of

the lateral lemniscus in the inferior colliculus on
the contralateral side. The slow negative peak
(SN10): Dendritic potentials from the inferior
colliculus.

It seems unlikely that any structure of the auditory
system other than the auditory nerve can contribute
to peaks I and II because cochlear nucleus cells would
not fire earlier than 0.5 to 0.7 ms after the arrival of the
neural volley in the auditory nerve. Peaks I and II 
are the only components that are generated by a 
single structure. Later components of the ABR are
likely to receive contributions from several structures.
All structures of the ascending auditory nervous
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FIGURE 7.29 ABR recorded from a rhesus monkey. Solid lines:
responses to rarefaction clicks, dashed lines: responses to condensation
clicks. The reference electrodes were placed on the shoulder. In the
mastoid and vertex recordings, negativity is shown as upward
deflections and the vertex-mastoid recording vertex positivity is
shown as a downward deflection (reprinted from Møller et al., 1986,
with permission from Elsevier).

BOX 7.9

N E U R A L  G E N E R A T O R  O F  P E A K  I I  A N D  A U D I T O R Y  N E R V E  L E N G T H

The results of early studies of the neural generators of
the ABR in animals [23], which showed that peak II of the
cat ABR was generated in the cochlear nucleus resulted in
the erroneous assumption that also peak II of the human
ABR was generated in the cochlear nucleus. The anatomical
differences between the auditory nerve in humans and in
the animals used in such experiments were not recognized
and that caused the misinterpretation of the neural genera-
tors of the ABR in humans. The auditory nerve in humans
is approximately 2.5 cm long [125, 126] compared with
0.5–0.8 cm in the cat [59]. The auditory nerve in humans is
therefore sufficiently long to generate two well-separated

peaks in the ABR (I and II) while it generates only one peak
in the ABR in animals. The auditory nerve in humans is
longer than in small animals because humans have a larger
head and a much larger sub-arachnoidal space in the 
cerebello-pontine angle than animals commonly used for
studies of the auditory system, including the monkey.

It has been shown that under favorable circumstances
two separate peaks that are generated by the auditory
nerve could be identified in the ABR of small animals 
[1, 284]. The latency of the second peak was approximately
0.4 ms longer than that of peak I and it may correspond to
peak II in humans.



system other than the auditory nerve are likely to con-
tribute to more than one peak of the ABR.

It is also important to consider that not only the
vertex positive peaks are generated by specific struc-
tures of the auditory nervous system, but also the vertex
negative waves have more or less specific neural 
generators [217, 329]. It is interesting to speculate what
would have happened if it had been the vertex nega-
tive waves that were labeled and attention therefore
drawn to these components instead of the vertex posi-
tive peaks.

It is not known with certainty whether the different
components of the ABR are generated by fiber tracts
(white matter) or cell bodies in nuclei (gray matter).
Both of those two kinds of structures may contribute
to far-field potentials. The fact that the auditory nerve
is the sole generator of peaks I and II shows that a
nerve can contribute to the ABR. This means that it is
also reasonable to assume that fiber tracts can generate
stationary peaks in the far field and thus contribute 
to the ABR. The contribution to the ABR that has 
been ascribed as coming from nuclei may in fact be

generated by fiber tracts that lead to and from the
nuclei. An example is the sharp peak of peak V, which
is generated by the termination of the LL in the IC.
Whatever structures generate the sharp peaks in the
far-field auditory potentials, their amplitude seems to
depend on how well synchronized the neural activity
is in the structure in question (nerve, fiber tracts or
nuclei). Since these sources of the ABR can be regarded
as dipoles that are oriented differently, the amplitude of
the components of the ABR that they generate depends
on the orientation of the pair of electrodes from which
the ABR is recorded.

4.2. Middle Latency Responses

The middle latency response (MLR) consists of
evoked potentials that occur in the interval between 
10 and 80 ms (or 10–100 ms) after a sound stimulus.
The MLR is commonly recorded in a similar way 
as the ABR, thus differentially between electrodes on 
the vertex and the earlobe on the side where the 
sound stimuli are applied. The different components
of the MLR are generated by more central neural 
structures than the ABR, including the auditory cortex.
The MLR were first described by Geisler et al. [65], 
and were later studied by many investigators such 
as Picton et al. [232] and by Nina Kraus and her 
co-workers [117].

The labeling of the components of the MLR is per-
haps even more confusing than what is the case for 
the ABR. The most prominent components are labeled
Na, Pa, and Nb, Pb, Nc, Pc, Nd with N for negative
and P for positive waves (Fig. 7.31) [61]. The slow 
negative (SN10) component of peak V of the ABR is
usually visible in the MLR (as Na) because the MLR is
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FIGURE 7.30 Schematic summary of the anatomical location of
the neural generators of the ABR (reprinted from Møller, 2006, with
permission from Cambridge University Press).

FIGURE 7.31 Middle latency responses (MLR) shown on a 
100 ms time scale. The responses were elicited by click stimula-
tion, presented at a rate of 10 pps (reprinted from Galambos 
et al., 1981).



recorded with preservation of low frequencies (low
settings of the high pass filter in the amplifiers used).
The Na component is followed by a large negative
peak, Nb with a latency of approximately 35 ms. 
Two more negative peaks, Nc and Nd, can usually be
identified.

Our knowledge about the origin of these potentials
is sketchy at best. The fact that myogenic auditory
evoked potentials (see p. 177) occur in the time window
of the MLR has added to the difficulties in determin-
ing the neural generators of the MLR. Other factors,
such as the much greater variability of the MLR 
compared with the ABR, make interpretation of stud-
ies of the neural generators of the MLR more difficult
than that of the ABR. The degree of wakefulness
affects the MLR and intraoperative studies are difficult
to do because the MLR is suppressed by anesthesia.
Thus, only a few studies have addressed the anatomi-
cal location of the neural generators of the MLR in
humans.

It is a general rule that the amplitude of sensory
evoked potentials such as auditory evoked poten-
tials decreases with increasing repetition rate of the
stimuli. However, Galambos and his co-workers
[61], have shown that the amplitude of the response

to repetitive sound stimuli has its highest value 
at stimulus repetition rates of approximately 40 Hz
(or pps) when elicited by clicks or short tone bursts
(Fig. 7.32).

The reason for the increased amplitude at a 
stimulus repetition rate of 40 pps is that peaks in the
MLR occur with intervals of approximately 25 ms and
they therefore add to each other when the interval
between individual stimuli is 25 ms, thus a repetition
rate of 40 pps (or Hz). The 40 Hz response elicited 
by bursts of pure tones seems to be useful for deter-
mining the hearing threshold in non-cooperative 
individuals.

4.3. Far-field Frequency Following
Responses in Humans

Sound evoked potentials that reflect the waveform
of the stimulus sounds are the frequency-following
potentials. The latency of these responses is approxi-
mately 6 ms, indicating that the FFR is generated 
by structures that are rostral to the auditory nerve. 
It is probably the part of the cochlea that responds best
to frequencies below 2 kHz, that generates the FFR
[165, 166].
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BOX 7.10

N E U R A L  G E N E R A T O R S  O F  M I D D L E  L A T E N C Y  R E S P O N S E

Already by 1958, Geisler et al. [65] suggested that
these potentials might be generated by the auditory
cortex and later Lee et al. [133] found evidence in
intracranial recordings in humans that the Pa component
with normal latencies of 24–30 ms was generated by the
auditory cortex. The neural generators of the MLR in
humans may be different from those in animals and it is
uncertain how the different components of the MLR in
animals correspond to the components of the MLR in
humans.

Recent studies in animals have revealed that some of
the components of the MLR may be generated by the
non-classical ascending auditory pathways. It has been
shown that the ventral and the caudo-medial portions of
the medial geniculate body in the guinea pig give 
specific contributions to the MLR. The ventral portion 
of the medial geniculate body is associated with the 

classical lemniscal auditory pathways and relays infor-
mation to the primary cerebral auditory cortex where 
all information passes (see Chapter 5) while the caudo-
medial portion of the medial geniculate body contains
relay neurons for the non-classical ascending auditory
system. McGee et al. [150] studied the contribution to the
MLR recorded from each of these two parts of the medial
geniculate body by inactivating one part at a time, by
injecting Lidocaine in corresponding parts of the medial
geniculate body. The MLR recorded from the scalp in
guinea pigs overlying the temporal lobe was different
from that recorded from a midline electrode position.
Some of the components of the MLR recorded from a
midline position were assumed to be generated by the
non-classical system, whereas those recorded from the
skull over the temporal lobe are generated by the classi-
cal system.



4.4. Myogenic Auditory Evoked Potentials

When sensory evoked potentials are concerned, it is
usually assumed that the recorded potentials are gen-
erated by structures of the nervous system. Sensory
stimuli can, however, also evoke motor responses that
can be recorded as electromyographic (EMG) potentials.

Several investigators have described acoustically
evoked muscle responses that occur with latencies
between 10 and 30 ms in response to loud transient
sounds [29, 65, 108].

Myogenic auditory evoked potentials are affected by
attention, arousal, voluntary and involuntary muscle
tension and other factors (Fig. 7.34). The variability of
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FIGURE 7.32 (A) The 40 Hz response. The change in the response when the repetition rate of the stimu-
lation is changed. (B) Peak-to-peak amplitude of the response as a function of the repetition rate of the stim-
ulation (from Galambos et al., 1981).

BOX 7.11

G E N E R A T O R S  O F  F R E Q U E N C Y  F O L L O W I N G  R E S P O N S E

Moushegian and co-workers showed in 1973 [166] that
FFR to low frequency tones could be recorded from 
electrodes placed on the scalp of human volunteers 
(Fig. 7.33). Masking studies confirmed that these poten-
tials were of neural origin and not cochlear microphonics
(CM) (Fig. 7.33A). The FFR recorded from electrodes

placed on the scalp (vertex and mastoid) can be observed
in the frequency range from 0.25 to 2 kHz and it is 
most pronounced for tones with frequencies in the range
of 0.25 to 0.5 kHz (Fig. 7.33A). The amplitude of these
potentials increases with increasing stimulus intensity
(Fig. 7.33B) [166].



the responses makes it difficult to interpret the
results of such recordings and this is why 
myogenic evoked responses never gained clinical
use [36]. The fact that the latency of the earliest 
components of these myogenic potentials are

between 10–30 ms makes such potentials sometimes
occur at the end of the 10 ms recording window of
the ABR and thus easily distinguishable from the
components of the ABR that originate from auditory
brainstem structures. Myogenic responses, however,
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BOX 7.11 (cont’d)

FIGURE 7.33 (A) The frequency following response (FFR) to tones of different frequencies. The responses
to tones of different frequency presented in bursts of 18 ms duration and 5 ms rise and fall time. The stimulus
envelope is indicated below by the stimulus artifact of a 0.5 kHz tone burst (reprinted from Moushegian et
al., 1973, with permission from Elsevier). (B) The frequency following response (FFR). The response to 0.5 kHz
tone bursts of 14 ms duration and 5 ms rise and fall time at different sound intensities (in dB SL) recorded from a
human subjects from electrodes placed on the vertex and the earlobes (reprinted from Moushegian G, Rupert AL,
Stillman RD. Laboratory note. Scalp-recorded early responses in man to frequencies in the speech range.
Electroenceph. Clin. Neurophysiol. 1973; 35: 665–667, with permission from Elsevier).
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BOX 7.11 (cont’d)

(C)

FIGURE 7.33 (C) The frequency following response (FFR). The
latency of the FFR to 0.5 Hz tone bursts. The onset of the tone and
the onset of the FFR are marked by arrows. The latency was 6.1 ms.
The sound level was 60 dB SL (reprinted from Gerken et al., 1975,
with permission from Elsevier).

BOX 7.12

A U D I T O R Y  E V O K E D  M Y O G E N I C  P O T E N T I A L S

Auditory evoked myogenic potentials can be recorded
from an electrode placed behind the ear and from elec-
trodes placed on the parietal region of the scalp (Fig. 7.34)
[149]. It is not only muscles on the head that respond to
sound stimulation but also extracranial muscles respond
to strong click sounds (Fig. 7.35) [65].

FIGURE 7.34 Myogenic potentials recorded from an electrode
placed on P1 and Cz (left column), and inion and Pz (right column).
The different rows of records were obtained with different tension
of neck muscles (reprinted from Mast, T.E. 1965. Short latency
human evoked responses to clicks. J. Appl. Physiol. 20, 725–30, with
permission from the American Physiological Society).



BOX 7.12 (cont’d)
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may interfere with the neural components of the
MLR responses and that has been an obstacle in the
clinical use of the MLR. Some of these responses
recorded from extracranial muscles have been attrib-
uted to activation of the vestibular system and 

thus being parts of vestibular spinal reflexes [52].
Myogenic responses are not associated with visible
contractions of muscles such as are the general sound
evoked startle response which may occur in response
to unanticipated loud sounds involving many muscles.

FIGURE 7.35 Responses from the trapezius muscle to click stimulation. The grand average of the
responses to monaural stimulation (clicks, 100 dB hearing level presented at 3 pps) in 12 subjects is shown.
Responses from the right (R-TRA) and left (L-TRA) trapezius muscles to stimulation of the right ear is shown
(reprinted from Ferber-Viart et al., 1998, with permission from Taylor & Francis).
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1. ABSTRACT

1. The acoustic middle-ear reflex involves only the
stapedius muscle in humans but both the tensor
tympani and the stapedius muscles contract as 
an acoustic reflex in animals commonly used in
auditory research.

2. The acoustic middle ear reflex can be elicited by
sounds of approximately 85 dB HL in individuals
with normal hearing. The strength of the muscle
contraction increases gradually with increasing
stimulus intensity.

3. When elicited by sounds presented to one ear, 
the stapedius muscle in humans contracts in both
ears but the response is slightly stronger in the
ipsilateral ear and its threshold is lower.

4. The contraction of the stapedius muscle 
occurs with a latency that decreases from
approximately 100 ms for sounds near the 
threshold of the reflex to approximately 
25 ms for high intensity stimuli.

5. Contractions of the stapedius muscle decrease
sound transmission to the cochlea, more for low
frequencies than for high frequencies.

6. The acoustic middle ear reflex acts as a control
system that makes the sounds that reaches 
the cochlea vary less than the sounds that 
reach the tympanic membrane.

7. Contraction of the stapedius muscle changes 
the ear’s acoustic impedance.

8. Recording of changes in the ear’s acoustic
impedance is the most common method used 
for studies of the acoustic middle-ear reflex 
and it is used in clinical diagnosis.

9. The acoustic middle ear reflex response is
reduced after intake of sedative (hypnotic) 
drugs such as barbiturates and alcohol.

10. The middle-ear muscles contract in other ways
than in response to sounds. A few individuals 
can voluntarily contract their middle-ear muscles
and the stapedius muscle contracts before
vocalization.

2. INTRODUCTION

Involuntary muscle contractions that are elicited 
by sound are known as acoustic reflexes. The best
known acoustic reflex is the acoustic middle-ear reflex,
which involves one or both of the two middle-ear
muscles. This reflex has been studied extensively, and
recording of the reflex response plays an important
role in modern audiological testing. The basic charac-
teristics of the reflex will be described in this chapter,
while its use in diagnosis of disorders of the middle
ear, the cochlea and the auditory nervous system will
be discussed in Chapters 9 and 10.

Other types of acoustic reflexes include the startle
reflex where a loud and unexpected sound causes 
contraction of many skeletal muscles. The movement
of the eyes toward the source of strong impulsive
sounds may also be regarded as an acoustic reflex.
Contractions of face and neck muscles commonly
occur in response to loud sounds. Small invisible 
contractions can be detected by recording electromyo-
graphic (EMG) potentials in response to sounds over 
a wide range of intensities. The raise in heart rate in
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response to a strong sound is not commonly regarded
as an acoustic reflex but it has most of the characteris-
tics of an acoustic reflex. Whether or not seizures that
under rare circumstances can be evoked by strong
sounds (audiogenic seizures) may be called acoustic
reflexes is a matter of definition. These acoustic
reflexes are not discussed in this book.

The acoustic middle-ear reflex has been studied
extensively in both humans and animals. The effector
organ of the acoustic middle-ear reflex in humans is
the stapedius muscle and in some animal species, 
the tensor tympani muscle also contracts in response
to loud sounds. Thus, despite the fact that the
stapedius and the tensor tympani muscles are inner-
vated by two different cranial nerves (the facial 
and the trigeminal nerves, respectively, see Chapter 1)
these two muscles contract together as an acoustic
reflex, at least in the animals often used in auditory
research, such as the cat, guinea pig, and rat. In
humans a sound above the threshold of the reflex 
presented to one ear elicits a contraction of the
stapedius muscle in both ears but the response is slightly
larger when elicited from the ipsilateral ear [194].

3. NEURAL PATHWAYS OF THE
ACOUSTIC MIDDLE-EAR

REFLEX

The stapedius muscle is innervated by the
stapedius nerve, a branch of the facial nerve. The
stapedius nerve takes off from the main trunk of 
the facial nerve in the facial canal peripheral to the 
petrosal nerve and the geniculate ganglion. In humans
it branches off the facial nerve approximately 1 cm
from the stylomastoid foramen (Fig. 8.1). The tensor
tympani muscle is innervated by the mandibular branch
(V3) of the fifth cranial nerve (the trigeminal nerve).

Studies in the rabbit [14] have shown that the 
auditory nerve and the ventral cochlear nucleus are
the first part of the reflex arc of both the contralateral
and the ipsilateral pathways of the acoustic stapedius
reflex (Fig. 8.2). The tensor tympani reflex also uses

neurons in the ventral cochlear nucleus. The dorsal
cochlear nucleus is not involved in the acoustic
middle-ear reflex. Two main parallel ipsilateral path-
ways lead sound evoked neural activity to the facial
motonucleus and subsequently activate the stapedius
muscle (Figs 8.2 and 8.3). One pathway is a direct 
connection from the ventral cochlear nucleus to the
facial motonucleus on the same side thus a two-
synapse reflex arc. The other pathways connect the
ventral cochlear nucleus to the facial motonucleus
through a second synapse in nuclei of the superior 
olivary complex (SOC). Both a crossed and an
uncrossed pathway connect neurons in the SOC to 
the facial motonucleus, thus a three-synapse reflex 
arc. The crossed pathways of the stapedius reflex
(mediator of the contralateral response) have a
synapse in the medial superior olivary (MSO) nucleus
from where connections lead to the facial motonucleus.
The neurons in the part of the facial motonucleus that
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FIGURE 8.1 Schematic drawing of the course of the facial 
nerve in the skull. Notice the stapedius nerve (reprinted from
Schucknecht, H.F. 1974. Pathology of the Ear. Cambridge, MA:
Harvard University Press, with permission from Harvard
University Press).

FIGURE 8.2 Schematic drawing of the reflex arc of the acoustic middle ear reflex (stapedius reflex). N.VIII =
auditory nerve; N.VII = facial nerve; N.VII = facial motonucleus; VCN = ventral cochlear nucleus; and SO =
superior olivary complex (reprinted from Møller, 1983, with permission from Elsevier).



are anatomically close to the superior olivary complex
innervate the stapedius muscle [103].

The direct pathways of the ipsilateral acoustic
middle-ear reflex thus have two and three synapses,
respectively, and the contralateral reflex has at least
three synapses. A more diffuse pathway of the acoustic
middle-ear reflex also exists [14]. These indirect 
pathways have many synapses. The reflex response
mediated by the indirect pathways is slower and 
more sensitive to anesthesia than that mediated by 
the direct pathways, and it is probably also affected by
the degree of wakefulness. It is not known in detail
which neural structures comprise the indirect path-
ways but ablation of the inferior colliculus (IC) did not
have any noticeable effect on the reflex response [14]
nor did lesions in the pyramidal tract affect the
response noticeably. Therefore, it may be assumed that
the acoustic middle-ear reflex does not involve the
cerebellum, nor the midbrain or the forebrain.

The reflex pathways for the tensor tympani are
slightly different from that of the stapedius reflex.
Axons from the MSO connect to the fifth cranial nerve
motonucleus on both sides and these connections 
may be the most important ones for the tensor tym-
pani reflex [14]. No connections from the trapezoidal
body to the fifth cranial nerve motonucleus have 
been found.

4. PHYSIOLOGY

The response of the acoustic middle-ear reflex in
humans has been studied using recordings of changes
in the ear’s acoustic impedance, displacement of the
tympanic membrane and by recording of electromyo-
graphic potentials from the stapedius muscle.
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FIGURE 8.3 Pathways of the acoustic middle ear reflex as shown
in three transverse sections through the brainstem of a rabbit. Solid
lines represent nerve tracts; dotted lines show the connections
between the sections. CR = restiform body; DCN = dorsal cochlear
nucleus; ED = ear drum; G7 = internal geniculum of the seventh cra-
nial nerve; MSO = medial superior olive; Nc 7 = nucleus of the sev-
enth cranial nerve; N.VII = seventh cranial nerve; P = pyramidal tract;
St. = stapedius; TB = trapezoid body; Tr 5 = spinal trigeminal tract; TT
= tensor tympani; VCN = ventral cochlear nucleus. Numbers refer to
the order of neurons in the stapedius reflex and the tensor tympani
reflex (reprinted from Borg, 1973, with permission from Elsevier).

BOX 8.1

T E C H N I Q U E S  F O R  R E C O R D I N G  T H E  C O N T R A C T I O N S  
O F  T H E  M I D D L E - E A R  M U S C L E S

Recordings of changes in the ear’s acoustic impedance
are a convenient and non-invasive method to record the
contractions of the middle-ear muscles and it is the
method commonly used in research as well as in clinical
studies of the acoustic middle-ear reflex. Its use is based
on the fact that contractions of the middle-ear muscles
change the ear’s acoustic impedance (Chapter 2).

Geffcken (1934) was probably the first to report that
the ear’s acoustic impedance changed when the middle
ear muscles were brought to contraction by a loud sound.
Metz [151, 152] was one of the first to use measurements
of the ear’s acoustic impedance for clinical purposes and
he pioneered the use of measurement of changes in the
ear’s acoustic impedance to record the contractions of the



4.1. Responses to Stimulation with Tones

The response amplitude of the acoustic middle 
ear reflex to sounds just above threshold of the reflex
increases gradually after a brief latency and attains 
a plateau after approximately 500 ms. The response
amplitude increases at a faster rate in response to
sounds well above threshold (Fig. 8.4). The amplitude
of the reflex response elicited by high frequency 
sounds decreases over time (adaptation) but normally
the reflex response elicited by tones below 1.5 kHz
shows little adaptation. The amplitude of the response
is slightly larger when elicited from the ipsilateral ear,
compared with the contralateral ear (Fig. 8.4) [169,
194]. The amplitude of the reflex responses increases
with increasing stimulus intensity and reaches a
plateau approximately 20 dB above the threshold 
(Fig. 8.5). The maximal response amplitude that can 
be obtained is higher when recorded from the ear 
from which the reflex is elicited than when recorded
from the contralateral ear (Fig. 8.5). The rate of the
increase in the response amplitude with increased
stimulus intensity is similar for ipsilateral and con-
tralateral stimulation (Fig. 8.5). The difference between
the response to ipsilateral and contralateral stimula-
tion is greater when the reflex response is elicited by
low frequency tones than by tones above 0.5 kHz.
When the stimulus tone is applied to both ears at 

the same time the response is larger than when only
one ear is stimulated (Fig. 8.5) and the stimulus
response curves are shifted approximately 3 dB rela-
tive to that of ipsilateral stimulation [169]. It is note-
worthy that most studies of the acoustic middle-ear
reflex, including its use in clinical diagnosis, have 
been restricted to studies of the contralateral responses.

The stimulus response curves are less steep for
stimulation with short tones than for long tones 
(Fig. 8.6) and the difference between the response to
bilateral, ipsilateral, and contralateral stimulation is
greater when the reflex is elicited by short tones 
than by long tones. The response to short tones also
reaches a plateau at a lower response amplitude than
that to long tones, and the response to contralateral
stimulation reaches a plateau at a lower response
amplitude than for ipsilateral and bilateral stimulation.

Using recordings of changes in the ear’s acoustic
impedance, the threshold of the human acoustic middle-
ear reflex is approximately 85 dB above normal hear-
ing threshold [195] but there are considerable
individual variations (Fig. 8.7). The threshold of the
acoustic middle-ear reflex is poorly defined because
small irregular responses are obtained in a large 
range of stimulus intensities near threshold (Fig. 8.8).
The variability of these responses makes it difficult 
to accurately determine the absolute threshold of 
the acoustic middle-ear reflex. The “threshold” of the
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BOX 1 (cont’d)

middle-ear muscles. Since then recordings of the change
of the ear’s acoustic impedance have been used by
numerous investigators for clinical studies of the acoustic
middle-ear reflex [92, 296] and for research purposes
[194]. While Metz [151] and Jepsen [92] used the Schuster
bridge, the investigators who followed mainly used an
electroacoustic method [33, 182, 194, 296] and that is 
also the principle used in the equipment that is presently
used clinically. Most commercially available equipment
that is designed for clinical recording the response of the
acoustic middle ear reflex and for tympanometry use test
tones of approximately 0.22 kHz but investigators of 
the function of the acoustic middle ear reflex have used a
0.8 kHz probe tone [194]. Another non-invasive method
makes use of recordings of the displacement of the tym-
panic membrane as an indicator of contractions of the
middle ear muscles but this method does not provide a

reliable measure of the contraction of the stapedius
muscle (see p. 38).

Recording electromyographic (EMG) potentials [19,
229] from the exposed stapedius muscle or recording 
the change in the cochlear microphonic (CM) potentials
[177] has also been used to study the function of the
acoustic middle ear reflex. Recording of EMG potentials
makes it possible to discriminate between the contrac-
tions of the two muscles, which is not possible by record-
ing of the ear’s acoustic impedance. Recording CM makes
it possible to measure the change in sound transmission
through the middle ear that is caused by contractions 
of the middle-ear muscles [177]. Both the EMG and the 
CM methods are invasive and are not practical for 
use in humans except in special situations where the 
middle-ear cavity becomes exposed during a surgical
operation [19].



acoustic middle ear reflex, defined as the sound inten-
sity necessary to elicit a response the amplitude of
which is 10% of the maximal response, is a more repro-
ducible measure of the sensitivity of the reflex [195].
The threshold that is defined as the sound intensity
needed to elicit a response with a small amplitude 
(for instance, 10% of the maximal response) has a 
high degree of reproducibility in the same individual
when recorded at different times (Fig. 8.9). The reflex
threshold, as defined here for stimulation of the 
contralateral ear, is approximately 85 dB above hear-
ing threshold in young individuals with normal 
hearing. The reflex threshold shows considerable indi-
vidual variations [195]. These large individual variations
that are present even between young individuals with
normal hearing and without history of middle-ear dis-
orders (Fig. 8.7) should be considered when the threshold

of the acoustic middle-ear reflex is used for diagnostic
purposes. The fact that the threshold in an individual
person varies very little over time (Fig. 8.9) makes it
possible to follow the progress of disorders of individ-
ual patients such as that of vestibular Schwannoma.
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FIGURE 8.4 Change in the acoustic impedance recorded in both
ears simultaneously as a result of contraction of the stapedius
muscle elicited by tone bursts of different intensity. In the two left-
hand columns, one ear was stimulated. The solid lines are the
impedance change in the ipsilateral ear and the dashed lines are the
impedance change in the contralateral ear. The right-hand columns
show responses of both ears when both ears were stimulated simul-
taneously. The solid lines show contractions of the middle ear mus-
cles in the ipsilateral ear and the dashed lines are the responses in
the contralateral ear. The stimulus sound was 1.45 kHz pure tones
presented in bursts of 500 ms duration. The intensity of the sound is
given in dB SPL. The results were obtained in an individual with
normal hearing (reprinted from Møller, 1962, with permission from
the American Institute of Physics).

FIGURE 8.5 Typical stimulus response curves for the acoustic
middle ear reflex in an individual with normal hearing. Dashes show
the amplitude of the response to bilateral stimulation, solid lines 
are the response to ipsilateral stimulation and the dots are the con-
tralateral response. Results from both ears are shown (right and left
graphs). The stimuli were 500 ms tone bursts. In these experiments the
stimulus intensity was first raised (in 2dB steps) from below threshold
to the maximal intensity used and then lowered again (in 2 dB steps)
to below threshold. The change in the ear’s impedance given is the
mean of two determinations, one when the stimulus was increased
from below threshold and the other when the stimulus intensity was
decreased from the maximal used intensity to the threshold. The
change in the ear’s acoustic impedance is given as a percentage of the
maximally obtained response at any stimulus frequency and situation
(usually bilateral stimulation) (reprinted from Møller, 1962, with 
permission from the American Institute of Physics).



It is not known how the threshold of the acoustic
middle-ear reflex is set but it is interesting to note 
that individuals whose auditory nerve is injured have
an elevated reflex threshold, and a poor growth of the
reflex response amplitude with increasing stimulus
intensity (see p. 291). Such injuries mainly affect the
synchronization of neural activity in the auditory
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FIGURE 8.6 Stimulus responses curves similar to those in Fig. 8.5 showing the difference between 
the response to tones of 500 ms duration (thin lines) and the responses to shorter tones (25 ms duration, 
thick lines). Dots and dashes = bilateral stimulation; solid lines = ipsilateral stimulation; and dotted lines =
contralateral stimulation. The stimulus frequency was 0.525 kHz. Left-hand graph: stimulation of the left 
ear; right-hand graph: stimulation of the right ear (reprinted from Møller, 1962, with permission from the
American Institute of Physics).

FIGURE 8.7 The sound level (in dB SPL) required to elicit an
impedance change of 10% of the maximal obtainable response
amplitude in the ear opposite to that which is stimulated is shown
as a function of the frequency of the tones used for stimulation. The
results were obtained in young individuals with normal hearing.
The thick line shows the sound levels (in dB SPL) that are 80 dB
above the threshold of hearing (80 dB HL) (reprinted from Møller,
1962, with permission from the Annals Publishing Company).

FIGURE 8.8 Similar graph as in Fig. 8.5 but showing the ampli-
tude of the response to each stimulus. The stimulus was increased
from below threshold to 115 dB SPL (in 2-dB steps and then reduced
in a 2 dB steps to below threshold) (reprinted from Møller, 1961).



nerve thus indicating that the function of the middle
ear reflex may depend on synchronization (temporal
coherence) of neural activity in many nerve fibers.

The latency of the earliest detectable response of 
the acoustic middle ear reflex (recorded as a change in
the ear’s acoustic impedance) decreases with increas-
ing stimulus intensity. The shortest latency is approxi-
mately 25 ms and the longest is over 100 ms. The
individual variation is large. The latency of the
response to 1.5 kHz tones is shorter than the response
to 0.5 kHz tones [182]. The latency of the ipsilateral
and the contralateral responses are similar. The latency
of the change in the acoustic impedance is the sum 
of the neural conduction time and the time it takes for
the stapedius muscle to develop sufficient tension to
cause a measurable change in the ear’s acoustic
impedance. Perlman and Case [229] recorded the EMG
response to “loud” tones and found a mean latency of
10.5 ms based on recordings from several patients.
This is a measure of the neural conduction time in
humans. The latency of the EMG response is shorter
than that of the change in the acoustic impedance,
which involves the time it takes to build up strength 
of the contraction of the stapedius muscle.

The response of the acoustic middle-ear reflex is
affected by drugs such as alcohol (Fig. 8.10), and 
sedative drugs such as barbiturates [16]. The threshold
of the reflex response increases as a function of the
concentration of alcohol in the blood. Blood alcohol

concentration of one tenth of one percent results in an
elevation of the reflex threshold of an average of 5 dB.
The individual variation is large.

4.2. Functional Importance of the 
Acoustic Middle-ear Reflex

Many hypotheses about the functional importance
of the acoustic middle-ear reflex have been presented.
Perhaps the most plausible hypothesis is that it 
keeps the input to the cochlea from steady sounds or
sounds with slowly varying intensity nearly constant
for sounds with intensities above the threshold of 
the reflex, while allowing rapid changes in the sound
level to be preserved. The middle-ear reflex thus 
acts as a relatively slow automatic volume control 
that keeps the mean level of sound that reaches the
cochlea within narrow limits (amplitude compression)
[33, 194].

The functional importance of the acoustic middle-
ear reflex for speech discrimination has been studied
in individuals who have paresis of the stapedius
muscle in one ear (Bell’s Palsy [18]) and it was found
that discrimination of speech at high sound levels 
is impaired when the acoustic middle-ear reflex is 
not active (Fig. 8.11). These studies indicate that the
cochlea does not function properly at sound levels
above the normal threshold for the acoustic reflex.
Normally speech discrimination is nearly 100% in 
the range of speech sound intensities from 60 dB to 
120 dB SPL but when the stapedius muscle is para-
lyzed, speech discrimination deteriorates when the
sound intensity is above 90 dB SPL (Fig. 8.11).
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FIGURE 8.9 Illustration of the reproducibility of the responses
of the acoustic middle ear reflex. The changes in the ear’s impedance
expressed in percentage of the maximally obtainable response
amplitude are shown as a function in the stimulus intensity (dB SPL)
at two occasions, 2 months apart. The stimulus sounds were 0.5 kHz
tones applied to the contralateral ear (reprinted from Møller, 1961).

FIGURE 8.10 Mean value of the increase in stimulus intensity that
is necessary to obtain a reflex response that is 10% of the maximally
obtainable response as a function of blood alcohol concentration 
for two different frequencies of the stimulus tones. Left hand 
graph: stimulation with 0.5 kHz; right hand graph: stimulation with
1.45 kHz. Open circles are the ipsilateral response and closed circles
the contralateral response (reprinted from Borg and Møller, 1967,
with permission from Taylor & Francis).
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Since the acoustic middle-ear reflex attenuates 
the low frequency components of speech sounds 
more than high frequency components it may reduce
masking from low frequency components of speech
sounds that may impair discrimination of speech of
high intensity. However, the high sound intensities
(above 90 dB SPL) where speech discrimination with-
out a functioning acoustic reflex becomes impaired do
not normally exist. The acoustic middle-ear reflex there-
fore seems to have little importance under normal 
listening conditions.

When the acoustic middle-ear reflex is elicited by
complex sounds such as speech sounds the contraction
of the stapedius muscle will affect all low frequency
components of the sound, independent of whether or
not the spectral components contribute to activating
the reflex. Thus high frequency components of broad
band sounds will elicit contractions of the stapedius
muscle when the intensities of these components are
above the threshold of the reflex and that will cause
attenuation of low frequency components of sounds
even when these components are not sufficiently
intense to activate the reflex.

Contraction of the stapedius muscle that attenuates
low frequency sounds may help to separate specific
sounds from a noise background and may reduce

masking of high frequency components from strong
low frequency components, including one’s own
vocalizing and sounds from chewing. The ability of
the reflex to attenuate low frequency sounds of 
high intensity has been referred to as the perceptual
theory of the action of the acoustic middle ear reflex
[15], and it relates to the proposal by Simmons [273].
These features may have exerted evolutionary pressure
to develop the acoustic middle-ear reflex.

Several studies have shown that the acoustic
middle-ear reflex gives some protection against noise
induced hearing loss. It is, however, questionable if
reduced noise induced hearing loss could have played
any role in the evolution of the acoustic middle-ear
reflex. The type of noise it would protect against, i.e.,
long duration, high intensity sounds, are not common
in nature.

The importance of being able to contract the middle-
ear muscles voluntarily is unknown. The acoustic
middle-ear reflex is well developed in mammals and
the threshold of the reflex is generally lower in animals
in which the acoustic reflex has been studied.

That the acoustic middle-ear reflex reduces the
input to the cochlea has been supported by a study 
of the temporary threshold shift in response to expo-
sure to loud noise. It was shown that the resulting 

FIGURE 8.11 Effect of speech discrimination from paralysis of the stapedius muscle. (A) Speech discrim-
ination’s dependence on the function of the stapedius muscle (the average of results obtained in 13 patients).
Speech discrimination scores (articulation scores in percentage) are shown as a function of the intensity for
monosyllables (maximal levels, in dB SPL), during paralysis of the stapedius muscle (from Bell’s Palsy) (thick
continuous line), and after recovery of the paralysis (thin line). The thick interrupted line shows the discrimi-
nation scores in the opposite (unaffected) ear during the paralysis. (B) Average difference in articulation
scores during and after paralysis of the stapedius muscle. The thick continuous line shows the difference
between the articulation scores when the sound was led to the unaffected ear and obtained when the sounds
were led to the affected ear at the time of paralysis. The thin interrupted line shows the difference between
the articulation scores in the affected ear at the time of paralysis and after recovery for 6 of the subjects who
participated in this study (reprinted from Borg and Zakrisson, 1973, with permission from the American
Institute of Physics).
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BOX 8.2

A C O U S T I C  R E F L E X  A S  A  C O N T R O L  S Y S T E M

Contraction of the stapedius muscle reduces sound
transmission through the middle ear (Chapter 2). The
acoustic middle-ear reflex therefore functions as a control
system that makes the input to the cochlea vary less than
the sound that reaches the tympanic membrane, thus
amplitude compression. The compression of the input to
the cochlea is most effective for low frequency sounds
and it occurs with a latency that is equal to the time it
takes the stapedius muscle to contract after sound stimu-
lation. That means that the latency of the reduction in
sound transmission through the middle ear is at least 25
ms for sounds 20 dB or more above the threshold of the
reflex and it takes in the order of 100 ms for the stapedius
muscle to attain its full strength. The middle-ear reflex
therefore does not affect fast changes in sound intensity
and the amplitude compression is most effective for
steady-state sounds or sounds with slowly varying
amplitude.

The initial damped oscillation seen in the reflex
response to low frequency tone bursts (Fig. 8.12) is a sign
that the reflex regulates the input to the cochlea [194].
These oscillations occur because contractions of the
stapedius muscle reduce the input to the cochlea. The
attenuation caused by the stapedius muscle contraction
decreases the input to the cochlea and thereby decreases
the contraction of the stapedius muscle, and that in turn
causes the input to the cochlea to again increase, and that
increases the contraction of the stapedius muscle. This
sequence of events repeats but the amplitude of the oscil-
lations decay with time and the reflex response eventu-
ally becomes constant. The reflex response to tones above
approximately 0.8 kHz do not show such oscillations,
which is a sign that contraction of the stapedius muscle
does not affect the sound transmission through the
middle ear noticeably at that frequency, thus indicating
that the acoustic middle-ear reflex is a less efficient con-
trol system for sounds at 0.8 kHz and above.

Studies of individuals with Bell’s Palsy, in whom the
stapedius muscle was paralyzed on one side, also indi-
cated that low frequency sounds were more affected by
the reflex than high frequency sounds [17]. When the

reflex responses were elicited by stimulating the ear on the
paralyzed side with a low frequency tone, the impedance
change in the non-paralyzed side increased at a steeper
rate as a function of the stimulus intensity than it did
when the reflex was activated from the non-paralyzed
side (Fig. 8.13). No such difference in the slope of the
stimulus response curves was present when the reflex
was elicited by a tone of a higher frequency (1.45 kHz).

FIGURE 8.12 Recordings showing the change in the ear’s
acoustic impedance in response to stimulation of the ipsilateral
ear with tones of different frequencies. The duration or the 
stimulus tones was 500 ms (reprinted from Møller, 1962, with
permission from the American Institute of Physics).



temporary threshold shift (TTS) was much greater in
an ear where the stapedius muscle is paralyzed than 
it is in an ear with a normal functioning stapedius
muscle (Fig. 8.14) [327]. These studies were performed
in individuals with Bell’s Palsy, in whom the stapedius
muscle was paralyzed. The noise levels used caused
little TTS in the ear with the normally functioning
acoustic reflex. The TTS in the ear where the stapedius
muscle was paralyzed increased as a nearly linear
function of the level of the noise (Fig. 8.14). The indi-
vidual variations were considerable. The TTS after
exposure to noise centered at 2 kHz was not notice-
ably affected by the paralysis of the stapedius muscle
[327] in agreement with the findings of other studies
that have shown that the sound attenuation from 
contraction of the stapedius muscle is small at frequen-
cies higher than 1 kHz.

Quantitative studies of the acoustic reflex as a 
control system [17, 33] have shown that above its
threshold the reflex can keep the input to the cochlea
nearly constant for low frequency sounds with slowly
varying intensity despite the fact that the sound at 
the tympanic membrane may vary.

4.3. Non-acoustic Ways to Elicit
Contraction of the Middle-ear Muscles

The tensor tympani muscle contracts normally
during swallowing. It can be brought to contract by

stimulating the skin around the eye, for instance 
by air puffs [133]. The response was elicited by stimu-
lation of receptors in the skin that are innervated by
the trigeminal nerve. (These investigators believed
that it was the stapedius muscle that contracted while
it in fact most likely was the tensor tympani muscle.)
This response is similar to the blink reflex that is a nat-
ural protective reflex (see [187]), a test which is fre-
quently used in neurologic diagnosis.

4.4. Stapedius Muscle Contraction May Be
Elicited before Vocalization

Evidence that the stapedius muscle contracts a 
brief period before vocalization has been presented in
studies in humans on the basis of EMG recording 
from the stapedius muscle [19] and in the flying bat
where recordings of EMG potentials from the laryn-
geal muscles and the middle ear muscles have shown
that contractions of the middle ear muscles are 
coordinated with the laryngeal muscles [90].

5. CLINICAL USE OF THE
ACOUSTIC MIDDLE-EAR

REFLEX

Recording of the acoustic middle-ear reflex response
can provide information about the function of the
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BOX 8.2 (cont’d)

FIGURE 8.13 Stimulus response curves of the acoustic middle-ear reflex in an individual in whom the
stapedius muscle was paralyzed, elicited from the side of the paralysis (Bell’s Palsy) (reprinted from Borg,
1968, with permission from Taylor & Francis).



middle ear and it can help differentiate between hear-
ing loss caused by cochlear injury and that caused by
injury of the auditory nerve. The use of the acoustic
middle-ear reflex in diagnosis of middle-ear disorders
is based on the fact that contraction of the stapedius
muscle does not cause any noticeable change in 
the ear’s impedance if the stapes is immobilized or if
the ossicular chain is interrupted (see Chapter 9). The
threshold of the acoustic middle-ear reflex is elevated
in patients with injuries to the auditory nerve but it 
is nearly normal in patients with hearing loss of
cochlear origin (see Chapter 9). The acoustic middle-
ear reflex is therefore a valuable aid in diagnosis of
tumors of the auditory–vestibular nerve such as in
vestibular Schwannoma or other forms of injuries to
the auditory nerve (auditory nerve neuropathy) (see
Chapter 10). Testing the acoustic middle-ear reflex
may also help to identify malingering because it is 
an objective test that does not require the patient’s
cooperation. The response of the acoustic middle-
ear reflex is now a routine test used in most clinics
involved in diagnosis of the auditory system.
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FIGURE 8.14 TTS in the affected ear during unilateral paralysis
of the stapedius muscle compared with the TTS in the other ear
(dashed line), as a result of exposure to band pass filtered noise 
(centered at 0.5 kHz, 0.3 kHz wide), for 5 min. Mean values from 
18 subjects and standard error of the mean are shown as a function
of the intensity of the noise. The TTS was measured 20 s after the 
end of the exposure. In this study the noise exposure consisted of a
band of noise, centered at 0.5 kHz, and a width of 0.3 kHz. The 
exposure time was 5 or 7 min. Hearing threshold was measured at
0.75 kHz before exposure and 20 s after the end of the exposure
using continuous pure tone (Békésy) audiometry (reprinted from
Zakrisson, 1975, with permission from Taylor & Francis).
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BOX 8.3

E M G  A C T I V I T Y  I N  T H E  S T A P E O I U S  M U S C L E  
F O L L O W I N G  V O C A L I Z A T I O N

Recordings from the stapedius muscle in a patient in
whom the tympanic membrane had been deflected as a
part of a middle-ear operation have shown that EMG
potentials are present before the start of vocalization
(recorded by a microphone close to the patient’s mouth)
(Fig. 8.15). This means that the contractions of the
stapedius muscle are not a result of an acoustic reflex but
the muscle must have been brought to contract by activa-
tion of the facial motonucleus from the brain center that
is involved in controlling vocalization. Studies in humans
who have had laryngectomy do not show signs (change
in acoustic impedance) of contraction of middle ear mus-
cles during efforts to vocalize, thus contradicting the
hypothesis that middle-ear muscles are controlled by
CNS structures that are involved in generating com-
mands to vocalize [106]. FIGURE 8.15 Electrical activity (electromyographic [EMG]

potentials) recorded from the stapedius muscle during vocaliza-
tion (upper trace). The sound of the vocalization (lower trace)
was recorded near the patient’s mouth. The intensity of the
sound was 97 dB SPL. The timing impulses shown below have
intervals of 10 ms (reprinted from Borg and Zakrisson, 1975, with
permission from Taylor & Francis).
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The signs and symptoms of disorders of the auditory system are decreased function
and abnormal function. Decreased function includes elevated threshold and decreased
speech discrimination, generally known as impairment of hearing. The most common
abnormal function is tinnitus, which is a sign of hyperactivity. Other examples of abnormal
function are recruitment of loudness, hyperacusis, distortion of sound, and phonophobia.
Such symptoms are mostly caused by changes in the function of the auditory nervous
system. Impairment of conduction of sound to the cochlea mainly causes elevation of
the hearing threshold with speech discrimination being unaffected provided that sound
is amplified to compensate for the threshold elevation. The symptoms and signs from
pathologies of the cochlea are similar but may in addition include symptoms such as
recruitment of loudness. While disorders of the ear normally are associated with mor-
phological abnormalities, such as loss of outer hair cells, disorders of the auditory the
nervous system often occur without any detectable morphological abnormalities. Injuries
to the auditory nerve and tumors, bleeding and ischemia are examples of morpholo-
gical changes in the auditory nervous system.

Speech discrimination can be predicted relatively well on the basis of the elevation
of the hearing threshold in disorders of the middle ear and the cochlea but the effect on
the function of the nervous system may affect speech discrimination. Impairment of
speech discrimination from injuries to the auditory nerve is less predicable from the 
elevation in hearing threshold. Speech discrimination is typically more impaired than it
is in disorders of the ear with similar audiograms. Disorders of more central structures
of the auditory system are rare and give complex symptoms and signs.

Earlier, disorders of the auditory system have been divided into two broad groups:
conductive hearing loss and sensorineural hearing loss. Conductive hearing loss was
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defined as hearing loss caused by disorders of the apparatus that conduct sound to the
cochlea (or rather to the sensory cells), and sensorineural hearing loss was hearing loss
that was caused by pathologies of the cochlea (sensory cells) and the auditory nervous
system. While these broad divisions of causes of hearing impairment still serve as a
clinical useful division, it has become evident that the anatomical location of the phys-
iological abnormalities that cause hearing impairment is not localized only to the struc-
tures that have detectable morphological abnormalities. The old concept that hearing
loss that occurs in connection with impairment of sound conduction to the cochlea is
caused only by the effect of the morphological abnormalities in the conductive appara-
tus is no longer valid, and symptoms of such disorders cannot be completely described
by the pure tone audiogram. In a similar way, injuries to cochlear hair cells that impair
the function of the cochlea are often associated with abnormal function of the auditory
nervous system. Deficits in neural processing of sound may therefore affect individuals
with pathologies of the conductive apparatus and the cochlea. This means that the dis-
tinction between peripheral and central causes of symptoms is blurred and it is no
longer valid to divide disorders of the auditory system according to the anatomical
location of the detectable morphological abnormalities.

It is only relatively recently that it has become evident that the function of the audi-
tory nervous system can change without detectable changes in morphology. Such
changes occur as a result of expression of neural plasticity, which means that the func-
tion of specific parts of the nervous system changes more or less permanently as a result
of how it is activated.

The anatomical location of the physiological abnormalities that cause hyperactive
symptoms (tinnitus, hyperacusis and phonophobia) is the auditory nervous system.
Various forms of retraining can ameliorate symptoms of tinnitus and hyperacusis. Even
presbycusis may be affected by sound stimulation, and that opens a possibility for
reducing the risk of hearing loss with age.

Normal development of the auditory nervous system depends on appropriate stim-
ulation early in life. Deprivation from stimulation such as occurs from any form of hear-
ing deficit can severely affect the normal development of the auditory nervous system
during childhood and even change the function of the mature nervous system. Since
deficits from insufficient stimulation during childhood development are difficult to
reverse by sound exposure later in life, it is imperative that hearing of neonates is tested
and any hearing loss that is detected be compensated for in an early stage of life so that
appropriate stimulation of the auditory system is established.

Expression of neural plasticity plays a role in creating symptoms of disease. A typi-
cal example is some forms of tinnitus, but expression of neural plasticity may also be
involved in creating other abnormal functions such as hyperacusis, phonophobia and
perhaps even depression that occurs together with tinnitus. This has added importance
to understanding the pathophysiology of hearing disorders in general. Disorders 
that are thought to have no biological basis are sometimes referred to as “functional 
disorders”, meaning that the disorder is either psychological or psychiatric in nature.
We now believe that such disorders are also caused by biological changes, although
they may not have any detectable morphologic or physiological correlates.



While hearing loss that is caused by pathologies of the conductive apparatus 
(ear canal and middle ear) can be successfully treated, little treatment is available for
treating hearing loss caused by pathologies of the cochlea and the nervous system, but
such patients can be helped by hearing aids and cochlear implants. Cochlear implants
now offer the possibility to restore some forms of hearing in people with profound
hearing loss due to injuries to cochlear hair cells, provided that the auditory nerve is
intact. More recently cochlear nucleus implants have been introduced to aid people in
whom the auditory nerve is severely injured or surgically removed such as is often the
case after operations for vestibular Schwannoma. Cochlear implants and auditory
brainstem implants are used for individuals with bilateral hearing deficits only.
Restoration of cochlear hair cells has not yet been done but extensive research efforts
are presently devoted to that task. Treatment of disorders that are caused by expression
of neural plasticity is in its infancy but the possibilities are there and future develop-
ment most likely will provide adequate treatment of such disorders as tinnitus and
hyperacusis.

This section will discuss the underlying pathologies of hearing impairment (Chapter 9)
and hyperactive hearing disorders (Chapter 10). The design and function of cochlear
and brainstem implants are discussed in Chapter 11.
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1. ABSTRACT

1. Disorders that affect conduction of sound to the
sensory cells in the cochlea cause elevation of the
hearing threshold and affect speech discrimination
in a similar way as reducing the intensity of the
sound that reaches the ear.

2. Common causes of conductive hearing loss are
obstruction of the ear canal by cerumen and
accumulation of fluid in the middle ear or the air
pressure in the middle-ear cavity being different
from the ambient pressure.

3. Various disorders and trauma can cause
interruption of the ossicular chain or perforation 
of the tympanic membrane, resulting in
conductive hearing loss. Otosclerosis is 
a disease that impairs sound conduction 
through the middle ear by bone growth 
around the stapes footplate, which ultimately
becomes immobilized.

4. Absence of the tympanic membrane and/or the
ossicles cause severe hearing loss (as much as 
60 dB) because of loss of the transformer action 
of the middle ear and because the sound reaches
both windows of the cochlea with nearly 
the same intensity.

5. Diagnosis of conductive hearing loss is made from
pure tone audiometry, tympanometry and
recordings of the acoustic middle-ear reflex
response.

6. Some forms of conductive hearing loss reverse
without treatment. Other forms are treatable by
medicine or by surgery.

7. The most common cause of cochlear hearing loss
is injury to outer hair cells, which impairs the
cochlear amplifier. Injury to outer hair cells
causes elevation of the hearing threshold and it 
is often accompanied by recruitment of loudness
and tinnitus. High frequencies are normally
affected more than low ones, and the hearing loss
rarely exceeds 50 dB.

8. Besides an elevation of the threshold of hearing,
injuries to outer hair cells causes the cochlear
filter to become broader and that may increase
masking and impair temporal coding of
broadband sounds such as vowels.

9. Amplitude compression is impaired from 
injuries to outer hair cells causing recruitment
loudness.

10. Brainstem auditory evoked potentials (ABR) and
the acoustic middle-ear reflex are little affected by
injuries to outer hair cells.

11. Age-related changes are the most common cause
of cochlear hearing loss. Exposure to loud sounds
can cause injuries to cochlear hair cells, as can
drugs such as diuretics and aminoglycoside
antibiotics, trauma, and diseases. Some forms 
of cochlear hearing loss are hereditary, and some
forms of hearing loss worsen in the first year 
of life and may become severe.

12. Episodal cochlear hearing loss that is one of the
triad of symptoms that defines Ménière’s disease
is probably caused by an imbalance of pressure
(or rather volume) in the compartments of the
cochlea. In early stages of the disease, hearing
loss mostly affects low frequencies.
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13. Impaired function of hair cells can reverse totally
or partially, such as occurs after noise exposure
(temporary threshold shift [TTS]) and after
administration of some ototoxic substances.

14. Permanent injury to hair cells cannot be restored
medically or surgically but can often be
compensated for by wearing a hearing aid.

15. Cochlear implants offer a possibility to restore
useable hearing in people with severe cochlear
damages as long as the auditory nerve is intact.

16. Disorders of the central auditory nervous system
are of two kinds, one that is associated with
detectable morphological changes and one that 
is not associated with detectable morphologic
changes.

17. The most common disorder that affects the neural
conduction in the auditory nerve and which is
associated with detectable morphological changes
is vestibular Schwannoma. Injuries to the auditory
nerve may also be caused by surgically induced
injuries, by viral infections, and by vascular
compression.

18. Disorders of the auditory nerve cause hearing
loss with greater impairment of speech
discrimination than cochlear hearing loss of the
same magnitude, and the impairment cannot be
predicted from the threshold elevation for pure
tones. The audiogram often has irregular peaks
and dips, the ABR is abnormal and the threshold
of the acoustic middle ear reflex is elevated or
absent.

19. Patients with disorders of the auditory nerve
often have tinnitus (hearing meaningless sounds).

20. Disorders caused by lesions of brainstem
structures are rare and auditory signs are complex.

21. Lesions of the auditory cerebral cortex often
cause minimal threshold elevation and the speech
discrimination is often normal when tested using
standard audiological tests but such lesions can
be diagnosed by using low-redundancy speech
tests and by imaging techniques.

22. Disorders of sound conduction to the cochlea and
injuries to hair cells are often accompanied by
changes in the function of the auditory nervous
system that have no detectable morphological
correlates.

2. INTRODUCTION

Hearing impairment is a broad concept that com-
prises many disorders. It is mainly identified by pure
tone audiometry and speech discrimination tests but
there are other more specific tests in common use for

diagnosis of disorders that cause impaired hearing.
Hearing impairment had earlier been divided into two
large groups: conductive hearing loss and sensorineural
hearing loss. Conductive hearing loss was a group of
disorders with morphological changes in the middle
ear including obstruction of the ear canal. These disor-
ders have similar effects on hearing as reducing the
intensity of a sound (turning the volume of a loud-
speaker down). Many forms of disorders of the conduc-
tive apparatus will resolve on their own, as they often
do in the case of otitis media, or they can be success-
fully treated by surgery.

The definition of sensorineural hearing loss included
disorders where morphological changes could be shown
in the cochlea (mostly injuries to outer hair cells) and
many kinds of disorders where the morphological
abnormalities are located in the central auditory nerv-
ous system. This means that the old distinction between
causes of hearing impairment was based the anatomi-
cal location of detectable morphological abnormalities.

Diagnosis of disorders of the conductive apparatus
requires knowledge about the normal function of the
middle ear and what changes occur in function in 
different kinds of pathologies. Recording otoacoustic
emission can assess the nature of injuries to outer hair
cells of the cochlea. Recent research has shown that
pathophysiology of hearing impairment is often far
more complex than detectable morphological changes
in the middle ear and the cochlea and functional and
even morphological changes in the central auditory
nervous system occur in such disorders. The changes
in function of the auditory nervous system that occur
concurrent with morphological changes in the middle
ear and the cochlea are more difficult to assess quantita-
tively and most of our knowledge about such changes
originates from studies in animals. Electrophysiological
tests such as auditory brainstem responses are valu-
able in assessing hearing loss caused by morphological
changes in the auditory nervous system such as that
caused by vestibular Schwannoma. This chapter will
discuss the pathophysiology of the middle ear, the
cochlea, and the auditory nervous system in disorders
that present with signs of impairment of hearing.

3. PATHOLOGIES OF THE
SOUND CONDUCTING

APPARATUS

The anatomical location of impairment of sound
transmission to the cochlea can be the ear canal, the
tympanic membrane, or the ossicular chain. Various
audiological tests can determine the anatomical loca-
tion of the pathology. Correct interpretation of such
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tests require knowledge and understanding about the
normal function of the sound conducting apparatus
(see Chapter 2) as well as knowledge about how vari-
ous disease processes and trauma can alter the func-
tion of the sound conducting apparatus.

3.1. Ear Canal

A build up of cerumen that blocks the ear canal
(impacted wax) causes the simplest and easiest treat-
able form of hearing loss. The obstruction of sound
conduction to the tympanic membrane caused by total
blockage of the ear canal results in a nearly flat hear-
ing loss that varies between 20 and 30 dB (Fig. 9.1)
Hearing is restored to normal by removal of the ceru-
men. The ear canal in frequent swimmers often nar-
rows because of formation of new bone (exostosis).
This makes it easier for the accumulation of cerumen
to obstruct the ear canal and it makes it more difficult
to clean the ear canal for cerumen. Cerumen may also
cover part of tympanic membrane.

With age, the outer (cartilaginous) portion of the ear
canal in many individuals changes from a nearly circu-
lar cross-section to an oval shape and consequently it
may become totally occluded. If the earphone used for
audiometry has a supra-aural cushion (AR/MX41) it
may cause a nearly collapsed ear canal to become totally
occluded due to assertion of pressure on the ear canal
by the earphone, thus providing erroneous results of
audiometry. The hearing loss is similar to that caused
by impacted cerumen (approximately 25 dB). Placing 
a short plastic tube in the ear canal during hearing tests
can solve the problem. These problems do not exist
when insert earphones are used for audiometry.

Ear-canal atresia is a condition where one or both
ear canals have not opened during prenatal life. The
mild form of this congenital malformation is charac-
terized by a small ear canal and a nearly normal
middle ear. In a more severe form the ear canal is
totally occluded (or actually missing) and the ossicular
chain is malformed. In the most severe form the middle
ear space is small or absent in addition to the ear canal
being occluded. Ear-canal atresia impairs transmission
of airborne sound to the tympanic membrane and the
function of the middle ear may be impaired. Hearing
loss of 55–70 dB (Fig. 9.2) occurs in ear canal atresia. 
If the atresia is bilateral such hearing loss implies a 
listening distance of less than 10 cm (4 inches) (hearing
loss of 60 dB in the speech frequency range results in 
a listening distance of 10 cm from the ear in order to
obtain speech communication.) A person with such 
a condition will require a hearing aid. The bone con-
duction is little affected (Fig. 9.2) and therefore bone
conduction hearing aids have been used to help such
patients as an alternative to surgical intervention.

Ear-canal atresia on one side will allow a person to
hear with one ear, but such a person will have difficul-
ties in determining the direction of a sound source and
have difficulties in the discrimination of speech in noisy
environments and where more than one speaker is
present.

3.2. Middle Ear

The middle ear is the site of most disorders that
affect sound transmission to the cochlea. The air pres-
sure in the middle ear cavity being different from the
ambient pressure is probably the most common cause
of impairment of sound transmission to the cochlea.
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FIGURE 9.1 Effect of blocking the ear canal from impacted ceru-
men (data from Sataloff and Sataloff, 1993).

FIGURE 9.2 Hearing loss from congenital ear canal atresia (data
from Lidén, 1985).



Accumulation of fluid in the middle-ear cavity and
when the pressure in the middle-ear cavity is different
from the ambient pressure are the causes of some of
the most common disorders that can impair sound
transmission to the cochlea. More serious pathologies
of the middle ear include perforation of the tympanic
membrane and interruption or fixation of the ossicular
chain. Each one of these conditions affects sound
transmission through the middle ear in specific ways.

Sound transmission to the cochlea is impaired when
the air pressure in the middle-ear cavity is different
from that in the ear canal (the ambient pressure) as
was discussed in Chapter 2. The effect is a decrease 
in transmission that is greatest for low frequencies. 
A negative pressure in the middle-ear cavity causes
larger hearing loss than the same value of positive
pressure. Negative pressure in the middle-ear cavity
can be caused by malfunction of the Eustachian tube
and often occurs in connection with middle-ear infec-
tions. If the Eustachian tube does not open normally,
oxygen absorption by the mucosa in the middle ear
will cause the pressure to decrease. Positive pressure in
the middle-ear cavity may occur in the ascending phase
of flying because of a decrease in the ambient pressure
but it usually equalizes spontaneously, even with a
partly functioning Eustachian tube. Negative pressure
that occurs during descent is more difficult to equalize
because the higher ambient pressure exerts a closing
pressure on the opening of the Eustachian tube in the
pharynx. Therefore, a person is more likely to have
problems equalizing pressure in the middle ear on
landing than after take-off.

The mucosa of the middle-ear cavity has attracted
attention because it is involved in a common disorder
known as otitis media with effusion (OME), which is
an inflammation of the lining of middle-ear cavity, the
mastoid cell system and the Eustachian tube. It has
been estimated that approximately 90% of children
within the first 3 years of life acquire OME [324, 325]
see also Bernstein [22]. OME at an early age may also
disturb the pneumatization of mastoid air cells [324,
325]. Small mastoid cell systems promote middle-ear
infections later in life. The incidence of middle-ear
infections decreases rapidly with age and it is usually
over around the age of 7 years. OME occurs rarely in
adults.

The inflammation of the middle-ear mucosa prevents
the Eustachian tube from opening normally, which
creates a negative air pressure in the middle-ear cavity
because of absorption of oxygen by the mucosa. Clear
fluid may effuse from the mucosa of the middle ear
and this fluid accumulates in the middle-ear cavity.
Viscous fluid may accumulate as a result of inflamma-
tory processes. The major reasons that OME is more

frequent in children than adults are that the Eustachian
tube is shorter in children up to age 5–6 years than in
adults and that the direction of the Eustachian tube is
nearly horizontal rather than pointing 45 degrees
downwards as it does in adults (see Chapter 1, and
Fig. 1.6B).

The hearing loss from fluid in the middle ear depends
on how much air remains in the middle ear and the
location of the air [265]. The presence of clear fluid in
the middle-ear cavity affects sound conduction only
when it covers the tympanic membrane. Fluid that
covers the tympanic membrane in the middle-ear
cavity impairs its movement. When the entire tympanic
membrane is covered with fluid it resembles a situa-
tion where sound is transferred to a fluid, and is thus
very inefficient, as was discussed in Chapter 2. Hearing,
however, is likely to be essentially unaffected by fluid
that fills the middle-ear cavity incompletely as long as
there is air behind the tympanic membrane. Clear (low
viscosity) fluid that covers the ossicles has minimal
effect on their movement and fluid covering the round
window of the cochlea will not affect the motion of the
cochlear fluid noticeably. Since hearing loss depends
on how large a portion of the tympanic membrane is
covered with fluid, the resulting hearing loss will
depend on the head position, provided that the fluid
has a low viscosity so that it can move freely in the
middle-ear cavity. Hearing loss may only be evident
when a patient is lying down with the head turned to
the side of the fluid in the ear. In that body position
hearing loss may become evident even when the
amount of fluid in the middle-ear cavity is small. The
air behind the tympanic membrane acts as a cushion
that adds stiffness to the middle ear and impedes the
motion of the tympanic membrane for low frequencies.
The stiffness of that air cushion increases when the
volume decreases but it causes only slight hearing 
loss at low frequencies and it therefore often escapes
detection in audiometric testing. The tympanogram
will have a small peak in an ear where fluid does 
not completely cover the backside of the tympanic
membrane and it is unlikely that a response of the
acoustic middle-ear reflex can be recorded in such 
an ear.

Hearing loss is independent of the head position in
patients whose middle ear is totally fluid filled or in
patients with highly viscous fluid. Fluid with the con-
sistency of a gel, as often is present in the middle ear
in patients with middle-ear infections, may impair
hearing noticeably even without covering the tym-
panic membrane because it impedes the motion of the
middle-ear ossicles. Such “glue ears” thus typically
present with hearing loss that is independent of the
position of the head.
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When fluid fills the middle-ear cavity sound must
be transferred to the fluid and it exerts approximately
the same force on both the round and the oval
window, thus a situation similar to hearing without a
middle ear. However, statistics show that the average
hearing loss is approximately 30 dB with nearly normal
bone conduction thresholds (Fig. 9.3) [155, 265]. Only
few patients have hearing losses of 50 dB. Fluid in the
middle ear can be diagnosed by tympanometry. If the
fluid covers the entire backside of the tympanic mem-
brane, the tympanogram will be flat because the
acoustic impedance of the ear does not change with
changing air pressure in the ear canal. It is not possible
to record the response of the acoustic middle-ear reflex
in such an ear even when elicited from a normal oppo-
site ear. The reflex response can be elicited from an ear
with fluid in the middle ear cavity when recorded
from the opposite ear provided that the middle ear 
is normal in that ear. The reflex threshold is elevated
by the amount of hearing loss in the affected ear. The
difference between air conduction threshold and bone
conduction threshold (air–bone gap) can be used to
diagnose a conductive hearing loss.

When hearing loss caused by fluid in the middle-
ear cavity impairs speech perception in children it is
important that hearing is restored sufficiently because
exposure to speech and other natural sounds is impor-
tant for the normal development of the auditory nerv-
ous system (see p. 248). This is one of the reasons that
OME is routinely treated by placing a small tube (poly-
ethylene tube [PE]) in the tympanic membrane so that
the fluid can drain and the air pressure in the middle-
ear cavity can equalize to that of the ambient pressure.
The main purpose is to restore hearing. Although such

a tube acts as a hole in the tympanic membrane, it will
not interfere noticeably with hearing because of its
small opening (see Fig 9.4).

The fluid in the middle-ear cavity may contain toxic
substances produced by bacteria and these substances
may enter the cochlea by diffusion through the mem-
branes of the round and the oval windows. Studies
using evoked potentials in rats with middle-ear effu-
sion showed signs of cochlear involvement in addition
to the conductive hearing loss [305]. Whether or not
these substances cause permanent injury to the cochlea
is unknown.

Cholesteatomas are examples of other growths 
in the middle-ear cavity that may affect hearing.
Cholesteatomas are benign growths that may develop
in the middle ear after long-term recurrent or chronic
middle-ear infections, or they may occur with no
apparent (known) cause. When a cholesteatoma grows
in the middle-ear cavity, the extent of the hearing loss
it causes varies with the size of the growth and
whether it is in contact with the ossicular chain or to
what extent it may cause erosion of the ossicular chain
and interruption of the ossicular chain.

It is the difference between the sound that reaches
the front side and the backside of the tympanic mem-
brane that causes it to move (vibrate). A hole in the
tympanic membrane will allow some sound to reach
the backside of the tympanic membrane, which reduces
the difference between the intensity of the sound that
is present on the two sides of the tympanic membrane.
The result is that the force that causes the tympanic
membrane to vibrate is reduced. The reduction of the
vibration of the tympanic membrane caused by a per-
foration depends on the size of the hole in the tym-
panic membrane and the size of the middle-ear cavity.
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FIGURE 9.3 Hearing loss from chronic otitis media. Mean hearing
loss in 95 patients (196 ears for air conduction and 122 ears for bone
conduction) (data from Kokko, 1974).

FIGURE 9.4 Effect of perforation of the tympanic membrane on
hearing threshold (data from Payne, 1951; in Wever, 1954).



A small hole in the tympanic membrane acts as a low
pass filter and therefore causes hearing loss at low fre-
quencies only. This is because only low frequencies
will reach the middle-ear cavity and decrease the force
that acts on the tympanic membrane. A larger hole will
permit sounds within a larger frequency range to reach
the middle-ear cavity and thus impair hearing over 
a larger range of frequencies (Fig. 9.4) [240].

The effect of a large perforation is not limited to the
effect of sound reaching the backside of the tympanic
membrane (Fig. 9.4). When large parts of the tympanic
membrane are lost the perforation also affects the way
the manubrium of malleus vibrates because some of
the suspension of the malleus is lost. The effect on the
hearing threshold depends not only on the size of the
perforation but also on its location on the tympanic
membrane. Animal experiments have shown that the
largest effect of a hole of a certain size occurs when it
is placed in the posterior or superior part of the tym-
panic membrane and the least effect occurs when 
it is located in the anterior, inferior portion of the tym-
panic membrane. Clinical experience is generally in
good agreement with the results of animal experiments.
Thus, a large hole in the tympanic membrane in humans
commonly results in a 40–50 dB, mostly flat, hearing
loss (45 dB hearing loss in the speech range corre-
sponds to a listening distance of approximately 1 m,
approximately 3 ft, for speech discrimination). When
the tympanic membrane is totally missing the hearing
loss can reach 60 dB (corresponding to a listening dis-
tance of approximately 10 cm) [241, 285].

The bone conduction threshold is normal in patients
with a perforated tympanic membrane. The acoustic
middle-ear reflex cannot be recorded in an ear with 
a perforated tympanic membrane because stiffening 
of the middle ear from contraction of the stapedius
muscle will not affect the acoustic impedance of the 

ear at the low frequency at which it is usually measured
(0.22 KHz) unless the perforation is very small. The
acoustic reflex may be elicited from the affected ear
and recorded in the opposite ear provided that the
hearing loss in the affected ear is not excessive at the
frequency of the stimulus tone and that the middle ear
is normal in the opposite ear. The tympanogram is flat
in an ear with a perforated tympanic membrane.

Interruption of the ossicular chain may occur as 
a result of trauma, or because of disease processes that
erode the middle ear ossicles, such as cholesteatomas.
The conductive hearing loss may exceed 60 dB when
the ossicular chain is interrupted and the tympanic
membrane is intact (Fig 9.5).

This hearing loss is thus greater than when sound
reaches the two windows of the cochlea directly, such
as occurs when the entire middle ear including the
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BOX 9.1

E F F E C T  O F  A  H O L E  I N  T H E  T Y M P A N I C  M E M B R A N E

Acoustically, a small hole in the tympanic membrane
acts in the same way as an electrical inductance in an 
electrical circuit and the middle-ear cavity acts as a capaci-
tance (the mechanical analogy is a mass and a spring,
respectively). A small hole in the tympanic membrane
therefore acts as a low pass filter that lets sound of low 
frequencies reach the middle-ear cavity. The cut-off fre-
quency of this low pass filter is lower for a small hole 

than for a large one and it is lower for larger middle-ear
cavities.

Experimental studies of the effect of a perforation of the
tympanic membrane in the cat [240, 333, 334] have con-
firmed that the effect of a hole in the tympanic membrane
is largest at low frequencies. A small hole in the tympanic
membrane causes hearing loss mainly at frequencies below
4 kHz, whereas a larger hole also affects higher frequencies.

FIGURE 9.5 Effect on hearing threshold from interruption of the
ossicular chain in an ear with intact tympanic membrane (data from
Lidén, 1985).



tympanic membrane is missing (see p. 209). The greater
hearing loss is caused by the attenuation of the sound
that reaches the middle-ear cavity by the intact tympanic
membrane.

Individuals with an interrupted ossicular chain hear
better when the tympanic membrane is perforated. 
The hearing loss from an interrupted ossicular chain
observed in humans (Fig. 9.5) is of the same order of
magnitude as that obtained in animal experiments
(cats) where interruption of the incudo-stapedial joint
results in a hearing loss of 50–70 dB [241, 346].

Interruption of the ossicular chain can be diagnosed
by tympanometry because the acoustic impedance of
the ear is abnormally low. Tympanometry shows a larger
than normal admittance (compliance). The acoustic
middle-ear reflex response cannot be recorded in an
ear in which the ossicular chain is interrupted because
contraction of the stapedius muscle does not change
the ear’s acoustic impedance. Considering the large
conductive hearing loss that results from interruption
of the ossicular chain, it is also unlikely that the reflex
can be elicited from the affected ear and recorded in
the opposite ear even if that is normal. The bone con-
duction threshold is normal in individuals with an
interrupted ossicular chain.

If a connection between the incus and the stapes is
established by soft tissue hearing for low frequencies
will improve because an elastic connection between
the middle-ear bones transmits low frequency sounds
but high frequencies are not conducted effectively.
Growth of a cholesteatoma may result in the formation
of a connection between the tympanic membrane and
the stapes causing a paradoxical improvement of hear-
ing despite a progression of the disorder. If left
untreated, further growth of a cholesteatoma may
cause sensorineural hearing loss due to erosion into
the cochlea.

Such re-establishment of the connection between
the middle-ear bones may also occur in otospongiosis
that involves the ossicles. Other masses that may fill
the middle-ear cavity, such as various kinds of tumors
may have similar effects on hearing.

The normal motion of the stapes is impaired in 
a disorder known as otosclerosis in which the stapes
footplate becomes fixated in the round window
because new bone is constantly formed around the
stapes footplate.

It is a complex disorder, or probably a group of dis-
orders, that is associated with disorders of connective
tissue. Genetic factors play a role in the occurrence of
otosclerosis [3, 106]. The hearing loss in patients with
otosclerosis is largest for low frequencies and it
increases with the progression of the disease, usually
over many years. Typically, hearing loss in patients

who have had otosclerosis for many years is 50 dB at
low frequencies and less at high frequencies (Fig. 9.6).
The bone conduction threshold is nearly normal but
often has a dip (up to 30 dB) around 2 kHz. This dip,
known as “Carhart’s notch” is not a result of cochlear
(sensorineural) involvement because it disappears
after a successful operation. It is a sign that fixation of
the stapes footplate affects sound conduction to the
cochlea through bone conduction.

The response of the acoustic middle-ear reflex is
absent in an ear in which the stapes is immobilized
(e.g., in otosclerosis). The tympanogram has a small
peak in an otosclerotic ear because the mobility of the
middle ear is reduced by the fixation of the stapes.

Patients with otosclerosis may, over time, get a com-
ponent of cochlear hearing loss because of formation
of new bone inside the cochlea. The sensorineural
hearing loss adds to the approximately 60 dB conduc-
tive hearing loss and the total hearing loss may reach
80–85 dB after 20–25 years of untreated otosclerosis.
There is evidence that otosclerosis affects the function
of the central auditory nervous system, manifest by
the fact that many patients with otosclerosis have 
tinnitus which disappears after treatment of the otoscle-
rosis (see Chapter 10).

The earliest treatments of otosclerosis involved
making an artificial route for sound to the cochlea by
making an opening in the bone of a semicircular canal.
This operation, known as the fenestration operation
was replaced by an operation in which the new bone
around the stapes was removed, but that method has
also been abandoned, because the relief was short due
to formation of new bone.

Now, the common treatment of otosclerosis is
replacement of the middle-ear bones by a prosthesis 
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FIGURE 9.6 Effect of fixation of the ossicular chain (from otoscle-
rosis) on hearing threshold (data from Lidén, 1985).



in an operation introduced by Shea about 1962. The
stapes is removed and replaced by a prosthesis that
connects the incus to an artificial stapes placed in the
oval window. That has solved the problem of recurring
hearing loss from bone growth and it is now the common
treatment for otosclerosis. With modern microsurgical
techniques and modern design of middle-ear prosthe-
ses, hearing can be restored nearly to its normal value.
Techniques that are being developed include making a
small hole in the stapes footplate to insert a prosthesis.
This technique is less traumatic than replacing the
entire stapes footplate and it works as well.

Other conditions of middle-ear pathologies also use
prostheses as treatment. Such prostheses must have
proper size and must be placed so that maximal sound
transfer to the cochlea is accomplished. Middle ear
prostheses do not replace the function of the stapedius
muscle in regulating sound transmission through the
middle ear and patients with middle ear-prostheses
may have a higher susceptibility to noise induced hear-
ing loss (see p. 226).

Understanding of the hearing deficits that result
when the tympanic membrane or the entire middle 
ear is missing so that sound reaches both cochlear 
windows directly requires understanding of how the
cochlear fluid is set into motion with and without 
the middle ear. Studies have shown that it is the differ-
ence between the pressure at the two windows that 
is the effective force that sets the cochlear fluid into
motion [335]. The improvement of sound conduction
to the cochlea by the transformer action of the middle
ear was discussed in Chapter 2. However, that does
not explain all ramifications on hearing from total or
partial loss of the middle ear.

When the middle-ear transformer action is absent,
the hearing loss exceeds that of the lost transformer
gain (approximately 30 dB). This is because the sound
then reaches both windows of the cochlea at approxi-
mately the same intensity. Since it is the difference
between the force on the two cochlear windows that
causes the cochlear fluid to move, the resulting hear-
ing loss depends on the size of the differences between
the sound that reaches the two cochlear windows.
Normally, the force that acts on the oval window is
much larger than that acting on the round window
because of the gain of the middle ear transformer. 
If the sound pressure at the two windows is exactly 
the same there would be total deafness as there would
be no motion of the cochlear fluid at all because it is
only the difference in the forces at the two windows
that can set the cochlear fluid into motion. However, in
practice there will always be some difference in the
amplitude and the phase of the sound that reaches the
two windows and it is that difference that sets cochlear

fluid in motion and makes it possible for individuals
without a middle ear to hear, although at a much ele-
vated threshold.

Without surgical restoration of hearing, individuals
with an open middle-ear cavity and no middle-ear
ossicles have hearing loss for air conducted sounds of
50–60 dB (Fig. 9.7), thus approximately 30 dB in addi-
tion to the approximately 30 dB loss from the trans-
former action of the middle ear. The hearing loss is often
less for high frequencies, because the phase difference
between the sound that reaches the two windows 
of the cochlea is larger for high frequencies than low
frequencies and that creates a larger phase difference
between the force that acts on the two windows for
high frequencies than for low frequencies.

Individuals in whom restoring the function of the
middle ear using a prosthesis is not possible can be
helped by operations that aim at making the difference
between the sound that reaches the two windows of
the cochlea as large as possible. Since the distances in
the middle ear in relation to the wavelength of the
sound are small the sound level will be nearly uniform
in the middle ear cavity in an ear without a tympanic
membrane. This means that the difference between the
sound that reaches the two windows of the cochlea
will be small. The phase angle is 180° for 1/4 wave-
length and at 1 kHz, 1/4 wavelength is 17 cm, at 10 kHz
it is 1.7 cm. However, a smaller phase shift can cause 
a considerable motion of the cochlear fluid (Fig. 9.8).
Thus, a difference of only 10 degrees produces a CM
potential that is only 20 dB below its maximal value
(i.e., a hearing loss of only 20 dB). A difference between
the forces at the two cochlear windows of 10% (1 dB)
will produce motion of the cochlear fluid that is only
20 dB less than its maximal value.
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FIGURE 9.7 Hearing threshold in a patient without a middle ear
(data from Lidén, 1985).



3.3. Impairment of Sound Conduction 
in the Cochlea

Sound conduction in the cochlea can be impaired
for instance by bone growth similar to that in otoscle-
rosis (known as cochlear otosclerosis). Some of the
attributes of this kind of hearing loss are similar to
impairment of sound conduction in the middle ear
and some are different. Since this condition occurs
together with immobilization of the stapes, tests such
as tympanogram and the acoustic middle-ear reflex
will be similar to that seen in common otosclerosis.

Patients with cochlear otosclerosis will in addition
have signs of sensorineural hearing loss because the
bone growth in the cochlea affects the nerve supply to
the hair cells. The new bone formation in the cochlea
may be slowed by treatment with fluor compounds.

3.4. Accuracy of Measurements 
of Conductive Hearing Loss

It is usually assumed that the pure tone audiograms
are accurate measures of conductive hearing loss.
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BOX 9.2

P R E S S U R E  D I F F E R E N C E S  D R I V E  C O C H L E A R  F L U I D

Early animal experiments confirmed that it is the dif-
ference between the amplitude and phase of the pressure
that acts on the two windows that drives the cochlear fluid
[346]. In these experiments, pure tones were applied inde-
pendently to the round window and the oval window of
the cochlea of cats. The amplitude and the phase angle
between the sound at the two windows were varied inde-
pendently while the cochlear microphonic (CM) poten-
tials were recorded. Recall that the CM is a valid measure
of the volume velocity of the cochlear fluid (Chapters 2
and 3). The force that sets the cochlear fluid into motion is
the vector difference between the forces at the two
cochlear windows (Fig. 9.8). This means that the largest
motion of the cochlear fluid is induced when the two
sounds are precisely out of phase. Thus, a sinusoidal force
(pure tone) produces the largest motion of the cochlear
fluid when applied with a phase difference of 180° (oppo-
site phase).

Voss et al. [335] determined the “common mode rejec-
tion” (CMR) as a measure of the efficiency of transfer of
sound to the cochlear fluid. (The term CMR is borrowed
from engineering to describe the properties of differential
amplifiers.) In studies in cats, the values of the CMR were
in the range of 35 dB for frequencies below 1 kHz. This
means that when the forces on the two windows are exactly
of opposite phase, the motion of the cochlear fluid is 35 dB
larger than when the two forces are identical and in-phase.
Sound that reaches the two windows of the cochlea in-
phase will sound approximately 35 dB weaker than sounds
that reach the two windows in opposite phase. The greater
the difference (in amplitude or phase) between the two
forces the greater the induced motion of the cochlear fluid.
Adding that to the loss of the transformer action of the
middle ear (approximately 30 dB) results in an estimated

hearing loss of 65 dB, a value that is close to that experi-
enced in humans with an absent middle ear (Fig. 9.7).

FIGURE 9.8 Illustration of the vectorial summation of sound
that reaches both the oval and the round windows. The results
were obtained in a cat using the cochlear microphonic potentials
to measure the motion of the cochlear fluid (reprinted from
Wever and Lawrence, 1954, with permission from Princeton
University Press).



However, the earphones also conduct sound by bone
conduction. It was shown in Chapter 2 that the average
cross talk for earphones such as TDH 39 with MX41/AR
was approximately 60 dB between 0.5 and 4 kHz and
less for insert earphones (Fig. 2.8A in Chapter 2). This
is the reason why it may be necessary to mask the ear
with the better hearing when testing the hearing of a
person with much larger hearing loss in one ear than
in the other. If an earphone can stimulate the opposite
ear by bone conduction, bone conduction must be
equally effective in stimulating the cochlea on the side
where the earphone is applied. In a patient with a con-
ductive hearing loss that exceeds the conduction of
cross talk the sound that reaches the cochlea by bone
conduction will be stronger than the sound that
reaches the cochlea by air conduction. Bone conducted
sound generated by the earphones that are used there-
fore sets the limit for the maximal conductive hearing
loss that can be measured (approximately 60dB for
TDH39 and 70dB for modern insert earphones). That
means that conductive hearing loss that is greater 
than that value cannot be assessed and conductive
hearing losses that exceed these values may therefore
be underestimated. The bone-conducted sound that
earphones deliver varies from individual to individual
(see Fig. 2.8A). The difference between the air conducted
and the bone conducted sounds delivered by the TDH
39 earphone can be as small as 50 dB (Fig. 2.8A) and
the bone conducted sounds delivered by insert ear-
phones may be only 60 dB below the air-conducted
sound (Fig. 2.8A).

These matters should be taken into account when
interpreting hearing loss in individuals with large 

conductive components of hearing loss. The hearing
loss associated with hearing without the middle ear,
and that due to ear-canal atresia where the measured
air conduction threshold exceeds 60 dB, may be higher
than what it appears to be from conventional audiom-
etry because of the bone-conducted sound. Especially
old data obtained using TDH39 earphones should be
viewed with that in mind.

3.5. Implications of Impairment 
of Conduction of Sound to 

the Cochlea

Middle-ear disorders can impair speech commu-
nication to an extent that it interferes with learning 
in school. Impairment of sound conduction to the
cochlea causes deprivation of input to the auditory
nervous system and that can cause expression of
neural plasticity that changes processing of sounds in
the auditory system. Input is thus important for the
normal childhood development of the auditory
system. Therefore disorders that cause impairment of
sound conduction to the cochlea that occur early in 
life such as middle-ear infections can have lifelong
consequences. These are all reasons why it is impor-
tant to treat the hearing deficits in childhood caused
by middle ear problems. It has been the topic of dis-
cussion how and if middle-ear infections should be
treated, but there is little doubt about the benefit from
treating the hearing deficit. This can be done inde-
pendently of how the underlying middle ear problems
are treated, using ventilation (PE) tubes inserted in 
the tympanic membrane.
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BOX 9.3

S H I E L D I N G  C O C H L E A R  R O U N D  W I N D O W  I N  M I D D L E - E A R  A B S E N C E

Many different surgical methods have been tried to
shield the two windows from each other. In the type IV
tympanoplasty operation, a tissue graft (for example fascia
from a muscle) is placed to shield the round window from
sound while the stapes footplate resting in the oval window
is exposed to sound. (If the stapes footplate is removed 
and replaced by a graft, the same operation is called tym-
panoplasty type V.) It is important that the cavity created
over the round window, known as the cavum minor is kept
aerated, and the shield should be as rigid as possible to
reduce the sound that reaches the round window as much
as possible. If a successful shielding between the two 

windows were accomplished, the expected hearing loss
would be equal to that of the loss of the transformer action
of the middle ear, thus 25–30 dB. That ideal situation cannot
be achieved surgically and in practice the results of such
operations are moderate hearing loss of 35–40 dB for low
frequencies and 20–25 dB at 2 and 4 kHz. (The results of
such operations are usually expressed as the air-bone gap,
namely the difference between the air conduction threshold
and the bone conduction threshold; the bone conduction
threshold represents the threshold of the cochlea.) Recently
the physiological basis for such operations has been studied
extensively (193).



4. PATHOLOGIES OF THE
COCHLEA

The decline in hearing with age, known as presby-
cusis, is the most common form of cochlear pathology.
Presbycusis is associated with detectable morphologi-
cal changes in hair cells, mainly the outer hair cells
[139] and subsequent reduced function of outer hair
cells. Other causes of hearing impairment such as
exposure to noise, administration of drugs such as 
certain antibiotics [94], certain diuretics, aspirin [234],
quinine and many other substances cause similar mor-
phological changes to hair cells [112]. Cochlear patholo-
gies are also present in diseases such as Ménière’s
disease [199]. Distension of the basilar membrane that
occurs as a result of cochlear hydrops is most likely
involved in causing the low frequency fluctuating
hearing loss in Ménière’s disease that is typical for the
disease, at least in its early stages.

The most obvious signs of such insults are reduced
sensitivity, namely elevated pure tone threshold. Speech
discrimination is not profoundly affected by moderate
cochlear hearing loss and it is closely related to the pure
tone hearing loss. Recruitment of loudness is common
in people with cochlear hearing loss (see Chapter 10).

Earlier, hearing impairments from pathologies of the
cochlea have primarily been regarded to be the effect of
injuries to hair cells, mainly outer hair cells such 
as is typical for noise induced hearing loss, hearing 
loss from ototoxic antibiotics, Ménière’s disease, etc.
However, it has become evident that disorders of the
cochlea can indirectly influence the function of the cen-
tral nervous system and symptoms of, for instance,
injuries to cochlear hair cells are likely to have compo-
nents that originate in the central nervous system,
causing deprivation and changed balance between
inhibition and excitation. Such changes can in them-
selves cause symptoms but they may also promote
expressions of neural plasticity, which in turn can cause
symptoms such as hyperactivity, changed dynamic
range, or redirection of information (discussed in
Chapter 10). The fact that the morphological changes
in the cochlea are so apparent has made these disor-
ders to be known as cochlear disorders. The advances
in our knowledge about the disorders of the auditory
system have now blurred the distinction between
cochlear and nervous system disorders.

It had earlier been assumed that such impairment of
hearing as presbycusis was caused by impairment of
the function of cochlear hair cells as a part of the
normal aging process. However, recent studies have
shown a more complex cause of such hearing impair-
ment, involving changes in the function of the nervous
system.

The impairment of speech perception, increased
masking and recruitment of loudness are not only
related to the impairments of the function of cochlear
hair cells that are evident as a result of aging (presby-
cusis), exposure to loud noise, administration of oto-
toxic substances and various disease processes but it 
is also a result of the changes in the function (and mor-
phology) of the central auditory nervous system. The
anatomical location of the abnormal function that
causes these symptoms is thus not only the cochlear
hair cells, but changes in the function of the auditory
nervous system also contribute to the symptoms.

The symptoms and signs (impaired hearing) that
occur after insults such as exposure to traumatizing
noise, ototoxic antibiotics [315], and the processes of
normal aging causing decline in hearing sensitivity
(presbycusis) are thus caused by a combination of
deficits in the auditory periphery (cochlea) and the
effect of changes in the central auditory nervous
system [190, 213].

4.1. General Audiometric Signs of
Cochlear Pathologies

Most forms of injury to cochlear hair cells affect the
hearing threshold at high frequencies more than low
frequencies. Typically, the hearing loss in cochlear
pathologies begins at the highest frequencies that are
tested by clinical audiometry (8 kHz) and progresses
towards lower frequencies as it becomes more severe.
The normal hearing range in humans extends to about
20 kHz but the hearing threshold is normally not tested
at frequencies above 8 kHz. Therefore data about hear-
ing loss in the frequency range above 8 kHz is sparse
and the beginning of the progression of hearing loss
therefore usually escapes detection. Hearing loss caused
by exposure to noise is an exception because it nor-
mally affects the hearing threshold at 4 kHz more than
other frequencies. Hearing loss from Ménière’s disease
mostly affects low frequencies. Certain forms of heredi-
tary hearing loss mainly affect the mid-frequency range
(“cookie-bite” audiogram).

Speech discrimination normally only becomes
affected when the threshold elevation at frequencies
below 2 kHz becomes noticeable, but the relationship
between pure tone thresholds and speech discrimina-
tion varies considerably between different individuals.
The average decrease in speech discrimination obtained
in many individuals (Fig. 9.9) can therefore only serve
as a guide in estimating speech discrimination in an
individual. Only hearing loss of the high frequency
type was included in the data shown in Fig. 9.9
because that is the commonly occurring type of hear-
ing loss associated with injuries to cochlear hair cells.
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The relationship between pure tone threshold and
speech discrimination may be different in other forms
of cochlear hearing pathologies.

The reason that speech discrimination is only affected
to a small degree when the hearing loss is moderate is
that only outer hair cells are affected and that only
impairs the cochlear amplifier, leaving sensory trans-
duction unaffected. Recall from Chapter 3 that the
cochlear amplifier is mainly effective at low sound levels
and its effect is small at physiological sound levels.
Since speech tests are performed at physiologic sound
levels, impairment of the cochlear amplifier has little
effect on speech discrimination. Also, most speech
tests are done in quiet conditions. If they were done in
noisy conditions [303], deficits due to cochlear hearing
loss would often appear more severe and perhaps more
similar to what the individual experiences in normal
everyday listening conditions. Individuals who have
greater impairments of speech discrimination than the
average person with the same hearing loss may have
impairments of other structures in addition to cochlear
impairments. Thus, changes to the auditory nerve that
are present in some patients with presbycusis may be
one such factor that is responsible for poor speech dis-
crimination. The extent of injury or damage to cochlear
hair cells from the same insult varies among individu-
als and that contributes to the individual variations in
hearing impairment from seemingly identical condi-
tions. The fact that cochlear pathology affects the func-
tion of the auditory nervous system is a further source
of complexity and one which may contribute to the
individual variations in hearing impairment. These
changes in the function of the auditory nervous system
are, however, not sufficient to cause detectable changes
in auditory evoked potentials such as ABR. The ABR is

within normal limits in patients with moderate
degrees of cochlear pathologies and the threshold of
the acoustic middle-ear reflex is within normal limits.

4.2. Age-related Hearing Loss
(Presbycusis)

Presbycusis is commonly associated with degenera-
tion of cochlear hair cells, mainly outer hair cells in the
basal portion of the cochlea, and age-related hearing
impairment was earlier assumed to be caused by the
effect of these morphologic changes in cochlear hair
cells. In that way, the changes are similar to those seen
in other injuries to the cochlea such as those from noise
exposure. Outer hair cells are affected most and the
changes begin in the basal end of the cochlea, spread-
ing toward the apex as the condition progresses. The
individual variations are large (Fig. 9.11) [227, 228] and
hereditary factors are important (more from mothers
than fathers [98].

Recent studies have indicated a much more com-
plex pathology, involving the central auditory nervous
system [349]. Age related changes may occur in more
centrally located parts of the auditory nervous system
because the function of the nervous system may change
as a result of the change in input from the cochlea caused
by loss of hair cells (through expression of neural plas-
ticity, see [213]). Both human [149] and animal studies
[128] have indicated that age-related hearing loss is
preceded by changes in the middle olivocochlear path-
way that connects cells in the superior olivary complex
with outer hair cells.

Age-related changes often include morphological
changes in the auditory nerve [309] in addition to patho-
logies of cochlear hair cells. Thus, it has been shown
that the distribution of fiber diameters of auditory
nerve fibers widens with age [309] (see also Chapter 5).
This causes a wider distribution of conduction veloci-
ties of auditory nerve fibers and thus a decreased tem-
poral coherence of the auditory nerve impulses that
arrive at the cochlear nucleus. These morphologic
changes in the auditory nerve may be one of the rea-
sons that temporal processing in the auditory system
deteriorates with age [313]. Since temporal coherence
in the auditory nerve seems to be important for discrim-
ination of complex sounds such as speech, the changes
in the auditory nerve may contribute to the deteriorat-
ing ability to discriminate speech that often occurs with
age. Both ABR and the acoustic middle-ear reflex may
be abnormal.

Presbycusis appears as a gradually sloping hearing
loss towards higher frequencies. It is often regarded as
a part of the normal aging process. Several studies  have
analyzed hearing loss as a function of age [228, 310].
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FIGURE 9.9 Relationship between different degrees of cochlear
hearing loss and speech discrimination (data from Lidén, 1985).



The results show that the high frequency hearing loss
increases with age (Fig. 9.10). The data in Fig. 9.10
show the averages of eight published studies compris-
ing data from more than 7,600 men (Fig. 9.10A) and
almost 6,000 women (Fig 9.10B) (310). Such studies
rarely define which criteria were used for inclusion in
the studies and it is therefore possible that the results
may reflect hearing loss that is caused by factors other
than age. In large population studies such as those
compiled by Spoor [310], many individuals have been
exposed to noise, which results in greater hearing loss
at 4 kHz than other frequencies (see p. 219).

A cross-sectional and longitudinal population study
of hearing loss and speech discrimination scores in an
unselected population of individuals aged 70 (Fig. 9.11)
(228) showed that both these groups of individuals had
high speech discrimination scores (Fig. 9.12), some-
what lower in men than women. Exposure to noise
affected hearing in men more than in women and that
appears as a slightly greater hearing loss for high fre-
quencies. The reason for this gender difference may be
that many men had noise induced hearing loss, but
there may be other reasons related to hormonal influ-
ence on the progression of age-related changes in the
cochlea and possibly differences in the age-related
change in neural processing of sounds. M.B. Møller
[228] also provided the distributions of hearing loss
among the individuals of the study (Fig. 9.11) and

these data show that the hearing loss in the men and
women studied is far from being normally (Gaussian)
distributed. For low frequencies, the distributions are
skewed with a long tail towards larger hearing loss
while the distribution of hearing loss for higher fre-
quencies is more symmetrical although it is far from
being a normal distribution. The mean value and stan-
dard deviation are therefore not adequate descriptions
of the hearing loss as a function of age. Despite that,
mean and median values of hearing loss are com-
monly the only data provided in population studies of
hearing [310].

Age related hearing loss (presbycusis) is associated
with morphological changes in the cochlea in the form
of loss of outer hair cells. As for other causes of cochlear
impairments (noise exposure and ototoxic drugs), the
loss of outer hair cells is more pronounced in the basal
portion of the cochlea, thus affecting the cochlear
amplifier for high frequency sounds more than for low
frequency sounds. Loss of outer hair cells is the most
obvious change, and it has received more attention than
other changes, but there are also changes in the auditory
nerve, and the variations in fiber diameter of the axons
in the auditory nerve increases with age (Fig. 5.3).

Evidence of age-related changes in the function 
of the auditory nervous system such as changes in syn-
thesis of inhibitory neurotransmitter such as gamma
butyric acid (GABA) have been presented [44].
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FIGURE 9.10 (A) Average hearing loss in different age groups of men. Results from eight different pub-
lished studies based on a total of 7,617 ears. (B) Average hearing loss in different age groups of women.
Results from eight different published studies based on 5,990 ears (reprinted from Spoor, 1967).



Expression of neural plasticity from reduced high fre-
quency input from the cochlea may cause functional
changes in the nervous system [190]. There is also evi-
dence of changes in the function of the corpus callosum,
affecting binaural hearing, and perhaps impairing the
ability to fuse sound from the two ears [49, 137].

Some unexpected results of animal experiments have
shown that the progression of age related hearing loss
can be slowed by sound stimulation [328] (see p. 237).

That the progression of sensorineural hearing loss
can be slowed has only been shown in a few studies
because of the obvious difficulties in performing 
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FIGURE 9.11 Distribution of hearing loss at different frequencies from a cross-sectional population study
of hearing in people of age 70; men and women. Solid lines represent left ear and dashed lines represent right
ears (data from Møller, 1981, with permission from Elsevier).

FIGURE 9.12 Distribution of speech discrimination scores from a cross-sectional population study of 
hearing in people of age 70. The speech discrimination scores were obtained using phonetically balanced
word lists presented at 30 dB SL or at the most comfortable level. Solid lines represent left ears and dashed
lines represent right ears (data from Møller, 1981, with permission from Elsevier).



controlled studies. This type of hearing loss is similar
to presbycusis and is primarily a result of degenera-
tion of cochlear hair cells.

The mechanisms for that reduction in hearing loss
are unknown but several possibilities have been sug-
gested [328], such as neural activity in the cochlear
efferents that could affect outer hair cells, effects on
neurotrophin action, effects on some unknown factors
that are elicited by stimulation (excitotoxicity), regula-
tion of certain genes, and possibly an effect of intracel-
lular calcium concentration. It is important to point
out that it is the progression of hearing loss that is
affected (slowed) but the degenerative process does
not seem to be reversed by such sound exposure. The
fact that the progression of this kind of hearing loss
can be reduced means that appropriate sound stimula-
tion can actually affect cochlear degeneration. In the
past it has been the negative aspects of exposure to
sound that have been studied, and it is only recently
that it has been shown in a few studies that there are
also positive aspects of sound exposure. Thus as more
knowledge about age related changes accumulate, it
appears that presbycusis is more complex than just
normal age related changes of cochlear hair cells.

4.3. Noise Induced Hearing Loss

Noise induced hearing loss (NIHL) is normally
associated with noise exposure in industry and thus
thought of as a product of modern civilization. It is
mainly thought of as being caused by injury to cochlear
hair cells but as our knowledge about disorders of the
auditory system increases it has become evident that
the effect of noise exposure is complex. It has been
mainly the loss of hearing sensitivity that has been
studied but NIHL has many other effects on hearing.
Tinnitus may accompany any of the different forms 
of cochlear hearing deficits but it is more common in
NIHL and in fact most incidences of tinnitus are asso-
ciated with NIHL (see Chapter 10).

The effect on the cochlea in NIHL has been studied
extensively and it was for a long time believed that the

morphological changes in the cochlea could explain
the changes in hearing. However, it has more recently
become evident that the effect of exposure to traumatic
noise also causes both morphological and functional
changes in the auditory nervous system. Expression of
neural plasticity plays an important role in creating
the symptoms from the auditory nervous system.

Exposure to a moderately loud noise causes hearing
loss that decreases gradually after the end of the noise
exposure. The hearing threshold may return to its normal
value after minutes, hours or days depending on the
intensity and duration of the noise exposure and the
individual person’s susceptibility to noise exposure.
Exposure to noise above a certain intensity and duration
results in hearing loss that does not fully recover to its
pre-exposure level. This remaining hearing loss is known
as permanent threshold shift (PTS). Hearing loss that
resolves is known as temporary threshold shift (TTS).

Hearing loss caused by noise exposure affects high
frequencies more than low frequencies. The audiogram
of a person with noise induced hearing typically has 
a dip at 4 kHz (Fig. 9.13) and the hearing threshold at 
8 kHz is better than it is at 4 kHz, at least for moderate
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BOX 9.4

E F F E C T  O F  A A E  O N  A G E - R E L A T E D  H E A R I N G  L O S S

Experiments by Willott and co-workers [328, 349] in
strains of mice that have early deterioration of hearing
have shown that low level sound stimulation (augmented
acoustic environment [AAE]) can reduce or slow the age

related hearing loss in these animals. The mouse that
these investigators used, DBA/2J, had progressive hear-
ing loss from early adolescence.

FIGURE 9.13 Typical audiogram for an individual who has 
suffered noise induced hearing loss (data from Lidén, 1985).



degrees of noise induced hearing loss. This distinguishes
noise induced hearing loss from age related hearing
loss (presbycusis), which results in threshold elevation
that increases with the frequency (Fig. 9.10). The 4 kHz
dip is more or less pronounced depending on the noise
exposure and it is most pronounced in individuals
who have been exposed to impulsive noise, thus noise
with a broad spectrum.

The amount of acquired hearing loss depends not
only on the intensity of the noise and the duration of
exposure but also on the character of the noise (fre-
quency spectrum and time pattern). The hearing loss
from noise exposure is thus distinctly related to the
physical characteristics of the noise exposure but great
individual variations exist. The combination of noise
level and duration of exposure is known as the immis-
sion level and it is used as a measure of the effective-
ness of noise in causing PTS. However, the PTS caused
by exposure to noise with the same immission level
shows large individual variations (Fig. 9.14) [33].

Exposure to pure tones or sounds with a narrow
spectrum causes the greatest hearing loss at about one
half octave above the frequency of the highest energy
of the sound. The reason for this half octave shift is
most likely the shift of the maximal vibration of the
basilar membrane towards the base of the cochlea with
increasing sound intensity (see Chapter 3). Exposure
to loud noise is expected to cause the most damage to
hair cells at the location on the basilar membrane where
the noise gives rise to the largest vibration amplitude.
That means that the most damage is done at a location

that is tuned to the frequency of the maximal energy of
the noise at the intensity of the noise. The location of
maximal vibration amplitude is not the same for high
intensity sounds as for sounds at the threshold used to
measure the hearing loss. This is because the frequency
to which a certain location along the basilar membrane
is tuned shifts along the basilar membrane with
increasing stimulus intensity.

The audiograms obtained in individuals who have
been exposed to many different kinds of noise have
similar shape, but the 4 kHz dip is probably most pro-
nounced for exposure to impulsive noise. Studies have
shown evidence that the enhancement of sound from
the resonance of the ear canal [246] is the cause of the
selective damage. Ear-canal resonance amplifies sounds
in the region of 3 kHz (cf. Chapter 2). That the greatest
hearing loss from exposure to sound with their highest
energy around 3 kHz occurs near 4 kHz can be explained
by the half octave shift discussed above. The point on
the basilar membrane that was tuned to 3 kHz at a high
sound intensity (e.g., 90 dB) will be tuned to a higher
frequency when tested near the threshold. This is why
the largest threshold shift from exposure to 3 kHz sound
occurs at a higher frequency, approximately 4 kHz.

Individual variation is a characteristic feature of 
all forms of hearing impairment including NIHL, but 
the reason for this individual variation in acquired
hearing loss from similar noise exposure is not well
understood. It is characteristic of NIHL that the same
noise exposure causes different degrees of hearing
impairment in different individuals (see Fig. 9.14). This
individual variation in susceptibility to noise induced
hearing loss has many sources. Genetic variations 
are one [61], and age and health status are also impor-
tant factors that affect injury to hair cells from noise 
exposure. Drugs of various kinds most likely also
increase susceptibility to noise induced hearing loss.
Hearing loss of conductive type also affects the risk of
NIHL [237]. Absence or impairment of the acoustic
middle ear reflex results in increased hearing loss from
noise exposure [356]. Ingestion of alcohol and other
drugs that impair the function of the acoustic middle
ear reflex (cf. Chapter 8) may also affect susceptibility
to NIHL.

Numerous hypotheses have been presented but
published experimental evidence is rare. Besides vari-
ability in the exposure conditions, genetic differences,
age, gender, pigmentation, differences in the sound
conducting apparatus, blood supply and innervation
of the cochlea have all been suggested as causes of the
variability in NIHL to the same noise exposure. The
hypothesis that age is a factor in the observed varia-
tions in susceptibility to NIHL has been supported by
studies in mice [120]. Other factors that affect NIHL
include a history of sound exposure, as discussed below.
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FIGURE 9.14 Hearing loss at 4 kHz as a function of noise expo-
sure. Each dot represents the elevation in hearing threshold at 4 kHz
for one ear. The solid line is the mean value. The horizontal axis rep-
resents both the sound level and the time of exposure (known as the
noise immission level which is equal to the noise level (in dB) + 10
times the logarithm of the duration of exposure) (modified from
Burns and Robinson, 1970, with permission from Her Majesty’s
Stationery Office).



Much of the individual variations in NIHL in
humans can be explained by genetic differences, 
environmental factors, and inaccuracies in determina-
tion of the level and the duration of the noise to which
they were exposed. The noise level and environmental
facts can be controlled in animal experiments in the
laboratory. Animals can be exposed to noise in the 

laboratory in a much more accurate way than humans.
When normal guinea pigs are exposed to noise the
acquired hearing loss varies considerably (Fig. 9.15)
[186].

The fact that different animals are affected to different
degrees from the same insults is an indication of indi-
vidually different genetic makeup. This assumption 
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BOX 9.5

F R E Q U E N C Y  O F  G R E A T E S T  N I H L  D E P E N D S  O N  E A R  C A N A L  L E N G T H

Studies of the correlation between the resonance fre-
quency of the ear canal and the frequency of the greatest
hearing loss in people with noise induced hearing loss
[246] have shown that the mean resonance frequency of the
ear canal in the group of people studied was 2.814 kHz and
the maximal hearing loss occurred at 4.481 kHz. Assuming
that the maximal energy of broad band noise occurred at
the resonance frequency of the ear canal (2.814 kHz) and
that the greatest hearing loss occurs at a frequency that is
1.5 times the frequency of the maximal energy of the noise
exposure, then the maximal hearing loss would be
expected to occur at 4.221 kHz. The mean frequency of
maximal hearing loss was 4.481 kHz, thus very close to the
expected value. This study also showed a high correlation
between ear-canal resonance frequency and the frequency
of the maximal hearing loss in individuals.

Earlier studies [38], showed that extending the ear
canal by a tube that caused the resonance frequency to
decrease caused a similar decrease in the frequency of the
maximal TTS in volunteers who were exposed to broad
band noise. The greatest hearing loss (TTS) occurred at
frequencies about one half octave higher than the fre-
quency of maximal sound energy.

These studies thus support the hypothesis that the
typical 4 kHz dip in the audiograms of individuals who
have suffered noise induced hearing loss is a result of the
resonance of the ear canal. (It has been pointed out [270]
that the maximal transfer of sound power to the cochlea
does not necessarily occur at the frequency of the ear
canal resonance but depends on other factors that 
are frequency dependent, such as the transformation ratio
of the middle ear.)

FIGURE 9.15 NIHL in animals with various degrees of genetic variations. (A) Data obtained in male
guinea pigs (400–500 g); the exposure was a 2–4 kHz octave band of noise at 109 dB SPL for 4 h with a 1-week
survival. The mean peak PTS was 35.1 dB at 7.6 kHz (SD of 21.33 dB) (reprinted from Maison, S.F. and
Liberman, M.C. 2000. Predicting vulnerability to acoustic injury with a non-invasive assay of olivocochlear
reflex strength. J Neurosci 20: 4701–4707, with permission from the Society for Neuroscience; Courtesy 
Charles Liberman. Copyright © 2000 Society for Neuroscience). (B) Inbred mice, males (23–29 g) exposed to
octave band noise (8–16 kHz) at 100 dB for 2 h with a 1-week survival. The mean peak PTS was 38 dB at 
17.5 kHz (SD of 4.06 dB) (reprinted from Yoshida and Liberman, 2000, with permission from Elsevier).



is supported by the finding that the variation is less
when inbred animals are used in such experiments 
(Fig. 9.15) [353].

That genetics is important for acquiring NIHL is
supported by the results of other animal experiments
that have shown that animals with genetically related
hypertension acquire more hearing loss than normoten-
sive animal from the same noise exposure [26, 28].

The amount of hearing loss acquired by genetically
identical animals from noise exposure under controlled
laboratory conditions shows individual variation (Fig.
9.15). These variations in NIHL in genetically identical
animals can be explained by difference in epigenetics1

[140] or “noise in gene expressions” [260]. The variations
that occur in the susceptibility to noise exposure
between animals that are regarded to be genetically
identical can be purely stochastic in nature or caused
by differences in the internal states of a population of
cells. Ongoing mutations are another source of varia-
tions that can manifest as differences in the physical
characteristic of genetically identical organisms.
Naturally, environmental factors can also affect the
development of an animal.

These factors (epigentics and “noise” in gene
expression) and perhaps other yet unknown ones, can
explain the variations in the effect of insults such as
noise exposure but it also explains why, for example,
only one of two identical (homozogotic) twins acquires
an inherited disease, despite both twins having exactly
the same genetic set-up.

Other factors than genetics and epigentics may affect
the susceptibility to noise exposure, such as hearing

loss due to middle-ear pathologies. Middle-ear patho-
logy acts as an ear protector and actually decreases the
person’s hearing loss from exposure to noise [237]. The
conductive hearing loss does not affect hearing to any
great extent at high frequencies but the protective
effect from the low frequency conductive hearing loss
against noise induced hearing loss is substantial. The
result is that the acquired NIHL can be considerably
less in the ear with conductive hearing loss than in the
ear without conductive loss (Fig. 9.16).

NIHL has many similarities with presbycusis. It
mainly affects outer hair cells and speech discrimina-
tion is little affected when the hearing loss is moderate
and limited to frequencies around 4 kHz. It is mainly
outer hair cells in the basal portion of the cochlea that
are injured or totally destroyed, thus causing impair-
ment of the cochlear amplifier. It is not known why
hair cells located in the base of the cochlea are more
susceptible to insults from noise exposure (and from
ototoxic agents and aging, see pp. 216, 227) compared
to hair cells in other parts of the cochlea. Pure tones or
noise that has a narrow spectrum cause lesions within
a restricted region of the basilar membrane.

Little damage to the stereocilia can be detected by
light microscopic examination after noise exposure
that produces 40–60 dB hearing loss [178]. In moderate
degrees of cochlear hearing loss, inner hair cells are
intact when examined by the light microscope. High
resolution light microscopy (using Nomansky optics)
and scanning electron microscopy (SEM) have shown
that noise exposure causes a disarray of stereocilia on
both inner and outer hair cells (Fig. 9.18) [178]. High-
resolution light microscopy has revealed that the stere-
ocilia of inner hair cells are altered to almost the same
extent as were the stereocilia of outer hair cells after
exposure to moderate levels of noise.

It has been shown that noise exposure causes dis-
connection between stereocilia of outer hair cells and
the tectorial membrane. It should be noted that this is
different from other types of insults to the cochlea such
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BOX 9.6

H Y P E R T E N S I V E  R A T S  A C Q U I R E  G R E A T E R  N I H L  T H A N  
N O R M O T E N S I V E  A N I M A L S

Experiments in rats [26, 28] have shown that sponta-
neous hypertensive rats acquire more PTS from noise
exposure than normotensive rats. However, hypertension
caused by impairing blood supply to the kidney does not
show such increased PTS [27]. Thus, hypertension in itself

is probably not the cause of the higher susceptibility to
noise induced hearing loss. The increase in susceptibility
to noise induced hearing loss seen in the spontaneous
hypertensive rats is probably related to factors that occur
together with the predisposition for hypertension.

1Epigentics: This term is used to describe activation and de-
activation of genes. It is defined as the study of heritable changes
in gene function that occur without a change in the DNA sequence.
This mainly occurs in the uterus but can also occur after birth. It has
become increasingly evident that epigenetic mechanisms such as
DNA methylation, histone acetylation, and RNA interference, and
their effects in gene activation and inactivation, are important 
factors in phenotype transmission and development [107].



as from ototoxic antibiotics, which affect the integrity
of the cell bodies of hair cells.

Only exposure to extreme loud noise causes other
structural damages besides the damage to hair cells.
Thus exposure to sounds with levels in excess of 125
dB SPL seems to be necessary to cause mechanical
damage to the cochlea of the guinea pig [308]. The
level of noise exposure that causes structural damage
varies between species and it may thus be different in
humans from the values obtained in the guinea pig.

Hearing loss caused by injury to outer hair cells
does not affect sensory transduction but rather the
mechanical properties of the basilar membrane. Recall
from Chapter 3 that the outer hair cells function as
“motors” that increase the sensitivity and the frequency
selectivity of the ear and that it is the inner hair cells
that transduce the motion of the basilar membrane

and control the discharge pattern of auditory nerve
fibers. Also, recall that the amplification caused by
outer hair cells is most effective for sounds of low
intensity and that it has little effect for sounds that are
more than 50-60 dB above (normal) hearing threshold.
This explains why hearing loss caused by impairment
of the function of outer hair cells rarely exceeds 50 dB.
It is also the reason why tests that employ high inten-
sity sounds such as ABR and the acoustic middle ear
reflex are largely normal in patients with hearing loss
caused by malfunction of outer hair cells.

The most prominent physiological signs of noise
induced hearing loss as revealed in animal studies are
deterioration of the tuning of single auditory nerve
fibers, loss of sensitivity at the fiber’s CF and a down-
wards shift in frequency of the CF (Fig. 9.19) [51]. The
widening of basilar membrane tuning after noise
exposure is typical for loss of function of the active role
of outer hair cells, that is to increase the sensitivity and
frequency selectivity of the ear (cf. Chapter 3). The
widening of the tuning of the basilar membrane
broadens the “slices” of the spectrum of broad band
sounds from which the cochlea provides information
to the (temporal) analyzer in the central nervous system.
This broadening may cause interference between dif-
ferent spectral components (impair “synchrony capture”,
see p. 109) and it may increase masking. The impair-
ment of the cochlear amplifier from injury of the outer
hair cells also impairs the amplitude compression that
is prominent in the normal cochlea and that may be
the reason why recruitment of loudness accompanies
NIHL. The sensitivity of a single auditory nerve fiber
for frequencies below a fiber’s CF (in the tail region 
of the tuning curves) increases after noise exposure
[179] and that may also contribute to the symptoms 
of NIHL.

While published reports of morphological changes
of the cochlea as a result of noise exposure are abundant,
few studies that concern the cause of these changes have
been published. It is poorly understood how noise
exposure causes the observed damage to the hair cells.
It has been suggested that impairment of blood supply,
or simple exhaustion of the metabolism could be the
cause of the hair cell injury and destruction. These
hypotheses have received little experimental support.

Oxygen free radicals have been implicated in caus-
ing injury to hair cells from noise exposure, aging and
ototoxic antibiotics [94, 252]. It has been shown that
the level of glutathione, an enzyme that defends cells
against the toxic effects of reactive oxygen species,
decreases with age and depend on the physiologic
state of a person and on environmental challenges. It
has been shown that oxygen free radical scavengers
can reduce the effect of noise exposure on hearing. The
best effect was obtained when a free radical scavenger
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FIGURE 9.16 Audiograms of a welder exposed to shipyard noise
for 30 years and who had conductive hearing loss in one ear (top
audiogram). The bottom audiogram is from the ear without conduc-
tive hearing loss (data from Nilsson and Borg, 1983, with permission
from Taylor & Francis).



BOX 9.7

H A I R  C E L L  L O S S ,  H E A R I N G  L O S S  A N D  S T E R E O C I L I A  D A M A G E

Light microscopic studies of cochlear hair cells in ani-
mals that have been exposed to a moderately loud noise
that causes hearing loss show loss of some hair cells,
mainly outer hair cells (Fig. 9.17). Exposure to more
intense sounds for longer periods causes more extensive
damage and inner hair cells may be affected. An incre-
ment of only 5 dB in the intensity of the sound to which
the animals were exposed caused a considerable increase
in the injury of hair cells and in the PTS (Fig 9.17) [75].
Cell counts using surface preparation of the cochlea (cyto-
cochleograms) reveal damage mainly to outer hair cells 
in the first row in an animal where the loss of sensitivity

was moderate (30–40 dB) while high resolution light
microscopy reveal abnormalities in stereocilia in both outer
and inner hair cells (Fig. 9.17) [75]. An animal exposed to
the same noise but studied at different times after noise
exposure (right hand graphs in Fig. 9.18) showed much
greater hearing loss and more extensive hair cell damage,
including missing inner hair cells. There is a clear correla-
tion between loss of hair cells and threshold shift at the
characteristic frequency (CF) but there is considerable
individual variation in the extent of the damage even 
in animals that are genetically similar and treated in 
similar ways.

FIGURE 9.17 Relationship between hearing loss and loss of hair cells in cats exposed to 2 kHz tones for 
1 h and three different intensities (reprinted from Dolan et al., 1975, with permission from Blackwell 
Publishing Ltd).
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FIGURE 9.18 Results of recordings from single auditory nerve fibers and morphologic examination of the
cochleae of two cats after exposure to 2 h of noise, 2 octaves wide, centered at 3 kHz and with an intensity of
115 dB SPL. The cats were examined, 620 (left panel) and 63 days (right panel) after noise the exposure. Upper
graphs: sample tuning curves, centered at approximately 3.6 kHz of single auditory nerve fibers and thresh-
old at CF. Middle graphs: cytocochleograms of the cochleae showing loss of hair cells. Bottom graphs: stere-
ocilia damage in the first row of outer hair cells and inner hair cells as revealed by high resolution (Nomarsky)
light microscopy with 100X objectives (reprinted from Liberman, 1987, with permission from Elsevier).



was administered before the noise exposure but some
effect was also achieved when it was administered
after the noise exposure [252]. Oxygen free radicals are
associated with activity of mitochondria, and the prop-
erties of mitochondria are inherited from mothers.

The finding that the cochlea can recover from noise
induced hearing loss shows that hair cells can cease to

function, or have a reduced function, without perma-
nent injury occurring. That also explains the recovery of
threshold shift after noise exposure of moderate degree
(temporary threshold shift [TTS]). Only when the insult
has reached a certain level does the recovery become
incomplete and the result is permanent injury (PTS).

4.4. Implications of Hearing Loss on
Central Auditory Processing

While NIHL is usually assumed to be caused only
by the loss or injuries of outer hair cells it has been
shown that NIHL is also associated with specific mor-
phologic changes in the central nervous system [148,
205]. In addition to that, neural plasticity may result in
functional changes in the nervous system because of
the deprivation of input to specific groups of neurons
that is caused by the injury to the cochlea [101]. This
may alter the balance between inhibition and excita-
tion, and that may cause hyperactivity (see Chapter 11).

Animal studies of evoked potentials recorded 
from the cerebral cortex showed enhancement of the
responses after exposure to noise that caused hearing
loss [318]. The authors concluded that their results
indicate that the enhancement of the amplitude of the
evoked potentials that are recorded from the auditory
cortex is caused by changes in the processing of infor-
mation in the central auditory nervous system. These
changes are caused by expression of neural plasticity.
Even exposure to sounds that do not cause hearing
loss can cause changes in frequency tuning of neurons
in the cerebral cortex of animals consisting of greater
frequency selectivity and greater sensitivity to quiet
sounds [88].

4.5. Modification of Noise Induced
Hearing Loss

It has generally been assumed that exposure to loud
sounds (noise) caused hearing loss only because it
affected hair cells, either by mechanical stress or by
changing the chemical composition inside or outside
the hair cells. The finding that prior noise exposure can
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BOX 9.8

N O I S E  E X P O S U R E  C A U S E S  C H A N G E S  I N  T H E  C O C H L E A R  N U C L E U S

Animal experiments have shown morphological changes
occur in the cochlear nucleus after noise exposure [204,
205]. Recordings made from the inferior colliculus shows

signs of hyperactivity after noise exposure [320]. Several
studies have shown that exposure to traumatizing noise
alter frequency tuning of neurons in the auditory cortex.

FIGURE 9.19 Deterioration in tuning and sensitivity of auditory
nerve fibers as a result of exposure to pure tones. The data were
pooled from many nerve fibers and the frequency scale is normali-
zed. The arrows show the frequency of the exposure tones and the
different curves represent different exposure times (reprinted from
Cody and Johnstone, 1980, with permission from Elsevier).



affect the hearing loss from subsequent exposure to
loud noise [42, 198, 302] brought a new and unexpected
angle to the relations between the physical noise expo-
sure and the acquired hearing loss. It became evident
that the physiological mechanisms involved in noise
induced hearing loss are more complex than earlier
believed [171]. The finding that noise induced hearing
loss is affected by prior stimulation and by simultane-
ous stimulation of the opposite ear may explain some
of the individual variation in susceptibility to noise
induced hearing loss.

It was shown by Miller et al. [198] in animal experi-
ments that the TTS caused by noise exposure decreased
gradually during repeated exposures. That was taken
to indicate that the ear’s susceptibility to noise expo-
sure is affected by previous exposure. This “toughening”
of the ear with regard to TTS from noise exposure 
has been extensively studied in a variety of animals
and in humans by several investigators [42, 302] and it
has been confirmed that it is also possible to reduce the
effect of noise exposure on PTS by pre-exposure to
noise. The exposure pattern of such “conditioning” is
important for achieving this effect. Several studies
have suggested this toughening of the cochlea against
noise-induced injury is related to induced changes in
the hair cells by the “conditioning” noise exposure.

The mechanism for such toughening is not com-
pletely understood but evidence has been presented
from animal (guinea pig) experiments that both the
medial and the lateral olivocochlear (efferent) system
is involved [10, 171]. There is evidence that activity in
the olivocochlear fibers can adjust the intracellular
potential in the outer hair cells and thereby protect the
hair cells from damage from noise exposure. Other
possibilities that have been suggested involve intracel-
lular pathways that can provide protection from noise-
induced cellular damage in the cochlea. It has been
suggested that pathways that regulate and react to
levels of reactive oxygen species in the cochlea, stress
pathways for the heat shock proteins, and neurotrophic
factors may be involved [171]. However, none of these
possibilities have been confirmed.

The concept of augmented acoustic environment has
been pursued in other animal experiments [238], which
showed that such “enriched acoustic environment,”
affects the tuning of neurons in the auditory cortex.
Perhaps more surprising, it can alter the changes in the
tuning that occur as a result of subsequent exposure to
noise at levels that cause permanent damage to the ear.
Such “enriched acoustic environment” also affect the
development of changes in the cerebral cortex after
exposure to traumatizing noise. Animal experiments
have shown that NIHL can be reduced when the ani-
mals were placed in an enriched acoustic environment

after the noise exposure, thus, animals that were exposed
to sounds at moderate levels had less hearing loss com-
pared with similarly exposed animal that were placed
for the same time in a quiet environment [238]. These
authors also showed that the cortical re-organization
that normally occurs after noise exposure was reduced
in the animals that were exposed to such enriched
acoustic environment after noise exposure.

These findings are important for two reasons: 
1) Exposure to such enriched acoustic environment
immediately after exposure to the traumatizing noise
prevented the plastic tonotopic map changes in pri-
mary auditory cortex that normally occur after expo-
sure to traumatizing noise; and 2) the hearing loss
from the noise exposure was less than in animals that
were placed in a quiet environment after the noise
exposure. These studies also support the hypothesis
that the nervous system is involved in noise induced
hearing loss (see also tinnitus, p. 254).

4.6. Hearing Loss Caused by Ototoxic
Agents (Drugs)

Many commonly used medications can cause hear-
ing loss. Antibiotics of the aminoglycoside type can
cause permanent hearing loss [94, 291]. Streptomycin
(dihydrostreptomycin) was the first of this family of
antibiotics found to cause hearing loss, but now com-
monly used antibiotics of the same family such as gen-
tamycin, kanamycin, amikacin and tobramycin have
also been found to be ototoxic but to a varying degree.
Erythromycin and polypeptide antibiotics such as
vancomycin have produce hearing loss but it is mostly
reversible once the drugs are terminated. Commonly
used agents in cancer therapy (chemotherapy) such as
cisplatin and carboplatin are also ototoxic.

Aspirin (acetylsalicylic acid) can produce tinnitus
and transient hearing loss but only at high dosages and
the hearing loss normally resolves when the drug is
terminated or the dosage reduced [234]. Administration
of 5–10 g per day of acetylsalicylic acid (aspirin) can
cause hearing loss and it can abolish the spontaneous
otoacoustic emission [45]. Certain diuretic drugs such
as furosemide and ethacrynic acid can produce tran-
sient hearing loss and tinnitus but they rarely cause per-
manent hearing loss. The same is the case for quinine.
Hearing loss caused by these substances may be
reversible when the drug treatment is terminated or 
it may be permanent.

These substances are used to treat diseases of differ-
ent kinds and therefore they are almost always used in
people with various kinds of illnesses that may increase
the ototoxic effect. The experimental results upon which
recommendations on the safe limits of such drugs are
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based were obtained in healthy individuals and these
recommendations may not be applicable to humans with
diseases for which these substances are administrated.
The ototoxic effect of these substances varies widely
among individuals and it is different in different
animal species. There is evidence that older individu-
als have a higher susceptibility and individuals with
diseases of various kinds may also be more susceptible.

Whether or not aminoglycoside antibiotics such as
gentamycin and Kanamycin may cause hearing loss
and vestibular disturbance depends on the way they
are administered. Antibiotics that are ototoxic are often
given in fixed dosages to treat life-threatening infec-
tions in individuals who are generally weakened and
often have impaired kidney function. Many of these
drugs are excreted through the kidneys and if kidney
function is impaired, they are excreted more slowly
than normal. The blood levels of the drug will there-
fore increase and become higher than anticipated if 
the excretion is slower than normal. The dosages used
are designed to maintain a certain plasma level with
normal excretion rates but in individuals with impaired
kidney function such dosages may cause a pile up of
the drug because it is excreted at a slower rate than it is
administered. Since many of the ototoxic drugs are also
nephrotoxic, a vicious circle may result from impaired
kidney function that becomes aggravated by higher
blood levels of an ototoxic drug. Monitoring of plasma
levels of ototoxic antibiotics can reduce the risk of
hearing loss considerably.

Antibiotics usually enter the cochlear fluid space
from systemic administration but these substances may
also enter the cochlear fluid space when administered
in the middle-ear space, such as to treat infections. It is
interesting that an ototoxic antibiotic, neomycin, that 
is not allowed for systemic administration because of
its ototoxicity is approved for local administration
including in the ear. Evidence has been presented 
that inflamed mucosa of the middle ear acts as a bar-
rier for neomycin and prevents it from entering the

cochlea [305]. It is also possible that toxic substances
generated by bacterial activity in the middle ear fluid
can enter the cochlear fluid space through the mem-
branes of the round and oval windows and cause
injuries to hair cells [185, 305].

Ototoxic antibiotics may cause hearing loss by
changing important biochemical processes leading to
metabolic exhaustion of hair cells and that can event-
ually lead to cell death. It is generally assumed that
oxygen free radicals are involved in causing injuries to
the cochlea by ototoxic substances [94, 191]. Attempts
have been made to prevent the ototoxic effect of drugs
by administration of substances developed to protect
against the effect of radioactivity but such drugs also
reduce the ototoxic effect of these antibiotics [247, 274]
and so far practical application of this method has not
been demonstrated.

Most ototoxic drugs induce hearing loss by injuring
outer hair cells and thus impairing the function of the
cochlear amplifier, in a similar way as occurs in pres-
bycusis and in NIHL. Inner hair cells are usually unaf-
fected. However, the effect of toxic substances such as
salicylate is different from that of noise in that it affects
the cell bodies of the outer hair cells, while noise also
causes a decoupling between the outer hair cell stere-
ocilia and the tectorial membrane. Hearing loss caused
by ototoxic drugs seldom exceeds 50–60 dB and it usu-
ally begins at high frequencies and extends gradually
towards lower frequencies as it progresses. Most drugs
cause the greatest damage to hair cells in the basal
region of the cochlea and the greatest hearing loss thus
occurs at high frequencies. High frequency audiome-
try (i.e., determination of the pure tone threshold at
frequencies above 8 kHz) may therefore detect a begin-
ning hearing loss before it reaches frequencies that
affect speech discrimination.

While the effect on the cochlear hair cells from 
ototoxic substances have been studied extensively,
little is known about the subsequent effect on the func-
tion of the central nervous system. Impairment of the
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BOX 9.9

C A R B O P L A T I N  A F F E C T S  I N N E R  H A I R  C E L L S

While most ototoxic substances mainly affect outer
hair cells, carboplatin causes injury mainly to inner hair
cells in one animal species, the chinchilla, leaving outer
hair cells intact. In the guinea pig, carboplatin injures
outer hair cells, mainly in the basal region of the cochlea,
thus similar to other ototoxic substances. This means that

the nature of the resulting hearing loss caused by carbo-
platin is different from that of other ototoxic substances
because it affects neural transduction in the cochlea
rather than the mechanical properties of the basilar mem-
brane. Its effect in humans is unknown [70].



function of outer hair cells affects tuning in auditory
nerve fibers. As we have discussed earlier, impairment
of cochlear function also affect the function of the
auditory nervous system.

Studies in animals have shown that administration
of ototoxic substances and metabolic insults to the
cochlea can affect cochlear frequency tuning [90] (see
Chapter 6). Tuning of single auditory nerve fibers in
animals that were treated with Furosemide shows sim-
ilar changes to those caused by anoxia. Treatment with
Kanamycin also results in deterioration of tuning of
auditory nerve fibers in a similar way to that caused by
metabolic insult to the cochlea (see Chapter 6, Fig. 6.7).

4.7. Diseases that Affect the Function 
of the Cochlea

Several diseases may affect the function of the
cochlea. The most common disease that causes hearing
impairment is Ménière’s disease. Hearing impairment
may also result from hereditary causes. Infectious dis-
eases such as meningitis and certain viral infections
can also cause destruction to cochlear hair cells, caus-
ing hearing impairment.

Ménière’s disease is a progressive disorder that is
defined by a triad of symptoms, namely vertigo with
nausea, fluctuating hearing loss and tinnitus [199]. It is
one of a few kinds of sensorineural hearing loss that
affects hearing initially at low frequencies. The incidence
of Ménière’s disease is different in different geographic
locations. A study made in Rochester, Minnesota, showed
an incidence of 15.3 per 100,000 people with a small
preponderance for women (16.3 vs. 9.3 for men) [352].
A study in Italy [47] showed an incidence of 8.2, and a
study in Sweden [311] arrived at an incidence of 46 per
100,000 people. A part of this variation is probably
caused by differences in the definition of the disease.

In the early stages of the disease the patient experi-
ences acute attacks of vertigo, often preceded by brief
aural fullness in the affected ear, hearing loss and tin-
nitus that may last from several hours to 24 h. Longer
lasting symptoms of vertigo are caused by other disor-
ders of the inner ear. Typically, hearing loss in the early
stages of Ménière’s disease affects only low frequen-
cies and it fluctuates and increases during an acute
attack (Fig. 9.20). The hearing returns to normal after
each attack in the beginning of the disease but as the
disease progresses, residual hearing loss from each
attack accumulates and the hearing loss spreads to
higher frequencies. After years of disease, some patients
may experience ‘drop attacks,” i.e., sudden severe ver-
tigo that occurs without warning, and which causes
the patient to fall to the ground. Over time, hearing
loss progresses and extends to higher frequencies; but

it rarely exceeds 50 dB. Speech discrimination is little
affected in the early stages of the disease but may
become affected in the advanced, late stage of the dis-
ease. The end stage of the disease, reached 10–15 years
after its debut, is flat hearing loss of approximately 50 dB
and speech discrimination scores of approximately
50%. The symptoms are initially unilateral but many
patients experience bilateral symptoms after 10–15 years.

Ménière’s disease can be diagnosed by the patient’s
history and standard audiological tests. Recently it has
been hypothesized that the cochlear summating
potential (SP) is abnormal in patients with Ménière’s
disease and recording of the SP is in common use for
diagnosis of Ménière’s disease and for monitoring
treatment. The SP is the sum of the cochlear distortion
products (Chapter 3) and its amplitude depends on
several factors, one of which is endolymphatic pres-
sure (or volume) and this is why it has been suggested
as a way of detecting endolymphatic hydrops. The SP
has been reported to be high in patients with Ménière’s
disease. SP varies considerably between individuals
without signs of Ménière’s disease and it may also vary
from time to time in the same individual. The large
variability of the SP in individuals without cochlear
hydrops hampers the use of SP in diagnosis of disor-
ders with hydrops including Ménière’s disease. Some
investigators have therefore expressed doubt about
the significance of such findings and refer to the large
individual variation in the SP. The value of recordings
of SP as a diagnostic tool to diagnose Ménière’s dis-
ease has therefore been set in question by some inves-
tigators [41, 83] whereas others [283] find that the SP
anomaly and the ratio between the action potential
(AP) and the SP are important signs of the disease.

Chapter 9 Hearing Impairment 229

FIGURE 9.20 Typical audiogram from a person with Ménière’s
disease showing hearing loss during an attack (I) and between
attacks (II) (data from Møller, M. B., 1994, with permission form
Lippincott).



BOX 9.10

S P / A P  R A T I O  I S  A  M E A S U R E  O F  C O C H L E A R  H Y D R O P S

The ratio between the amplitude of the SP and the AP
components are used as indication of cochlear hydrops.
In response to clicks, the SP appears before the AP and the
SP occurs at the same time as the cochlear microphonics
(CM) making it difficult to distinguish the SP from the
CM components of the electrocochleogram (ECoG). Some
investigators [284] have made the SP appear more clearly
by using clicks of high repetition rate as stimuli (Fig. 9.21),
which reduces the amplitude of the AP component of the
ECoG without affecting the SP. Subtracting the response
to high stimulus rate from a response to low stimulus 
rate eliminates the SP component and thus shows a clean 
AP waveform. However, tone-bursts would be a more
adequate stimulus than clicks for recording the SP. In the
ECoG elicited by tone bursts, the SP appears as a plateau
that occurs during and after the AP and it is thus easy to
measure the amplitude of both AP and SP (Fig. 9.22).
Note that the polarity of the SP is different in response to
tones of different frequency.

It has been the ratio between the SP and the AP that
has been used as an indicator of endolymphatic hydrops
when Sass et al. [283] found a mean SP/AP ration of 0.26
in normal individuals with a standard deviation of 0.11.
In patients with Ménière’s disease, the mean SP/AP was
0.46 with a standard deviation of 0.15. The SP was signifi-
cantly larger in Ménière’s patients at 1 and 2 kHz but not
at 4 and 8 kHz. Campbell et al. [41] used 6 kHz tones as
stimuli and that may be the reason these investigators
found little difference between the SP/AP ratio in
patients with Ménière’s disease compared with patients
who did not have Ménière’s disease. The sensitivity of
transtympanic ECoG using the SP/AP ratio of the
response to 1 kHz tone bursts was 82% and the specificity
was reported to be 95% [283]. Thus the choice of stimuli
affects the sensitivity if the SP/AP ratio as an indicator of
endolymphatic hydrops, and that may be one of the rea-
sons why different investigators have arrived at different
values of sensitivity of this test.

FIGURE 9.21 ECoG response obtained at two different click rates
(A: 9 pps and B: 90 pps) in a patient with Ménière’s disease, and the
difference between the two responses (A-B) (reprinted from Sass et al.,
1998, with permission from Blackwell Publishing Ltd).

FIGURE 9.22 ECoG in response to tone bursts of different fre-
quencies obtained in a patient with Ménière’s disease (reprinted
from Sass et al., 1998, with permission from Blackwell Publishing Ltd).
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Ménière’s disease is probably not one disorder but
rather a group of different disorders. Some variations
of Ménière’s disease have predominantly cochlear
signs and some investigators have called these dis-
eases cochlear Ménière’s disease. Thus, while the clas-
sical definition of Ménière’s disease is a triad of
symptoms (fluctuating hearing loss, tinnitus, and ver-
tigo), over time physicians have accepted patients
with variations to that classical pattern and labeled
these disorders Ménière’s disease as well.

The fact that Ménière’s disease has a distinct name
while many disorders that have symptoms from the
vestibular system have less distinct names or no names
at all makes it attractive to use the name Ménière’s dis-
ease for disorders that resembles Ménière’s disease.

Recordings of the SP during operations for Ménière’s
disease may be of value because it involves compari-
son of the SP over a short time in the same individual
and thus it is not subjected to the effect of individual
variations. The SP is affected by vestibular nerve sec-
tion [164] probably because of severance of the olivo-
cochlear bundle that occurs in these operations.
Neural activity in the olivocochlear bundle influences
the function of hair cells, which contribute to the SP
and that may explain the effect of severance of the
olivocochlear bundle on the SP.

It is believed that the symptoms of Ménière’s 
disease are caused by pressure (or rather volume)
imbalance in the fluid compartments of the inner ear
(endolymphatic hydrops). The hearing loss in Ménière’s
disease can be explained by a distension of the basilar
membrane causing the largest distension where its
stiffness is least, i.e., in the apical portion (Chapter 3).
Permanent damage to hair cells does not seem to
occur, at least not in the early stage of the disease. The
fluctuations in hearing are assumed to be caused by
varying degrees of endolymphatic hydrops in the
cochlea. That is supported by studies by Kimura [150]
who showed that blocking the endolymphatic duct in
guinea pigs mimicked the signs of attacks of Ménière’s
disease.

Little is known about the effects of elevated peri-
lymphatic pressure on the function of the ear and it 
is a matter of diverse opinion whether moderately
abnormal pressure in the perilymphatic space causes
any signs of pathology. It is, however, generally recog-
nized that an increase in the volume of the endolym-
phatic space is associated with similar disturbances of
hearing and balance as seen in Ménière’s disease but it
is not known whether the abnormal volume of inner-
ear fluid compartments is a cause of the disorder or 
a result of the pathology of Ménière’s disease.

Elevated endolymphatic volume causes Reissner’s
membrane to bulge and the basilar membrane to bow.

That is assumed to give rise to the low frequency hear-
ing loss and perhaps tinnitus that are two of the triad
of symptoms that defines Ménière’s disease, at least in
its early stage. If the volume of the endolymphatic
space increases beyond a certain value Reissner’s mem-
brane may rupture resulting in fluids of widely differ-
ent ionic composition mixing, which would have a
dramatic effect on the function of the cochlea and the
vestibular system [74]. It has been suggested that such
an event increasing the concentration of potassium in
the perilymphatic space was the cause of the most vio-
lent symptoms [74]. However, it is not known how the
imbalance in pressure (or volume) comes about and
why it only occurs at certain times.

That the pathophysiology of Ménière’s disease is
complex is evident from the finding that application of
air puffs to the middle-ear cavity reduces the symp-
toms and normalizes electrophysiologic signs (SP) [68].
The applied air pressure affects the fluid pressure in
the inner ear and thus presumably stimulates receptors
in the labyrinth. The effect of that on the symptoms
indicates that expression of neural plasticity probably
is involved in generating the symptoms of Ménière’s
disease [213].

A few reports on single cases have found indications
that the symptoms of Ménière’s disease were related to
vascular compression of the auditory-vestibular nerve
roots [191]. However, these examples could have been
misdiagnosed, disabling positional vertigo (DPV),
which can be successfully treated by moving a blood
vessel off the root of the vestibular nerve [231].

The pressure, or rather the volume, in the different
fluid compartments of the cochlea is normally kept
within narrow limits by mechanisms that are poorly
understood [278]. It is known that imbalance of the
volume in the endolymphatic and perilymphatic
spaces causes malfunction of the cochlea and results 
in symptoms from both the auditory system and the
vestibular system. Thus, proper balance in the pres-
sure or rather the volume of the fluid in these compart-
ments is essential to achieve optimal functioning of 
the cochlea.

It is not known what mechanisms keep the
endolymphatic volume within its normal range but it
seems reasonable to assume that pressure sensitive
areas of membranes that limit the endolymphatic space
may act as the sensors. Since the pressure in the peri-
lymphatic space is closely coupled to that of the
intracranial pressure (ICP) it seems unlikely that the
pressure in the perilymphatic space can be regulated
locally in the cochlea, at least in individuals in whom
the cochlear aqueduct is patent. The role of the
endolymphatic sac in pressure regulation in the inner
ear is incompletely known but it is the target for some
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BOX 9.11

N O N - I N V A S I V E  M E A S U R E M E N T  O F  C O C H L E A R  F L U I D  P R E S S U R E

Measurement of pressure (or volume) in the cochlea
has been done in animals for research purposes for many
years, but it is only recently that it has become possible to
measure intralabyrinthine pressure non-invasively. A
method for measuring intralabyrinthine pressure that
makes use of the effect of contractions of the middle ear
muscles on the displacement of the tympanic membrane
has been described [99, 187]. This method is based on the
assumption that increased pressure in the perilymphatic
space pushes the stapes footplate out of the oval window
and that the displacement of the incus by contraction of
the stapedius muscle will depend on how much the
stapes is pushed out of the oval window. Displacement of
the incus causes the tympanic membrane to displace and
that can be measured as a small change in the air pressure
in the sealed ear canal (Fig. 9.23) [336]. Normally, contrac-
tion of the stapedius muscle causes only a very small shift
of the position of the incus as shown above for animals
such as the cat or the rabbit (Chapter 2, Fig. 2.23). This is

because contraction of the stapedius muscle normally
causes the stapes to move perpendicular to the surface of
the flat portion of the incudo-stapedial joint and that does
not cause any movement of the incus and thus no dis-
placement of the tympanic membrane. If the pressure in
the perilymphatic space is abnormally elevated, the stapes
tilts because the elasticity in the two ligaments of the
stapes footplate is different. Contraction of the stapedius
muscle then does not displace the stapes exactly perpen-
dicular to the surface of the incudo-stapedial joint, but it
will cause the incus to displace, and the tympanic mem-
brane will move, and that results in a small change in 
the air pressure in the sealed ear canal. This test is used 
clinically to measure intralabyrinthine pressure non-
invasively. The outcome of the test depends on fine
details of the anatomy of the stapes and its suspension in
the oval window, the incudo-stapedial joint and the ori-
entation of its plane surface. This causes considerable
individual variation in the displacement of the tympanic
membrane from contraction of the stapedius muscle. The
method is therefore best suited for measuring changes
that occur over time in the same individual.

Measurement of the displacement of the tympanic
membrane has also been proposed as a (non-invasive)
method for measurement of intracranial pressure (ICP) or
rather as an indicator of elevated ICP [89, 187]. The valid-
ity of this method for measuring ICP assumes that the
perilymphatic space communicates with the intracranial
space and that depends on the patentcy of the cochlear
aqueduct (see Chapter 1).

Measurements of the change in the air pressure in the
sealed ear canal from contraction of the stapedius muscle
are technically difficult and the air pressure in the ear
canal may change from other reasons such as pulsation of
the blood. These unrelated changes act as background
noise that interferes with measurements of the displace-
ment of the tympanic membrane from contraction of the
stapedius muscle. These difficulties may be overcome by
using laser interferometry to measure the displacement of
the tympanic membrane (mentioned in Chapter 2).

Since the method described above for detecting ele-
vated intracochlear pressure or ICP relies on contraction
of the stapedius muscle, the method is limited to individ-
uals who have an acoustic middle ear reflex. Hearing loss
of conductive type, lesions to the auditory nerve, presence
of hypnotic drugs such as barbiturate, alcohol, anesthet-
ics etc. are all factors that can affect or abolish the acoustic
middle-ear reflex.

FIGURE 9.23 Illustration of how intracochlear (and intracra-
nial) pressure can be measured by recording changes in the air
pressure in the sealed ear canal (as a measure of the displace-
ment of the tympanic membrane) during contraction of the
stapedius muscle (reprinted from Wable et al., 1996, with per-
mission from Springer-Verlag).



of the different treatments used in disorders that are
believed to be caused by inner-ear hydrops for which
Ménière’s disease is one. The endolymphatic sac plays
an important role in correcting imbalance of volume. The
endolymphatic sac responds to endolymph volume 
disturbance and responds in opposition to volume
increases and decreases. The endolymphatic sac can
thereby correct volume disturbances caused by imbal-
ance of the ion transport system in the labyrinth [278].

Treatment of Ménière’s disease is mainly directed
towards the vestibular symptoms. Vestibular nerve
section was an early treatment used to relieve the ver-
tigo in patients with Ménière’s disease [95] and it is
still often done [5, 299]. Other treatments aim at releas-
ing the endolymphatic pressure and surgically estab-
lishing an artificial drainage of the endolymphatic sac
(endolymphatic shunt [251, 292]). Modern treatments
of Ménière’s disease now include the use of infusion of
Streptomycin or gentamycin (ototoxic antibiotics), into
the middle-ear cavity [43] to destroy parts of the sen-
sory epithelium. A method has been described to infuse
gentamycin into the cochlea through a catheter that is
passed through the tympanic membrane and the end
of which is placed over the round window [298].

Medical treatment is successful in controlling the
vestibular symptoms in 80% of patients with Ménière’s
disease but has little effect on hearing impairment and
tinnitus. Acute treatment has consisted of intravenous
Droperidol, atropine sulfate or diazepam (Valium).
For long term treatment Valium, 2 mg, or alprazolam
(Xanax), 0.25 mg B.I.D. (twice a day). Medrol dose-pak
(a corticosteroid) has also been found useful for
immune-mediated symptoms. Of the 20% of patients
who do not respond satisfactorily to medical treatment,
vestibular nerve section is effective in 90% of such
patients [5].

The observation that changing the ambient pressure
(using a pressure chamber) could influence the hearing
threshold in patients with Ménière’s disease [66] led to
the development of a method for treatment of patients
with Ménière’s disease [67] that consists of applying
pulses of air pressure to the inner ear through a device
place in the sealed ear canal. Ventilation (PE) tubes in
the tympanic membrane are a prerequisite for the use
of this method. That such stimulation of the vestibular
system has beneficial effect indicates as that expression 
of neural plasticity is involved in the development of
the symptoms of the disease.

Thus, many different treatments are in use to treat
Ménière’s disease, but it is also a question of how
much these treatments affect the normal course of the
disease. The disease seems to be unpredictable in its
short course but more predictable in the long term,

supporting the assumption that it is a complex disorder
that is affected by many factors, probably including the
autonomic nervous system and psychological factors.
These assumptions are supported by the finding that
some of the vestibular symptoms can be controlled by
psychological counseling and controlled lifestyle with
restricted diet [92]. Treatment of the vestibular symp-
toms of Ménière’s disease has been summarized as
avoiding caffeine, alcohol, tobacco and stress (“CATS”)
[5] and provides re-assurance to the patient.

4.8. Congenital Hearing Impairment

Congenital hearing disorders most often affect
cochlear hair cells and result in hearing loss of a cochlear
type. The hearing loss is usually bilateral and high fre-
quencies are affected more often than low frequencies,
but the audiograms may have widely different shapes.
In some cases, the largest hearing loss in the mid-
frequency range (“cookie bite” audiograms) (Fig. 9.24).
The cause of most congenital hearing impairments is
unknown, but conditions during pregnancy such as
rubella or cytomegalovirus (CMV) infections can increase
the risk of congenital hearing impairment. It has been
shown that the gap junction protein connexin 26 is
involved in many cases of congenital deafness [174].

Congenital hearing impairment may progress after
birth and it may reach various degrees of severity.
Hearing loss may accompany genetically related dis-
orders. Rare congenital malformations include ear canal
atresia and atresia of the internal auditory meatus
[110]. Malformations of the internal auditory meatus
are often accompanied by malformations of the inner
ear. It is important to diagnose these malformations so
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FIGURE 9.24 Typical "cookie bite" audiogram from a person
with hereditary cochlear hearing loss (data from Lidén, 1985).



that the children with such causes of hearing loss do
not receive cochlear implants. They should instead
have auditory brainstem implants (ABI), where the
auditory nerve is bypassed by directing the stimula-
tion to the cochlear nucleus (see p. 277) [53].

Since the most common congenital hearing prob-
lems affect outer hair cells, newborns are now screened
using recording of otoacoustic emission. Such screen-
ing will not find those with internal auditory meatus
malformations, however.

Atresia of the ear canal can be detected by visual
inspection whereas it is only recently that internal audi-
tory meatus atresia has been recognized and diagnosed.
Genetic factors account for at least half of all cases of
profound congenital deafness [236]. Hearing loss occurs
in malformation such as Mondini syndrome, Cogan’s
disease, Usher, Turners, Waardenburg and Pagett’s
disease.

4.9. Infectious Diseases

Infections diseases affect both the middle ear (see 
p. 207) and the cochlea. Bacterial meningitis was one of
the most common causes of childhood hearing impair-
ment before immunization came in common use.
Several bacteria can cause meningitis and the hearing
loss is a result of inflammation of the labyrinth that
destroys hair cells and replaces the membranous
labyrinth with fibrous tissue. The hearing loss is usu-
ally bilateral and permanent. Sometimes the cochlea
fills with bone after meningitis, which makes it difficult
to use cochlear implants to provide hearing. CMV infec-
tions can also cause congenital hearing impairment.

4.10. Perilymphatic Fistulae

Perilymphatic fistulae are small perforations that
develop around the cochlear windows. They are most
likely a result of slight weakening of the membranes
that seal the cochlea fluid (perilymph). Such fistulae
cause the perilymph of the cochlea to leak and the result
is hearing loss and vestibular symptoms. Perilymphatic
fistulae can appear spontaneously but they more often
occur as a result of increased venous pressure from
accidents, scuba diving, rapid descend by airplanes,
extreme strain, etc., large or abrupt changes in middle
ear pressure, as in barotraumas. Perilymphatic fistulae
may present with similar symptoms and signs as
Ménière’s disease. The hearing loss is purely cochlear
with normal or near normal acoustic middle-ear reflexes,
and normal ABR.

Many children with hearing loss have hearing at
birth but lose hearing at the time they begin to move
around. It is possible that such hearing loss, often

called hereditary hearing loss, may be caused by peri-
lymphatic fistulae that appear when the children begin
to stand upright and thus experience fluctuations in
the pressure of the inner-ear fluid. Perhaps the weak-
ness cannot sustain normal fluctuations in the pres-
sure of the inner-ear fluid that cause the hearing loss or
deafness. It is possible to repair such leaks surgically
although it is similar to repairing a leaking boat from
the inside and therefore not always successful, at least
not the first time.

Diagnosis of perilymphatic fistulae is a challenge
and several tests have been designed to detect such
leakage of cochlear fluid. Observation of vestibular
responses (nystagmus) to a sudden change in air pres-
sure in the ear canal is used to detect perilymphatic 
fistulae. The patient’s eye movements are studied
using either direct observation of eye movements or
by using electrical recordings of eye movements
(electronystagmography). ECoG recordings in connec-
tion with changes in posture have in animal experi-
ments shown some promising results as indicators of
perilymphatic fistulae. The changes in the ratio of the
amplitudes of the summating potential and action
potential elicited by click sounds or tone bursts
(SP/AP) have been used as indicator of the presence of
a fistula [40]. These methods are not precise indicators
of fistulae and it is most important to take the patient’s
history into consideration.

4.11. Changes in Blood Flow in the
Cochlea

Normal function of the cochlea depends on correct
blood supply. The labyrinthine artery (see p. 16) is an
end-artery and the inner ear has no collateral blood
supply. Variation in perfusion may therefore give rise
to abnormal function of the cochlea [235]. Thromboses
or bleedings of the labyrinthine artery or surgical
injury to the artery results in deafness on that ear.

4.12. Injuries to the Cochlea from Trauma

Injuries to the cochlea may be caused by trauma
and skull fractures sometimes cause fractures of the
cochlear bone causing total deafness. Auditory brain-
stem implants are now used to restore hearing in
patients with bilateral traumatic cochlear injuries [54].

4.13. Sudden Hearing Loss

Sudden hearing loss (sudden deafness) [124, 263,
300] is characterized by sudden unexplained onset.
The hearing loss is often total, fortunately almost
always only in one ear. It can occur without any other
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symptoms, but often the patient has the feeling of a
plugged ear or observes a “pop” in the ear before the
hearing loss occurs. Tinnitus and imbalance or vertigo
may accompany the loss of hearing at its onset. This is
why the disorder is known as “idiopathic sudden sen-
sorineural hearing loss” (SSNHL). It has been esti-
mated that there are approximately 4,000 new cases of
SSNHL in the USA every year [124].

SSNHL can occur during disorders such as myel-
ogenous leukemia and other disorders where plasma
viscosity is altered. It is often regarded to be caused by
pathology of the cochlea although the exact anatomical
location of the pathology is unknown. Perilymphatic
fistulas may be one cause of sudden hearing loss and
it has been suggested that SSNHL might also be a
result of viral infections or interruption of the blood
supply to the cochlea because it often results in total
deafness in the affected ear. However, none of these
causes have been proven and even suggestive evi-
dence is rarely obtained.

There may in fact be several pathologies that can
cause symptoms of sudden hearing loss, and the
anatomical location of the pathology may not be the
same in all patients with these symptoms. The symp-
toms are so characteristic that the disorders have often
been treated as a single entity.

Many treatments have been tried [262, 263] but 
few have shown better results than no treatment. In
approximately one-third of the patients hearing returns
to near normal, one third will improve, and one third
will remain deaf in the ear for life, with or without
treatment. Treatment with antiviral agents and
steroids [263] is common and studies have shown that
such treatment is slightly better than no treatment in
causing restoration of (some) hearing provided that it
is done shortly after the hearing loss occurs [355].
Steroids injected directly into middle-ear cavity through

the tympanic membrane have been reported to be more
effective than systemic (intravenous) administration.
Hyperbaric oxygen treatment [168] has also been tried.
In general, treatment results are difficult to interpret
because sudden hearing loss is a heterogeneous group
of disorders, probably with different pathology. Adding
to these difficulties is the fact that different investiga-
tors have selected their patients according to different
criteria and treated the patients at different times after
onset of the symptoms.

Recovery from SSNHL depends on many factors
such as the patient’s age and other symptoms that
accompany the loss of hearing, such as vertigo, and it
depends on the shape of the audiogram [167].

5. IMPLICATIONS OF HEARING
LOSS ON CENTRAL AUDITORY

PROCESSING

Morphological abnormalities of hair cells are often
associated with changes in function of the auditory
nervous system. The signs of such changes in function
are deteriorated temporal resolution, (increased gap
detection thresholds), and impaired speech discrimi-
nation [190]. The symptoms of presbycusis and other
disorders that involve abnormalities of cochlear hair
cells thus represent a combination of impaired func-
tion of the auditory periphery with altered function of
the central auditory system. With a few exceptions, it
has been difficult to detect morphological changes in
the nervous system that could explain these functional
changes. It has therefore been assumed that the changes
in function may be caused by changes in synaptic effi-
cacy and altered balance between inhibition and exci-
tation. Expression of neural plasticity is most likely
involved in causing these changes in function [213].
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BOX 9.12

T E M P O R A L  B O N E S  S H O W  N O  D E T E C T A B L E  
A B N O R M A L I T I E S  I N  S S N H L

A study of temporal bones in 17 ears of individuals
who were known to have had SSNHL [192] showed that
there were no detectable histological abnormalities in 
two ears where hearing had recovered. Of the remaining
15 ears, 13 ears had loss of hair cells and supporting cells
in the organ of Corti. One ear had loss of the tectorial
membrane, supporting cells and stria vascularis. One ear
had loss of auditory nerve fibers. Only one ear had signs

of possible vascular cause of SSNHL. One ear of the 
17 temporal bones that was acquired acutely during 
idiopathic SSNHL did not demonstrate any leukocytic
invasion, hypervascularity, or hemorrhage within the
labyrinth, as might be expected with a viral cochleitis.
The authors of this study concluded that the most likely
cause of SSNHL may be a pathologic activation of cellu-
lar stress pathways within the cochlea.



Studies in animals have shown that administration
of ototoxic substances and metabolic insults to the
cochlea can affect cochlear frequency tuning. Evans
[90] in 1975 demonstrated that anoxia changes the fre-
quency selectivity of single auditory nerve fibers. The
changes in the tuning of auditory nerve fibers caused
by anoxia consist of decreased sensitivity at a fiber’s
CF, broadening of the tuning and a shift of the CF
towards lower frequencies (Fig. 6.7). These changes of
the tuning of auditory nerve fibers have later been
interpreted to be caused by impairment of the active
function of outer hair cells (see Chapter 3). Tuning of
single auditory nerve fibers in animals that were treated
with Furosemide shows similar changes as those caused
by anoxia. Treatment with Kanamycin also results in
deterioration of tuning of auditory nerve fibers in a
similar way as caused by metabolic insult to the cochlea
(see Chapter 6, Fig. 6.7). Nerve fibers that did not respond
to sound stimulation at all did respond to electrical
stimulation of the cochlea, indicating that the nerve
fibers were still excitable, thus showing the possibility
of using electrical stimulation in cochlear prostheses in
individuals who are deaf due to loss of hair cells.

It is not possible to record from single auditory
nerve fibers in humans but estimates of the cochlear
tuning in humans can be obtained by recording of the
ECoG from the ear in connection with masking (two
tone masking [59]). This method was used to study the
effect of injuries to cochlear hair cells in humans and in
animals (see Fig. 4.12) [114]. The results confirmed that
cochlear tuning becomes broader when hair cells are
injured by administration of Kanamycin. Comparison
between the results obtained using electrophysiologic
methods and psychoacoustic methods show good
agreement, and the obtained tuning curves are similar
to those obtained in recordings from single auditory

nerve fibers. Interestingly, simultaneous masking and
forward masking gave different results in individuals
with hearing loss, while in individuals with normal
hearing the results of the two tests were similar.

Injuries to outer hair cells or other insults to the
cochlea change the representation of sounds in the 
discharge pattern of auditory nerve fibers, thus chang-
ing the input to the central auditory nervous system.
Changes in tuning of auditory nerve fibers from injuries
to cochlear hair cells is the most apparent change but
the altered balance between inhibitory and excitatory
response areas of auditory nerve fibers also occurs
because of insults to the cochlea, and these changes
may have complex implications regarding the process-
ing of sounds in the auditory nervous system.

5.1. Neural Components of Hearing Loss

Ototoxicity is normally associated with injury to 
the cochlea but some drugs affect neural processing 
of sounds. Thus the drugs salicylate and quinine that
affect the cochlea (see Chapter 14) also change the
function of the auditory nervous system. Neural dis-
charges in neurons in the secondary auditory cortex
(AII) that receive their input from the non-classical
auditory system (see Chapter 5) are affected by admi-
nistration of both salicylate and quinine [84]. The spon-
taneous activity of neurons in the AII area increased
while administration of these drugs caused a decrease
in the spontaneous activity of neurons in the primary
auditory cortex (AI) and the anterior auditory field
(AAF) that are parts of the classical auditory system
(see Chapter 5). These drugs are known to cause tinni-
tus and these findings are therefore significant in
understanding the pathophysiology of tinnitus and
hyperacusis, which will be discussed in Chapter 10.
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BOX 9.13

C O C H L E A R  T U N I N G  D E T E R M I N E D  U S I N G  M A S K I N G

The use of masking to determine the tuning of the
cochlea is based on the assumption that a weak tone acti-
vates only a few auditory nerve fibers. To obtain a tuning
curve, the electrophysiologic response (AP, CAP from the
auditory nerve or the ABR) to a weak tone (a few decibels
above threshold) is recorded while a masking tone is
applied. The intensity of the masking tone is adjusted so
that the test tone evokes a reduced response (e.g., two-thirds

of the response without a test tone). The test tone and the
masker are presented as short tone bursts, and the masker
is usually applied immediately before the test tone 
(forward masking), but it can also be applied at the same
time as the test tone (simultaneous masking). This proce-
dure can be used in animals [59] as well as in humans
[114]. A similar procedure can be used to obtain psychoa-
coustic tuning curves in humans [357].



5.2. Role of Expression of Neural Plasticity

The auditory nervous system possesses great abili-
ties to change its function and there is increasing evi-
dence that neural plasticity may be involved in such
hyperactive hearing disorders as tinnitus and hypera-
cusis (Chapter 10). More recent studies indicate that
neural plasticity may be involved in many more forms
of hearing impairment than earlier believed. A variety
of studies have shown that different brain functions
such as processing of sensory information, pain and
even motor functions can change more or less perma-
nently as a result of altered input or lack of input. This
means that the brain is plastic to a much greater extent
than previously believed.

Earlier, it had been assumed that plastic changes
could only occur early in life during ontogenetic
development but it has become apparent that plastic
changes can indeed occur in the adult nervous system,
although to a lesser degree. The changes that occur are
mainly a result of change in synaptic efficacy but out-
growth of new connections or degeneration of existing
connections has also been demonstrated. The changes
develop over time as a result of abnormal input such
as overstimulation or deprivation of input but novel
stimulation can also cause such changes. These changes
may reverse spontaneously or become permanent after
the processes that initially caused them have been
eliminated.

The changes that occur over time in the function of
the cochlea may result in deprivation of input to neu-
rons that are tuned to high frequencies because of loss
of hair cells in the basal portion of the cochlea.

Deprivation of input has been shown in many stud-
ies to promote expression of neural plasticity. Such
expression may or may not include detectable morpho-
logical changes. The fact that mutant deaf mice have
been shown to have fewer synapses and different
synaptic organization in their auditory cortex show
that deprivation can be associated with morphological
abnormalities [243].

It is likely that slowly decreasing hearing such as
occurs in presbycusis may have similar effects in reor-
ganizing the central auditory system as NIHL and
hearing loss from administration of ototoxic drugs.

Recent studies have provided evidence that other
forms of hearing loss that have traditionally been asso-
ciated with injuries to cochlear hair cells, such as pres-
bycusis and drug induced hearing loss have neural
components that are similar to the reorganization of
the central nervous system discussed in connection
with NIHL [281].

Animal studies have shown that deprivation of
auditory input that results from hearing loss can affect

auditory processing through expression of neural plas-
ticity (see Chapter 10). The sound environment can
alter maps in the cerebral auditory cortex [88, 146].
Evidence has been presented that exposure to some
kinds of organized sounds such as music may be ben-
eficial for the development of mental skills in the
young individual and this has promoted the use of
amplification in children with hearing loss and the use
of cochlear implants in young children with severe
hearing loss. A study in rats has shown that exposure
in uteri to music improves the rats’ ability to complete
a maze test in a shorter time with fewer errors than
animals exposed to white noise or silence [264].

Individuals with newly acquired cochlear injury
have lower discrimination scores than individuals
with similar hearing impairment of a congenital type
when tested with distorted (low redundancy) speech
[157]. The reason that people with congenital hearing
loss have higher discrimination scores is probably an
expression of neural plasticity, indicating that the audi-
tory system can adapt to a poorly functioning cochlea.

Input to the central nervous system from the cochlea
(via the auditory nerve) is not only excitatory but also
inhibitory.

The changes in function of the central nervous
system are assumed to be the result of changes in
synaptic efficacy, change in the balance between inhi-
bition and excitation, and degeneration of nerve fibers
and nerve cells. Decrease in inhibition or increase in
excitation may cause hypersensitivity and hyperactivity.
Opening of dormant synapses2 can result in rerouting
of information. Such changes are known to cause cer-
tain types of pain [213] but only relatively recently has
neural plasticity been implicated in disorders of the
auditory system. Changes in the function of the cochlea
can, however, also cause changes in the auditory nerv-
ous system that have morphologic correlates such as
degeneration of axons. [148, 204, 205].

There is evidence that the gain of the central audi-
tory pathways can be up- or down regulated to com-
pensate for the amount of neural activity from the
cochlea [281]. This is particularly pronounced for nerve
cells that are tuned to high frequencies. Animal exper-
iments have shown evidence of reduced inhibition
after injury to cochlear hair cells (though noise expo-
sure) [101] which over time may cause changes in the
function of higher auditory centers such as the IC [320]
(see Chapter 10). There are other causes for decrease in
inhibition in the auditory nervous system. It has been
shown that GABA in the central nucleus of the IC
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2The term “dormant synapses” was coined in 1977 by Wall
[339] as an explanation of certain forms of pain.



decreases with age, creating a deficit of an important
inhibitory neurotransmitter [44]. This may cause an
age-related shift in the balance between inhibition and
excitation in the central nervous system. All these fac-
tors may contribute to the hearing impairment that is
normally called presbycusis. These complex changes
in the ear and auditory nervous system are also assumed
to be involved in the development of tinnitus, which
often accompanies presbycusis (see Chapter 10)

The old traditional view that the nervous system
was hard wired has been replaced with a concept of
dynamic connectivity and the ability to change func-
tion by changes in synaptic efficacy. Such changes 
can be brought about by novel stimulation of sensory
systems, deprivation of stimulation, and by injuries 
of various kinds. The success in the use of prosthetic
devices, such as cochlear implants and brainstem
implants, has supported this view of flexibility of the
function of the auditory system. That injury and loss of
cochlear hair cells can cause profound changes in the
structure and function of the central auditory system
supports this hypothesis. Reorganization of frequency
maps in the midbrain [113] and auditory cortex [146]
and re-routing of information such as to non-classical
auditory pathways [223] are other expressions of the
ability of the nervous system to change its function.
Such changes in function of nerve cells in the adult
central auditory system are similar to the process of
learning.

Many studies have shown that changes in the func-
tion of the auditory nervous system can be induced
by deprivation of input [101], or overstimulation [119,
350], or by input that is abnormal in one way or
another. Overstimulation may induce changes in the
central auditory nervous system [148]. The changes
reported in these early studies consist of increased 
sensitivity [100], altered temporal integration [101],
broadening of tuning in cochlear nucleus units [119],
or changes in the temporal pattern of responses from
IC neurons [12, 341].

It has been known for many years that exposure to
loud noise causes hearing loss. Until recently it has been
assumed that such NIHL was the result of injury to
cochlear hair cells. While a large part of NIHL can
indeed be explained by injury to the cochlea [112] it is
evident that exposure to loud noise can alter the func-
tion of parts of the auditory nervous system [148, 281].

Further, it has been shown that the amount of NIHL
is affected by prior exposure to sound [42, 198, 302]
and that this is likely to be caused by involvement of
the central nervous system. It is thus evident that the
hearing impairment from noise exposure is caused not
only by alteration of the function of the cochlea. These
changes in the auditory nervous system are only partly
related to detectable morphological changes [205].

Babigian et al. [12] showed in 1975 that there is 
a central component to auditory fatigue and that the
response from the inferior colliculus decreased more
than the response from the ear and the auditory nerve
during a period of temporary threshold shift caused
by prior sound stimulation. Syka and co-workers [249]
have shown that evoked potentials recorded from 
different places of the auditory nervous system are
altered differently after exposure to loud noise [319].
The responses to sound stimulation were altered in
different ways at three locations along the neural axis.
Thus while the reduction in the amplitude of the
evoked potentials was similar when recorded from the
auditory nerve and the IC, the response from the cortex
increased at a steeper rate as a function of sound inten-
sity after noise exposure than before. Other investiga-
tors [279] found that noise exposure resulted in altered
stimulus response functions of neurons in the IC.
Mainly, the response increased at a steeper rate with
increasing stimulus intensity after noise exposure, but
these changes depended on the frequency that was
tested and the spectrum of the noise to which the ani-
mals were exposed.

The amplitude compression in the cochlea might be
impaired from noise exposure (see Chapter 3) but this
should affect evoked potentials recorded from periph-
eral and central portions of the auditory nervous
system equally. The paradoxical change in the evoked
potentials recorded from the auditory cortex is likely
to be a result of changes in synaptic efficacy some-
where in the ascending auditory pathways, brought
about by expression of neural plasticity. Deprivation 
of input, perhaps due to neurons responding to high
frequencies, or the changes in synaptic efficacy, could
have been a result of the overstimulation during the
noise exposure.

The changes in function in the central nervous
system from noise exposure that can be demonstrated
by electrophysiologic methods could be a result of
change in synaptic efficacy or a change in the balance
between inhibition and excitation. Some investigators
have proposed that a disinhibition may occur in the
auditory cortex after exposure to loud noise [317].
Morphologic studies by Morest and co-workers [204,
205, also 148] have shown that injuries to cochlear hair
cells cause degeneration of not only auditory nerve
fibers but also cells in the cochlear nucleus and that
transneural degeneration of axonal endings occurs in
the superior olivary complex and are thus signs of
morphological changes.

Whatever the cause of these plastic changes are, the
increased neural activity in the cortex may explain why
some people with NIHL have an abnormal perception
of the loudness of sounds and experience normal
sounds to be unpleasantly loud and even perceive loud
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sounds as being unpleasant or painful (hyperacusis).
The abnormal function of the auditory cortex that
these changes reflect may also explain why some
people with NIHL have lower than expected speech
discrimination.

6. PATHOLOGIES FROM
DAMAGE TO THE AUDITORY

SYSTEM

Hearing impairments from disorders of the central
nervous system are more difficult to assess than disor-
ders affecting the conductive apparatus and the cochlea.
Hearing impairments from disorders of the auditory
nerve differs from hearing loss caused by cochlear
impairments in the way that they affect the patient and
in how such disorders alter the outcome of audiomet-
ric tests.

Symptoms from the auditory system from patholo-
gies of central portions of the auditory nervous system
manifest themselves with even more complex symp-
toms and signs than those caused by injury to the
auditory nerve. Hearing impairments from disorders
of the central nervous system are more difficult to
assess than disorders affecting the conductive apparatus
and the cochlea. The terms “psychogenic dysacusis,”
“functional deafness,” or “non-organic deafness” have
been used for disorders of the nervous system the
(organic) cause of which could not be demonstrated by
availably tests. That, however, does not mean that
these disorders do not have an organic pathology and
they are different from malingering where the patient
knows that he/she can hear but pretends not to hear.
If no pathology can be found with the methods of 
testing that are available, it does not mean that
patients’ complaints are false – it simply means that
we are unable to find their cause with present knowl-
edge and technology.

Diagnosis of lesions of the auditory nervous system
requires more sophisticated audiological tests than
diagnosis of lesions of the sound conducting appara-
tus and the cochlea. The patients’ own description of
his/her hearing loss is important for proper diagnosis
of disorders of the auditory nervous system. Detailed
knowledge about the anatomy and the function of the
auditory nervous system is necessary in order to make
an accurate diagnosis of central auditory disorders.

6.1. Auditory Nerve

Lesions to the auditory nerve are the most common
cause of disorders of the auditory nervous system.
Lesions to the auditory nerve may also affect the vestibu-
lar portion of the eighth cranial nerve and hearing

deficits may thus be accompanied by symptoms from
the vestibular (balance) system.

The most common disease process that affects the
auditory nerve is vestibular Schwannoma, which is
almost always associated with hearing impairment
(and tinnitus, see p. 255). Other space occupying lesions
in the cerebello-pontine angle are rare but any such
lesion may cause symptoms and signs from the audi-
tory nerve. Irritation or compression of the eighth cra-
nial nerve from blood vessels may also cause symptoms
such as tinnitus, hearing loss and vertigo. Surgical
injury to the auditory nerve from operations in the
cerebello pontine angle may cause hearing loss or deaf-
ness (together with tinnitus). Viral infections that affect
the auditory nerve may cause hearing impairment.

It is assumed that normal speech discrimination
depends on a high degree of temporal coherence.
Normally, the conduction velocity of different audi-
tory nerve fibers varies very little (see Chapter 5),
ensuring a high degree of temporal coherence of nerve
impulses that reach the cochlear nucleus. Mild injury
to the auditory nerve makes nerve fibers conduct slower
than normal and more severe injury can interrupt
neural conduction in auditory nerve fibers. The reduced
speech discrimination that is typical for injuries to the
auditory nerve is assumed to be caused by impaired
temporal coherence of nerve impulses that reach the
cochlear nucleus. This occurs because the reduction in
conduction velocity of auditory nerve fibers that occurs
after injury is different for different nerve fibers.

The auditory nerve may be affected by disease
processes such as vestibular Schwannoma and other
space occupying lesions of the cerebello pontine angle.
Viral infections may also affect neural conduction in
the auditory nerve and close contact with a blood
vessel can cause subtle changes in the function of the
auditory nerve. The auditory nerve can be injured in
operations in the cerebello pontine angle and head
trauma may involve injuries to the auditory nerve.
Close contact between the intracranial portion of the
auditory nerve and a blood vessel (vascular compres-
sion) can cause symptoms from the auditory systems
(mainly tinnitus, see p. 255).

Vestibular Schwannoma (earlier known as acoustic
tumors) are benign tumors that grow (mainly) from
the transition between peripheral (Schwann cell) myelin
and central (oligodendrocyte) myelin (the Obersteiner-
Redlich [OR] zone). Vestibular Schwannoma usually
grow from the superior vestibular nerve (a portion of
the eighth cranial nerve).

The earliest symptoms of vestibular Schwannoma
are tinnitus and hearing loss in one ear, with a larger
reduction in speech discrimination scores than occurs
with a similar hearing loss of cochlear origin. It may be
surprising that vestibular symptoms are not common.
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The reason is that slowly decreasing vestibular func-
tion gives little or no symptoms because the other
side’s inner ear and other neural systems take over the
function of the impaired vestibular system. This may
be different when a tumor grows at a fast rate, espe-
cially if a person is in his or her sixties or older. This 
is because the loss of vestibular function cannot be
compensated for by the remaining vestibular system in
elderly individuals as well as it can in younger indi-
viduals. An elderly person who loses vestibular func-
tion on one side at that age typically has a persistent
off-balance without vertigo.

The facial nerve travels in the internal auditory
meatus together with the eighth cranial nerve but
vestibular Schwannoma seldom cause noticeable signs
from the facial nerve and impairment of facial function
usually does not occur before the tumor is treated 
surgically. Injury to the facial nerve may occur as a
result of surgical manipulations in connection with
removal of a tumor but the risk of such damage can be
reduced by the use of intraoperative neurophysiologic

monitoring [212]. While surgical removal of these tumors
is the most common treatment, gamma radiation 
therapy (“Gamma Knife”) is also used to treat such
tumors.

The presence of a vestibular Schwannoma must be
ruled out in individuals who have asymmetric hearing
loss. While the most common early sign of vestibular
Schwannoma is tinnitus, only a few individuals with
tinnitus have a vestibular Schwannoma and many
people have asymmetric hearing loss without having 
a tumor. Recording of ABR is an effective test for
vestibular Schwannoma because the tumor affects
neural conduction in the auditory nerve. Recently it
has been regarded to be more appropriate to use MRI
scanning but the effectiveness of audiometric tests is
equal to that of MRI. The combination of audiograms,
acoustic middle-ear reflex test and ABR, using prolon-
gation of the latency of peak V, is as good as MRI scans
for diagnosis of vestibular Schwannoma.

When MRI scans are compared with other diagnos-
tic methods, it should be noted that commonly made
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BOX 9.14

V E S T I B U L A R  S C H W A N N O M A

Vestibular Schwannoma belong to a group of tumors
known as skull base tumors as they occur in or near the base
of the skull. Vestibular Schwannoma are benign tumors and
they thus do not cause metastases. Vestibular Schwannoma
make up 40% of all intracranial tumors. In most cases, the
tumors originate from the superior vestibular nerve but
they can also originate from the inferior vestibular nerve or
the auditory nerve. The OR zone of the eighth cranial nerve
is located inside the internal auditory meatus. Vestibular
Schwannoma grow slowly [48]. The average growth rate of

vestibular Schwannoma is 0.2 cm per year with a large indi-
vidual variation. Some tumors may grow rapidly, or may
decrease in size or even disappear.

In a study from Denmark, the incidence of vestibular
Schwannoma was reported to be 0.78–0.94 per 100,000 [326].
These numbers are derived from diagnosed tumors and
may thus be affected by the efficacy of diagnostic methods.
There is also a geographical dependence, and since the 
incidence increases with age, it will depend of the longevity
of a population.

BOX 9.15

A U D I O L O G I C A L  T E S T S  F O R  D I A G N O S I S  O F  
V E S T I B U L A R  S C H W A N N O M A

Selters and Brackmann [289] many years ago reported
that ABR had a high sensitivity when compensations for
age related changes in hearing threshold were made.
More recently, Godey et al. [105] reported that the sensi-
tivity of ABR alone is 92% and together with recordings

of the acoustic middle ear reflex and caloric vestibular
response, the sensitivity was 98% with all the false negative
responses being in patients with tumors less than 1.8 cm 
in diameter [105]. These authors proposed ABR and the
acoustic middle-ear reflex as first line screening tests.



estimates of the effectiveness of MRI scanning are 
subjected to misinterpretations. This is because MRIs
are used both as a comparison between other methods
and as the definitive proof of the presence of a tumor.
MRI scans are thus used as the standard with which all
other tests are compared. While negative MRI scans
are interpreted to mean that the patient does not have
a tumor, negative MRI scans cannot be confirmed
unless the patient is operated on because there is no
other way to find out if a patient in fact has a tumor. If
a patient with a negative MRI scan has a tumor and
other tests indicate the presence of a tumor, these
results are normally judged to be false positive results.
Only many years later, it may become known whether
or not the MRI finding was a false negative result. Most
positive MRI scans are verified because most patients
with positive MRI scans for a vestibular Schwannoma
are operated upon, although some are now treated by
radiation (“Gamma knife”). Negative findings during
operations are unlikely to be reported, however.

Thus, decisions to use MRI scans to rule out vestibu-
lar Schwannoma should be reconsidered and, instead,
the use of ABR and acoustic reflex testing together with
pure tone audiograms should be promoted as effective
means to detect the presence of vestibular Schwannoma,
the cost of which is much less than MRI scans. The use
of ABR for diagnosis of vestibular Schwannoma requires
interpretation of the ABR, and expertise for that is not
always available.

The signs of hearing impairment from injury to the
auditory nerve are more complex than those associ-
ated with cochlear injuries. Speech discrimination is
reduced more than what it would have been from simi-
lar hearing loss caused by cochlear injury or conduc-
tion impairment. The audiogram often has irregular
shapes with dips occurring at different frequencies
(which appear clearly when the threshold is deter-
mined at half octave intervals) (Fig 9.25).

Anatomically, fibers from the apical portion of the
auditory nerve are in the core of the nerve and fibers
that are tuned to high frequencies are located superfi-
cially, at least in animals (the cat) [282] and the
anatomical arrangement of the auditory nerve has
been shown to be similar in humans [64]. The anatom-
ical arrangement of the fibers in the auditory nerve
may explain why injuries from compression of the
auditory nerve such as occur in vestibular Schwannoma
mostly affect hearing at high frequencies. The auditory
nerve is longer in humans than in cats (2.5 cm [169]
versus about 0.8 cm in the cat [97]) and it is twisted
indicating that the anatomical arrangement of nerve
fibers may be different in its intracranial course com-
pared with its peripheral course (see p. 79). This is
probably the reason why lesions to the auditory nerve

close to the brain stem, such as irritation from close
contact with blood vessels or from surgical trauma
causes hearing loss in the low to mid frequency range
in humans (Fig. 9.26).

The threshold of the acoustic middle-ear reflex is
elevated and the growth of the reflex response is
impaired in individuals with hearing loss from audi-
tory nerve injuries. The acoustic reflex may even be
absent in patients with signs of injury to the auditory
nerve. This is puzzling since mild injury to the audi-
tory nerve is supposed to mainly affect the timing of
the discharges and it might indicate that the acoustic
middle-ear reflex depends on coherence of the nerve
activity that reaches the cochlear nucleus. The growth
of the amplitude of the reflex response is reduced in
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FIGURE 9.25 Examples of audiogram from patients with vascu-
lar compression of the auditory nerve. (A) Audiogram from a
patient with vascular compression of the eighth cranial nerve on 
the right side near its entry into the brainstem showing a dip near
1.5 kHz (courtesy M.B. Møller). (B) Audiogram from a patient with
hemifacial spasm on the left side showing a broad “cookie bite” dip
around 2 kHz. Speech discrimination was 100% in both ears (data
from Møller and Møller, 1985).



patients with lesions of the auditory nerve and the
maximally obtainable amplitude of the response is
much less than it is normally (Fig. 9.27).

Temporal integration3 is affected by injuries to the
auditory nerve. One way of obtaining an estimate of

temporal integration is to determine the threshold to
tones of different duration e.g. 20 ms vs. 200 ms. The
difference in threshold of tones of 20 and 200 ms dura-
tion is normally approximately 8 dB for tones of 1 
and 4 kHz and it is less in individuals with vestibular
Schwannoma where the auditory nerve is injured
(approximately 5–6 dB). Cochlear injuries also result in
a slightly reduced temporal integration with a differ-
ence between the threshold of tones of 20 ms duration
and 200 ms duration of 6–7 dB [256].

Signs of decreased conduction velocity in the audi-
tory nerve can be demonstrated by various kinds of
electrophysiologic recordings. Of those methods,
recordings of the ABR are the most commonly used for
diagnosis of disorders caused by injury to the auditory
nerve. Recordings made directly from the exposed
eighth cranial nerve are used in surgical operations
where the auditory nerve may be injured by surgical
manipulations (see [212]. Such recordings show a pro-
longed latency of the compound action potential
(CAP) recorded from the exposed CNVIII because of
the decrease in conduction velocity (Fig. 9.28). The
CAP also becomes broadened because different nerve
fibers are affected differently.

Injury to the intracranial portion of the auditory
nerve causes the latency of all peaks of the ABR to
increase except peak I, which is generated by the most
peripheral portion of the auditory nerve (see Chapter 7).
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FIGURE 9.26 Examples of audiogram from patients with vascular
compression of the auditory nerve. (A) Audiogram from a patient
with vascular compression of the eighth cranial nerve near its 
entry into the brainstem showing a dip (“cookie bit”) at 1 kHz (cir-
cles) (data from Møller, 1994). (B) Audiogram from a patient with
hemifacial spasm (crosses) showing a dip around 2 kHz (data from
Møller and Møller, 1985).

FIGURE 9.27 The growth of the acoustic middle ear reflex
response in an individual with normal hearing (A), a patient with
auditory nerve damage (B), and in a patient with an vestibular
Schwannoma (C) (reprinted from Møller, 1994).

3The numerical value of a time constant for temporal integration
is usually defined as the time it takes for the response to decay 
to an amplitude that is 1/e (e is the base of the natural logarithm,
2.718) of its original value. These definitions are taken from the
engineering terminology which assumes an exponential decay or
rise of a response such as an evoked response. In psychoacoustics,
temporal integration causes the threshold to decrease with increasing
duration of a response and it is often determined by obtaining the
threshold to tones of different duration. The temporal integration 
is often expressed as the difference (in decibels) between the
thresholds of tones of different durations such as 20 and 200 ms.



Peaks II and III of the ABR may be obliterated and
often only peak V and peak I are discernable in the
ABR of individuals whose auditory nerve is injured.
Subtle injuries to the auditory nerve such as from vascu-
lar compression typically cause less than 1 ms increase
in latency. In patients with vestibular Schwannoma, it
is not unusual that the latency of peak V is prolonged
3 ms or more. The normal conduction velocity of the
auditory nerve is about 20 m/s [219]. The length of 
the auditory nerve is 2.5 cm, corresponding to a total
conduction time of 1.25 ms. Prolongation of the conduc-
tion time by 3 ms implies a reduction of the conduction

velocity of the auditory nerve to about 8 m/s if the
change was uniform along its entire length. If it is
assumed that only the intracranial portion of the audi-
tory nerve is affected, (length approximately 1 cm) the
conduction velocity of that segment would have
decreased from 20 m/s to approximately 3 m/s as a
result of the insult from the vestibular Schwannoma.

6.2. Other Space-occupying Lesions

Other space-occupying lesions of the cerebellopon-
tine angle (CPA) are benign tumors such as menin-
gioma, cholesteatoma, neuroma of cranial nerves other
than the eighth nerve and arachnoidal cysts. Such
lesions are rare, but they may grow to large sizes with-
out causing much hearing loss. Malignant tumors in
that region of the brain are extremely rare and are usu-
ally metastases.

7. PATHOLOGIES OF THE
CENTRAL AUDITORY NERVOUS

SYSTEM

Disorders that are associated with morphologically
detectable pathologies of nuclei and fiber tracts of the
ascending auditory pathways of the brainstem and the
auditory cortex are extremely rare. They are usually
associated with multiple symptoms and signs from
other brain systems. Lesions of the auditory cerebral
cortex may cause auditory hallucinations consisting of
hearing meaningful sounds such as speech and music.
Similar signs have been reported in patients with
lesions in the thalamic auditory nucleus (medial genic-
ulate body [MGB]) [96].

Usually, only lesions to the nervous system that are
associated with detectable morphologic changes have
been considered. There is, however, another kind of
change in the function of the auditory nervous system,
which cannot be detected by the imaging techniques
that are presently available. These changes in function
are a result of neural plasticity and they result in vari-
ous kinds of pathologic signs such as tinnitus and
hyperacusis (discussed in Chapter 10). It is also possi-
ble that impaired speech discrimination can result
from such plastic changes. These kinds of pathologies
have earlier been largely disregarded mainly because
they have no morphologic correlates. Without direct,
visual, evidence that a pathology exists, disorders
were often attributed to psychological causes and con-
sidered untreatable. There is increasing evidence,
however, that such disorders have a true physiological
basis and can be treated successfully by appropriate
sound stimulation [132] (see Chapter 10).
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FIGURE 9.28 Typical CAPs recorded from the intracranial por-
tion of the auditory nerve during an operation where the nerve was
surgically manipulated (reprinted from Møller, 1995, with permis-
sion from Taylor & Francis).



7.1. Disorders of the Brainstem Auditory
Pathways

Disorders that affect the brainstem nuclei of the audi-
tory system and which are associated with detectable
morphologic changes are extremely rare. Such disor-
ders are tumors and vascular malformations and they
usually give symptoms and signs from multiple sys-
tems. Rarely is hearing loss or other auditory signs
present before signs occur from vital systems that are
controlled from the brainstem. If a brainstem tumor
manifests with auditory symptoms as the first sign, it
usually does not take a long time before symptoms
and signs from other systems will appear. Malformations
such as the Arnold-Chiari malformation may be asso-
ciated with hearing impairment [307]. The changes
that occur in the pure tone audiograms from brainstem
lesions are unpredictable. Changes in the ABR may 
be the most distinct and the anatomical location of 
a lesion can often be determined by considering the
neural generators of the ABR. (The use of the ABR for
topical diagnosis of brainstem lesions was discussed in
more detail on, p. 240.)

Increased blood levels of bilirubin (hyperbilirubine-
mia) may occur when bilirubin, which is a breakdown
product of the porphyrin ring of red blood cell hemo-
globin, is not broken down further in the liver by the
enzyme glucuronyl transferase. Hyperbilirubinemia
(jaundice) often occurs in newborns because the enzyme
that breaks down bilirubin is poorly developed. Bilirubin
is neurotoxic and causes bilirubin encephalopathy [4].
Bilirubinemia has been studied extensively and an
animal model of the disorder exists (Gunn rat model).

The pathologic sign of hyperbilirubinemia is ker-
nicterus, meaning yellow staining, that affects deep
nuclei of the brain. Bilirubin encephalopathy affects
the auditory nervous system specifically in addition to
its general effect on the nervous system causing retar-
dation, etc. The brainstem auditory nuclei and most
noticeably the cochlear nuclei are most affected [78, 85,
294]. The effect on the auditory system is characterized
by high frequency hearing loss that usually occurs
bilaterally and symmetrically with severely decreased
speech discrimination. The interpeak latency (IPL I-III)
of the ABR is increased. The effect of hyperbilirubine-
mia is preventable, but it requires the condition to be
detected early.

7.2. Auditory Cortices

Lesions that affect the auditory cortices are typically
tumors of the temporal lobe but bleeding, strokes and
trauma may also affect various parts of the auditory
cortex. The symptoms are diffuse and sometimes consist
of auditory hallucinations in the form of hearing
meaningful sounds such as music or speech. This is
unlike tinnitus, which involves hearing sounds that
are not meaningful is regarded to originate in anatom-
ically more peripheral levels of the ascending auditory
nervous system (see Chapter 10).

Injury to the primary auditory cortex does not usu-
ally cause any noticeable degree of threshold elevation
even for sounds presented to the ear that is contralat-
eral to the side of the lesion. Speech discrimination is
usually normal when assessed using standard tests.
Lesions of the auditory cortex may be detected by low
redundancy speech tests [24, 25], such as spectrally fil-
tered speech, or speech that is presented at a very high
rate (time compressed) or chopped speech. These three
different ways to distort speech have a high degree of
specificity to disorders of the central auditory nervous
system [157]. Individuals with lesions of the temporal
lobe affecting the auditory cortex have much lower
discrimination scores for distorted speech when pre-
sented to the contralateral ear, while no abnormality
can be detected when the speech is presented to the
ear ipsilateral to the lesion (Fig. 9.30).

It is interesting to note that rather extensive lesions
of the auditory cortex allow normal speech discrimina-
tion in contrast to lesions of the auditory nerve where
subtle injury causes severe deterioration of speech
even under ideal circumstances such as those usually
used in testing the speech discrimination for clinical
purposes.

Now, it is often regarded to be easier to use MRI
scans for the diagnosis of cortical lesions but the high
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FIGURE 9.29 Pure tone audiograms obtained before and after 
an operation where the auditory nerve was injured by surgical
manipulations. The speech discrimination was 96% before the oper-
ation and 0% after (obtained using recorded speech material).



cost of MRI scans compared with speech tests makes
low redundancy speech tests an attractive alternative
for diagnosis of temporal lobe lesions that affect the
auditory cerebral cortex. It may also be worth noting
that not all disorders of the nervous system, including
the auditory nervous system manifest themselves as

detectable abnormalities in imaging studies, which are
limited to detecting changes in structure. Plastic
changes in the nervous system cannot be detected by
imagining methods such as the MRI. Perhaps tests
such as the low redundancy speech test should not
have been abandoned totally.
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FIGURE 9.30 (A) Pure tone audiogram in a patient with a tumor (astrocytoma) in the left temporal lobe.
(B) Speech discrimination in the same patient for interrupted speech (10 interruption per s) as a function of
intensity with which the speech was presented (in decibels above the patient's threshold, SL). (C) Similar
graph as in (B) showing discrimination of frequency filtered speech obtained in the same patient. (D) Similar
graph as in (B) showing discrimination of time-compressed speech obtained in the same patient (data from
Korsan-Bengtsen (aka Møller), 1973, with permission from Blackwell Publishing Ltd).



7.3. Efferent System

No specific disorders are known to affect the 
efferent auditory nervous system. However, due to its
anatomical abundance it has been suggested that the
efferent system is involved in several disorders, but
little evidence has been presented to support such
hypotheses. Because the cochlear efferent bundle trav-
els together with the central portion of the vestibular
nerve, it is severed in operations for vestibular neurec-
tomy when done close to the brainstem. Vestibular
neurectomy is often used to treat patients with vestibu-
lar disturbances such as Ménière’s disease. Scharf and
co-workers [286] found few measurable changes in
hearing in patients who had their vestibular nerve sec-
tioned intracranially to treat vestibular disorders and
thus had a severed olivocochlear bundle.

7.4. Pathologies that Can Affect Binaural
Hearing

Asymmetrical hearing loss of any kind may impair
directional hearing and the perception of auditory
space. Binaural hearing aids that are properly adjusted

can restore some of these functions. The anterior com-
missure, a part of the corpus callosum, seems to be
involved in perception of auditory space and there are
some indications that this part of the brain may change
with age so that it becomes more difficult to fuse the
auditory input from the two ears into a single image.
Little is known, however, about this aspect of impair-
ments of auditory function. This has implications for
fitting of hearing aids, and it may not always be to a
patient’s benefit to use binaural hearing aids [111, 138].

7.5. Viral Infections

Various forms of unspecific pathologies, such as viral
infections, may affect the auditory nerve. Hearing loss
can occur in connection with infections by the herpes
virus such as the Ramsay Hunt syndrome [343], which
often renders the patient deaf in one ear and may give
symptoms from adjacent cranial nerves such as the
facial nerve resulting in paralysis of face muscles. Viral
infections of the auditory nerve may occur without
any other signs than hearing loss. Establishing with
any degree of certainty that a viral infection is the
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BOX 9.16

L O W - R E D U N D A N C Y  S P E E C H  T E S T S

Bocca and co-workers [25] were some of the first
authors to publish studies showing that speech in which
some of the redundancy of normal speech was removed
could be used to detect auditory deficits in patients with
central auditory lesions. The effect of such alterations of
speech on its intelligibility has been studied in individu-
als with normal hearing [23, 39, 197] and it was found that
individuals who did not have cortical lesions had normal
speech discrimination when tested with the same low
redundancy speech. Patients with lesions of the auditory
cerebral cortex had normal speech discrimination when
tested with undistorted speech while the same individu-
als had decreased speech discrimination scores when the
test material was low-redundant speech (Fig. 9.30).
Similar kinds of low redundancy speech were used to
detect disorders that affect the auditory cortex, such as
temporal lobe epilepsy and tumors of the temporal lobe,
but also more general changes in the function of the nerv-
ous system such as that of aging [25, 158].

The efficiency of such low-redundancy speech in
detecting central auditory lesions has been demonstrated
[157]. Chopped and spectrally filtered speech have
reduced redundancy because something has been removed
from the speech, while time-compressed speech contains
all components of the original speech, just presented in 
a shorter time than normal speech. Interruptions of 10/s
using a ratio of speech to silence of 1:1 resulted in a
marked reduction in speech discrimination in individuals
with lesions to the central auditory nervous system, more
so when the sound was presented to the contralateral ear
than to the ipsilateral ear [157]. Normal hearing individu-
als could discriminate such interrupted speech at nearly
100% but a population of elderly individuals without spe-
cific disorders had reduced discrimination scores [227].
When speech is speeded up by a factor of two (from nor-
mally 110-140 words per minute to about 250 words per
minute) discrimination is reduced even by individuals
with normal hearing [157].



cause of hearing loss in an individual case is, however,
difficult. Hearing loss is often extensive or total (deaf-
ness) and it often occurs within a short time (a few hours
to a day) but it is not known how a viral infection can
render all nerve fibers of a nerve non-conductive in
such a short time. The auditory nerve and the vestibular
nerve are usually not affected at the same time (viral
infections affecting the vestibular nerve are known as
vestibular neuronitis, causing violent vertigo).

Common childhood viral infections are suspected
to cause hearing loss or deafness from inflammation of
the auditory nerve (or the cochlea, with destruction of
the organ of Corti, stria vascularis and tectorial mem-
brane; see p. 234). The CMV is usually a harmless virus
until some additional factors cause it to become acti-
vated, at which time it may cause sensorineural hearing
loss. CMV infection is now regarded to be one of the
more common causes of early cochlear hearing loss.

7.6. Ototoxic Drugs

Some ototoxic drugs not only affect the cochlea but
may also affect the nervous system [84], as demon-
strated in studies of the IC [135]. Drugs that do not
seem to affect the function of the cochlea may affect
neural processing. Thus it has been shown that admin-
istration of scopolamine reduces the discrimination
score of low redundancy speech in young individuals
with normal hearing [8].

7.7. Sudden Hearing Loss

Sudden hearing loss (SSNHL) was discussed above
(p. 234) because it may be a result of injury to the
cochlea. Other hypotheses about sudden hearing loss
claim that it is a result of conduction block in the audi-
tory nerve and it has been suggested that inflamma-
tion of the auditory nerve, perhaps as a result of viral
infection, could cause sudden hearing loss. This would
be similar to what is thought to occur to the facial
nerve in Bell’s Palsy. Rarely do vestibular nerve symp-
toms occur together with SSNHL and rarely is the loss
of hearing associated with tinnitus.

8. ROLE OF NEURAL
PLASTICITY IN DISORDERS OF

THE CENTRAL AUDITORY
NERVOUS SYSTEM

We discussed above how changes in the input to the
central auditory nervous system from the cochlea in
disorders that manifest with hearing impairment

could change the function of the central auditory nerv-
ous system. Pathologies of the auditory nervous system
can also cause changes in the function of structures
that are located central to the lesion. Such changes are
caused by expression of neural plasticity.

Expression of neural plasticity is first and foremost
involved in causing the symptoms and signs of disor-
ders of hyperactivity such as severe subjective tinnitus,
hyperacusis, and phonophobia, but even the symptoms
and signs of other disorders of the auditory system such
as some forms of hearing impairment may also have
components that are caused by abnormal function of
the auditory nervous system brought about by expres-
sion of neural plasticity. Even disorders of the conduc-
tive apparatus may cause changes in the function of
the auditory nervous system.

When detectable morphological changes are pres-
ent, such as in noise induced hearing loss, a compo-
nent of the symptoms may be caused by changes 
in the function of the auditory nervous system.
Determining the cause of disorders therefore becomes
a matter of how one elects to define the word “cause.”
Intuitively, events such as diseases should have one
well defined cause but in reality that is not always the
case. In the examples given above where several fac-
tors are involved and no one of these factors alone can
cause symptoms, the definition of cause becomes
problematic. Expression of neural plasticity can also
cause symptoms and signs of disease. Expression of
neural plasticity can alleviate symptoms and signs of
diseases such as tinnitus and pain.

8.1. What Is Neural Plasticity?

Neural plasticity is a broad term used to describe
changes in the function of the CNS. Neural plasticity is
an ability of the nerve cells to change their function.
Altered excitability of specific neural structures,
changes in synaptic efficacy or outgrowth of new con-
nections (sprouting) are common changes attributed
to neural plasticity. This can occur with or without
morphological changes. Neural plasticity is necessary
for the developing organism and it is beneficial to the
mature organism because it can change the function of
specific parts of the CNS to suit changing demands or
compensate for the effect of injuries and diseases.
Neural plasticity makes it possible to regain function
after injuries such as trauma, strokes etc., which have
destroyed neural tissue. Expression of neural plasticity
can also cause symptoms and signs of disease.

It has been known for many years that the developing
central nervous system is plastic but only relatively
recently has it become evident that the mature nervous

Chapter 9 Hearing Impairment 247



system is also plastic [125, 136, 154, 165, 181, 194, 259,
268, 277, 290, 316, 319, 320, 338, 339]. Apoptosis, forma-
tion of new connections and change of synaptic efficacy
are all parts of normal development of the CNS, and
that is controlled by internal factors, but many external
factors can interfere with these normal processes.
Failure to block synapses and inadequate pruning of
the nervous system may play a role in developmental
disorders of many different kinds. Ocular dominance
and autism are examples of developmental disorders
that may have similarities with disorders that are
caused by expression of neural plasticity.

The ability of the central nervous system to change
its function, including making new connections and 
eliminating old connections, is absolutely essential to
the normal childhood development of functions that
are controlled by the central nervous system, including
cognitive functions. While expression of neural plas-
ticity is most pronounced in childhood it is becoming
more and evident that neural plasticity can be
expressed not only in the developing individual but is
also present in adults.

In adults, neural plasticity is important for shifting
functions from impaired parts of the central nervous
system to parts that are functioning normally. This
occurs in recovery from, for instance, strokes and other
insults to the brain. Treatment can facilitate recovery
from such insults. The most common treatment is
training but recently it has been shown that electrical
stimulations of the cerebral cortex [32] can improve
rehabilitation of stroke victims, probably by inducing
neural plasticity. The use of neural plasticity in treat-
ment of illnesses of the sensory system and the nerv-
ous system in general is increasing.

The changes that occur during childhood develop-
ment as well as those that occur after injuries are pro-
moted by input to the nervous system, or lack of input
(deprivation). Activity related plasticity (Hebbian plas-
ticity) has been described as “neurons that fire together
wire together.” This means that neural activity has
control over morphological developments. Neural activ-
ity also affects synaptic efficacy. Expression of neural
plasticity has many similarities with memory, and there
is a short-term effect and a long-term effect of expres-
sion of neural plasticity. This means an understanding
of neural plasticity is therefore important for under-
standing the pathology of many disorders and for
treatment of disorders of the nervous system, includ-
ing disorders of hearing.

Many forms of plasticity that cause signs and symp-
toms of disease occur without any known cause, but
both external and internal events may cause expression
of neural plasticity that causes symptoms of diseases.

Novel sensory stimulations, overstimulation, or, in par-
ticular, deprivation of sensory input are known to
induce neural plasticity. The changes that occur as a
result of neural plasticity can be transient or perma-
nent, and may persist and even become aggravated
after the events that caused the expression of neural
plasticity have ceased or been reversed.

The absence of detectable morphologic abnormali-
ties makes it difficult to diagnose disorders caused 
by neural plasticity. The anatomical location of the
physiological abnormality that causes symptoms and
signs of disease because of expression of neural plas-
ticity may be different from that to which the patient
refers the symptoms and it may be different from the
anatomical location of an injury even when that injury
was the initiator of the expression of neural plasticity.

Treatment of such disorders is hampered by lack of
understanding of the pathophysiology of such disor-
ders. Since plastic changes in function of the nervous
system are not accompanied by tissue damage they 
are potentially reversible [13, 30, 132, 136, 348], often
without  side effects, which is rarely the case for phar-
macological or surgical treatments. Changes in the
function of the CNS to adapt to changing demands is
important for the use of prostheses of limbs, or sensory
prostheses such as cochlear implants.

Expression of neural plasticity triggered by hearing
loss may increase the sensitivity of the ear and certain
parts of the auditory nervous systems, but too much
may cause tinnitus. Expression of neural plasticity is
probably also involved in disorders affecting the bal-
ance systems (dizziness, vertigo).

Examples of effects of expression of neural plasticity
that are of no advantage to the organism are hyperac-
tivity, such as tinnitus, tremor and spasticity, and cen-
tral neuropathic pain. What these signs have in
common is that expression of neural plasticity may be
regarded as misdirected attempts to compensate for
neural deficits. In many cases, several conditions must
be present at the same time to cause the expression of
neural plasticity that is sufficient to cause noticeable
symptoms and signs of disease. These expressions 
of neural plasticity are compensatory to loss of func-
tion through injury or other diseases, or they may be
elicited by changes in demands.

Expression of neural plasticity is very important for
the normal development of the nervous system and
abnormal development is linked to deficits in the 
“re-wiring” of the nervous system that occurs during
childhood development. Pruning of connection and
competition of connections in the nervous system and
competition of synaptic efficacy are also important
parts of such development. Neural plasticity is also
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thought of as nature’s means to replace or restore func-
tion after injury or diseases. There is, however, also
another form or plasticity, which causes symptoms
and signs of illness, and we may call that form of plas-
ticity the “bad” plasticity. Neural plasticity of the cen-
tral nervous system can cause widely different
symptoms and signs, such as hyperactivity, hypersen-
sitivity, different processing of sensory information
and abnormal motor activity. Neuropathic pain and
tinnitus are examples of hyperactive sensory disorders
but hyperactive motor disorders such as spasticity,
tremor, synkinesis, and ataxia may also be caused by
functional changes that occur as a result of expression
of neural plasticity.

Neural plasticity is induced when the normal
homeostasis is upset and the plastic changes that occur
can be regarded as attempts to restore the normal
homeostasis, but when going wrong the induced plas-
tic changes can cause symptoms and signs of diseases,
not unlike many forms of therapies used in modern
medicine. The plastic changes that occur in the mature
nervous system are different from those that occur in
the developing nervous system. The function of the
nervous system normally changes during develop-
ment and the abnormalities that occur are regarded as
errors in the normal development. The mature nerv-
ous system has been regarded as being relatively
stable, except for changes that are related to aging.

Neural plasticity consists of change in function 
of the nervous system and/or re-organization of the
nervous system. The change in function can involve
increase or decrease of excitability of neurons, change in
processing of information, or re-routing of information.
Expression of neural plasticity can cause change of
synaptic efficacy, formation or elimination of synapses,
and sprouting or elimination of dendrites and axons.

Expression of neural plasticity can cause functional
changes in synaptic activity (altered synaptic efficacy
or threshold), morphological changes such as outgrow
of new connections and formation of new synapses,
elimination of connections (axons and dendrites and
synapses), apoptosis, or absence of normal apoptosis.
These changes can cause altered processing of sensory
information and altered motor control. Elimination of
connections or establishment of new connections can
cause re-routing of information in such a way that spe-
cific sensory information directed to other groups of
neurons than normally process such sensory informa-
tion or that other populations of neurons affect motor
control than what is normally the case. Opening of
dormant synapses is an example of neural plasticity
that also can cause information to reach populations of
nerve cells that normally do not receive such informa-
tion. For example, neural plasticity may cause neural
activity such as that elicited by sensory stimulation to
reach brain regions that are not normally involved in
such processing, or it may cause information to bypass
certain populations of neurons. There are indications
that re-routing of information may cause sensory
information to reach the limbic system through a sub-
cortical route, thus bypassing the processing that nor-
mally occurs in the cerebral cortices before it reaches
limbic structures.

Expression of neural plasticity can be activity
induced. Hebb’s [118] principle states that neurons that
are active together establish morphological connec-
tions. This has often been referred to as “Neurons that
fire together, wire together.” Neural plasticity can also
be activated by inactivity, and that can be regarded as
the reverse of Hebb’s principle in that neurons that
become inactive may lose established connections. That
can be expressed by the statement “use it or lose it.”
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BOX 9.17

U N M A S K I N G  O F  D O R M A N T  S Y N A P S E S

One of the first studies that demonstrated one of the
mechanisms for neural plasticity was published by Wall
[339]. That study provided evidence that changes in synap-
tic efficacy of neurons in the dorsal horn of the spinal cord
can be induced by deprivation of input accomplished by
severing of a dorsal root. The deprivation of input that
resulted changed the response of the target neurons of
dorsal roots fibers and it caused cells in the dorsal horn of

the spinal cord to respond to input from dermatomes from
which they normally did not respond. This investigator
coined the term “dormant synapses” to describe the event
where synaptic connections are blocked because they have
high synaptic thresholds or too low efficacy. Wall hypothe-
sized that synapses that exist anatomically may not nor-
mally function but may become activated (“unmasked”)
by some abnormal event such as deprivation of input.



Re-organization means that the circuitry (“re-wiring”)
of the nervous system has changed. There are two dif-
ferent ways that this can occur. One way is by opening
(unmasking) normally closed (dormant) synapses or
closing normally open synapses. The other way is by
forming new connections (sprouting of axons and for-
mation of new synapses). Elimination of connections
or of cells (apoptosis) are other ways in which the
functional circuitry can change. Connections can be
severed or created by sprouting of axons or severing 
of axons.

Connections can also be established by making 
non-functional synapses functional (unmasking of dor-
mant synapses). Furthermore, neurons that are nor-
mally not activated by their input may become active
by alterations in the input, such as increase of dis-
charge rate may activate target neurons that are not
activated by a lower rate. The excitatory post synaptic
potentials (EPSP) in response to a low rate of incoming
nerve impulses may not add up to produce membrane
potentials that exceed the firing threshold of the
neuron (see Fig. A1.1) because of insufficient temporal
summation. Changes in synaptic efficacy or increased
temporal integration may make it possible for an
incoming train of nerve impulses to activate a target
neuron. Changes in discharge pattern, for example
from a regular pattern to burst pattern, may make it
possible to exceeded the threshold of the target
synapse which was not exceeded by the same average
rate of discharges and thereby open new connections.

Reorganization may have different extents, and may
change the wiring of local structures such as the cere-
bral cortex, or it may redirect information to popula-
tion of neurons that have not normally received such
input by opening dormant synapses. A third way 
that the function of the nervous system can change is
by altering (enhancing) protein synthesis in target cells.

This means that change from sustained activity to
burst activity in peripheral nerves, which is often seen 
in slightly injured nerves, may cause activation of
target neurons that are normally not activated by sus-
tained actively because the decay of the EPSP prevents
temporal summation of input with large intervals to
reach the threshold. The EPSP caused by impulses
with short interval such as occur in burst activity may
reach the threshold of some target neurons that are
normally not activated by sustained activity. This would
have the same effect as unmasking of the synapses in
question.

Reduced inhibitory input to a central neuron may
also lower its threshold and thereby unmask excitatory
synapses.

Expression of neural plasticity is possible because 
of the existence of dormant connections which can 
be unmasked become functional. Connections that are
functional can also be made non-functional. There are
thus differences between the morphological circuitry
of the nervous system and the functional circuitry
which make it possible to change the function 
of the nervous system. Many of the morphological
(intact) connections are normally not open because
they make synaptic contacts that are ineffective.

8.2. What Can Initiate Expression of
Neural Plasticity?

Neural plasticity can be evoked by many different
kinds of events. One of the first demonstrations of
neural plasticity was that of Goddard who showed
that repeated of the amygdala nuclei in rats changed
the function of these nuclei in such a way that the elec-
trical stimulation began to evoke seizure activity after
4–6 weeks stimulation [104]. Goddard named this phe-
nomenon “kindling.” The kindling phenomenon has
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BOX 9.18

C O H E R E N T  I N P U T  I S  M O S T  E F F E C T I V E  I N  U N M A S K I N G  
D O R M A N T  S Y N A P S E S

Wall and co-workers [339] showed that electrical stim-
ulation was more efficient in activating dorsal horn neu-
rons from distant dermatomes than natural stimulations.
Electrical stimulation activates all fibers at the same time
thus providing activations of the target neurons that are
more coherent in time than what is the case for natural
stimulation. These observations indicate that synapses 
on neurons in the dorsal horn that were normally dor-
mant could be activated when stimulated coherently at a 

high rate. Temporal and spatial integration may explain
why coherent input at a high rate to these neurons could
activate normally (unmask) dormant synapses. It is also
in good agreement with the fact that high frequency 
stimulation is more effective in activating cells and it may
activate cells that are unresponsive to low frequency stim-
ulation. It is well known that bursts of activity can be
more effective in activating the target neurons than con-
tinuous activity with the same average rate.



later been demonstrated in many other parts of the
CNS [337] and even in motonuclei [290].

Plastic changes in nuclei of sensory systems can be
induced by deprivation of input [100, 101, 136] by novel
stimulation [290, 339] or by overstimulation [320].
Many animal studies have shown changes in the
responses from cells in sensory cortices after stimula-
tion or deprivation of input [147, 194].

Neural plasticity in the somatosensory system in
response to deprivation of input was demonstrated by
Patrick Wall [339] and Michael Merzenich [194], who
in animal experiments showed changes in function of
the neurons in the spinal cord and the primary
somatosensory cortex respectively. These studies of
the neural plasticity of the somatosensory system have
been replicated and extended by many investigators.

Strengthening of synaptic efficacy is similar to long-
term potentiation (LTP) and it may have similar func-
tional signs as increased excitability of sensory
receptors, decreased threshold of synaptic transmis-
sion in central neurons or that of decreased inhibition.
Any one or more of such changes may be involved in
generating the symptoms of hyperactivity and hyper-
sensitivity that cause phantom sensations such as tin-
nitus, tingling and muscle spasm. Studies of LTP in
slices of hippocampus in rats or guinea pigs show that
LTP is best invoked by stimulation at a high rate. The
effect may last from minutes to days, and glutamate
and the NMDA receptor (N-methyl d-aspartate) have
been implicated in LTP. Unmasking of ineffective
synapses may occur because of increased synaptic 
efficacy or because of a decrease of inhibitory input
that normally has blocked synaptic transmission [125,
126, 259].

Disorders where the symptoms and signs are
caused by expression of neural plasticity are often
labeled as “functional” because no morphological cor-
relates can be detected. The label “functional” has
often been used to describe psychiatric disorders,

“Munchausen’s” type of disorders and other disorders
that do not exist except in the mind of the patient.
Stedman’s Medical Dictionary states the meaning of
“functional” to be: “Not organic in origin; denoting a
disorder with no known or detectable organic basis to
explain the symptoms.” This interpretation equates
“not known” with “not detectable”, which is interest-
ing because something may indeed exist despite it  not
being detectable (with known methods). That means
that many disorders have been erroneously labeled 
a “neurosis”, which Stedman’s Medical Dictionary
defines as:

1. A psychological or behavioral disorder in which
anxiety is the primary characteristic; defense
mechanisms or any of the phobias are the
adjustive techniques which an individual learns in
order to cope with this underlying anxiety. In
contrast to the psychoses, persons with a neurosis
do not exhibit gross distortion of reality or
disorganization of personality.

2. A functional nervous disease, or one for which
there is no evident lesion.

3. A peculiar state of tension or irritability of the
nervous system; any form of nervousness.

The fact that symptoms that arise from functional
changes that are expressions of neural plasticity are
not associated with detectable morphologic or chemi-
cal abnormalities is a major problem in treating disor-
ders that are caused by neural plasticity because
chemical testing and imaging techniques form the
basis of diagnostic tools of modern medicine.

Knowledge about the physiology of neurological
disorders can lead to adequate treatment of such dis-
orders. Understanding of the pathophysiology of dis-
orders that are caused by expression of neural
plasticity can also reduce the number of patients who
are diagnosed as “idiopathic” and instead directed as
patients to effective treatment.
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1. ABSTRACT

1. Hyperactive disorders of the auditory system are
subjective tinnitus, hyperacusis, and recruitment
of loudness.

2. Tinnitus is of two kinds: objective and subjective
tinnitus.

3. Objective tinnitus is caused by sound that is
generated in the body and conducted to the
cochlea.

4. Subjective tinnitus is perception of sound that is
not originating from sound and can therefore
only be heard by the person who suffers from the
tinnitus.

5. Subjective tinnitus has many forms and its
severity varies from person to person. It can be
divided into mild, moderate and severe
(disabling).

6. Severe subjective tinnitus is often accompanied
by hyperacusis and phonophobia. Hyperacusis is
a lowered threshold for discomfort from sound
and phonophobia is fear of sound.

7. The anatomical location of the physiological
abnormalities that cause tinnitus and hyperacusis
is often the central nervous system.

8. Severe tinnitus is a phantom sensation that has
many similarities with central neuropathic pain.

9. Tinnitus may be generated by neural activity in
neurons other than those belonging to the
classical auditory nervous system, thus a sign of
re-organization of the nervous system.

10. Severe tinnitus is often accompanied by abnormal
interaction between the auditory system and
other sensory systems.

11. Hyperacusis and phonophobia are caused by
reorganization of the central auditory nervous
system.

12. Phonophobia may result from an abnormal
activation of the limbic system through the 
non-classical auditory pathways, which are not
normally activated by sound stimulation.

13. Expression of neural plasticity that is involved in
the development of hyperactive conditions is
often caused by overstimulation, or deprivation
of stimulation.

14. Abnormal loudness perception (recruitment of
loudness) is mainly associated with disorders of
the cochlea.

2. INTRODUCTION

Hyperactive hearing disorders (subjective tinnitus
and abnormal perception of sounds such as hyperacu-
sis and phonophobia) are some of the most diverse
and complex disorders of the auditory system and
their causes are often obscure. Often it is not even pos-
sible to identify the anatomical location of the physio-
logical abnormalities that cause these symptoms.

Tinnitus is the most common of the hyperactive dis-
orders that affect the auditory system. Tinnitus is of two
general types: 1) subjective tinnitus; and 2) objective tin-
nitus. Subjective tinnitus does not involve a physical
sound and can only be heard by the individual who has
the tinnitus. Objective tinnitus is not a hyperactive dis-
order. Objective tinnitus is caused by a physical sound
generated within the body and conducted to the cochlea
in a similar way as an external sound. An observer can
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often hear objective tinnitus and it is often caused by
blood flow that passes a constriction in an artery caus-
ing the flow to become turbulent. This chapter will deal
only with subjective tinnitus.

Since subjective tinnitus is perceived as a sound, the
ear has often been assumed to be the location of the
pathology. It is now evident that most forms of subjec-
tive tinnitus, hyperacusis (decreased tolerance of
sound), phonophobia (fear of sound), and misophonia
(dislike of certain sounds) are caused by changes in the
function of the central auditory nervous system and
these changes are not associated with any detectable
morphological changes. The changes are often the
result of expression of neural plasticity and the anom-
alies may develop because of decreased input from the
ear or deprivation of sound stimulation and overstim-
ulation or yet unknown factors. Tinnitus may be
regarded as a phantom sensation [131]. Phantom sen-
sations are referred to a different location on the body
(usually the ear) than the anatomical location of the
abnormality that causes the symptoms.

Altered perception of sounds often occurs together
with severe tinnitus. Sounds may be perceived as dis-
torted, or unpleasant (hyperacusis) or may be fearful
(phonophobia). Such altered perception of sounds has
received far less attention than tinnitus and yet, hyper-
acusis, and phonophobia, may be more annoying to
the patient than their tinnitus.

Few effective treatment options are available for
hyperactive disorders such as tinnitus and hyperacusis.
Since most forms of severe tinnitus are caused by func-
tional changes it should be possible to reverse the
changes by proper sound treatment. This hypothesis
has been supported by the experience that proper stim-
ulation can alleviate tinnitus in some individuals [134]
(p. 266). Medical treatment or surgical treatment such as
microvascular decompression (MVD) operations can
help some patients with tinnitus and hyperacusis.

While patients with severe tinnitus and hyperacusis
or phonophobia are clearly miserable, it is not obvious
which medical specialty is best suited for taking care
of such individuals. It is, however, certain that who-
ever takes care of such patients must have the best
possible knowledge and understanding of the changes
in the function of the auditory system that can lead to
tinnitus and hyperacusis in order to be able to help
individuals with these disorders.

3. SUBJECTIVE TINNITUS

Subjective tinnitus is the perception of meaningless
sounds without any sound reaching the ear from outside
or inside the body. Tinnitus can be intermittent or 

continuous in nature and its intensity can range from
a just noticeable hissing sound to a roaring noise that
affects all aspects of life. Tinnitus may be a high fre-
quency sound like that of crickets, a pure tone, or it
may have the sensation of a sound with a broad spec-
trum. Some people hear intermittent noise; others hear
continuous noise. Some hear their tinnitus as if it came
from one ear; others hear their tinnitus as if it came from
inside of the head, thus bilateral in nature. Tinnitus is
often different from any known sound. Some people
with tinnitus perceive their tinnitus as a slight bother
while other people perceive their tinnitus as an unbear-
able annoyance that makes it impossible to sleep or to
concentrate on intellectual tasks. Tinnitus is often
accompanied by depression and tinnitus can cause
people to commit suicide.

Subjective tinnitus is an enigmatic disease from
which people suffer alone because they have no exter-
nal signs of illness. Tinnitus thus has similarities with
central neuropathic pain [213]. René Leriche, a French
surgeon (1879–1955), has said about pain: “The only
tolerable pain is someone else’s pain”, and that is true
also for tinnitus.

Tinnitus is often the first sign of a vestibular
Schwannoma and vestibular Schwannoma should
always be ruled out in individuals who present with
one-sided tinnitus with or without asymmetric hear-
ing loss. This can be done by using suitable audiologic
tests (see p. 239). However, very few individuals with
tinnitus have a vestibular Schwannoma (the incidence
of vestibular Schwannoma has been reported to be
0.78–0.94 per 100,000 [326]). The incidence of tinnitus 
is far greater although its prevalence is not known
accurately.

3.1. Assessment of Tinnitus

Considerable efforts have been devoted to finding
methods that can describe the character and intensity
of an individual person’s tinnitus objectively Attempts
to match the intensity of an individual person’s tinni-
tus to a (physical) sound have given the impression
that the tinnitus is much weaker than the patient’s per-
ception of the tinnitus. Individuals who report that
their tinnitus keeps them from sleeping or from concen-
trating on intellectual tasks often match their tinnitus to
a physical sound of an intensity that is unbelievably
low, often between 10–30 dB above threshold [330], thus
sounds that would not be disturbing at all to a person
without tinnitus.

Matching the character of a patient’s tinnitus to 
that of an external sound has also been unsuccessful in
confirming a patient’s description of the character 
of his/her tinnitus. The results of having patients 
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compare their tinnitus with a large variety of synthe-
sized sounds to gain information about the frequency
and temporal pattern of tinnitus have been equally
disappointing. It is often difficult for a person with tin-
nitus to describe the sounds he or she hears because
tinnitus often does not resemble any known physical
sound. Only in a few individuals has it been possible
to obtain a satisfactory match between the tinnitus and
a real (synthesized) sound.

Because the results of the matching of the intensity
of tinnitus to other sounds does not seem to correspond
to the perceived intensity of tinnitus, other ways of
evaluating the strength of tinnitus were sought. The
visual analog scale (VAS) that is often used in evalua-
tion of pain seems a better way of assessing tinnitus
than loudness matching.

The best way to classify tinnitus may be to use the
patient’s own judgement about the severity of his/her
tinnitus. Some investigators have used a classification
in three broad groups of tinnitus: mild, moderate and
severe tinnitus [230, 266]. Mild tinnitus does not inter-
fere noticeably with everyday life; moderate tinnitus
may cause some annoyance and it may be perceived as
unpleasant; severe tinnitus affects a person’s entire 
life in major ways, making it impossible to sleep and
conduct intellectual work.

3.2 Disorders in which Tinnitus Is
Frequent

Tinnitus is one of the three symptoms of Ménière’s
disease (the two other are attacks of vertigo and fluctu-
ating hearing loss) (see p. 229). Tinnitus almost always
occurs in patients with vestibular Schwannoma.
Surgical injuries or other insults to the auditory nerve
are often associated with tinnitus. Head injuries and
strokes likewise may be accompanied by tinnitus.

Tinnitus is frequent in individuals who have noise
induced hearing loss or other causes of impaired 
hearing but there is no direct correlation between the

pure tone audiogram and the severity of the tinnitus.
Some individuals with tinnitus have severe hearing loss
and tinnitus can even occur in individuals who are deaf.
Tinnitus may also occur together with moderate hear-
ing loss or, in rare cases, normal hearing. Some patients
with tinnitus have small dips in their audiogram that
may be signs of vascular compression of the auditory
nerve. Usually such small dips are only revealed when
testing is done at half-octave frequencies.

3.3. Causes of Subjective Tinnitus and
Other Hyperactive Symptoms

Tinnitus can have many different causes but it
deserves to be mentioned that the cause of tinnitus is
often unknown. As has been pointed out earlier in this
book, there is rarely a disease with only a single cause
and many disorders require multiple pathologies to
become manifest. Tinnitus is not an exception to that and
attempts to find the (single) cause of tinnitus are there-
fore often futile. For example, some forms of tinnitus can
be cured by moving a blood vessel off the intracranial
portion of the auditory nerve (microvascular decom-
pression [MVD] operations) but similar close contact
between the auditory nerve and a blood vessel is
common [213, 214] and causes no symptoms.

Close contact between the auditory nerve and a
blood vessel (vascular compression1) is associated with
tinnitus in some patients (see Chapter 14) and probably
also hearing loss with decreased speech discrimination
in some individuals [230]. A blood vessel in close con-
tact with the auditory nerve2 can irritate the nerve and
may give rise to abnormal neural activity and perhaps
slight injury to the nerve. Over time such close contact
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BOX 10.1

A S S E S S I N G  T I N N I T U S  S E V E R I T Y  W I T H  A  V I S U A L  A N A L O G  S C A L E

The individual whose tinnitus is to be evaluated
marks the point on a line that he or she judges to corre-
spond to the strength of the tinnitus. The line is divided
in 10 equal segments (for example every other cm on a 
20-cm long line) and a participant has to choose one 
of these segments as corresponding to the strength of 

the tinnitus. Extreme values such as 10 are regarded as 
being unusual reactions. Some investigators have used
VAS with fewer categories (seven or even four). This 
way of evaluating tinnitus also includes the emotional
value of “coping” with tinnitus, thus similar to evaluation
of pain.

1Vascular contact with a cranial nerve is known as “vascular
compression” but there is evidence that the pathology associated
with close vascular contact between a cranial nerve and a blood
vessel does not depend on a mechanical action (compression) 
but it is the mere contact that causes the pathology [208].

2Microvascular compression.



with a blood vessel may cause changes in more cen-
trally located structures of the ascending auditory
pathways and that is believed to be the cause of symp-
toms such as tinnitus, hyperacusis, and distortion of
sounds. Many patients with vascular compression of
the auditory nerve as a cause of these symptoms com-
plain that sounds are distorted or sound “metallic.”
Tinnitus may be relieved by MVD operations, where
the offending blood vessel is moved off the auditory
nerve [130, 156, 230]. If such an operation is successful
in alleviating tinnitus, it also often relieves the patient’s
hyperacusis, and distortion of sounds. The speech dis-
crimination may improve. This indicates that at least
some of the effects of vascular compression on neural
conduction in the auditory nerve that are caused by
vascular compression are reversible.

Small dips may be present in the audiogram of
patients with tinnitus that can be alleviated by MVD

operations of the auditory nerve (p. 241, Fig 9.26A)
[226]. The audiograms of some patients with hemifacial
spasm that is caused by vascular contact with the sev-
enth cranial nerve had similar dips (Fig 9.26B) [229].
The reason for this is assumed to be irritation of the
auditory nerve from the same vessel that was in contact
with the facial nerve causing the patient’s symptoms
(HFS). These patients, however, did not have any symp-
toms from the auditory system and only the audiogram
taken as a part of the preoperative testing done for
patients to be operated for HFS revealed the involve-
ment of the auditory nerve. The fact that these dips
occurred in the mid-frequency range of hearing would
indicate that nerve fibers originated from the middle
portion of the basilar membrane are located superfi-
cially in the auditory nerve [64]. This would be different
from what is seen in animals where high frequency
fibers are located superficially on the nerve [282].
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BOX 10.2

M I C R O V A S C U L A R  C O M P R E S S I O N  A S  C A U S E  O F  D I S O R D E R S

The reason that close contact between a cranial nerve
and a blood vessel has been assumed to be the “cause” of
diseases such as face pain (trigeminal neuralgia [TGN] or
tic douleroux) and face spasm (hemifacial spasm [HFS]) is
that these diseases can be effectively cured by moving a
blood vessel off the respective nerve in an operation
known as a MVD operation [18, 19, 208]. It has also been
shown that close contact between a blood vessel and 
cranial nerves V or VII is rather common [314] and occurs
in as much as approximately 50% of individuals who do
not have any symptoms from these cranial nerves.
However, the disorders that are associated with vascular
contact with CNV and CNVII (TGN and HFS, respectively)
are extremely rare with incidence of about 5 for TGN [144]
and 0.8 per 100,000 for HFS [11]. Vascular contact with the
eighth cranial nerve is also common although it is not
known exactly how often that occurs. In fact, it is the expe-
rience from the author’s observations of many operations
in the cerebello pontine angle in patients undergoing MVD
operations for TGN and HFS that close vascular contact
with the eighth cranial nerve is common in such patients
without any associated vestibular or hearing symptoms.

The reason that vascular contact with a cranial nerve
only rarely gives symptoms and signs from the respective
cranial nerve could be that vascular compression varies in
severity but a more plausible reason is that vascular com-
pression is only one of several factors all of which are nec-
essary for causing symptoms [208]. The fact that vascular
compression is common in asymptomatic individuals

means that vascular contact is not sufficient to give symp-
toms. The fact that MVD operations for TGN and HFS
have a high success rate (80–85%) indicates that vascular
compression is necessary to cause symptoms [18, 19].
Removal of the vascular contact with a cranial nerve can
relieve symptoms despite the fact that the other factors
are still present because vascular compression is neces-
sary for producing the symptoms. Assuming that vascu-
lar compression is only one of the factors that are
necessary to cause symptoms and signs of disease makes
it understandable that vascular compression can exist
without giving symptoms because other necessary fac-
tors are not present. Vascular contact with a cranial nerve
alone can thus not cause symptoms and signs [208].

Subtle injuries to the auditory nerve or irritation from
close contact with a blood vessel are thus present in a large
number of individuals but only very few of such persons
have any symptoms. Detecting the presence of a blood
vessel is therefore not sufficient to diagnose these disor-
ders. It has been attempted to use MRI scans for that pur-
pose, but MRI scans are not effective in detecting the
presence of close contact between vessels and cranial
nerves. Recordings of ABR and the acoustic middle ear
reflex response can detect the effect of vascular contact
with the auditory nerve because it is associated with
slower neural conduction in the auditory nerve.
Prolongation of the latency of peak II in the ABR (see
Chapter 11), and delays of all subsequent peaks are thus
signs of slight injury to the auditory nerve.



This observation supports the findings discussed
above that showed that vascular contact in itself does
not cause symptoms and confirms that close contact
between a blood vessel and the auditory nerve is only
one of several factors that are necessary to cause symp-
toms such as tinnitus. This also means that tests that
reveal contact between the auditory nerve and a blood
vessel cannot alone provide the diagnosis of such dis-
orders as tinnitus and hyperacusis and the case history
must be taken into account to achieve a correct diagno-
sis of such disorders.

Surgical injury to the auditory nerve is a relatively
recent cause of hearing loss, tinnitus, and hyperacusis,
that began to appear when it became common to oper-
ate in the cerebellopontine angle for non-tumor causes
(such as vascular compression of cranial nerves to
treat pain and spasm of the face). Hearing loss from
such operations is, however, less frequent now than
earlier because of advances in operative technique,
and the use of intraoperative monitoring of auditory
evoked potentials [212, 222].

Surgical injuries can be caused either by compress-
ing or by stretching the auditory nerve. Heat that
spreads from the use of electrocoagulation to control
bleeding can also injure the auditory nerve. Depending
on the degree of compression, stretching or heating, the
injuries may consist of slight decrease in conduction
velocity, conduction block in some fibers or, in the more
severe situation, conduction block in all auditory nerve
fibers. The acute effect on neural conduction may
recover completely with time or partially or not at all
depending on the severity of the injury. Compression
probably mostly affects fibers that are located superfi-
cially in the nerve whereas stretching is likely to affect
all fibers. Surgically induced injuries to the auditory
nerve caused by stretching of the nerve may affect all
fibers of the auditory nerve [116], and this explains
why hearing loss from surgically induced injury often
affects both low and high frequencies. Surgically
induced injury to the auditory nerve typically causes a
moderate change in the pure tone audiogram and a
marked impairment of speech discrimination (Fig. 9.29).
In fact, moderate threshold elevation may be associated
with total loss of speech discrimination. The effects of
surgical injury to the auditory nerve at all degrees
including total loss of hearing are almost always
accompanied by tinnitus and hyperacusis.

Since many people have close contact between a
blood vessel and their auditory nerve but no tinnitus,
vascular contact is not sufficient to cause tinnitus. This
means that vascular contact with a cranial nerve root is
only one of several factors that are necessary to cause
symptoms and signs. The fact that MVD operations
can cure HFS and TGN and tinnitus in some patients

means that vascular contact with the respective cranial
nerve root is a necessary factor for causing symptoms
of these disorders. Removal of one factor, such as 
vascular compression, is an effective cure when that
factor is necessary to cause the symptoms (although
not sufficient). The other factor(s) that are necessary to
cause symptoms are usually unknown and do not give
symptoms [208].

Instead of attempting to find the cause of a certain
form of tinnitus it may be more productive to try to
identify the combination of factors that can cause tin-
nitus, each of which may not cause any symptoms
when occurring alone. The inability to comprehend
and deal with phenomena that depend on several
causes may explain why it is common to find the diag-
nosis of “idiopathic tinnitus,” which means “tinnitus
of unknown origin.”

The anatomical location of the abnormality that
generates the neural activity that is perceived as a
sound may be the ear, but it is more often the auditory
nervous system. Since tinnitus presents as a sensation
of sound it has often been assumed that tinnitus is 
generated in the ear and that it involves the same
neural system as is normally activated by a sound that
reaches the ear. More recently, evidence that plastic
changes in the central auditory nervous system can
cause symptoms such as tinnitus and hyperacusis has
accumulated (see p. 247). The changes in the central
auditory nervous system that cause such symptoms
cannot be detected by the imaging techniques we now
have available. Since the changes in the function of the
central nervous system that are associated with tinni-
tus do not have any apparent morphologic abnormal-
ities, these functional changes have for a long time
escaped attention.

The finding that deaf people can have severe tinni-
tus and individuals with normal hearing without any
signs of cochlear disorders can also have severe tinnitus
shows clearly that tinnitus can be generated in other
places of the auditory system than in the ear. Perhaps
the strongest argument against the ear always being the
location of the physiologic abnormalities that causes
tinnitus is the fact that the auditory nerve can be sev-
ered surgically without alleviating tinnitus. Patients
with vestibular Schwannoma almost always have tin-
nitus. That would indicate that the anatomical location
of the physiological abnormality that generates the
sensation of tinnitus would be the auditory nerve.
However, the tinnitus often persists after removal of
the tumor despite the fact that the auditory nerve has
been severed during the operation [122], and that indi-
cates a more central location of the generation of the
tinnitus. The injury from the tumor to the auditory
nerve may over time have caused changes in neural
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structures that are located more centrally, through
expression of neural plasticity.

Auditory nerve section has, however, also been used
to treat tinnitus [253, 254, 255], but not all patients were
free of tinnitus after severing of the auditory nerve. That
some individuals are relieved from their tinnitus by sev-
ering their auditory nerve, however, shows that in some
individuals the cochlea is the anatomical location of the
physiological abnormalities that generate the neural
activity that is perceived as tinnitus [253], thus empha-
sizing the diversity of causes of tinnitus.

Other investigators have found evidence that the
auditory cortex is re-organized in individuals with tin-
nitus [232]. The observations that some individuals
with tinnitus get relief from tinnitus by transcranial
magnetic stimulation [62] and by electrical stimulation
of the auditory cortex by implanted electrodes [63] 
(see p. 265) are taken as further evidence that the cere-
bral auditory cortex is re-organized in some individuals
with tinnitus.

It has been suggested that the olivocochlear efferent
system may affect tinnitus. The fibers of the medial
portion of the efferent bundle travel in the central por-
tion of the inferior vestibular nerve, and join the
cochlear nerve at the anastomosis of Oort. This bundle
consisting of approximately 1,300 fibers is therefore
severed in operations for vestibular nerve section elim-
inating efferent influence on the cochlea. If dysfunction
of the efferent system were involved in tinnitus,
vestibular nerve section would likely affect the tinni-
tus. However, a literature review reveals that it has
little effect on tinnitus [15], and in fact, severing of the
olivocochlear bundle has remarkably little effect on
other aspects of hearing [286].

That individuals with tinnitus often have difficul-
ties in selecting sounds that are perceived in the same
way as their tinnitus indicates that neural circuits
other than those normally activated by sound are
involved in tinnitus. That many individuals with 
tinnitus who perceive their tinnitus to be unbearably
strong but match their tinnitus to sounds that are only
10–30 dB above their hearing threshold [330] also indi-
cates that tinnitus may be generated in parts of the
central nervous system that do not normally process
sounds.

Other studies have shown interaction between the
somatosensory system and the auditory system in
some patients with tinnitus [37, 223], indicating an
abnormal involvement of the non-classical auditory
pathways (see Chapter 5). Neurons in the non-classical
pathways respond to more than one sensory modality
[6, 216, 321], indicating that a cross-modal interaction
occurs in the non-classical pathways between the
auditory and the somatosensory pathways. Signs of

cross modal interaction in some individuals with tinni-
tus were therefore taken as a sign of involvement of the
non-classical pathways in such individuals [223]. Such
cross-modal interaction is a constant phenomenon in
young children [225] but it occurs rarely in adults [223,
225]. This means that there are neural circuits that pro-
vide input from other sensory systems to the auditory
system, but these neural pathways are not normally
functional in adults, probably because of blockage of
the synapses that provide connections from these other
sensory systems to the auditory system. That stimula-
tion of the somatosensory system may affect the per-
ception of tinnitus in some patients indicates that these
connections have been re-activated in some individuals
with tinnitus [37, 223]. This re-activation may have
occurred by unmasking of dormant synapses, as has
been shown to occur in the somatosensory system after
deprivation of input [339].

Other forms of abnormal interaction between the
auditory and the somatosensory systems have been
observed in patients with tinnitus. Touching the face,
moving the head and changing gaze can change the tin-
nitus in some individuals with tinnitus [36, 37, 50].
Abnormal stimulation of the somatosensory system 
can occur from disease processes such as temporo-
mandibular joint (TMJ) problems, which may also acti-
vate the non-classical auditory system, explaining
why individuals with TMJ problems often have tinni-
tus [206]. Neck problems of various kinds are some-
times accompanied by tinnitus [176], thus another
example of interaction with the auditory system from
other systems. Some patients with tinnitus report that
they hear sounds when touching the skin such as rub-
bing their back with a towel, thus a further indication
that input from the somatosensory system can enter
the auditory nervous system.

Neurons in the non-classical auditory pathways
respond in a much less specific way than neurons in
the classical (lemniscal) system and the neurons in the
non-classical auditory system are broadly tuned (see
Chapter 6), which may explain why many patients
with hyperactive auditory disorders perceive sounds
differently. The fact that neurons in the dorsal nuclei of
the thalamus project to secondary auditory cortices
(AII) [173, 216], thus bypassing the primary auditory
cortex (AI), may explain why tinnitus is perceived 
differently from physical sounds that reach the ear in 
a normal way. Information that travels in the non-
classical pathways reaches the AII and association cor-
tices before information that travels in the classical
pathways. Since information from the classical audi-
tory pathway must pass the AI auditory cortex before
it reaches the AII cortex, such information will arrive
at the AII cortices later than the information from the
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non-classical pathways. That similar information
arrives at the AII cortex at different times may con-
tribute to difficulties in understanding speech that
some patients with hyperactive auditory symptoms
experience.

Functional imaging in individuals who can volun-
tarily alter their tinnitus [248] have supported the
hypothesis that the neural activity that causes tinnitus
is not generated in the ear. Other studies using the
same technique have shown evidence that the neural
activity in the cerebral cortex that is related to tinnitus
is not generated in the same way as sound evoked
activity and not generated in the ear [181]. These
investigators found that tinnitus activated the audi-
tory cortex on only one side whereas (physical) sounds
activated the auditory cortex on both sides. These find-
ings are in good agreement with the results of studies
that show evidence that the non-classical auditory
nervous system may be involved in tinnitus in some
patients [223] and the hypothesis by Jastreboff [131]
that tinnitus is a phantom sensation generated in the
brain [35].

Neurons of the non-classical auditory system use
the dorsal and medial thalamic nuclei and thus provide
subcortical connections to the lateral nucleus of the
amygdala [173, 213] and probably other structures of the
limbic system.3 This may explain why hyperactive dis-
orders of the auditory system often are accompanied
by symptoms of affective disorders such as phonopho-
bia and depression (see p. 254).

Studies have shown indications of cross-modal
interactions also may occur in the motor cortex in tin-
nitus patients resulting in increased intracortical facil-
itation [170].

3.4. Role of Expression of Neural Plasticity
in Tinnitus

There is considerable evidence that expression of
neural plasticity (see Chapter 9, p. 247) is involved in
many forms of tinnitus. Deprivation of input to the
central nervous system is a strong promoter of expres-
sion of neural plasticity but also overstimulation can
promote reorganization of the nervous system that
may result in symptoms of dysfunction of sensory and
motor system [136, 195]. Studies in animals [340] have

shown alterations of tonotopic maps after exposure to
loud sounds and deprivation of sounds has likewise
been shown to alter tonotopic maps [281]. Recently it
has been shown that patients with tinnitus have
altered tonotopic maps in the auditory cortex [232].

Expression of neural plasticity may alter the balance
between inhibition and excitation in the auditory nerv-
ous system. The dependence on gender of the inci-
dence of tinnitus [57] may have to do with the fact that
female reproductive hormones can modulate
GABAergic transmission [86, 109]. The level of these
hormones varies over the menstrual cycle of women in
reproductive age and it is possible that the resulting
(cyclic) variation in the potency of some GABA recep-
tors can facilitate recovery from the changes in the cen-
tral nervous system that cause tinnitus.

High frequency hearing loss is often accompanied
with tinnitus. Such tinnitus may be caused by depriva-
tion of input from the basal portion of the cochlea
[100]. That hypothesis is supported by the efficacy of
treating tinnitus in patients with high frequency hear-
ing loss with electrical stimulation of the cochlea [273].

Some patients with otosclerosis have tinnitus, and
40% of such individuals obtain relief from successful
stapedectomy [102, 122]. At a first glance these findings
might be interpreted to show that the anatomical loca-
tion of the pathology that generated the tinnitus is the
conductive apparatus of the ear. However, it seems more
likely that the cause of the tinnitus in such patients was
changes in the function of the central nervous system
brought about by sound deprivation due to the con-
ductive hearing loss, and the observed reduction of
tinnitus after restoring hearing may be explained by
restoration of normal sound input to the cochlea and
thereby to the CNS.

When the neural activity in many nerve fibers
becomes phase locked to the same sound, the activity
of each such fiber also becomes phase-locked to
other’s neural activity (spatial coherence). The central
nervous system may use information about how many
nerve fibers have neural activity that is phase locked to
each other (temporal coherence) for detection of the
presence of a sound and perhaps to determine the
intensity of a sound [82, 215]. Spatial coherence of
neural discharges may thus provide important infor-
mation to higher centers of the auditory nervous
system. In the absence of sound stimulation, any other
cause of similar coherence of neural discharges in
many nerve fibers may be interpreted as the presence
of sounds. It has therefore been hypothesized that
slight injury to the auditory nerve could facilitate
abnormal cross talk between axons of the auditory nerve
and cause phase-locking of neural activity in groups 
of nerve fibers [82, 215]. Such temporal coherence of
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3The limbic system is a complex system of nuclei and 
connections consisting of structures such as the hippocampus,
amygdala, and parts of the cingulate gyrus. These structures con-
nect to other brain areas such as the septal area, the hypothalamus,
and a part of the mesencephalic tegmentum. The limbic system
also influences endocrine and autonomic motor systems and it
affects motivational and mood states (see p. 19).



discharges in many nerve fibers would mimic the
response to sound stimulation and this might be inter-
preted by the central nervous system as a sound being
present even in quiet conditions, thus tinnitus. Such
pathologic cross-transmission (ephaptic transmission)
between nerve fibers could occur when the myelin
sheath becomes damaged and the normally occurring
spontaneous activity in many nerve fibers could
thereby become phase-locked to each other.

Sympathetic nerve fibers terminate close to the hair
cells of the cochlea [69], and noradrenalin secreted
from these adrenergic fibers may sensitize cochlear
hair cells. It is conceivable that increased sympathetic
activation can increase the sensitivity of cochlear hair
cells to an extent that neural activity is generated even
in the absence of sound. Stress activates the sympa-
thetic nervous system and it is an indication of
involvement of the sympathetic nervous system that

stress can aggravate tinnitus. Similar sensitization of
receptors occurs in the somatosensory system, and
that has been related to pain conditions (sympathetic
maintained pain) (see [213]).

4. ABNORMAL PERCEPTION OF
SOUNDS

Abnormal perception of sounds includes hyperacu-
sis and recruitment of loudness. Hyperacusis is a low-
ered threshold for discomfort from sounds (lowered
tolerance). Recruitment of loudness is a form of abnor-
mal perception of loudness that is not associated with
abnormal tolerance to sounds. Distortion of sounds is
another anomaly that sometimes occurs, often together
with tinnitus. Phonophobia, fear of sounds, may occur
together with tinnitus but it can also occur together
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BOX 10.3

D E P R I V A T I O N  O F  I N P U T  C H A N G E S  T E M P O R A L  I N T E G R A T I O N

Gerken et al. [101] demonstrated in animal experi-
ments that deprivation of input to the central auditory
nervous system could change in the temporal integration
in nuclei of the auditory systems. After impairment of
hearing the threshold was lower both for electrical stimu-
lation of the cochlear nucleus and the inferior colliculus,
a sign of increased excitability. The threshold did not
decrease when the number of stimulus impulses was
increased, indicating that the temporal integration was
reduced. Gerken et al. [101] concluded that the neural
basis for temporal integration in the cochlear nucleus can
be affected by deprivation of auditory input.

Hyperactivity in the cochlear nucleus after intense
sound stimulation has been demonstrated by Kaltenbach
[143]. Exposure to loud sounds causes increased ampli-
tude of evoked responses from the inferior colliculus in
animals [280, 315, 320]. Other animal studies have shown
that similar noise exposure as that causing hyperactivity
in the inferior colliculus [320] affects the function of the
place cells4 in the hippocampus [103]. This means that
even the function of non-auditory systems of the brain
may be altered in patients with tinnitus.

Other animal experiments have shown extensive
changes in vital processes in nerve cells can occur after dep-
rivation of input [271, 272, 297]. These investigators showed
that severing the auditory nerve caused considerable

morphologic changes to develop in the cochlear nucleus
The changes in cochlear nucleus cells were most promi-
nent when the destruction of the cochlea was done in the
developing animal. Protein synthesis in neurons of the
cochlear nucleus is affected with very short delay after
interruption of input (spontaneous or driven) [297].
Rapid changes in protein synthesis in cells, ribosomes
and ribosomal RNA have been demonstrated in chick
cochlear nucleus. Degeneration of dendrites can also
occur rapidly [297]. This means that extensive changes in
the function of nerve cells can occur with little delay in
response to deprivation of input.

Studies have shown that removal of the cochlea to
eliminate input to the cochlear nucleus caused a reduc-
tion in cell size of the cochlear nucleus neurons and a
reduction in the size of the cochlear nucleus [327].
Changes in cells of nuclei in more centrally located struc-
tures of the ascending auditory pathways have also been
demonstrated [340]. Keeping animals in a noise-free
(sound-free) environment or reducing the sound input by
occluding the ear canals causes similar changes in the
nuclei of the ascending auditory pathway. Webster and
Webster [345] showed in the newborn mouse that after
sound deprivation, the cross-sectional areas of cells in the
ventral cochlear nucleus and in the medial nucleus of the
trapezoidal body were reduced.

4Cells that are involved in orientation in space.



with other pathologies. Misophonia is an unpleasant
perception of usually only a few, specific sounds.

4.1. Hyperacusis

The term hyperacusis [14] is used to describe a low-
ered threshold for discomfort from sounds that typical
individuals do not find unpleasant. (Hyperacusis is
also known as auditory hyperesthesia.) The decreased
tolerance to sounds involves most sounds. Sounds
above a certain level are normally perceived to be
unpleasant but in patients with hyperacusis the 
sound level at which that occurs is lower than it is nor-
mally. When the sound level of discomfort is lowered
the useable range of hearing is reduced. Hyperacusis
can occur in individuals who have normal hearing
threshold but it often occurs together with hearing loss
and tinnitus.

Hyperacusis has many similarities with hyperpathia,
which is a lowered tolerance to moderate pain stimula-
tion [213, 217]. Hyperpathia often accompanies central
neuropathic pain. The range between threshold of feel-
ing of electrical stimulation of the skin and that which
gives rise to pain sensation is narrower in some patients
with neuropathic pain and the temporal integration 
of painful stimulation, that is evident in individuals
without pain, is reduced or absent in some patients
with central neuropathic pain [224].

Patients with what was earlier known as retro-
cochlear disorders (mostly disorders of the auditory
nerve) have a higher threshold of discomfort than
patients with cochlear types of disorders [121]. (In an
attempt to adapt common neurological terminology to
the auditory system, disorders of the auditory nerve
are now known as auditory neuropathy [21, 312].) This
difference in threshold of discomfort in cochlear
injuries and in auditory neuropathy has been used to
distinguish between disorders of the cochlea and dis-
orders of the auditory nerve.

Hyperacusis often accompanies severe tinnitus,
adding to the annoyance from tinnitus. Some patients
judge hyperacusis to be worse than the tinnitus [145].
A few specific disorders are associated with hyperacu-
sis. One is the Williams-Beuren syndrome (WBS) [29,
151, 177]. As many as 95% of individuals with WBS
have hyperacusis and react adversely to sounds of
moderate intensity [29, 151].

The fact that individuals with WBS have hyperacusis
and higher than normal emotional reactions to sounds
such as music and certain types of noise may indicate
an abnormal activation of limbic structures [177]. It
has been hypothesized that 5-HT (serotonin) may be
involved in the disorder [188].

Lyme disease is another disorder that often is accom-
panied by hyperacusis (and tinnitus). Autism is also
often associated with discomfort from loud sounds.
Hyperacusis often occurs together with traumatic brain
injuries and stroke and possibly also together with
vestibular disorders such as those of superior canal
dehiscence [17]. Different forms of intoxication can also
cause hyperacusis. Tinnitus is one of the three symp-
toms that characterize Ménière’s disease (see p. 229).
Tinnitus (but not hyperacuris) almost always occurs in
individuals with vestibular Schwannoma.

Expression of neural plasticity is assumed to be
involved in causing hyperacusis. The abnormalities in
processing of sound that cause hyperacusis may
involve re-routing of information to parts of the nerv-
ous system that are normally not activated by sounds.
Similar signs of re-direction of auditory information to
non-classical pathways as has been shown to occur in
severe tinnitus [223] has also been shown to occur in
individuals with autism [221].

Increased arousal from sounds may contribute to
the symptoms of hyperacusis. Sounds can cause
arousal either through the reticular activating system,
which receives input from ascending auditory path-
ways, or because of facilitation from the amygdala
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BOX 10.4

I N F A N T I L E  H Y P E R C A L C E M I A

Williams-Beuren syndrome (WBS), also known as
infantile hypercalcemia, is characterized by high blood
levels of calcium and is believed to be caused by hypersen-
sitivity to vitamin D. Individuals with WBS have multiple
congenital anomalies, such as cardiovascular disorders,
prenatal and postnatal growth retardation, facial abnormal-
ities and mental retardation including poor visuo-spatial

skills but relatively preserved verbal skills, loquacity
(talkativeness), motor hyperactivity and hyperacusis.
Reports of the incidence of WBS differ between investiga-
tors from 1 in 20,000 live births [29] to 1 in 50,000 [9].
Individuals with WBS also have a high incidence of 
otitis media but their hyperacusis seems to be unrelated
to that.



nuclei via the nucleus basalis. The amygdala may be
activated either through the auditory cortex and asso-
ciation cortices, or through a subcortical route from the
dorsal thalamus (see p. 90).

4.2. Phonophobia

Phonophobia is fear of sound [244] making it com-
patible with “photophobia,” which is often experi-
enced in connection with head injuries. Phonophobia is
a sign that sensory stimuli evoke abnormal emotional
reactions of fear. Phonophobia may occur together with
severe tinnitus [214] and it may also occur in disorders
such as multiple sclerosis [344].

Phonophobia is caused by changes in the function of
the auditory pathways probably through expression of
neural plasticity. Redirection of auditory information 
to limbic structures such as the amygdala is probably
involved in the pathogenesis of phonophobia. (The
amygdala is involved in fear, depression, anxiety, etc.)
Establishment of subcortical connections from the audi-
tory pathways to the lateral nucleus of the amygdala
may be the cause of phonophobia. Auditory information
can normally reach the lateral nucleus of the amygdala
via the primary auditory cortex, secondary and associa-
tion cortices (high route) (see Chapter 5, Fig. 5.13) [173].
The subcortical connections to the amygdala from the
auditory system (the low route) involve the dorsal part
of the thalamus, which is a part of the non-classical
ascending auditory pathways.

4.3. Misophonia

Misophonia is a dislike of specific sounds. Unlike
hyperacusis, misophonia is specific for certain sounds.
Little is known about the anatomical location of the
physiological abnormality that causes such symptoms
but it is most likely high central nervous system 
structures.

4.4. Recruitment of Loudness

Recruitment of loudness is an abnormal (rapid)
growth of loudness perception with increasing sound
level. Recruitment of loudness involves impairment of
the normal mechanisms for compression of the dynamic
range of hearing (automatic gain control). Recruitment
of loudness therefore causes a narrowing of the hear-
ing range for loudness. (Abnormal perception of loud-
ness of sounds has also been labeled dysacusis [244].)
Hearing loss that is associated with cochlear injuries
such as from noise exposure, ototoxic antibiotics, or age-
related changes is often accompanied by various degrees
of recruitment of loudness. Recruitment of loudness

may also be noted after paralysis of the stapedius
muscle such as in Bell’s Palsy (see Chapter 8), or after
severance of the stapedius tendon that occurs after
stapedectomy. Patients often adapt to recruitment of
loudness, a sign that the brain can be retrained to
process sounds normally.

Recruitment of loudness has sometimes incorrectly
been included in the term hyperacusis but this form 
of abnormal perception of loudness is not directly
associated with unpleasant perception of sounds as in
hyperacusis.

The anatomical location of the physiological abnor-
mality of recruitment of loudness is the ear, most often
the cochlea, but absence of function of the acoustic
middle-ear reflex can also cause an abnormal growth of
the sensation of loudness above the normal threshold of
the acoustic middle ear reflex (approximately 85 dB HL5)
(see Chapter 8) [210].

The automatic gain control of the normal ear com-
presses the intensity range of sounds before they are
coded in the discharge pattern of auditory nerve
fibers. In the normal ear automatic gain control com-
presses the intensity range of sound before the sounds
are coded in the discharge pattern of auditory nerve
fibers. The automatic gain control depends on the
function of the outer hair cells that act to amplify the
motion of the basilar membrane at low intensities
more than at high intensities. This dependence on the
sound intensity of the action of outer hair cells results
in amplitude compression (automatic gain control).
Cochlear type of hearing loss is normally caused by
impaired function of outer hair cells, and therefore
impairment of the cochlear amplifier and impairment
of the automatic gain control.

Recruitment of loudness frequently occurs together
with noise induced hearing loss and other forms of
hearing loss that affect outer hair cells such as that
caused by administration of antibiotics and NIHL and
in disorders such as Ménière’s disease. When the
acoustic middle ear reflex is impaired or absent, sounds
of abnormally high intensities (above 85 dB HL) may
reach the cochlea because the normal attenuation by the
middle-ear reflex is absent. The most common cause of
absence of the acoustic middle-ear reflex is facial nerve
dysfunction such as occurs in Bell’s Palsy. Severance of
the stapedius tendon that occurs in stapedectomy oper-
ations eliminates the attenuation of sound that the
acoustic middle ear reflex normally causes.

262 Section III Disorders of the Auditory System and Their Pathophysiology

5Hearing level (HL): HL is the level in dB relative to the 
average hearing threshold of young individuals who do not 
have any disorders that are assumed to affect hearing.



5. TREATMENT OF SUBJECTIVE
TINNITUS

The fact that tinnitus is a complex disorder that has
many forms and many different causes hampers find-
ing effective treatments for the disorder. Treatments
that have been used include medical treatment, sound
treatment, and electrical stimulation of the ear and of
the somatosensory system and, more recently, of the
auditory cerebral cortex. Surgical treatments such 
as severance of the auditory nerve and MVD of the
auditory nerve root are also used. Of the many 
different treatments that have been tried, beneficial
effects have only been obtained in small groups of
patients.

Like individuals with central neuropathic pain
[213], tinnitus patients often invoke a suspicion of
malingering, or having psychological disturbances 
or psychiatric disorders. Tinnitus is therefore not only
a problem for the patient but also for the physician,
who often does not know what to do to help the
patient who is clearly miserable. It may be tempting
for the person who treats a patient with tinnitus 
to state that “there is nothing wrong with you”
because all test results are normal. We have to realize,
however, that there are real disorders that are not 
associated with abnormal results of the tests we use at
present. It would therefore be a more correct to state:
“I do not know what is causing your tinnitus or how
to treat it.”

5.1. Medical Treatment

The fact that administration of the local anesthetic
Lidocaine can totally abolish tinnitus in some individ-
uals [99] has encouraged medical treatment, first done
in patients with Ménière’s disease. Lidocaine is not a
practical treatment for tinnitus because it must be admin-
istrated intravenously. A similar drug to Lidocaine,
Tocainide, which can be administrated orally, has con-
siderable side effects [72, 73]. Some studies have found
beneficial effects of local application of Lidocaine to
the ear [73, 142].

Some medical treatments such as administration of
benzodiazepines (Alprazalam, Clonazepam) [332] that
are GABAA receptor agonists aim at restoring the bal-
ance between inhibition and excitation in the brain. 
A GABAB receptor agonist, baclofen, has also been
tried but with little practical success. Carbamazepine, a
sodium channel blocker [323] that is used in treatment
of seizures and of pain, such as trigeminal neuralgia,
has also been tried but with poor results. Also anti-
depressants have been tried.

In general, lack of controlled studies [72] together
with the difficulties in making differential diagnosis of
tinnitus have made the choice of drugs for medical
treatment more an art than a science. It often happens
that a drug that has shown promising effects in a pilot
study or from experience by individual physicians
fails when subjected to the rigor of standard evaluation
such as double blind tests. Individuals with tinnitus are
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BOX 10.5

R E C R U I T M E N T  O F  L O U D N E S S

It has earlier been assumed that recruitment of loudness
is caused by an abnormal rapid growth of loudness. Recent
studies have, however, shown that near the elevated
threshold in individuals with cochlear hearing loss, loud-
ness grows at a similar rate as in ears with normal hearing
(with an exponent of 1.26 versus 1.31 in normal hearing
ears [34]). Above threshold, loudness of sounds are per-
ceived to be abnormally large and that is a better definition
of recruitment of loudness than the classical definition of
an abnormally rapid growth of loudness above an elevated
threshold. The loudness at (elevated) thresholds has been

shown to double for every 16 dB hearing loss. This,
together with a larger exponent at 20 dB SL,6 is in agree-
ment with a near-normal loudness at high sound intensity
in patients with hearing loss of a cochlear type. However,
other studies [202] using loudness matching showed
results that were inconsistent with this “softness impercep-
tion” hypothesis presented by Buus and Florentine [34].
These findings were synthesized in a model of loudness
that is valid for normal as well as ears with cochlear
injuries, and it also included the reduced loudness summa-
tion that is associated with recruitment of loudness [203].

6Sensation level (SL): SL specifies the level of a sound in terms of the person’s own threshold. Regardless of whether the person has
normal hearing or not, the person’s threshold is defined as 0 dB. For example, a sound 30 dB more intense than the sound level at
the person’s threshold is described as 30 dB SL.



not a homogeneous group regarding pathology and
one drug may be effective in some individuals with
tinnitus but not in others. This can have serious impli-
cations in testing of the efficacy of drugs using the
double blind technique [72]. A drug that is effective in
treating one kind of tinnitus may not reach signifi-
cance in a group of individuals with different diseases.
For example, the members of a group of patients with
three different pathologies may benefit from (three)
different treatments. If any one of these treatments is
tested alone on such a heterogeneous group it may be
impossible to obtain significant results, even in the sit-
uation where the treatment tested is effective in treat-
ing tinnitus with one particular kind of tinnitus.
Unfortunately, the negative results of such double
blind studies may discourage the use of treatments that
are effective in some patients because of the great trust
in double blind studies. A physician can try different
treatments for an individual patient and thus achieve
good results.

Combining two or more treatments that affect differ-
ent “causes” of a disease may be the most effective 
therapy because the individual drugs may have an
additive effect and could even have a synergistic effect.
However, development of such combination treatments
is hampered by difficulties in testing efficacy.

Anyhow, medical treatment of tinnitus with drugs
is more an art than a science, and physicians often try
different drugs, thus a trial and error approach, which
by some patients may be interpreted as being used as
“guinea pigs.”

5.2. Electrical Stimulation

Electrical stimulation of the cochlea, the auditory
nerve, the skin behind the ear or skin in other parts of
the body, such as on fingers or peripheral nerves, have
all been tried for alleviating tinnitus. More recently

electrical stimulation of the cerebral auditory cortex
has been described for treatment of tinnitus. Some of
the earliest attempts to apply electrical stimulation of
the cochlea for tinnitus suppression used direct cur-
rent (d.c.) while most subsequent attempts have used
short impulses.

Electrical current (d.c.) that is passed through the
cochlea can reduce tinnitus in some patients [46].
These investigators placed an electrode on the round
window or the promontorium, and passed a positive
current through the cochlea. Six of seven individuals
with tinnitus obtained relief. It was assumed that the
electrical current that passes through the cochlea
affected the hair cells so that the spontaneous activity
in auditory nerve fibers would decrease. However, the
electrical current could also have affected the auditory
nerve.

Stimulation with high frequency trains of electrical
impulses applied to the cochlea seems to have a bene-
ficial effect on certain forms of tinnitus where high 
frequency hearing loss is present [273]. Such stimula-
tion probably restores the inhibitory influence of nerve
fibers that are tuned to high frequencies and which
have been reduced through the patient’s hearing loss.

In deaf people with tinnitus the electrical stimula-
tion provided by a cochlear implant can relieve tinnitus
[200] because it stimulates the auditory nerve electri-
cally. The electrical stimulation of the cochlea may also
compensate for the deprivation of input in the high fre-
quency range, which is a promoter of expression of
neural plasticity (see p. 250).

Stimulation of the skin close to the ear has been
used in attempts to stimulate the ear transcutaneously
[288]. It is, however, unlikely that the electrical current
from stimulation by electrodes placed behind the ear
would reach the ear with sufficient strength to activate
hair cells or auditory nerve fibers. It seems more likely
that such stimulation might have had its effect by 
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BOX 10.6

E F F E C T  O F  L I D O C A I N E

Lidocaine is primarily thought of as a sodium channel
blocker but it has many other effects and it has not been
possible to determine which one of these effects is effec-
tive in treating tinnitus. It was originally thought that
Lidocaine acts on cochlear hair cells but its effect may in
fact be on the central nervous system. This hypothesis
was supported by a recent study of patients who had

undergone translabyrinthine removal of vestibular
Schwannoma [16], and thus had their auditory nerve sev-
ered. This study found a statistically significant beneficial
effect on the tinnitus from Lidocaine compared with
placebo [16]. The assessment used a visual analog scale
for determining the intensity of the tinnitus.



stimulating the trigeminal nerve fibers in the skin or
somatosensory receptors that are innervated by the
trigeminal nerve. Such cutaneous nerve stimulation
seems to help a few (28%) individuals with tinnitus
[331]. Other investigators who used electrical stimula-
tion of peripheral nerves [223] or other forms of activa-
tion of the somatosensory system [141, 258] including
the skin on fingers [87] also found that such stimula-
tion could affect the perception of tinnitus. The expla-
nation is likely to involve cross-modal interaction
between the somatosensory system and the auditory
system [37, 223] (see p. 86), through activation of the
non-classical auditory pathways (see p. 85). Electrical
stimulation of the somatosensory system never gained
practical use in treatment of individuals with tinnitus.

Electrical stimulation of the auditory cortex has
been done for treatment of tinnitus. For that purpose
electrodes have been implanted near the auditory
cerebral cortex. The electrical stimulation is generated
by devices that are similar to those used in cardiac
pacemakers. Transcranial magnetic stimulation that
induces an electrical current in the cerebral cortex [63,
162] has been used as a test for patients with tinnitus
to determine whether they would benefit from
implants of stimulus electrode electrical stimulation of
the auditory cortex. Electrical stimulation of the audi-
tory cortex may reverse the re-organization of the cere-
bral cortex that is associated with tinnitus [232]. It is
also possible that the effect of such electrical stimula-
tion in fact does not have its beneficial effect by stimu-
lation of the cerebral cortex but rather by affecting the
thalamic auditory neurons through the abundant
descending pathways (see Chapter 5, p. 89). It is possi-
ble that the neurons in the dorsal thalamus that are
part of the non-classical pathways in that way become
affected and the presumed hyperactivity becomes
reversed.

5.3. Surgical Treatment

Surgical treatment of tinnitus has been mainly of three
kinds, namely severance of the auditory nerve, MVD of
the auditory nerve intracranially and sympathectomy.

Severing of the auditory nerve can alleviate tinnitus
in many patients with Ménière’s disease. As early as
1941, the neurosurgeon Dandy reported relief of tinni-
tus in approximately 50% of patients with Ménière’s
disease after sectioning of the eighth cranial nerve
intracranially [60]. Labyrinthectomy and translaby-
rinthine section of the eighth nerve has been done in
patients with vertigo and tinnitus. Pulec reported that
auditory nerve section, medial to the spiral ganglion,
provided relief of tinnitus in 101 of 151 patients that he
treated in that way [253]. Other surgeons have
reported success rates in the order of 40% [15, 127].
The beneficial effect on tinnitus from sectioning the
eighth nerve is generally better in patients who have
both vertigo and tinnitus [117, 122].

Microvascular decompression (MVD) of the auditory
portion of the eighth cranial nerve [129, 130, 156] can
alleviate tinnitus in some patients [230]. Microvascular
decompression of cranial nerves is an established
treatment for disorders such as HFS, TGN [18, 19, 218],
and certain forms of vertigo (disabling positional ver-
tigo [DPV]) [231]. The success rate of MVD for treat-
ment of these three disorders has been reported to be
approximately 85%. MVD operations for tinnitus have
a much lower success rate, approximately 40% for total
relief or much improved [230]. This is only about half
of the success rate of microvascular decompression
operations for TGN and HFS.

Sympathectomy or blockage of a cervical sympa-
thetic ganglion (the stellate ganglion) has been done to
treat tinnitus in patients with Ménière’s disease [239].
Its effect may be explained by a reduction of secretion
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BOX 10.7

S U C C E S S  R A T E  O F  M V D  O P E R A T I O N S  F O R  T I N N I T U S

The success rate of microvascular decompression 
for tinnitus was different for men and women. Men had
only 29.3% relief, while 54.8% of the women had relief of
the tinnitus [230] while the success rate of MVD for TGN
and HFS in men and women is similar [18, 19]. The suc-
cess rate for MVD as a cure of tinnitus also depends on
how long time a patient has had tinnitus. Patients who
had total relief of their tinnitus or were markedly

improved had only had their tinnitus for 2.9 and 2.7 years
respectively, but patients who had only a slight improve-
ment or no improvement at all had their tinnitus for 
an average of 5.2 and 7.9 years, thus a sign that the
changes in the auditory system had become permanent
[230]. The success rate for the MVD operation is higher 
in patients with unilateral tinnitus than with bilateral 
tinnitus [329].



of noradrenalin near the hair cells and subsequent
reduction of the sensitization of hair cells.

Otosclerosis often is associated with moderate tin-
nitus and stapedectomy for otosclerosis can signifi-
cantly reduce tinnitus. In a study of 40 patients, 85%
experienced reduced tinnitus after the operation [306],
and in another study of 149 patients, 73% experienced
complete relief after the operation [322].

5.4. Desensitization

Tinnitus retraining therapy (TRT) [134] is a behav-
ioral treatment that has roots in the hypothesies that
tinnitus is a phantom sensation caused by expression
of neural plasticity [131, 132]. TRT consists of psycho-
logical treatment and exposure to sounds of moderate
levels. The aim of the TRT method is to disconnect the
patient psychologically from dependence on the tinni-
tus while subjecting the patient to moderate levels of
sounds to reverse the effect of sound deprivation on
the function of the central nervous system. The TRT
method has shown some success in reducing tinnitus
[134, 163].

The distinction between directive counseling 
and cognitive therapy points to the fact that this 
form of treatment – as so many other treatments of 
tinnitus – lacks the support of population studies using
accepted methods for evaluating the efficacy of med-
ical treatment [351].

6. TREATMENT OF
HYPERACUSIS

Since hyperacusis is caused by abnormal function
of the central nervous system and often involves
expression of neural plasticity, treatment options con-
sist of reversing these changes. Desensitization using
exposure to sound of moderate level is an important
part of treatment of hyperacusis. Hyperacusis in con-
nection with tinnitus is relieved in some patients by
TRT [133, 134]. Other methods that are successful in
treating tinnitus normally also affect hyperacusis
favorably.
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BOX 10.8

S T E L L A T E  G A N G L I O N  B L O C K  A S  T R E A T M E N T  F O R  T I N N I T U S

Stellate ganglion block is effective in treating the tinnitus
in some patients with Ménière’s disease [2, 239, 342] as
demonstrated many years ago. Relief of tinnitus was
obtained in 56% of patients with Ménière’s disease but only

27% of patients with other causes of tinnitus benefited from
that procedure [239, 342]. Other investigators [1] found that
tinnitus in patients with Ménière’s disease could either
increase or decrease because of sympathectomy.
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1. INTRODUCTION

Two kinds of auditory prostheses are in common
use. One kind is known as cochlear implants and the
other kind makes use of stimulation of the cochlear
nucleus and is known as auditory brainstem implants
(ABIs). Cochlear implants are devices that stimulate
the endings of the auditory nerve in the cochlea with
electrical impulses. ABIs stimulate cells in the cochlear
nucleus. Modern cochlear implants use an array of 
6–22 pairs of electrodes that are mounted on a plastic
material and threaded into the cochlea through the oval
window. ABIs are similar to the cochlear implants but the
electrode array is placed on the surface of the cochlear
nucleus. The electrical impulses that are applied to the
cochlea or cochlear nuclei are derived from processing of
sounds that are picked up by a microphone. While
individuals who are deaf or have severe hearing loss
caused by loss of cochlear hair cells use cochlear
implants, ABIs are used in individuals whose auditory
nerve does not function. This occurs most commonly
in patients with neurofibromatosis type 2 (NF2) who
have had bilateral vestibular Schwannoma removed
with subsequent destruction of the auditory nerve.
ABIs are also used in individuals who have had their
auditory nerve transected through head trauma and in
children with congenital auditory nerve disorders
(auditory nerve aplasia). Cochlear implants are now the
most successful of all prostheses of the nervous system
and success of ABIs is rapidly improving with regard
to providing good speech discrimination.

Electrical stimulation of the auditory nerve in the
cochlea bypasses the complex function of the basilar
membrane as a spectrum analyzer – a function that

had been studied extensively and which has been
believed to play a fundamental role in the function of
the auditory system including the ability to understand
speech. It was therefore met with great disbelief that
such a simple device as cochlear implants could replace
the function of the cochlea and it seemed unlikely that
electrical stimulation of the auditory nerve could pro-
vide any useful hearing. While it was true that the early
cochlear implants using only one electrode did not pro-
vide speech discrimination in the way we normally
understand it, they did indeed provide valuable sound
awareness to people who were deaf and provided an
aid in lip-reading. Modern multi-electrode implants
can provide good speech discrimination.

The success of cochlear and cochlear nucleus
implants in providing useful hearing may still appear
surprising because even multichannel cochlear
implants cannot replicate the fine spectral analysis that
normally occurs in the cochlea and some designs of
cochlear implant processors do not use the temporal
information in sound waves.

While the success of cochlear implants is a result of
technological developments, the success would not have
been achieved, at least not as rapidly, if brave individuals
such as Dr House had not taken the bold step to try 
to provide some form of hearing sensations through
electrical stimulation of auditory nerve fibers in indi-
viduals who were deaf because of loss of function of
hair cells.

These auditory prosthetic devices have not only pro-
vided intelligibility of speech and recognition of many
environmental sounds to individuals who are lacking
hearing because of disorders of the cochlea and audi-
tory nerve, but the introduction of these prostheses 
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has initiated studies of the human auditory system and
brought new perspectives on the importance of place
and temporal coding of sounds.

In this chapter we will first discuss the development
of cochlear implants and ABIs and then the physiolog-
ical basis for these auditory prostheses.

2. COCHLEAR IMPLANTS

Cochlear implants are devices that stimulate audi-
tory nerve endings in the cochlea with electrical
impulses using an array of implanted electrodes.
Electrical signals from a microphone that the user wears
close to the ear are processed and applied to the cochlea
through the electrodes that are placed along the basal
part of the basilar membrane close to the endings of
the auditory nerve. Early implants used only a single
electrode and relatively simple processing strategies
while contemporary devices use several electrodes
and more sophisticated processing of sounds. These
developments implied substantial improvement over
the single electrode implants.

2.1. Development of Cochlear Implants

Cochlear implants were first introduced by 
Dr William House [123]. Pioneering work by Michaelson

regarding stimulation of the cochlea preceded the first
clinical application of this technique [196].

Introduction of cochlear implants that used multiple
implanted electrodes and improved processing of the
signals from the microphone provided major improve-
ments of speech discrimination. Using more than one
electrode made it possible to stimulate different parts
of the cochlea and thereby different populations of
auditory nerve fibers with electrical signals derived
from different frequency bands of sounds. When more
sophisticated processing of the sound was added the
results were clearly astonishing even to those individ-
uals who had great expectations. Modern cochlear
implants can provide speech discrimination under
normal environmental conditions [77].

2.2. Function and Design of Cochlear
Implants

All contemporary cochlear implants separate the
sound spectrum using band pass filters so that the dif-
ferent electrodes are activated by different parts of the
sound spectrum.

Three main kinds of processors are in use. One kind
presents both spectral and temporal information and one
kind presents only spectral information. A third kind of
processor analyzes sounds and present information to
the implanted electrodes about formant frequencies, etc.
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BOX 11.1

H I S T O R Y  O F  E L E C T R I C A L  S T I M U L A T I O N  O F  
T H E  A U D I T O R Y  N E R V O U S  S Y S T E M

While it had been shown that electrical current passed
through an intact cochlea could give rise to sound sen-
sation (electrophonic hearing), it was probably Djourno
and Eyries [71] who first showed that electrical current
passed through the auditory nerve in an individual with a
deaf ear could cause sensation of sound, although only the
noise of cricket-like sounds. Later, Simmons et al. [301]
showed that stimulation of the intracranial portion of the
auditory nerve using a bipolar stimulating electrode could
produce a sensation of sound. The participant could dis-
criminate the pitch of impulses below 1,000 pps with a dif-
ference limen of 5 pps. Above 1,000 pps the discrimination
of pitch was absent but the test subject could distinguish
between rising and falling pulse rates. Above 4000 pps 
no such discrimination could be done. This person had

normal cochlear function and it is naturally possible that
what Simmons found was just another way of eliciting
electrophonic hearing. However, the fact that the intracra-
nial portion of the auditory nerve was stimulated using 
a bipolar electrode makes it unlikely that the stimulation
could have activated hair cells in the cochlea.

An early study of electrical stimulation of the inferior 
colliculus did not provide any sensation of sound [301].
More recently, Colletti implanted electrodes in the inferior
colliculus in a patient with bilateral auditory nerve section
from removal of bilateral vestibular Schwannoma. The
results showed that electrical stimulation of the inferior
colliculus indeed can provide sound sensation and com-
prehension of speech (Colletti, personal communication,
2006).



Some processors provide a combination of these differ-
ent principles of sound processing. Since the dynamic
range of the electrical stimulation of the auditory nerve
is much smaller than that of normal sounds, all cochlear
implant processors compress the sounds before being
applied to the electrode array and also the output of the
band pass filters is compressed [182].

In its simplest version, the processing of the signals
from the microphone consists of separating the sound
spectrum into 4–8 frequency bands and then applying
the output of these filters to the respective electrodes
after gain control of various kinds (Fig. 11.1). This is
known as the compressed-analog (CA) approach.

In the CA processors the signal is first compressed
using an automatic gain control, and then filtered into
four contiguous frequency bands, with center frequen-
cies at 0.5, 1, 2, and 3.4 kHz (Fig. 11.1). The filtered wave-
forms pass through adjustable gain controls before being
sent to four intracochlear electrodes. The electrodes 
are spaced 4 mm apart and operate in monopolar config-
uration through a percutaneous connection. An example 
of the four band-passed waveforms produced for the 
syllable “sa” using a simplified implementation of the CA
approach is shown in Fig. 11.2. (The CA approach was
originally used in the Ineraid device manufactured by
Symbion, Inc., Utah [80]. The CA approach was also used
in a UCSF/Storz device, which is now discontinued.)

Cochlear implants using the CA approach deliver
continuous analog waveforms to four electrodes simul-
taneously. A major concern associated with simultane-
ous stimulation is the interaction between channels
caused by the conduction of the electrical current
between individual electrodes [347]. This causes stimuli
from one electrode to interact with stimuli from other

electrodes thereby distorting the spectrum information.
This problem was remedied by the introduction of
continuous interleaved sampling (CIS) (Fig. 11.3)
[347]. In the CIS configuration, the signals are deliv-
ered to the individual electrodes with a certain (small)
delay. One manufacturer (Clarion) offers devices with
processors that can be programmed with either the CA
strategy or the CIS strategy.

Some cochlear implant devices have speech proces-
sors for enhancing the discrimination of speech. These
sophisticated processors can extract information about
formant frequencies and other speech features and
then code these features in the pattern of impulses that
are applied to the cochlea to stimulate the auditory
nerve. Processors such as the Nucleus device that
employ such feature-extraction were introduced in the
1980s. Automatic formant tracking was used for coding
of vowel sounds. This was a fundamentally different
approach from the CA or CIS principles of processing.

Signal processing principles that are based solely on
extracting (power) spectral information are similar to
that of the channel vocoder that was developed many
years ago for serving in what was known as the analysis-
synthesis telephony systems. In this type of cochlear
implants the envelope of the output of band-pass filters
controls the amplitude of electrical impulses that are
applied to the electrode array that is implanted in the
cochlea, usually using the CIS principle. Most cochlear
implants are now based on the vocoder principle.
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FIGURE 11.1 Four channel cochlear implant processor using the
compressed analog (CA) principles. The signal is first compressed
using an automatic gain control (AGC), and then filtered into four
contiguous frequency bands, with center frequencies at 0.5, 1, 2, and
3.4 kHz. The filtered waveforms go through adjustable gain controls
and then are sent directly through a percutaneous connection to four
intracochlear electrodes (modified from Loizou, 1998).

FIGURE 11.2 An example of the four band-passed waveforms
produced for the syllable "sa" using a simplified implementation of
the CA approach (reprinted from Loizou, 1998, with permission
from the Institute of Electrical and Electronic Engineers).
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BOX 11.2

D I F F E R E N T  D E S I G N S  O F  C O C H L E A R  I M P L A N T  P R O C E S S O R S

One design of a processor for enhancing speech dis-
crimination that was developed for the Nucleus device in
the early 1980s (Fig. 11.3) uses a combination of temporal
and spectral coding (F0/F1/F2 strategy). The fundamen-
tal (voice) frequency (F0) and the first and second for-
mant (F1 and F2) are extracted from the speech signal
using zero crossing detectors; F0 is extracted from the
output of a 0.27 kHz low-pass filter, and F2 is extracted
from the output of a 1–4 kHz band-pass filter (Fig. 11.3).
The amplitude of F2 is estimated from the rectified and
low-pass filtered (at 0.35 kHz) band-pass filtered signal.
The output of these processors modulate impulses that
are used to stimulate specific electrodes in the 20-elec-
trode array that is implanted in the cochlea.

Another design, known as the MPEAK strategy, extracts
the fundamental frequency (F0) and the formant frequen-
cies (F1 and F2) using zero-crossing detectors of band pass
filtered sounds. Band-pass filters followed by envelope
detectors are used to determine the energy at high frequen-
cies. This information is then coded in the pattern of the
impulses that are applied to the implanted electrodes.

Extracting formant frequencies by processors of
cochlear implants proved to be complex and did not

work well in noisy environments [182]. It was therefore
abandoned by some manufactures of cochlear implants
and it was followed in the early 1990s by a signal process-
ing strategy that did not require the extraction of any fea-
tures of sound waves. This very simple strategy was
based solely on the energy in a few frequency bands, thus
the power spectrum of sounds (Fig 11.4).

This is why yet a another design, known as the
Spectral Maxima Sound Processor (SMSP), has been devel-
oped. These processors do not extract speech features but
treat all sounds equally. Spectral maxima are determined
on the basis of the output of 16 band-pass filters. The
output of the six band-pass filters with the largest 
amplitudes is coded in the impulses that are applied to
the electrodes in the cochlea. The output modulates the
amplitude of biphasic impulses with a constant rate of
250 pps. The Spectral Peak (SPEAK) strategy is similar to
the SMSP strategy, but uses 20 filters instead of 16. (For
details about these processing strategies, see Loizou, 1998
[182].) A modified CIS strategy, the enhanced CIS (EECIS),
is used in cochlear implants manufactured by the Philips
Corporation under the name of LAURA cochlear
implants [242].

FIGURE 11.3 Block diagram of the F0/F1/F2 processor. Two electrodes are used for pulsatile stimulation,
one corresponding to the F1 frequency and the other corresponding to the frequency of F2. The rate of the
impulses is that of F0 for voiced sounds, and a quasi-random rate (average of 100 pps) for unvoiced segments
(modified from Loizou, 1998).
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FIGURE 11.4 Block diagram of a processor using the continuous interleaved sampling (CIS) strategy in
vocoder-type processor for cochlear implants. The signal is first passed through a network that changes the
spectrum (pre-emphasis) and then filtered in six bands. The envelope of the output of these six filters is full-
wave rectified and low pass filtered. The low pass-filters are typically set at 0.2 or 0.4 kHz cut-off frequency.
The amplitude of the enveloped are compressed and then used to modulate the amplitude of biphasic
impulses that are transmitted to the electrodes in an interleaved fashion. BPF = band-pass filter; and LPF = low
pass filter (modified from Loizou, 1998).

BOX 11.3

H I S T O R Y  A N D  D E S I G N  O F  T H E  C H A N N E L  V O C O D E R

The channel vocoder was developed in the 1950s–1960s
for transmitting speech over long telephone lines. At that
time, telephone lines consisted of copper wires and the
capacity of these to transmitting speech signals was lim-
ited with regards to the frequencies (bandwidth) they
could handle. In 1939, a research physicist, Homer
Dudley, at Bell Laboratories, New Jersey, USA, described a
device consisting of an analyzer at the transmitting end and
a synthesizer at the receiving end that could reduce the
bandwidth required to transmit speech sounds. This device

became known as the channel vocoder (Voice Operated
reCorDER) [70, 287].

Dudley’s vocoder converted information about speech
in a series of control signals from which the speech could
again be synthesized. Transmitting speech directly requires
a bandwidth of approximately 3 kHz but the bandwidth
required for transmitting these control signals was only a
fraction (approximately 1/10) of that required to transmit
the speech signal [287], thus allowing many more tele-
phone calls to be transmitted on the same cable. This was



272 Section III Disorders of the Auditory System and Their Pathophysiology

BOX 11.3 ( c o n t ’ d )

important for transmitting more telephone calls on long
distance cables. Such “analysis synthesis telephony” sys-
tems were expected to be economically feasible at the time
when bandwidth was expensive because of the limitations
of copper wires, especially in long telephone cables such as
transoceanic cables.

The channel vocoder consists of band-pass filters that
separate the frequency spectrum of speech sounds in a
few frequency bands (Fig. 11.5). Information about the
energy in each band was to be transmitted as slowly vary-
ing signals. At the receiving end these slowly varying sig-
nals were used to synthesize the speech sounds. The
receiver consists of a similar bank of band-pass filters and
the input to these filters was the fundamental frequency
for voiced sounds and broadband noise for voiceless
sounds (fricatives). The slowly varying signals that were
received from the transmitting vocoder controlled the
output amplitude of each band pass filter (Fig. 11.5). The
sum of the output of these band-pass filters was then sent
via normal telephone lines to the switching stations.

During the years 1960–1970 many other schemes in
addition to the channel vocoder emerged for compression
of speech with regard to the bandwidth necessary for

transmission of speech over long telephone lines [287].
One such proposed scheme analyzed the speech for the
purpose of continuously determining the frequency of
formants (formant tracking) [91]. Slowly varying signals
that described the formant frequencies were then trans-
mitted to the receiver where they controlled the formant
frequencies of a speech synthesizer [91].

None of these techniques ever became fully developed
before other less expensive possibilities were developed
for transmission of many speech signals at the same time,
first through the availability of satellites and later by fiber
optic cables. Both of these techniques offered inexpensive
bandwidth for transmission of speech sounds and even
signals that require much larger bandwidth such as tele-
vision signals and data of various kinds.

While channel vocoders or other analysis-synthesis
systems never became used for the purpose for which
they were developed, they did get some use in converting
speech of deep sea divers that sounds like “Donald Duck”
speech because the divers breathe a helium-oxygen 
mixture. Vocoder-type devices have been used in
attempts to develop speech communication using the tac-
tile sense [245].

FIGURE 11.5 Schematic diagram of a vocoder that was developed in the early 1960s (reprinted from
Schroeder, 1966, with permission from the Institute of Electrical and Electronic Engineers).



Chapter 11 Cochlear and Brainstem Implants 273

The results from the research on analysis-synthesis
telephony systems are of value now because these same
principles are applicable to the processors in cochlear
implants. Studies in connection with the development
of the vocoder that were done in the 1950s have shown
that it is possible to obtain speech intelligibility on the
basis of the energy in a few frequency bands. The
channel vocoder did not preserve any temporal infor-
mation about the speech except the voice frequency
and the filters in the channel vocoder were much less
frequency selective than the cochlear filters. These
experimental vocoders also had much fewer filter
bands than the cochlea and they could transmit almost
all information that is necessary for synthesis of intel-
ligible speech. (The frequency selectivity of the cochlea
has been estimated to correspond to 28 independent
filters [201].) Despite the success of cochlear implants
that work as channel vocoders, it seems likely that
including temporal coding in cochlear implants would
improve performance, especially perhaps for non-speech
sounds such as musical sounds.

2.3. Physiological Basis for Cochlear
Implants

Cochlear implants bypass the frequency selectivity
of the basilar membrane and replace it by a more
coarse division of the audible spectrum than what the
cochlea normally provides [93]. The success of cochlear
implants in providing useful hearing may appear sur-
prising because even multichannel cochlear implants
cannot replicate the spectral analysis that occurs in the
cochlea and do not include temporal coding of sounds.
The fact that cochlear implants that use the vocoder
principle are successful in providing good speech com-
prehension without the use of any temporal informa-
tion sets the importance of the temporal code of
frequency in question.

The success of cochlear implants in providing good
speech comprehension, however, confirms earlier stud-
ies regarding development of the channel vocoder that
showed that the auditory system could adequately dis-
criminate speech sounds on the basis of information
about the power in a few frequency bands [79, 287].

Three main reasons why cochlear implants are 
successful in providing speech intelligibility may be
identified:

1. Much of the natural speech signal is redundant,
which may explain why cochlear implants only
need to transmit a small fraction of the information
that is contained in speech sounds to achieve good
speech intelligently. This was recognized as early
as 1928 when Dudley conceived the “vocoder” for

transmitting speech over telephone lines [79] and
the observation has been confirmed in many later
studies.

2. Much of the processing capabilities of the ear 
and the auditory nervous system are redundant.
Individuals with normal hearing can understand
speech solely on the basis of temporal information
[293], and studies of the vocoder principle have
shown equally convincingly that speech can be
understood solely on spectral (place) information
as well [79, 287]. This means that frequency
discrimination can rely on either the place or the
temporal hypothesis. The importance of the
frequency analysis that takes place in the normal
cochlea is different from what was believed for
many years. The analysis that occurs in the
auditory nervous system is far more important 
for discrimination of sounds than generally
recognized.

3. The central nervous system has an enormous
ability to adapt (“re-wire”) to changing demands
through expression of neural plasticity.

The finding that good speech comprehension can be
achieved on the basis of only the spectral distribution
of sounds seems to contradict the results of animal
studies of coding of the frequency of sounds in the
auditory nerve [276, 354]. Such studies have shown
that temporal coding of sounds in the auditory system
is more robust than spectral coding. On these grounds
it has been concluded that temporal coding is impor-
tant for frequency discrimination (see Chapter 6).
These and other studies have provided evidence that
the place principle of coding of frequency is not pre-
served over a large range of sound intensities [276] and
that it is not robust [209]. On the basis of these findings
it was concluded that the place principle is of less
importance for frequency discrimination than tempo-
ral information [358]. It was always assumed that fre-
quency discrimination according to the place principle
would require narrow filters and many filters covering
the audible frequency range but studies in connection
with development of channel vocoders, and more
recently in connection with cochlear implants, showed
clearly that speech comprehension could be achieved
using much broader and much fewer filters.

Channel vocoders and cochlear implants that use
the vocoder principle have similarities with trichro-
matic color vision in humans. The trichromatic system
uses only three channels and provides the basis for
discrimination of small nuances of color, thus small
differences in the wavelength (or spectrum) of light.
Color discrimination is accomplished by combining
the information about the intensity in three broad



spectral bands of the visual spectrum. The three kinds
of photo pigment that are present in the cones of the
retina in the human eye act as spectral filters (see [216]).
The relationship between energy in these three bands
of the visual spectrum is sufficient to provide detailed
information about the spectrum of light and thus many
nuances of colors. The output of these receptors also
depends on the intensity of the light but that affects all
three types equally and therefore does not affect the
relationship between the output of the three receptors.
Any color (wavelength of light) will therefore result in
a unique relationship between the output of these
three overlapping spectral filters (Fig. 11.6) and that is
the basis for color discrimination in humans and in the
animals that have trichromatic color vision.

The central nervous system of vision is capable of 
discriminating light with different wavelength (thus the
color) on the basis of the response from these three kinds
of receptors and it is not necessary to have receptors that
are sensitive to each wavelength of light that can be dis-
criminated. That trichromatic color vision is the basis for
our color discrimination means that light with different
spectra (or wavelength), thus nuances of colors, gener-
ates a unique relationship between the output of these
three types of receptors. That is the basis for discrimina-
tion of light of many different wavelengths.

The similarity between the basis for trichromatic
color discrimination and the vocoder is thus obvious.
To illustrate how frequency discrimination in the audi-
tory system can be achieved by using a few (three) 
filters, assume that the task is to determine the fre-
quency of a single spectral component, such as a pure
tone. When the bands of frequencies covered by each
filter overlap (because the slope of the attenuation of
the filters is finite) a tone, the frequency of which is
within the range covered by the filter bank, will cause
output of more than one of the individual filters. The
relationship between the output of the different filters
is unique for any frequency of the tone and therefore,
like in the visual system, the relationship between the
output of three or more band pass filters will provide
unique information about the frequency of a pure tone.
It is essential that filters overlap so that the tone pro-
duces an output of more than one filter. It is probably
also important that the filters have a rounded pass-
band rather than having a flat top as is often preferred
in man-made spectral filters.

In the same way, the relationship between the out-
puts of three or more filters can provide the basis for
discrimination sounds that have broad spectra as that
of speech sounds.

One of the strongest arguments against the place
hypothesis for frequency discrimination has been that
the frequency to which a certain point on the basilar
membrane shifts when the sound intensity is changed
(see p. 44). This lack of robustness of cochlear spectral
analysis has been regarded an obstacle to the place
hypothesis for frequency discrimination [209, 358].
Since the band pass filters in cochlear implants do not
change with sound intensity (see p. 271) the vocoder-
type cochlear implants may actually have an advantage
over the cochlea as a “place” frequency analyzer. The
spectral acuity of the cochlea also changes with sound
intensity, which is not the case for the filters used in
cochlear implants.

For practical reasons it is important to consider how
many band-pass filters are necessary in cochlear
implant processors to ensure good speech discrimina-
tion. Development of the channel vocoder revealed that
speech recognition does not require that fine spectral
details are preserved [79, 287] and a total of 15 frequency
bands was found to be sufficient to synthesize speech
and achieve satisfactory intelligibly for telephone 
communication (Fig 11.5). The frequency selectivity of
the cochlea is regarded to be equivalent to approxi-
mately 28 independent filters in the frequency range 
of speech [7, 201]. More recently, studies regarding
design of cochlear implant processors have shown that
a dramatic improvement in intelligibility occurs when
the number of channels (thus the number of band-pass
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FIGURE 11.6 Illustration of how a three-pigment system can dis-
tinguish colors (wavelength of light) independently of the intensity
of the light, provided that the intensity is sufficient to elicit a
response from at least two of the three kinds of receptors (adapted
from Shepherd, 1994).



filters) is increased from one to four. The increase in
speech intelligibility, however, increases only slightly
when the number of filters is increased above eight
[93]. Other studies in individuals with normal hearing
have shown that 4–5 channels are sufficient for a high
degree of speech discrimination (90%) [183].

2.4. Coding of Sound Intensity

The function of cochlear implants that use the
vocoder principle depends on proper coding of sound
intensity in a wide range of sound intensities. Sound
intensity is coded in auditory nerve fibers by the dis-
charge rate but only a few auditory nerve fibers seem
to code sound intensity over the physiological range of
sound intensities. The discharge rate of most nerve
fibers reaches saturation only 20–30 dB above hearing
threshold [233] (see Chapter 6). Most nerve fibers, how-
ever, seem to code changes in sound intensity over a
much larger range of sound intensities [58].

The number of channels that are required depends
on the resolution of coding of the intensity of sounds 
in these frequency bands [184]. If the resolution of the
coding of intensity is reduced, more channels are
needed. Using six channels, the speech discrimination
was reduced significantly when the intensity coding
had only eight steps and the number of channels had to
be increased to 16 to obtain good speech discrimination
(92%) with that resolution. Limited spectral resolution
and interaction between electrodes have been regarded
to be a cause of susceptibility to background noise [20].

Cochlear implants code the intensity of sounds (the
energy in respective frequency bands) by the ampli-
tude of the electrical signals that are used to stimulate
the auditory nerve. In the normal cochlea, increasing
stimulus strength of a sound causes an increasing
number of nerve fibers to become activated because of
the widening of the segment of the basilar membrane
that cause activation of nerve fibers (see Fig. 6.2) and,
in addition, the discharge rate of at least some nerve
fibers increases with increasing stimulus intensity (see
Fig. 6.21). In cochlear implants increasing sound inten-
sity causes more nerve fibers to be activated but the
discharge rate is independent of the sound intensity.

2.5. Functions that Are Not Covered by
Modern Cochlear Implants

Cochlear implants generally do not convey infor-
mation about the fine temporal pattern of sounds.

It is assumed that the normal auditory system can
discriminate fine frequency information because small
changes in frequency of sounds are preserved in the
temporal patterns of discharges in the auditory nerve

fibers, much like that of the formant frequencies [354].
The envelope of the output of the different filters of the
vocoder type cochlear implant processors preserve
modulation information up to 0.2 or 0.4 kHz but the
temporal fine-structure (frequency modulation) is
thrown away. It may be advantageous to preserve the
fine temporal structure of sounds because of its impor-
tance in coding fine frequency information such as in
music sounds. Cochlear implants perform poorly for
perception of music (melody recognition).

The response areas of auditory nerve fibers are sur-
rounded by inhibitory bands [275], known as two-tone
suppression (see Chapter 6, Fig. 6.5). It is believed that
these areas of suppression are important for the
normal function of the auditory system but that func-
tion is not covered by cochlear implants. Two-tone
inhibition resembles lateral inhibition that is best
known from the visual system where it has been shown
to enhance contrast [261]. Two-tone suppression may
enhance responses to sounds such as sounds with 
rapidly varying frequency [81, 207].

Cochlear implants cause synchronous (coherent)
activation of many nerve fibers, which is not the case
for the normal activation of the auditory nerve. The
importance of that is not known but some hypotheses
suggest that temporal coherence of activity in the
auditory nerve is important for detection of sounds
and for discrimination of sound intensity (loudness)
(see Chapter 6).

The electrodes in cochlear implants can only be
placed in the basal portion of the cochlea, which means
that low frequency sounds activate auditory nerve
fibers that normally respond to high frequency sounds.
Cochlear implants therefore do not stimulate auditory
nerve fibers according to the frequencies to which they
are normally tuned. Thus, the tonotopic map that is
normally based on the separation of sounds by the
basilar membrane of the cochlea will be different in
cochlear implant users than it is in individuals with
normal hearing. This tonotopic (or cochleotopic) organ-
ization exists throughout the auditory nervous system,
including the cerebral auditory cortex (see Chapter 6),
but functional importance of this anatomical organiza-
tion is unknown.

Another feature of the cochlea that is not included
in modern cochlear implants is the difference in the
travel times of the motion of the basilar membrane for
sounds of different frequencies, but its importance is
unknown. Since the waves on the basilar membrane
travel relatively slowly from the basal portion towards
the apical portion of the basilar membrane, low fre-
quency components will normally activate nerve
fibers later than high frequency components. It could
be studied in individuals with normal hearing using
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synthetic speech where the timing of the different
spectral components can be manipulated.

2.6. Success of Cochlear Implants

Dorman [76] has shown the relationship between
the success in different principles of cochlear implants,
manufactured by different companies and having a
different number of channels (filters). This investigator
compared the speech discrimination (word correct) 
in adult cochlear implant wearers with speech discrim-
ination scores obtained in individuals with normal
hearing as a function of the number of channel (filters).

Monosyllabic words were used as test material. It is
seen that the results from cochlear implant wearers have
a large individual spread, with median values from
30 to 50%, the lowest being in cochlear implants that
use the SPEAK processing algorithms and 22 channels.
The best (average) results are from implants that use
eight channels (clarion) and the CIS or CA principles.
The number of correct words showed large individual
variation in all the cochlear implants that were
included in this study, ranging from near 100 to 0%
(Fig. 11.7) [76].

That of providing meaningful input to the develop-
ing brain is important for normal development of the
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FIGURE 11.7 Monosyllabic word recognition as a function of the number of channels in a signal processor
for normal-hearing listeners (filled squares and solid lines). Performance of cochlear implant wearer is shown
by open circles. The open rectangles indicate the interquartile range of performance. Horizontal bars indicate
median scores (data from Dorman, 2000).



brain is well established [153, 160, 161]. The benefit that
children acquire from cochlear implants includes an
advantage in language development compared with
children with the same hearing loss who did not have
cochlear implants. This advantage is enormous [267]
and some advantage may even be noticeable from cor-
recting lesser degrees of hearing loss that occur in the
critical period for development of the auditory nerv-
ous system.

2.7. Selection Criteria for Cochlear
Implant Candidates

When cochlear implants first became available they
were given only to individuals who were essentially deaf
(profound sensorineural hearing loss). More recently a
broader indication is accepted [52, 257] because it has
become evident that individuals with severe hearing
loss can benefit from cochlear implants. Bilateral
implantation is now accepted.

Providing young children with cochlear implants
was slow to become accepted but it is now regarded to
be essential to provide cochlear implants as early as
possible [159, 295]. Cochlear implants should naturally
not be performed in individuals whose hearing loss is
caused by auditory nerve problems such as occur in
children with narrow internal auditory canal (IAC).
Such children should instead have ABIs. It is therefore
important that candidates for cochlear implants have
an MRI scan to show the structure of the IAC and not
only the anatomy of the middle and inner ear [108].

3. COCHLEAR NUCLEUS
IMPLANTS

Cochlear nucleus implants, known as auditory
brainstem implants (ABIs), were introduced later than
cochlear implants [31, 250] and much less is known
about the success of ABIs compared with that of
cochlear implants. ABIs stimulate the cochlear nucleus
with electrical impulses by an array of electrodes placed
on the surface of the cochlear nucleus. The stimuli are
generated by processors that are similar to those used
in cochlear implants.

When first introduced, ABIs were almost exclusively
used in patients with neurofibromatosis type 2 (NF2)
who had bilateral vestibular Schwannoma removed
[31, 250]. More recently, auditory brainstem implants
have been used in patients with traumatic injuries to
the auditory nerve bilaterally [53, 55] and in children
with malfunction of the auditory nerve such as may
occur from internal auditory meatus malformation
(atresia) causing auditory nerve aplasia [53].

3.1. Function and Design of Auditory
Brainstem Implants

ABIs stimulate cells in the cochlear nucleus by 
signals derived from the sound that is picked up by a
microphone placed near the wearer’s ear in a similar
way as cochlear implants. The processors that are used
separate sounds according to their spectrum and some
processors perform similar sophisticated processing as
described for cochlear implants.

Electrodes for stimulating the cochlear nucleus are
placed in the lateral recess of the fourth ventricle
through the foramen of Luschka [166] in a similar way
as electrodes that have been used for recording evoked
potentials from the cochlear nucleus in neurosurgical
operations [166, 211, 220]. Placement of electrodes for
ABIs is technically more demanding than placements
of cochlear implants. Not only is it more difficult to
maintain a stable electrode placement in the brain than
in the cochlea, but it is also more difficult to place the
electrode array so that an optimal population of nerve
cells is stimulated.

3.2. Physiological Basis for Auditory
Brainstem Implants

Cochlear nucleus implants stimulate cells in the
cochlear nucleus and thereby bypass not only the pro-
cessing of sounds that occurs in the cochlea and the
neural transduction in the hair cells but ABIs also bypass
the auditory nerve and probably some neural processing
that normally occurs in the cochlear nucleus.

At first it may sound surprising that stimulation of
the cochlear nucleus can provide good speech compre-
hension. However, the main difference between
cochlear implants and cochlear nucleus implants is that
the latter also bypass the auditory nerve, which does
not provide any processing of information but merely
acts as a connection that conveys information from the
cochlea to the cochlear nucleus. Provided that proper
placement of the stimulating electrode can be arranged,
ABIs can therefore be expected to perform as well as
cochlear implants. Which neurons of the cochlear
nucleus are being stimulated is difficult to control and
less than optimal placement of the stimulating electrode
array most likely accounts for some of the problems 
that have been experienced with ABIs in getting a high
degree of speech discrimination. When these technical
problems regarding the implantation of electrodes are
solved, the success of ABIs most likely will be
improved.

If the cochlear nucleus stimulation is arranged so that
it stimulates primary-like nerve cells the stimulation
may act in a similar way as cochlear implants because
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such cells only receive a few auditory nerve fibers.
Electrical stimulation may therefore be expected to acti-
vate these cells in a similar way as they are activated
normally by auditory nerve fibers.

Each auditory nerve fiber innervates cells in all three
main divisions of the cochlear nucleus (for details, see
Chapter 6). This is the beginning of parallel processing
that is prominent in the ascending auditory pathways.
Cochlear nucleus implants are likely to activate only
one of these three divisions of the cochlear nucleus and,
therefore, only one of the parallel pathways to higher
nervous centers is activated by a cochlear nucleus
implant. The implications of that are unknown.

While electrical stimulation of the auditory nerve in
the cochlea activates nerve fibers in a similar way, ABIs
can stimulate different types of cells as well as nerve
fibers that terminate on cells of the cochlear nucleus.
The excitability of nerve cells depends on the size of
the cells, their membrane potentials and threshold, all
of which varies considerably among cells. A specific
type of stimulation may therefore stimulate a specific
population of cochlear nucleus cells whereas other
types of stimulation may activate different types of
cells and fibers. The duration of the electrical impulses
that are applied to the cochlear nucleus is important in
that aspect.

The cochlear nucleus is tonotopically organized (see
Chapter 6, Fig. 6.12) [269], but it is not known if it is
important to stimulate the cochlear nucleus cells
according to this tonotopic organization. Since the ori-
entation of the tonotopic maps of the cochlear nucleus
is insufficiently known it is not possible to orient the
electrode array so that activity in different frequency
bands stimulates cells that are normally activated by
the same spectrum of sounds.

The limitation of cochlear implants to stimulate
auditory nerve fibers that normally respond to high
frequency sounds does not exist in connection with

cochlear nucleus implants and with correctly placed
electrode arrays it should be possible to stimulate all
neurons that normally respond to sounds within the
entire audible hearing range. This means that ABIs
have the potential of providing better hearing than
cochlear implants.

3.3. Success of Auditory Brainstem
Implants

ABIs have been less effective in providing useful
hearing than cochlear implants [175]. ABIs are less
effective in restoring functional hearing in patients
with NF2 [175] than cochlear implants in patients with
cochlear injuries. ABIs in NF2 patients provide assis-
tance in lip-reading but no real speech discrimination.
However, recent experience shows that ABIs can be
equally efficient in providing speech comprehension
as cochlear implants where used in patients with trau-
matic injuries to the auditory nerve [54] bilaterally and
in patients with auditory nerve aplasia from internal
auditory meatus atresia [53, 55, 56].

It is not known why ABIs cannot provide useable
speech discrimination in NF2 patients. It has been
indicated that a separate auditory pathway process
amplitude modulation of sounds and that pathway is
important for speech discrimination and it has been
hypothesized that the difference between the success
of ABIs in patients with NF2 and in patients with other
causes of auditory nerve dysfunction is that this 
modulation pathway is damaged in NF2 patients [56].
Severance of the auditory nerve as often occurs in
operations for large vestibular Schwannoma causes
degeneration of the nerve fibers that terminate on cells
in the cochlear nucleus, resulting in changes in these
cells [65, 297]. Other forms of lesions to the auditory
nerve may not have the same effect on cells of the
cochlear nucleus.
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BOX 11.4

A N A T O M Y  O F  T H E  C O C H L E A R  N U C L E U S

The cochlear nucleus has three main divisions: the
dorsal cochlear nucleus; the anterior ventral cochlear
nucleus; and the posterior ventral cochlear nucleus (see
Chapter 6, Fig. 6.12). The surface of the ventral cochlear
nucleus and that of the dorsal cochlear nucleus share the
floor of the lateral recess of the fourth ventricle. The anterior

ventral nucleus occupies the most rostral part of the
cochlear nucleus [166]. The cochlear nucleus includes a
complex network of many different types of cells that are
interconnected and which have excitatory and inhibitory
influence on each other.



3.4. Patient Selection for Auditory
Brainstem Implants

Patients for ABIs were originally limited to patients
who were bilaterally deaf because they had bilateral
vestibular Schwannoma removed. Almost all of these
patients had neurofibromatosis type 2 (NF2) [31, 250].
Later it was found that some congenital deaf children
had internal auditory canal (IAC) atresia strangling
the auditory nerve, causing their deafness. These
patients together with patients with traumatic destruc-
tion of their auditory nerves bilaterally were found to
be excellent candidates for ABIs [53, 55, 56].

4. ROLE OF NEURAL
PLASTICITY

Cochlear implants and cochlear nucleus implants
(ABIs) do not accurately replace all the normal func-
tions of the ear. These devices activate the auditory
nervous system in a way that is different from what
occurs in the normal ear and they do not activate all
the parts of the auditory nervous system that are nor-
mally activated by sound. This requires the nervous
system to “learn” a new code. It has been known for a
long time that expression of neural plasticity helps to
regain function after trauma or insults, such as from
strokes (see [213]). Expression of neural plasticity that
enables the auditory nervous system to adapt to chang-
ing demands plays an important role in the success of
cochlear and cochlear nucleus implants. Training is a
powerful method for activating neural plasticity and
training is a part of all cochlear and cochlear nucleus
implant programs.

The ability of the nervous system to change its func-
tion is greatest in a short period after birth [159], which

makes it easier to adapt cochlear implants to young
individuals than adults [159, 160, 295]. Proper training
can also improve the success of cochlear implants in
adults.

The nervous system in animals that are born deaf
has a rudimentary tonotopic organization [115, 172],
and that organization is refined through sound stimu-
lation [172, 304]. Studies in congenital deaf animals
(cats and guinea pigs) have shown that electrical stim-
ulation of the cochlea can modify the cochleotopic
organization that exists even in animals that never
have had any auditory input [153, 160, 162]. Studies in
animals that have hearing have shown that tonotopic
maps of the auditory cortex changes after sound stim-
ulation [146]. In humans such rudimentary tonotopic
organization that exists at birth before sound stimula-
tion is normally refined by the sound that the child
experiences. Expression of neural plasticity makes it
possible for cochlear and cochlear nucleus implants to
impose a new tonotopic organization of the auditory
nervous system. The tonotopic organization that exists
in individuals who have had hearing and became deaf
can also be modified by the input from cochlear and
cochlear nucleus implants. That input from cochlear
implants can change the function of the auditory nerv-
ous system has been demonstrated by recording of
auditory evoked potentials (event related potentials
[ERP]) [295].

Studies on cochlear implant patients indicate that
the central auditory neural processor not only identi-
fies the neurons of the ascending auditory pathway by
their anatomical connections to hair cells at different
locations along the basilar membrane but also by their
“signature” firing pattern. Neurons may be “tagged”
by the properties (frequency etc.) of the sounds that
activate the neurons.
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When describing anatomy of body parts such as the
ear, it is important to have unambiguous and clear defi-
nitions of directions and planes of the body. Several dif-
ferent methods are in use. In this book I will use the ones
illustrated in Fig. A.1. The direction from head to tail is
caudal (means pertaining to the tail) and the opposite is
rostral (relating to the beak). Ventral and dorsal give the
directions from the belly to the back. The direction from
the midline and out is called lateral, and the opposite
direction is medial. A plane extending in the caudal- 
rostral direction and oriented ventrally-dorsally is the

saggital plane. A saggital plane that divides the body
into two identical halves is called the mid-saggital 
plane. A rostral-caudal plane that is perpendicular to the
saggital plane is the coronal plane. A plane that is per-
pendicular to the saggital and coronal planes is the
transverse or horizontal plane. It is common in medicine
and surgery to use names like posterior and anterior,
superior and inferior, which for humans is equivalent to
dorsal and ventral, but that terminology becomes
ambiguous when used in animals. The description given
above can be used for animals as well as for humans.

A P P E N D I X

A

Definitions in Anatomy

FIGURE A.1 Common anatomical planes with their names, orientations and directions (from Gelfand, 1997).
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1. INTRODUCTION

Hearing conservation programs have been an effec-
tive means of reducing the risk of noise induced hearing
loss (NIHL) in industries where the noise level amounts
to a risk of causing hearing loss. Hearing conservation
programs include establishment of limits for exposure
(noise standards) and monitoring of hearing in individ-
uals who are exposed to noise in their occupation that
may involve a risk of causing NIHL. Creation and
enforcing of regulations regarding allowable noise
exposure (noise standards) through legislation has
reduced the incidence and the extent of NIHL. Noise
standards state the limits of exposure to occupational
noise based on measurement of noise levels in the
workplace and on the basis of personal exposure using
dosimeters. Complying with noise standards will
ensure that no more than a certain (small) percentage
of individuals who are exposed to the noise level that
is stated in the regulations will get a certain degree of
hearing loss. Monitoring of hearing (audiometry) in
individuals who are exposed to noise levels that are
deemed to involve a risk of causing NIHL is an impor-
tant component of hearing preservation programs.
Knowledge about noise standards and promotion of
noise reduction at the source and use of personal pro-
tections (ear protectors) are important for reducing the
risk of acquiring NIHL. Hearing conservation pro-
grams provide such information to individuals who
are at risk of acquiring NIHL.

The individual variation in the susceptibility of NIHL
is an obstacle in the prevention of hearing loss through
regulations of noise exposure. Since it is not possible to
identify the individuals who will acquire NIHL from

exposure to noise, the level of which is below the stated
limit before they are exposed to noise that can damage
hearing, all individuals who are exposed to noise above
a certain level must be monitored.

Hearing conservation programs are often referred
to as “hearing conservation programs in the work
place” because they are aimed at protecting workers in
the workplace from NIHL, but many people acquire
NIHL in other situations, such as through recreational
activities. Visiting rock concerts and exposure to other
kinds of loud music can cause hearing loss. Those who
perform at such concerts are at a higher risk of acquir-
ing NIHL than the audience. Such activities are not
included in hearing conservation programs.

In this appendix, I use the word noise to describe
sound that may be damaging to hearing. This word has
traditionally had negative connotations and thus will
be identified more readily with health hazards. Any
sound of sufficient intensity has a potential to cause
hearing loss.

Hearing conservation programs are aimed at reduc-
ing the risk of NIHL, which is the best-known adverse
health effect of noise. Noise induced hearing loss is of
two kinds, temporary threshold shift (TTS) and perma-
nent threshold shift (PTS) (see Chapter 2). Immediately
after exposure to noise, the NIHL is likely to consist of
both PTS and TTS, but after some time without noise
exposure the hearing loss is mainly PTS. The amount of
NIHL (PTS and TTS) that is acquired is related to the
intensity and duration of the exposure to noise and to
the character of the noise (spectrum, and time pattern–
whether it is continuous or transient). Therefore, different
types of noise pose different degrees of risk to hearing,
even though the overall intensity of the noise is the
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same; impulsive sounds such as that from gunshots
generally pose a greater risk than continuous noise.
These factors are only partly covered in current legisla-
tion regarding allowable noise exposure. The NIHL
that an individual person acquires also depends on
many other factors, most of which are poorly under-
stood and not covered by noise standards.

The other commonly occurring adverse effects of
noise exposure, tinnitus and hyperacusis, are not
included in hearing conservation programs and have
received little attention despite the fact that both tinni-
tus and hyperacusis (see Chapter 10) reduce the quality
of life to an extent that may be greater than that of hear-
ing loss.

2. PURPOSE AND DESIGN OF
HEARING CONSERVATION

PROGRAMS

The purpose of hearing conservation programs is to
reduce the risk of NIHL. This is done by enforcing 
regulations regarding allowable noise exposure, by
promoting the use of personal protection devices, by
monitoring hearing in those who are exposed to noise
above a certain level, and by education. Hearing 
conservation programs are directed to occupational
noise, produced by machinery and handling of mate-
rial. Separate programs are directed to the military 
(in the USA).

Hearing conservation programs promote reduction
in occupational noise exposure, which can be done by
reducing the emission of noise, reducing the need of
having people be close to noise sources and changing
the way material is handled. Reducing the time that
people are exposed to noise can also reduce the risk of
NIHL and changes in work procedures are effective in
reducing the risk of NIHL. An example is the change
from to riveting to welding in shipbuilding.

Hearing conservation programs have brought
awareness of the risks of acquiring NIHL and pro-
moted compliance with noise standards, which have
resulted in reduced noise exposure. Promotion of per-
sonal protection has also lowered the risk of NIHL
considerably. Monitoring hearing has been effective in
identifying individuals who have a higher risk than
normal for acquiring NIHL.

2.1. Basis for Hearing Conservation
Programs

Hearing conservation programs are based on valid
risk criteria. Establishing such criteria rests on knowl-
edge about the relationship between acquired NIHL

and the level, duration of, and the character of the
noise to which a person is exposed. Assessing other fac-
tors such as individual susceptibility to NIHL has been
less successful. An important component of hearing
conservation programs is monitoring hearing in indi-
viduals who are exposed to noise that may cause NIHL.

The risk of NIHL increases when the intensity of the
noise is increased and when the duration of the expo-
sure is prolonged, thus increasing the energy of the
noise exposure (the product of noise intensity and dura-
tion). The risk of PTS is, however, not directly propor-
tional to the total energy of the noise exposure. If the
risk of PTS were proportional to the total energy of the
noise exposure, doubling of the exposure time would
have the same effect as an increase of the noise level by
3 dB (i.e., a doubling of the energy). Some data on
NIHL have been interpreted to indicate that a dou-
bling of exposure time instead increases the risk of
hearing loss with the same amount as an increase of
the noise level of 5 dB.

The character of the noise to which different indi-
viduals are exposed also affects the risk of acquiring
PTS. The greatest hearing loss from exposure to tones
or narrow band of noise occurs at approximately one-
half octave above the frequency of the noise (see
Chapter 9). The energy around 4 kHz is enhanced by
the ear canal, which acts as a resonator that amplifies
sounds in the frequency range of 3 kHz (see Chapter 2).
The half-octave shift makes the greatest hearing loss
occur at approximately 4 kHz (see p. 20) (the exact fre-
quency of the largest hearing loss in an individual
person depends on the length of the ear canal, which
varies among individuals) [21] (see p. 220). The amount
of PTS that a certain individual acquires is therefore
not only dependent on the intensity of the noise and
the exposure time but it also depends on its spectrum.

The hearing loss shown in Fig. B.1 is typical for
individuals who have been exposed to noise in various
manufacturing industries where the noise tends to be
of a broad spectrum and continuous in nature. Most of
the hearing loss that is expected after 40 years of noise
exposure is already acquired during the first 10 years
of the exposure (Fig. B.1).

The individual variation in the hearing loss from
exposure to noise is an obstacle for establishing valid
risk criteria. Different people who are exposed to noise
of the same intensity and for exactly the same length of
time may suffer different degrees of hearing loss. Some
people can tolerate high-intensity noise for a lifetime
and not suffer any noticeable degree of hearing loss
while other people may acquire substantial hearing loss
from exposure to much less intense noise (see Fig. 9.14).
The average hearing loss from exposure to continuous
noise of 85 dB(A) for 20 years in the study in Fig. 9.14
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is less than 5 dB at 4 kHz, but many people in this
study experienced 30- to 40-dB hearing loss, and some
people acquired very little loss.

The noise intensity and the exposure time have
been combined in a single value, known as the noise
immission value (in decibels, see Fig. 9.14 and p. 220).
The effect of the exposure time is probably different for
different kinds of noise and it is also most likely differ-
ent for different intensities of the noise. This makes
description of noise by a single number insufficient to
characterize its ability to cause NIHL and conse-
quently contribute to the uncertainty in the evaluation
of risks of NIHL.

Because of the large individual variation in noise-
induced hearing loss (NIHL), only the average proba-
bility for acquiring a hearing loss can be predicted on
the basis of knowledge about the physical characteris-
tics of noise and the duration of exposure to noise.

Individual variations in noise susceptibility have
earlier been ascribed to genetic factors but that cannot
explain all the individual variations and there is evi-
dence that epigentics and other variations in gene
expressions play a role (see Chapter 9).

Since attempts to estimate an individual person’s
susceptibility to PTS have been unsuccessful it is impor-
tant to monitor hearing in individuals who are exposed
to noise that involves a risk of causing NIHL. The only
way to determine an individual’s susceptibility to noise-
induced hearing loss is to test those who are exposed 
to loud noise at frequent intervals. Audiometric testing
is therefore an important component of hearing 
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FIGURE B.1 Median estimated noise-induced permanent thresh-
old shift plotted as a function of frequency for two exposure levels
(assuming 8-h daily exposure) and four durations of exposure
(reproduced from Dobie, 1995; after ISO-1999, Annex E, with per-
mission from Arch. Otolaryngol. Head Neck Surg.).

BOX B.1

C A U S E S  O F  V A R I A T I O N S  I N  N I H L

The effect of genetics in NIHL is apparent from 
studies in animals. The variation in NIHL for the same
exposure is much less in inbred animals than in normal
animals. The NIHL to the same noise exposure in inbred
animals that are assumed to be genetically identical, 
however, has some variations that must be ascribed to
epigenetics or random variations in gene expression 
(see Chapter 9, Fig. 9.15). That genetics is involved is 
supported by studies that have shown that rats that are
genetically predispositioned for high blood pressure 
also acquired more hearing loss from noise exposure 
than normal rats when both groups were exposed to
noise for their entire lifetimes [8]. Although these findings
have not been duplicated in humans, the results of 
some studies in humans support a relationship between

high blood pressure and hearing loss from noise 
exposure [6].

Individual differences in cochlear blood flow may also
affect the NIHL that individuals acquire [7] (see Chapter 9).
While research along these lines has provided important
knowledge, it has not resulted in the development of effi-
cient ways to assess an individual’s susceptibility to NIHL
or to effectively decrease a person’s risks of acquiring PTS.

Attempts to determine individuals’ likelihood to
acquire NIHL have been made by determining the degree
of TTS a person acquires from exposure to test sounds
that are not loud enough to cause PTS. The results of such
tests have, however, been discouraging and there is only
a weak correlation between PTS and the degree of TTS in
any individual person.



conservation programs. NIHL usually first affects the
hearing threshold at frequencies around 4 kHz (see
Chapter 9), thus above the frequency range that is
essential for comprehension of speech. Common hear-
ing tests (pure tone audiometry) can therefore reveal
hearing loss before it is noticed by an individual and
before it affects the ability to understand speech.
Hearing loss that occurs days or weeks after a person
has begun to be exposed to noise of moderate intensity
may indicate that the person in question is more sus-
ceptible to noise-induced hearing loss than normal.
Audiometric tests must therefore be carried out at
short intervals during the first period of a person’s
exposure to noise and continued at longer intervals 
for the time the person is exposed to noise that can
cause PTS.

It is important to consider at what time, in relation to
the noise exposure, hearing tests should be performed.

NIHL include both TTS and PTS where the TTS
decreases after the end of noise exposure. If hearing
tests are done a short time after the end of a workday,
the measured hearing loss will include both PTS and
TTS. If it is performed after a weekend, less TTS will be
included. However, it is probably not possible to
obtain accurate estimates of PTS unless the hearing
test is performed several weeks after the last noise
exposure (Fig. B.2). It is therefore important to con-
sider how hearing tests are administered.

OSHA states that the employer must arrange hearing
tests and that such hearing tests must be “performed 
by a licensed or certified audiologist, otolaryngologist,
or other physician, or by a technician certified by the
Council of Accreditation in Occupational Hearing
Conservation, or who has demonstrated competence
in administering audiometric examination.” This means
that essentially anybody can be assigned by an
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FIGURE B.2 Schematic diagram illustrating how noise can affect hearing. The graph shows the hearing
loss (threshold shift) at 4 kHz a certain time (horizontal axis) after noise exposure. Noise with intensity below a
certain value is expected to give rise to a temporary threshold shift (90 dB, 7 days curve), while a louder noise
(100 dB, 7 days) results in a permanent threshold shift. A very intense noise (120 dB, 7 days) gives rise to a con-
siderable permanent shift in threshold (modified from Miller, 1974, with permission from the American
Institute of Physics).



employer to do the testing. It is surprising that the pro-
fessional organizations of audiologists have not
protested such a statement.

Testing of hearing in hearing conservation programs
is often limited to obtaining pure tone audiograms. It is
also important to determine a person’s ability to under-
stand speech because there is a great individual varia-
tion in the relationship between the tone audiogram
and the ability to understand speech (see Chapter 9).
However, determination of speech discrimination is
not standardized and the outcome depends on whether
the tests are done in quiet or with a background of
noise [26]. Also, other effects of noise exposure on
people with noise-induced hearing loss, such as tinni-
tus and hyperacusis, should be assessed in hearing
conservation programs [19].

3. ESTABLISHMENT OF NOISE
STANDARDS

Recommendations of acceptable noise levels have
been established for the purpose of reducing the risk of
noise-induced hearing loss. These recommendations
appear in the form of “noise standards.” Noise stan-
dards are regulations regarding the permitted exposure

to noise. Establishment of the correlation between
noise exposure levels (sound intensity and duration of
exposure) to the risk of NIHL is the basis for such
noise standards (noise criteria).

Noise standards provide estimates of the hearing
loss a person will acquire from exposure to noise of
different intensity and for different lengths of time.
Noise standards play important roles in legal matters
such as litigation regarding workmen’s compensation
[11]. Different countries have adopted different stan-
dards, and the ways in which the standards are
enforced also differ.

The considerable individual variation in suscepti-
bility to PTS makes it unrealistic to protect everybody
from any detectable degree of NIHL. The limits of
noise exposure that are deemed to be “safe,” according
to current noise standards, in fact allow a certain per-
centage of individuals to acquire hearing loss that is
greater than what is defined as hearing loss (10dB
average at 2, 3, and 4 Hz).

Noise standards that are in use thus have similari-
ties and differences, but all presently accepted stan-
dards use a single-value that is a combination of 
noise level and the duration of the exposure to calcu-
late the risk of noise-induced permanent hearing loss.
In the United States, standards have been tightened so
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BOX B.2

N O I S E  S T A N D A R D S

In the United States, legislation that covers occupational
noise hazards includes the Federal Aviation Act of 1958,
the 1969 Amendment of the Walsh-Healy Public Contracts
Act, the Occupational Safety and Health Act of 1970, the
Noise Control Act of 1972, and the Mine Safety and Health
Act of 1978. These acts require certain agencies to regulate
exposure to noise. In the USA, also the three branches of
the military have established criteria regarding risks of
NIHL from noise exposure. In Europe, legislation in vari-
ous countries regarding the limitations on industrial noise
has largely been guided by recommendations made by the
International Organization for Standardization (ISO) [2].

The maximal noise level and duration accepted in most
industrial countries is either 85 or 90-dB (A)1 for 8 hours a
day, 5 days a week. In the United States 90 dB (A) is the
accepted level stated by the Occupational Safety and
Health Administration (OSHA). Certain measures must
be taken if workers are exposed to noise levels above 

85 dB (A). These acts also state that hearing conservation
programs must be in place when people are exposed to
noise levels of 85 or more dB (A) (8-hour weighted aver-
age) [4]. If action taken to reduce the noise exposure to 90
dB (A) or lower is not successful employers must make
personal hearing protection devices (ear protectors) avail-
able to such workers and perform hearing tests at speci-
fied intervals during employment through a hearing
conservation program. If hearing loss of 10 dB average
over frequencies 2, 3, and 4 kHz is detected, then the
person must be referred for further evaluation and action
must be taken to avoid further deterioration of hearing.
Such action may include moving the person to a less noisy
environment to prevent the progress of the hearing loss
before it becomes a social handicap.

The National Institute for Occupational Safety and
Health (NIOSH) has recently issued a recommendation that
has 85 dB (A) as the limit of accepted exposure level [3].

1dB (A) refers to A weighting used in sound level meters (see p. 297).



that no worker should be exposed to continuous noise
above 115 dB (A) or impulsive noise above 140 dB (A),
independent of the duration of exposure. This action
sets a ceiling for acceptable combinations of noise
intensity and exposure time. Some standards use 
correction factors regarding the nature of the sound
(for instance, impulsive versus continuous sounds).
Some standards take normal age-related hearing 
loss (presbycusis) into account while others do not 
(see p. 216).

3.1. Noise Level and Exposure Time

Noise standards are based on maximum daily expo-
sure of 8 hours. If the exposure time is shorter than 
8 hours a day, a higher level of noise can be tolerated.
To estimate how much higher level of noise can be tol-
erated when the duration of the exposure to noise is
less than 8 hours per day, a conversion factor is used.
Europe has used a 3-dB “doubling factor” for a long
time while the United States has used a 5-dB doubling
factor. Research indicates that a doubling factor of 5 dB
may be adequate for relatively low noise levels, but
that a smaller doubling factor (3 dB, i.e., equal energy)
more correctly reflects the hazards presented by noise
of a high level. NIOSH also now recommend a 3-dB
doubling factor for calculation of the time weighted
average exposure to noise [3].

A 3-dB doubling factor implies that a reduction of the
exposure time by a factor of 2 (e.g., from 8 to 4 hours),
can allow a 3-dB higher sound level to be accepted.
Thus 88 dB (A) for 4 hours is assumed to have the
same effect on hearing as 85 dB (A) for 8 hours. If the
exposure time to noise is 2 hours per day, a 6-dB higher
sound level is assumed to be acceptable, and so on.
This way of calculating an acceptable noise level reflects
“the equal energy principle,” and assumes that it is the
total energy of the noise that determines the risk of
permanent hearing loss.

Because the level of noise exposure usually varies
during a workday, noise exposure is often described
by its equivalent level (Leq), which is defined as the
level of noise that has the same average energy as the
noise that is measured during a workday. The equiva-
lent level is determined by adding the noise energy to
which a person is exposed and dividing it by the dura-
tion of exposure. The calculation of the Leq assumes
that the equal energy principle is valid for estimating
risks of acquiring NIHL.

The fact that the present noise standards are based on
a simplified measure of noise, namely the A-weighted
measure dB (A), adds to the uncertainty in predicting
the risk of acquiring a hearing loss that may result
from exposure to a certain noise.

3.2. Effect of Age-related Hearing Loss

Hearing loss from causes other than noise interacts
with NIHL in a complex way. It may seem natural to
correct for hearing loss from other causes when NIHL
is estimated and it has been suggested that such hear-
ing loss should be subtracted from the total hearing
loss acquired by a person who is exposed to noise. 
At first glance it may seem correct to subtract hearing
loss that can be attributed to age (presbycusis) from
the total hearing loss to arrive at the value of pure
NIHL. However, such a “correction” of the hearing loss
in an elderly person with a long history of noise expo-
sure may cause the calculated NIHL to decrease with
time of noise exposure. The reason for this paradoxical
result is that hearing loss from presbycusis and noise
exposure do not add linearly. Above a certain age, pres-
bycusis increases more than the NIHL. That means
that 2 + 2 is not 4 but rather less, perhaps 3. When one
factor is subtracted from such a “sum” in order to
obtain the other factor, a paradoxical result occurs. The
1998 NIOSH criterion [3] no longer recommend age
correction to take into account presbycusis.

3.3. What Degree of Hearing Loss 
is Acceptable?

Because of the great individual variation in NIHL
from the same noise exposure, it is impossible to predict
what hearing loss an individual will acquire when
exposed to a certain noise. Noise standards therefore at
best predict the percentage of people who will acquire
less than a certain specified hearing loss when exposed
to noise no louder than a certain value [15, 18]. This
“specific hearing loss” is then regarded to be acceptable.
The presently applied noise standards allow that a cer-
tain (small) percentage of the population will acquire
PTS that is greater than a certain value.

In the beginning of the era of efforts to reduce the
occurrence of NIHL, the “acceptable hearing loss” was
defined as the hearing loss at which an individual
begins to experience difficulty in understanding every-
day speech in a quiet environment. This definition was
based on the American Academy of Ophthalmology
and Otolaryngology (AAOO) guidelines for evaluation
of hearing impairment (revised in 1979 by AAO, from
1959 and 1973) [1] which state that the ability to under-
stand normal everyday speech at a distance of about
1.5 m (5 ft) does not noticeably deteriorate as long as
the hearing loss does not exceed an average value of 
25 dB at frequencies 0.5, 1, and 2 kHz. This amount of
hearing loss was regarded as a just-noticeable handicap
for which a worker in the United States was entitled to
receive workmen’s compensation for loss of earning

296 Appendix B



power. These recommendations have not been updated
by the American Academy of Otolaryngology (AAO).
The American Medical Association (AMA) [10] has
recently provided its own guidelines. These guidelines,
however, follow the AAO 1979 guidelines. It has been
argued that these guidelines should be modified to
include hearing loss at 3 kHz [10. 23].

It is puzzling that this degree of hearing loss given
in the AAO (1979) recommendation to describe the
hearing level at and above which disability occurs was
later designated as an acceptable degree of hearing
loss. The estimated percentage of individuals who
acquire hearing loss in excess of such hearing loss
(Table B.1) naturally depends on the noise exposure.

4. MEASUREMENT OF NOISE

Hearing conservation programs depend on accu-
rate measurements of the noise to which people are

exposed. Ideally, the units of measurement should be
related to the risk of NIHL but that is not possible
because the risk of PTS is not a simple function of the
energy of noise as it is measured physically. The spec-
trum of the noise and its temporal pattern are impor-
tant factors, which are difficult to account for in
practical measurements of noise. To somehow take the
spectrum into consideration, the spectrum is weighted
before being measured by noise level meters. Since
low-frequency sounds are considered to be less damag-
ing than high-frequency sounds of the same physical
intensity, low-frequency sounds are attenuated when
noise intensity is measured for predicting its effect on
hearing. The commonly used weighting (A-weighting)
gives energy at low frequencies less weight than energy
at high frequencies. The temporal pattern of noise also
affects its ability to cause NIHL, but this factor is more
difficult to represent in standard measurement of noise
level. Noise exposure is often expressed in noise immis-
sion level (see Chapter 9), which is a measure that com-
bines duration of exposure and intensity of the noise
importance.

4.1. Sound Level Meters

Sound level meters are available in many different
forms, starting with simple devices consisting of basic
components, namely a microphone, an amplifier with
circuits that allow integration of the output of the
amplifier and display. Most sound level meters have at
least one spectral weighting, namely A-weighting. The
most sophisticated sound level meters have many
options regarding weighting functions, spectral filter-
ing (1/3 and 1 octave wide), and integration times.
Such sound level meters also provide readings of
equivalent sound level (Leq, steady A-weighted sound
level averaged over a specified time).

Noise level meters are now standardized by the
International Electrotechnical Commission (IEC) (IEC
61672:1999), the International Organization for
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TABLE B.1 Estimated Risk of Hearing loss after 40 Years
Working Lifetimea

Reporting Average daily
organization exposure (dBA) Excess riskb

ISO 90 21

85 10

80 0

EPA 90 22

85 12

80 5

NIOSH 90 29

85 15

80 3

aData from NIOSH (3) 
bPercentage of individuals who acquire greater hearing loss than

25 dB at 0.5, 1, and 2 kHz of noise on other bodily functions.

BOX B.3

I M M I S S I O N  L E V E L

The noise immission level E is defined as L + 10 log(T),
where L represents the sound level (measured with A-
weighting) that is exceeded during 2% of the exposure
time, T, which is the time in months. For example, exposure 
to 85-dB noise during 20 years of work corresponds to 

85 + 10 log(20 × 12) = 85 + 10 log 240 = 85 + 24 = 109. For con-
tinuous noise, the measure L deviates only slightly from the 
A-weighted intensity of the noise. The difference between
these two values can be large for noise that is transient or
intermittent (i.e., noise that varies considerably in intensity).



Standardization (ISO) and the American Standards
Institute (ANSI) S1.4-1971 (R1976) or S1.4-1983 (R 2001)
with Amd.S1.4A-1985, S1.43-1997 (R2002) (Type 0 is
used in laboratories, Type 1 is used for precision meas-
urements in the field, and Type 2 is used for general-
purpose measurements). (Complete descriptions of these
standards are available from http://www.ansi.org.)

The risk of noise induced hearing loss is related to
the spectrum of sounds in a rather different way than
perception and the properties of modern sound level
meters are therefore modified from early designs to
better reflect the risk of hearing loss. Experience has
shown that the A-weighting reflected the ability of
sounds to cause NIHL for sound intensities much
higher than 40 phon. This is why the most commonly
used weighting is the so-called A-weighting. The unit of
measurement of noise using that weighting is dB (A).

Industrial noise that can cause hearing loss typically
varies over time. It can be slowly varying or it can be
impulsive in nature, such as gun shot noise. Noise level
meters were originally designed to integrate sound
over about 200 (or 100) ms in order to provide a read-
ing that was in accordance with the perceived loud-
ness of sounds. (The integration time of the auditory
system above threshold is approximately 100 ms.) This
(long) integration time is not appropriate for assessing
the risk of hearing loss because injury from noise expo-
sure occurs in the cochlea, which has a much shorter
integration time than that of perception of sound.
Sound level meters should therefore have an integra-
tion time that corresponds to that of the cochlea, which
is only a few milliseconds. More sophisticated sound-
level meters (so-called impulse sound-level meters)
have a choice of integration time and it is possible to
choose an integration time that is appropriate for
measurement of impulsive sounds.

4.2. Noise Dosimeters

Measurements of sound levels are usually made at
a location where people work, but the sound level at
the entrance of the ear canal will be different because
the head and the outer ear amplify sounds within fre-
quencies between 2 and 5 kHz by as much as 6 dB,
depending on the direction to the sound source [24, 25]
(these data were obtained from studies using a spher-
ical model of the head; see Chapter 2, Fig. 2.5). If the
noise to which a person is exposed contains much
energy in that frequency range, the sound that actually
reaches the ear may be as much as 6 dB more intense
than the actual reading on a sound level meter placed
in the person’s location when the person is not present.
At and above 5 kHz the outer ear causes an additional
increase in sound pressure of 5 to 10 dB depending on
the angle to the sound source in the horizontal and the
vertical plane. This problem can be avoided by using
noise dosimeters, which measure the noise level near
the ear of workers.

The noise level is often different at different locations,
and when a person moves around the exposure varies
and it becomes difficult to estimate the total exposure
during a workday. Noise dosimeters integrate the noise
level near the ear of a person over an entire day and
provide information about the total noise exposure in a
single measure, thus similar to radiation dosimetry. The
increase in sound level at the tympanic membrane
caused by the resonance of the ear canal (between 2 and
6 kHz) is not included in the measurement of sound
using dosimeters (see Chapter 2).

While noise dosimetry has advantages over the con-
ventional way of measuring noise exposure, it relies on
the conversion between exposure time and sound level.
Noise dosimetry does not eliminate the uncertainty

298 Appendix B

BOX B.4

S P E C T R A L  W E I G H T I N G  I N  N O I S E  L E V E L  M E T E R S

The earliest design of noise level meters had built-in
filters that weighted the spectrum of the sound to provide
measurements that were as close as possible to how noise
was perceived. These sound level meters used three dif-
ferent weightings of the spectrum known as A, B and C
weighting. The A-weighting was designed to follow the

40 phon curve2 and was used for measuring sounds of
low intensity. The B-weighting mimicked the 70 phon
curve and was designed for measurement of sounds of
greater intensity. The C-weighting was nearly flat and
was used for high intensity sounds.

2Phon curves: contours that represent equal loudness. The curves show the sound intensity (in dB SPL) at different frequencies that
have the same loudness as a tone at 1000 Hz. The curves are labeled in accordance to that, so that for example, the 40 phon curve
shows the intensity of tones in dB SPL that have the same loudness as a tone at 1 kHz and 40 dB SPL.



that is related to individual difference in susceptibility
to NIHL.

5. PERSONAL PROTECTION

When the possibilities of reducing the noise at the
source and moving people away from the noise source
have been exhausted, personal protection is justified.
Three main kinds of personal protection devises are in
common use, namely earplugs, earmuffs, and active
noise reduction devices.

5.1. Earplugs and Earmuffs

Use of ear protectors is an option for reducing the risk
of acquiring NIHL. The use of such personal protection

is justified in situations where the exposure to noise
cannot be reduced sufficiently, and in situations where
people only spend short times in noisy environments,
such as on the tarmac of airports. The most commonly
used ear protectors are earplugs that are inserted in the
ear canal and earmuffs, which are attached to a helmet
or worn on a headband. Earmuffs have the advantage
over earplugs that they can be removed easily and are
therefore suited for intermittent use such as in situations
when people are walking in and out of noisy areas.
Earplugs are more suitable for use by people who spend
long periods of time in noisy environments.

Laboratory studies show that earplugs attenuate
sound more than earmuffs. The achieved sound atten-
uation of different types of earplugs and earmuffs
depends not only on the type of device but also on
how well the devices fit the individual person.
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BOX B.5

A T T E N U A T I O N  O F  E A R  P R O T E C T O R S

Manufactures’ laboratory studies of attenuation of dif-
ferent types of ear protectors show that insert ear protec-
tors (earplugs) provide approximately 20 dB attenuation
at 0.125 and 0.25 kHz, 20–25 dB for frequencies from 
0.5–2 kHz and approximately 40 dB at 4 and 8 kHz. Some
types of earplugs provide 4–5 dB more attenuation.
Similar studies show that ear muffs provide 10–15 dB
attenuation for 0.125 and 0.25 kHz, 20–25 dB at 0.5 kHz
and 35–40 dB for 1–8 kHz. Real world data show slightly
different values, and field data generally show less atten-
uation than laboratory data (Fig. B.3) [5]. The reduction in
the risk of NIHL that is achieved in practice from wearing
ear protection may be less than anticipated from labora-
tory studies.

Field studies of workers who were exposed to high
intensity noise (shipyard) have shown that earplugs pro-
vided better protection than earmuffs [13]. Studies of hear-
ing loss from noise exposure in groups of people wearing
earplugs have shown that under certain circumstances
earplugs provide better protection than earmuffs although
earmuffs have greater attenuation [13]. These results were
confirmed in other studies [12]. One reason for the differ-
ence in protection against NIHL may have been related to
the fact that they may not always be worn when indicated
[20]. Studies of the efficacy of ear protectors done in ship-
yards with intense continuous noise and superimposed
impulsive noise have shown that those who were exposed
to low-intensity noise suffered more hearing loss than did

those in the high-intensity noise group. This may be sur-
prising but it may be due to workers’ different habits of
wearing ear protectors and that many more workers
exposed to high-intensity noise wore ear protectors than
those who were exposed to low-intensity noise.

FIGURE B.3 “Real-world” data for four types of earplugs
and one kind of earmuff (data after Berger and Royster, 1996).



The difference between laboratory data and experi-
ence from the field can have several reasons. One is
that the efficacy of ear protectors depends on compli-
ance with use of the devices, which is difficult to con-
trol and poorly documented. Another reason for less
efficacy of protective devices can be individual varia-
tions in anatomy causing the fit of ear protectors and
earmuffs to vary among individuals. The beneficial
effect is much reduced if the protective devices are only
worn part of the time that an individual is exposed to
noise [13]. People may avoid wearing ear protectors for
long periods because it is inconvenient, especially in
hot environments. Ear protectors impair speech com-
munication, making it more difficult for people to hear
alarm signals or other acoustic signs of danger. This
may be yet another reason for poor compliance. Lack of
understanding of the importance of wearing ear pro-
tectors can also cause poor compliance.

5.2. Active Noise Cancellation

Active noise cancellation is realized by having a
microphone and a small loudspeaker placed inside an
earmuff. The microphone picks up sound that reaches
the ear; the output of the microphone is amplified and
inverted before applied to the loudspeaker. A com-
puter adjusts the amount of sound that is presented
through the loudspeaker so that it cancels out the
sound that reaches the inside of the headset as indi-
cated by the output from the microphone. Such active
noise cancellation is most effective for low frequencies.
The noise cancellation earmuffs can also have small
loudspeakers that can provide communication or
music. Active noise cancellation is often used in heli-
copters where the noise may be sufficient to cause a
risk of NIHL. The excessive noise makes it difficult to
communicate and the active noise cancellation in con-
nection with their built-in loudspeakers makes voice
communication easier. These devices have found use
other than reducing the risk of NIHL. Noise cancella-
tion earphones are popular on commercial airplanes
where they effectively suppress noise, making it easier
to work or sleep, and allowing music to be played with
less disturbing airplane noise.

5.3. Other Means of Reducing the Risk of
Noise Induced Hearing Loss

The finding that pre-exposure to noise can reduce the
risk of NIHL [9, 17] (see p. 226) is interesting but is yet to
have practical use. Attempts to find drugs that can
reduce risk of NIHL have so far not yielded any results
that have achieved practical use, although a few studies
in animals have produced promising results [27].

6. NON-OCCUPATIONAL NOISE
EXPOSURE

Until relatively recently the focus of NIHL concerned
industry and the military. Many sources of noise to
which people are exposed during recreational activities
can cause NIHL. Most notable is perhaps the risk from
rock concerts but other recreational activities, such as
target shooting, can cause NIHL. Explosions such as
fireworks and sirens used in fire alarm and emergency
vehicles involve risks of acquiring NIHL. Exposure to
these sources of noise is also likely to cause tinnitus.

7. EFFECT OF NOISE ON BODILY
FUNCTIONS

While the greatest risk to health from noise expo-
sure is hearing impairment (PTS), there are other
adverse effects of noise such as tinnitus and stress.
These symptoms are usually not included in hearing
conservation programs. The effects of noise on bodily
functions other than hearing are poorly understood. It
has been reported that noise exposure can cause
increase in blood pressure and changes in other body
functions such as change (usually increase) in the
secretion of pituitary hormones. Some retrospective
studies [14] found that workers who were exposed to
industrial noise had higher systolic and diastolic blood
pressures, while others [22] found no relationship
between noise-induced hearing loss and blood pres-
sure in shipyard workers. Studies in rats have shown
that animals with a hereditary predisposition for
hypertension developed greater degrees of hearing
loss from exposure to noise than did rats without this
hereditary predisposition to high blood pressure [6]. 
If these results can be applied to humans, results of
studies of hypertension in individuals who were
exposed to industrial noise [14] may have to be reeval-
uated because these studies used hearing loss as a
measure of the noise exposure. They may thereby have
inadvertently selected workers who were predisposed
to hearing loss because of their hypertension and not
vice versa, as was intended.

7.1. Effect of Ultrasound and Infrasound

Ultrasound and infrasound are sounds that are not
audible to humans because their frequencies are above
or below our audible frequency range. There is no evi-
dence to indicate that exposure to such sounds can
damage the ear, and there is little evidence that such
sounds can have other untoward effects. Some experi-
ments indicate that infrasound may cause decrease in
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blood pressure. It is possible that such an effect will be
caused by stimulation of the vestibular part of the
inner ear.

Ultrasound is rapidly attenuated when transmitted
in air. Exposure to high intensity of ultrasound can kill
furred animals such as mice, rats, and guinea pigs

because sound absorption in the fur causes heat, but
this effect cannot occur in humans because bare skin
does not absorb enough energy to cause damage.
Studies have indicated that exposure to high intensity
infrasound can cause diffuse symptoms such as
headache, nausea, and fatigue.
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3 CLT: 3 channel Lissajous’ trajectory

5-HT: 5-Hydroxytryptamine (serotonin)

AAE: Augmented acoustic environment

AAF: Anterior auditory field

AAO: American Academy of Otolaryngology

AAOO: American Academy of Ophthalmology and
Otolaryngology

ABIs: Auditory brainstem implants

ABL: Basolateral nucleus of the amygdala

ABR: Auditory brainstem responses

ACE: Central nucleus of the amygdala

AGC: Automatic gain control

AI: Primary auditory cortex

AICA: Anterior inferior cerebellar artery

AII: Secondary auditory cortex

AL: Lateral nucleus of the amygdala

AM: Amplitude-modulated

AMA: American Medical Association

AN: Auditory nerve

AP: Action potential

AVCN: Anteroventral cochlear nucleus

BIC: Brachium of the inferior colliculus

CA: Compressed-analog

CAP: Compound action potential

CATS: Caffeine, alcohol, tobacco and stress

CF: Characteristic frequency

CI: Cochlear implants

CIS: Continuous interleaved sampling

CM: Cochlear microphonic

CMR: Common mode rejection

CMV: Cytomegalovirus

CN IX: Glossopharyngeal nerve

CN V: Trigeminal nerve

CN VII: Facial nerve

CN VIII: Eighth cranial nerve

CN X: Vagus nerve

CN: Cochlear nucleus

CNS: Central nervous system

COCB: Crossed olivocochlear bundle

CPA: Cerebellopontine angle

dB: Decibel

d.c.: Direct current

DC: Dorsal cortex of the inferior colliculus

DCN: Dorsal cochlear nucleus

DNLL: Dorsal nuclei of the lateral lemniscus

DPOAE: Distortion product otoacoustic emission

DPV: Disabling positional vertigo

ECoG: Electrocochleogram

EECIS: Enhanced CIS

EMG: Electromyographic

EP: Endocochlear potential

Ep: Posterior ectosylvian area

EPSP: Excitatory postsynaptic potentials

ERP: Event related potentials

F: Force

f: Frequency

FFR: Frequency following response

GABA: Gamma amino butyric acid

GABAA: Gamma amino butyric acid receptor type A

GABAB: Gamma amino butyric acid receptor type B
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HFS: Hemifacial spasm

HL: Hearing level

I: Current

IAC: Internal auditory canal

IC: Inferior colliculus

ICC: Central nucleus of the inferior colliculus

ICP: Intracranial pressure

ICX: External nucleus of the inferior colliculus

IEC: International Electrotechnical Commission

ILD: Interaural level differences

ISO: International Organization for Standardization

ITD: Interaural time difference

LDV: Laser Doppler vibrometer

Leq: Equivalent level

LL: Lateral lemniscus

LSO: Lateral superior olivary nucleus

LSO: Superior olivary complex

LTP: Long-term potentiation

LV: Pars lateralis

MGB: Medial geniculate body

MHz: Megaherz

MLR: Middle latency response

MRI: Magnetic resonance imaging

MSO: Medial superior olivary (nucleus)

mV: Millivolts

MVD: Microvascular decompression

NF2: Neurofibromatosis type 2

NIHL: Noise induced hearing loss

NIOSH: National Institute for Occupational Safety 
and Health

NLL: Nucleus of the lateral lemniscus

NTB: Nucleus of the trapezoidal body

OAE: Otoacoustic emission

OME: Otitis media with effusion

OR: Obersteiner-Redlich

OV: Pars ovoidea

PAF: Posterior auditory field

PE: Polyethylene

PeSPL: Peak-equivalent sound pressure level

PO: Posterior division of the medial geniculate 
body

pps: Pulses per second

PST: Post stimulus time

PTS: Permanent threshold shift

PVCN: Posterior ventral cochlear nucleus

R: Resistance

RE: Reticular nucleus of the thalamus

RNA: Ribonucleic acid

SC: Superior colliculus

SEM: Scanning electron microscopy

SFOAEs: Stimulus-frequency otoacoustic emission

SH: Stria of Held

SL: Sensation level

SM: Stria of Monaco

SMSP: Spectral Maxima Sound Processor

SN10: Slow negative

SOAE: Spontaneous otoacoustic emission

SP: Summating potential

SPEAK: Spectral peak strategy

SPL: Sound pressure level

SSNHL: Sudden sensorineural hearing loss

TB: Trapezoid body

TEOAE: Transient evoked otoacoustic emission

TGN: Trigeminal neuralgia

TMJ: Temporomandibular joint

TRT: Tinnitus retraining therapy

TTS: Temporary threshold shift

UCOCB: Uncrossed olivocochlear bundle

V: Voltage

VAS: Visual analog scale

VCN: Ventral cochlear nucleus

VNLL: Ventral nuclei of the lateral lemniscus

WBS: Williams-Beuren syndrome

Y: Admittance

Z: Impedance

µµs: Microseconds

µµV: Microvolts
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A
ablation, 144, 172, 183
abnormal perception of sounds, 253, 261−3
“acceptable” hearing loss, 296−7
acetylsalicylate, 54−5
acoustic environment, 227
acoustic impedance, 29−38, 183, 187, 192, 211
acoustic middle-ear reflex, 181−92, 210−13, 216,

220, 223, 232−4, 240−2, 256, 262−3
clinical use of, 190−1
functional importance of, 187−90
neural pathways of, 182−3
testing of, 191
threshold of, 185−6

acoustic reflex, 181−2
as a control system, 189−90

action potential (AP), 57−67, 229−30, 234
and discharges of single auditory nerve 

fibers, 60
see also compound action potential

active noise cancellation, 300
age-related hearing loss, see presbycusis
air-bone gap, 209, 214
air pressure, 207−9, 232−4
alcohol, 187, 220, 232
American Academy of Oto-laryngology, 296−7
American Medical Association, 297
American Standards Institute, 298
aminoglycoside antibiotics, 51
amplitude

small changes in, 121−2
see also response amplitude

amplitude compression, 1, 118, 189, 223, 238, 263
amplitude-modulated (AM) sound, 119−28, 

145, 165
amygdala, 89, 250, 259, 262
anatomy

definitions in, 289
of the ear, 3−17

anechoic chambers, 21
anesthesia, effects of, 150, 183, 232
anoxia, 163, 236
anterior commissure, 246
anterior inferior cerebellar artery (AICA), 16
anterior ventral cochlear nucleus (AVCN), 80−1,

109−10, 144
antibiotics, 51, 227−8
apoptosis, 51−2, 248−50
Arnold-Chiari malformation, 244
ascending auditory pathways, 94, 104, 113, 119,

128, 140−1, 168, 243−4, 255−6, 278−9
classical, 76−85

non-classical, 85−7
recordings from, 163

aspirin, 54−5, 227
association cortices, 84, 88
asymmetric hearing loss, 142, 240, 246
atresia, 207, 214, 233−4, 279
audiograms, 202, 213−14, 219−20, 233, 240−5, 

256, 295
audiology, 181, 229, 255
audiometry, 19, 24, 206−8, 228, 239−40, 291−4
auditory brainstem implants (ABIs), xiii, 94, 112,

203, 238, 267, 277−9
function and design of, 277
patient selection for, 279
physiologic basis for, 277−8
success of, 278

auditory brainstem responses (ABR), 102, 152,
156, 159−60, 163−75, 178, 216, 223, 234, 
240−4, 256

abnormalities in, 168
auditory cortices, 82−90, 102, 105−6, 137−40, 144−5,

150, 176, 226−7, 236−9, 243−6, 258−9, 265
auditory hyperesthesia, see hyperacusis
auditory nerve, 13−16, 45, 59, 61, 65, 76−80, 85,

107, 156, 168−9, 173−5, 216−17, 232−47, 
255−60

injury to, 79, 117, 152, 186−7, 191, 201, 203,
239−42, 257, 277−8

recordings from, 152−60
severance of, 258, 263, 265, 278

auditory nervous system, 73−4, 215−19, 226, 229,
236−9, 243−7, 257

anatomy of, 75−92
pathologies of, 201−2
physiology of, 93−150
role of neural plasticity in, 247−51
see also classical auditory nervous system

auditory neuropathy, 261
autism, 248, 262
auto correlation analysis of time intervals, 111
automatic gain control (AGC), 101, 122, 262−3
autonomic influences, 15, 55
autoregulation of blood flow, 56
A-weighting, 297−8
axons, 111, 143, 183, 217, 237−8, 249−50, 260
azimuth, 21−3, 142−4

B
Babigian, G., 238
background noise, 126, 275

barbiturates, 187
basilar membrane, 1−2, 13, 48−50, 53−5, 59−61,

95−102, 106−9, 114−17, 159−60, 220, 223, 256,
263, 268, 274−5, 279

distension of, 215, 231
frequency selectivity, 42−8
role of outer hair cells in motion of, 46−7

Békésy, G. von, 28−9, 36, 42, 45, 47, 52, 102
Bell’s Palsy, 187−90, 247, 262−3
Bessel filters, 167
bilirubin, 244
binaural hearing, 142−5, 218

pathologies affecting, 246−7 
bipolar recording, 153, 156−60
bleeding, 201
blink reflex, 190
blood flow, 16−17, 234−5

autoregulation of, 56
blood pressure, 293, 300
blurring of neural code, 115
Bocca, E., 246
Bode plots, 123
bodily functions, effect of noise on, 300
bone conduction of sound, 19, 24, 207, 

210−11, 214
bony labyrinth, 10
brachium of the inferior colliculus (BIC), 81−2
brainstem auditory pathways, disorders of, 244
brainstem implants, see auditory brainstem

implants
Brown, P.B., 123
Brownell, W.E., 46
burr holes, 168
Buus, S., 263

C
Carhart’s notch, 211
Case, T.J., 187
“CATS” treatment, 233
cavum minor, 214
central auditory processing, implications of hear-

ing loss for, 226, 235−9
cerebello-pontine angle, 79−80, 154, 156, 159, 

239, 243, 256−7
cerumen, 5, 207
channel vocoders, 96, 118, 269−75
characteristic frequency (CF), 97−101, 113, 116,

126−7, 133−5, 223−4, 236
chewing, 188
Chiappa, K., 173



children
auditory stimulation of, 202
hearing deficits of, 214, 233−4, 277

cholesteatomas, 5, 209−11
chorda tympani, 6
classical auditory nervous system, 76−85, 89, 95,

119, 128, 140−1, 167
cochlea, 1−2, 10−17, 46−7

automatic control of, 55−6
blood flow to, 16−17, 56
electrical potentials in, 57−67
fluid systems of, 15−16
input to, 189−90
pathologies of, 202, 215−35
physiology of, 41−56
potential in, 57−67
research on, 47
sensory transduction in, 48−56
sound conduction, 19−39

cochlear aqueduct, 15−16, 231−2
cochlear echo, 53−4
cochlear electrophysiology, 59
cochlear fluid, 22−5, 43, 54, 120, 208−9, 

212−13, 234
cochlear implants, xiii, 94, 96, 118, 203, 234, 

237−8, 248, 265−78
development of, 268
function and design, 268−73
functions not covered, 275−6
physiologic basis for, 273−5
selection of candidates, 277
success of, 276−7

cochlear microphonics (CM), 45, 57−9, 64−5, 153,
160, 184, 213, 230

cochlear nucleus (CN), 76−81, 86, 89−90, 107, 
111−17, 120−8, 135−9, 153, 156, 161−3,
169−70, 173−4, 226, 234, 238−41, 
260, 278

cochlear nucleus implants, see auditory brain-
stem, implants

“cocktail-party effect”, 142
coding

of complex sounds, 119−43
of temporal features, 106−12

Cogan’s disease, 234
cognitive therapy, 266
coincidence detectors, 111−12
Colletti, V., 268
commissure of Probst, 84
common mode rejection (CMR), 213
complex sounds, 95, 107, 112−15, 140

coding of, 119−43
compound action potentials (CAP), 117, 152−6,

159, 168−9, 242−3
compressed analog (CA) processors, 269, 276
computational maps, 147
condensation clicks, 167
“conditioning” noise exposure, 227
conducting apparatus, pathol-ogies of, 206−14
conductive hearing loss, 206, 209, 222, 

232, 260
accuracy of measurement of, 213−14

congenital hearing impairment, 233−4, 51
connexin, 51
continuous interleaved sampling, (CIS), 269−71
contralateral inferior colliculus (CIC), 76, 163
corpus callosum, 84, 145, 218, 246
cortical maps, 105−6
cortical neurons, 149
corticofugal system, 76, 89, 149
counseling, 233, 266
crossed and uncrossed pathways, 173, 182
cytocochleograms, 224

D
Dallos, P., 47
Dandy, W.E., 265
“delay tuned” neurons, 139
dendrites, 164, 249
Densert, O., 55
depression, xiii, 87, 202, 254, 259
deprivation of auditory stimuli, 237−8, 248−50,

254, 259−60
descending auditory pathways, 89−90, 94, 141
desensitization, 266
diet, 233
directional hearing, 76, 81, 86, 88, 111, 117, 

142−9, 246
physical basis for, 21−2, 142−3

disabling positional vertigo (DPV), 231
discarding of unimportant information, 141
distortion product otoacoustic emission 

(DPOE), 54
distortion of sound, 201, 261
Djourno, A., 268
Dorman, M.F., 276
dorsal cochlear nucleus (DCN), 78−80, 162
dorsal nuclei of the lateral leminiscus

(DNLI), 81, 84
dosimetry, 298−9
double blind tests, 264
drugs, see otoxic agents
Dudley, Homer, 271, 273
duplex hypothesis, 118
duration of sounds, 138

E
ear canal, 5, 20−2, 36−7, 46, 53−5, 65, 206−7, 234

resonance of, 220−1
earmuffs, 299−300
earphones, 24−5, 214, 300
earplugs, 299
echolocation in bats, 111−12, 139−41
efferent bundle, 91−2, 117−18, 149, 258
efferent fibers, 14−15, 128
efferent system, 55, 91−2, 246, 258
electrical stimulation, 236, 251, 258, 264−9
electrocochleographic (ECoG) potentials, 57, 64−7,

154, 169, 230, 234, 236
electroencephalographic (EEG) activity, 164
electromyographic (EMG) potentials, 177, 181,

184, 190, 192
electrophysiological tests, 206
elevation, discrimination of, 146−7
endocochlear potential (EP), 52−3
endolymphatic potential, 59
endolymphatic sac, 233
endolymphatic system, 15−16
energy of noise exposure, 292
ephaptic transmission, 260
epigentics, 222
Erulkar, S.D., 126
Eustachian tube, 6, 8−9, 33, 208
Evans, E.F., 101, 236
evoked potentials, 152−80, 216, 226, 238, 279
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