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Series Preface

The fields of biological and medical physics and biomedical engineering are
broad, multidisciplinary, and dynamic. They lie at the crossroads of frontier
research in physics, biology, chemistry, and medicine. The Biological and
Medical Physics/Biomedical Engineering series is intended to be com-
prehensive, covering a broad range of topics important to the study of the
physical, chemical, and biological sciences. Its goal is to provide scientists
and engineers with textbooks, monographs, and reference works to address
the growing need for information.

Books in the series emphasize established and emergent areas of science
including molecular, membrane, and mathematical biophysics; photosyn-
thetic energy harvesting and conversion; information processing; physical
principles of genetics; sensory communications; and automata networks,
neural networks, and cellular automata. Equally important will be coverage
of applied aspects of biological and medical physics and biomedical engi-
neering, such as molecular electronic components and devices, biosensors,
medicine, imaging, physical principles of renewable energy production,
advanced prostheses, and environmental control and engineering.

Oak Ridge, Tennessee ELiAs GREENBAUM
Series Editor-in-Chief



Preface

This text provides an introduction to molecular and cellular signaling in
biological systems. Cells partition their core cellular processes into a fixed
infrastructure and a control layer. Proteins in the control layer, the subject
of this textbook, function as signals, as receptors of the signals, as tran-
scription factors that turn genes on and off, and as signaling transducers and
intermediaries. The signaling and regulatory proteins and associated small
molecules make contact with the fixed infrastructure responsible for metab-
olism, growth, replication, and reproduction at well-defined control points,
where the signals are converted into cellular responses.

The text is aimed at a broad audience of students and other individuals
interested in furthering their understanding of how cells regulate and coor-
dinate their core activities. Malfunction in the control layer is responsible
for a host of human disorders ranging from neurological disorders to
cancers. Most drugs target components in the control layer, and difficulties
in drug design are intimately related to the architecture of the control layer.
The text will assist students and individuals in medicine and pharmacology
interested in broadening their understanding of how the control layer
works. To further that goal, there are chapters on cancers and apoptosis,
and on bacteria and viruses. In those chapters not specifically devoted to
pathogens, connections between diseases, drugs, and signaling are made.

The target audience for this text includes students in chemistry, physics,
and computer science who intend to work in biological and medical physics,
and bioinformatics and systems biology.To assist them, the textbook includes
a fair amount of background information on the main points of these areas.
The first five chapters of the book are mainly background and review
chapters. Signaling in the immune, endocrine (hormonal), and nervous
systems is covered, along with cancer, apoptosis, and gene regulation.

Biological systems are stunningly well engineered. Proof of this is all
around us. It can be seen in the sheer variety of life on Earth, all built pretty
much from the same building blocks and according to the same assembly
rules, but arranged in myriad different ways. It can be seen in the relatively
modest sizes of the genomes of even the most complex organisms, such as

vii
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ourselves. The genomes of worms, flies, mice, and humans are roughly
comparable, and only a factor of two or three larger than those of some
bacteria. The good engineering of biological systems is exemplified by the
above-mentioned partition of cellular processes into the fixed infrastruc-
ture and the control layer. This makes possible machinery that always works
the same way in any cell at any time, and whose interactions can be exactly
known, while allowing for the machinery’s regulation by the variable
control layer at well-defined control points.

Another example of good engineering design is that of modularity of
design. Proteins, especially signaling proteins, are modular in design and
their components can be transferred, arranged, and rearranged to make
many different proteins. The protein components interact with one another
through their interfaces. There are interfaces for interactions with other
proteins and with lipids DNA and RNA. Modularity is encountered not
only in the largely independent components, but also in the DNA regula-
tory sequences. These sequences serve as control points for the networks
that regulate gene expression. The DNA regulatory sequences can also
be rearranged in a multitude of ways along the chromosomes, and these
rearrangements, rather than the genes themselves, are largely responsible
for the richness of life on Earth. Two of the key objectives of the text are
to examine how modularity in design is used and how interfaces are
exploited. X-ray crystal structures and nuclear magnetic resonance (NMR)
solution structures provide insights at the atomic level of how the interfaces
between modules operate, and these will be looked at throughout the text.

One of the great conceptual breakthroughs in explorations of the control
layer was the idea that signaling proteins involved in cell-to-cell communi-
cation are organized into signaling pathways. In a signaling pathway, there
is a starting point, usually a receptor at the plasma membrane, and an end-
point (control point), more often than not a transcription regulatory site
in the nucleus, and there is a linear route leading from one to the other.
In spite of the enormous complexity of metazoans, there are only about a
dozen or so such pathways. These will be explored in the context of where
they are most strongly associated. For example, some pathways are promi-
nent during development and are best understood in that context. Other
pathways are associated with stress responses and are best understood
within that framework, and still others are associated with immune
responses.

Signaling and the cellular responses to signals are complex. The responses
are controlled by a plethora of positive and negative feedback loops. The
presence of feedback complicates the simple picture of a linear pathway,
but this aspect is an essential part of the signaling process. Positive feed-
back ensures that once the appropriate thresholds are passed there will be
a firm commitment to a specific action and the system will not jump back
and forth between alternative responses. Negative feedback generates the
thresholds that ensure random excursions and perturbations do not unnec-
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essarily commit the cell to some irreversible response when it ought not to,
and it permits the cells to turn off the signaling once it has served its
purpose. These feedback loops will be examined along with the discussions
of the linear signaling pathways.

The goal of this textbook is to provide an introduction to the molecular
and cellular signaling processing comprising the control layer. The topic is
a vast one, and it is not possible to cover every possible aspect and still keep
the text concise and readable. To achieve the stated goal, material of a his-
torical nature has been omitted, as have lengthy descriptions of all proteins
identified as being involved in the particular aspect of signaling being con-
sidered. In place of such an encyclopedic approach, selected processes are
presented step-by-step from start to end. These examples serve as simple
models of how the control process is carried out.

Oak Ridge, Tennessee MARTIN BECKERMAN
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Introduction

Life on Earth is remarkably diverse and robust. There are organisms that
live in the deep sea and far underground, around hot midocean volcanic
vents and in cold arctic seas, and in salt brines and hot acidic springs. Some
of these creatures are methanogens that synthesize all their essential bio-
molecules out of Hy, CO, and salts; others are hyperthermophiles that use
H,S as a source of hydrogen and electrons, and still others are halophiles
that carry out a form of photosynthesis without chlorophyll. Some of these
extremeophiles are animallike, while others are plantlike or funguslike or
like none of these.

What is significant about this diversity is that although the details vary
from organism to organism, all carry out the same core functions of metab-
olism, cell division and signaling in roughly the same manner. The under-
lying unity extends from tiny parasitic bacteria containing minimal
complements of genes to large differentiated multicellular plants and
animals. Each organism has a similar set of basic building blocks and
utilizes similar assembly principles. The myriad forms of life arise mostly
through rearrangements and expansions of a basic set of units rather than
different biochemistries or vastly different parts or assembly rules.

1.1 Prokaryotes and Eukaryotes

There are two basic forms of cellular organization, prokaryotic and eukary-
otic. Prokaryotes—Dbacteria and archaeons—are highly streamlined uni-
cellular organisms. Prokaryotes such as bacteria are small, typically 1 to 10
microns in length and about 1 micron in diameter. They may be spherical
(coccus), or rod shaped (bacillus), or corkscrew shaped (spirochette).
Regardless of their shape, prokaryotic cells consist of a single compartment
surrounded by a plasma membrane that encloses the cytoplasm and sepa-
rates outside from inside. The genetic material is contained in a small
number, usually one, of double-stranded, deoxyribonucleic acid (DNA)
molecules, the chromosomes that reside in the intracellular fluid medium
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(cytosol). Bacterial chromosomes are typically circular and are compacted
into a nucleoid region of the cytosol. Many bacterial species contain
additional (extra-chromosomal) shorter, circular pieces of DNA called
plasmids.

The bacterial plasma membrane contains the molecular machinery
responsible for metabolism and the sensory apparatus needed to locate
nutrients. When nutrients are plentiful the bacterial cell organization is
ideally suited for rapid growth and proliferation. There are two kinds of
bacterial cell envelopes. The envelopes of gram-positive bacteria consist of
a thick outer cell wall and an inner plasma membrane. Those of gram-
negative bacteria consist of an outer membrane and an inner plasma mem-
brane. A thin cell wall and a periplasmic space are situated between the two
membranes. The plasma membrane is an important locus of activity. In addi-
tion to being sites for metabolism and signaling, the plasma membrane and
cell wall are sites of morphological structures extending out from the cell
surface of the bacteria. These include flagellar motors and several different
kinds of secretion systems.

Eukaryotic cells are an order of magnitude larger in their linear dimen-
sions than prokaryotic cells. Cells of eukaryotes—protists, plants, fungi, and
animals—differ from prokaryotes in two important ways. First, eukaryotic
cells have a cytoskeleton, a highly dynamic meshwork of protein girders that
crisscross these larger cells and lend them mechanical support. Second,
eukaryotic cells contain up to ten or more organelles, internal compart-
ments, each surrounded by a distinct membrane and each containing their
own complement of enzymes. In contrast to prokaryotes, core cellular func-
tions such as metabolism are sequestered in these compartments.

1.2 The Cytoskeleton and Extracellular Matrix

The cytoskeleton and extracellular matrix perform multiple functions. The
cytoskeleton provides structural support, and serves as a transportation
highway and communications backbone. Chromosomes, organelles, and
vacuoles are transported along actin filaments and microtubules of the
cytoskeleton. Actin filaments are used for short distance transport, while
microtubules serve as a rail system for delivering cargo over long distances.
Signal molecules are anchored at sites along the cytoskeleton, and the
cytoskeleton functions as a communications backbone linking signaling
molecules in the plasma membrane and extracellular matrix (ECM) to
signaling units in the cell nucleus.

The extracellular matrix consists of an extended network of polysaccha-
rides and proteins secreted by cells. The ECM provides structural support
for cells forming organs and tissues in multicellular eukaryotes. In plants,
the ECM is referred to as the cell wall and serves a protective role. Cells of
animals secrete a variety of signaling molecules onto the extracellular
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matrix, and these molecules guide cellular migration and adhesion during
development. The ECM is not a simple passive medium. Instead, signaling
between ECM and the cytoskeleton is maintained throughout development
and into adult life.

The existence of a transport system in which large numbers of mole-
cules can be moved along the cytoskeleton to and from the plasma mem-
brane is important for signaling between cells in the body. In the immune
system, transport vacuoles move signal molecules called cyfokines (anti-
inflammatory agents such as histamines, and antimicrobial agents that
attack pathogens) to the cell surface where they are secreted from the cell.
In the nervous system, neurotransmitters are moved over long distances
down the axon and into the axon terminal via transport vesicles. In addi-
tion to outbound trafficking, there is inbound trafficking. Surface compo-
nents are continually being recycled back to the internal organelles, where
they are then either reused or degraded.

1.3 Core Cellular Functions in Organelles

In prokaryotes, a single outer membrane is sufficient for membrane-
dependent processes such as photosynthesis and oxidative phosphorylation
(respiration), and protein and lipid synthesis. However, a single membrane
is not adequate in eukaryotes because of the large, cubic increase in cell
volume. Nature’s solution to this design problem is a system of organelles
surrounded by membranes that perform membrane-specific cell functions
and sequester specific sets of enzymes. There are more than a half dozen
different kinds of organelles in a typical multicellular eukaryote. Organelles
present in typical multicellular eukaryotic cells are listed in Table 1.1, along
with their cellular functions.

TaBLE 1.1. Organelles of the eukaryotic cell: The
principal functions of the proteins sequestered in these
organelles are listed in the second column.

Organelle Function

Mitochondria Respiration

Chloroplasts Photosynthesis (plants)

Nucleus Stores DNA; transcription and
splicing

Endoplasmic reticulum  Protein synthesis-translation

Golgi apparatus Processing, packaging, and shipping

Lysosomes Degradation and recycling

Peroxisomes Degradation

Endosomes Internalization of material
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Organelles are characterized by the mix of enzymes they contain and by
the assortment of proteins embedded in their membranes. Three kinds of
proteins—pores, channels, and pumps—embedded in plasma and organelle
membranes allow material to enter and leave a cell or organelle.

e Pores: Pore-forming proteins, or porins, are membrane-spanning proteins
found in the outer membrane of gram-negative bacteria, mitochondria
and chloroplasts. They form water-filled channels that enable hydrophilic
molecules smaller than about 600 Da to pass through the membrane in
and out of the cell or organelle. For example, bacterial porins allow nutri-
ents to enter and waste products to exit the cell while inhibiting the
passage of toxins and other dangerous materials.

e Jon channels: These are membrane-spanning proteins forming narrow
pores that enable specific inorganic ions, typically Na*, K*, Ca®" or CI', to
pass through cell membranes. Ion channels are an essential component
of the plasma membranes of nerve cells, where they are responsible for
all electrical signaling. Ion channels regulate muscle contractions and
processes associated with them, such as respiration and heartbeat, and
regulate osmobalance and hormone release.

e Pumps: Pumps are membrane-spanning proteins that transport ions and
molecules across cellular and intracellular membranes. While ion chan-
nels allow ions to passively diffuse in or out of cells along electrochemical
gradients, pumps actively transport ions and molecules. Thus, they are able
to act against electrochemical gradients, whereas ion channels cannot,
and maintain homeostatic balances within the cell. The transport involves
the performance of work and must be coupled to an energy source. A
variety of energy sources are utilized by pumps, including adenosine
triphosphate (ATP) hydrolysis, electron transfer, and light absorption.

1.4 Metabolic Processes in Mitochondria
and Chloroplasts

In all cells, energy is stored in the chemical bonds of adenosine triphosphate
(ATP) molecules. In metabolism, enzymes break down large biomolecules
into small basic components, synthesize new biomolecules out of those basic
components, and produce ATP. In catabolic processes such as glycolysis and
oxidative phosphorylation, large polymeric molecules are disassembled into
smaller monomeric units. The intermediates are then further broken down
into cellular building blocks such as CO,, ammonia, and citric acid. Key
goals of the catabolic processes are the production of ATP and reducing
power needed for the converse, anabolic processes—the assembly of cellu-
lar building blocks into small biomolecules, the synthesis of components,
and their subsequent assembly into organelles, cytoskeleton, and other cel-
lular structures.
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Glycolysis takes place in the cytoplasm while the citric acid cycle occurs
in the mitochondrial matrix. Five complexes embedded in the inner mito-
chondrial membrane carry out oxidative phosphorylation (respiration). The
constituents of the five respiratory complexes—enzymes of the electron
transport chain—pump protons from the matrix to the cytosol of the mito-
chondria, then use the free energy released by these actions to produce ATP
from adenosine diphosphate (ADP). Their photosynthetic counterparts,
photosystems I and II, function in chroloplasts.

Chloroplasts and mitochondria are enclosed in double membranes. The
inner membrane of a mitochondrion is highly convoluted, forming struc-
tures called cristae. A similar design strategy is used in chroloplasts. The
inner membrane of a chloroplast encloses a series of folded and stacked
thylakoid structures. These designs give rise to organelles possessing large
surface areas for metabolic processes. The ATP molecules are used not only
for anabolism, but also in other core cellular processes, including signaling,
where work is done and ATP is needed.

The relocation of the machinery for metabolism from the plasma mem-
brane to internal organelles is a momentous event from the viewpoint of
signaling. It not only provides for a far greater energy supply but also frees
up a large portion of the plasma membrane for signaling. In eukaryotic cells,
the plasma membrane is studded with large numbers of signaling proteins
that are either embedded in the plasma membrane, running from the
outside to the inside, or attached to one side or the other by means of a
tether.

1.5 Cellular DNA to Chromatin

Cellular DNA is sequestered in the nucleus where it is packaged into chro-
matin. As shown in Figure 1.1, all organisms on Earth today use DNA to
encode instructions for making proteins and use RNA as an intermediate
stage. This fundamental aspect of all of biology was firmly established by
Crick and Watson in their pioneering study in the mid-twentieth century.
In the first step—transcription—protein machines copy selected portions
of a DNA molecule onto mRNA templates. In prokaryotes the riboso-
mal machinery operating concurrently with the transcription apparatus
translates the mRNA molecules into proteins. In eukaryotes there is an

transcription translation
DNA = RNA » Proteins

FiGure 1.1. Genes and proteins: Depicted is the two-step process in which DNA
nucleotide sequences, or genes, are first transcribed onto messenger RNA (mRNA)
nucleotide sequences, and then these templates are used to translate the nucleotide
sequences into amino acid sequences.
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intermediate step: Protein machines known as spliceosomes edit the initial
RNA transcripts called pre-mRNA molecules, and produce as their output
mature mRNA molecules. The ribosomal machines then translate the
mature mRNAs into proteins.

In eukaryotes, cellular DNA is sequestered within the nucleus, and this
organelle is the site of transcription and splicing. The nucleus is enclosed in
a concentric double membrane studded with large numbers of aqueous
pores. The pores enable the two-way selective movement of material
between the nucleus and cytoplasm. Since proteins are synthesized in the
cytoplasm, nuclear proteins—proteins that carry out their tasks inside the
nucleus—are imported from the cytoplasm to the nucleus, while messenger
RNA s and ribosomal subunits are exported. A variety of structural and reg-
ulatory proteins regularly shuttle back and forth between nucleus and cyto-
plasm. The pores, referred to as nuclear pore complexes, are composed of
about 100 proteins and are approximately 125MDa in mass. All particles
entering or exiting the nucleus pass through these large pores. Small par-
ticles passively diffuse through the pores while large macromolecules are
actively transported in a regulated fashion.

The sequestering of the DNA within a nucleus is advantageous for
several reasons. It insulates the DNA against oxidative byproducts of
normal cellular processes taking place in the cytoplasm and from mechan-
ical forces and stresses generated by the cytoskeleton. It separates the
transcription apparatus from the translation machinery, thereby allowing
independent control of both, and it makes possible the intermediate ribonu-
cleic RNA editing (splicing) stage.

Eukaryotic DNA is wrapped in proteins called histones and tightly pack-
aged into a number of chromosomes in the nucleus. As a result of seques-
tering and packaging, far more information can be stored in eukaryotic
DNA than in prokaryotic DNA. The wrapping up of the DNA to form chro-
matin enables the cells to regulate transcription of its genes in a particu-
larly simple way that is not possible in prokaryotes. When the DNA is
wrapped tightly about the histones the DNA cannot be transcribed since
the sites that need to be accessible to the transcription machinery are
blocked. When the wrapping is loosened, these sites become available and
transcription can be carried out. A large number of eukaryotic regulators
of transcription operate on a chromatin-level of organization, making tran-
scription easier or harder by manipulating chromatin.

1.6 Protein Activities in the Endoplasmic Reticulum
and Golgi Apparatus

The endoplasmic reticulum (ER) encompasses more than half the mem-
brane surface of a eukaryotic cell and about 10% of its volume. It is
the primary site of protein synthesis (translation), fatty acid and lipid
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synthesis, and bilayer assembly. It is divided into a rough ER and a smooth
ER.The rough ER gets its name from the presence of numerous ribosomes
bound to its cytosolic side. The rough ER is the site where membrane-bound
proteins, secreted proteins, and proteins destined for the interior (lumen)
of organelles are synthesized. The smooth ER lacks ribosomes. It is the site
where lipids are synthesized and assembled and where fatty acids such as
steroids are synthesized. It stores intracellular Ca*" and assists in carbohy-
drate metabolism and in drug and poison detoxification.

Not all ribosomes are bound to the endoplasmic reticulum. Instead, there
are two populations of ribosomes, bound and free. Bound ribosomes are
attached to the rough ER, but free ribosomes are distributed in the cytosol.
The free ribosomes are otherwise identical to their membrane-bound
counterparts, and they synthesize cytosolic proteins.

In order for a protein to carry out its physiological function it must fold
into and maintain its correct three-dimensional shape. Proteins are subject
to several different kinds of stresses. Abnormal conditions, such as elevated
or reduced temperatures and abnormal pH conditions, can result in the
denaturization (unfolding) or misfolding of proteins so that they no longer
have the correct shape and cannot function. Another type of condition that
can affect the shape of the protein is molecular crowding. A group of small
protein-folding machines called heat shock proteins or stress proteins or
molecular chaperones guide nascent polypeptide chains to the correct loca-
tion and maintain the proteins in folded states that permit rapid activation
and assembly. They also refold partially unfolded proteins. In those cases
where the proteins cannot be returned to a proper state the misfolded pro-
teins are tagged for destruction by another set of small protein machines
called proteases. These proteolytic machines enable a cell to degrade and
recycle proteins that are no longer needed, as well as those that are
damaged and cannot be refolded properly by the stress proteins.

Newly synthesized proteins are processed, subjected to quality control
with respect to their folding, and then shipped to their cellular destinations.
Prosthetic groups—sugars and lipids—are added to proteins destined for
insertion in the membrane to enable them to attach to the membranes.
These modifications are made subsequent to translation in several stages,
as the proteins are passed through the ER and Golgi apparatus. The overall
process resembles an assembly line that builds up the proteins, folds them,
inserts them into membranes, sorts them, labels them with targeting
sequences, and ships them out to their cellular destinations (Figure 1.2).

The Golgi apparatus consists of a stacked system of membrane-enclosed
sacs called cisternae. Some of the polysaccharide modifications needed to
make glycoproteins are either made or started in the rough ER. Proteins,
especially signaling proteins destined for export (secretion) from the cell
or for insertion into the plasma membrane, are sent from the rough ER to
the smooth ER where they are encapsulated into transport vesicles pinched
off from the smooth ER. The transport vesicles are then sent to the Golgi
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Ficure 1.2. Movement of proteins through the endoplasmic reticulum and Golgi
apparatus: Proteins synthesis and processing start with the export of mRNAs from
the nucleus to the ribosome-studded rough endoplasmic reticulum. Nascent pro-
teins synthesized in ribosomes are processed and then shipped in transport vesicles
to the Golgi. They pass through the cis (nearest the ER) and trans (furthest from
the ER) Golgi, and the finished products are then shipped out to their lysosomal
and the plasma membrane destinations.

for further processing and eventual shipping to their cellular destinations.
The Golgi apparatus takes the carbohydrates and attaches then as oligosac-
charide side chains to some of these proteins to form glycoproteins and to
complete modifications started in the rough ER. Both proteins and lipids
are modified in the Golgi. Other proteins, synthesized as inactive precursor
molecules, are processed to produce activated forms in the Golgi. Modified
proteins are enclosed in transport vesicles, pinched off from the Golgi, and
shipped to destinations such as the plasma membrane and the extracellu-
lar matrix (Figure 1.2).

1.7 Digestion and Recycling of Macromolecules

Digestion and the recycling of macromolecules take place in a network of
transport and digestive organelles. The last three organelles listed in Table
1.1 are involved in digestion. Peroxisomes and lysosomes contain sets of
enzymes used for digestion of macromolecules. In these highly acidic envi-
ronments, macromolecules are broken down into smaller molecules. By
sequestering enzymes in these compartments the rest of the cell is protected
from the digestive properties of the enzymes. Lysosomes are small
organelles that degrade ingested bacteria and nonfunctional organelles.
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Perixosomes are utilized for the sequestering of oxidative enzymes. Their
digestive enzymes degrade fatty acids to small biomolecules. Peroxisomes
are a diverse collection of organelles, each with its own mix of enzymes.
Some peroxisomes detoxify harmful substances. Others, in plants, convert
fatty acids to sugars and carry out photorespiration.

Endosomes, the final set of eukaryotic organelles listed in Table 1.1, facil-
itate the transport of extracellular material and membrane proteins from
the plasma membrane to lysosomes for degradation. Several kinds of
organelles—early endosomes, carrier vesicles, and late endosomes—form a
transport and sorting system that moves ingested foodstuffs, captured
pathogens, dead material, and ligand-bound receptors and lipid plasma
membrane components to the lysosomes and other cellular compartments
for either degradation or reuse.

In summary, cells are highly dynamic entities; materials are continually
being brought in and out of the cell, and moved back and forth to the
surface. There is a continual flow of outbound traffic of cargo from the ER
and Golgi to organelles and the cell surface, and there is a continual flow
of inbound traffic from the cell surface to lysosomal and peroxisomal com-
partments. Signal proteins destined for the plasma membrane and for secre-
tion are packaged into vacuoles. These transient structures are formed by
pinching off portions of membrane. The vacuoles are moved over the rail
system and fused with membranes at the destination (exocytosis). Similarly,
materials from the cell surface are captured, packaged into vesicles, and
shipped to digestive compartments for processing (endocytosis).

1.8 Genomes of Bacteria Reveal Importance
of Signaling

Insights into the importance of signaling can be obtained from analyses of
the composition of the genomes of bacteria. Prokaryotes are tiny organisms
that tell us a lot about signaling. Prokaryotic genomes range in size from
0.5MBp to more than 12MBp. The Mycoplasmas sit at the bottom of this
range; they are minimal organisms. They occupy very limited ecological
niches, are restricted in their metabolic capabilities, and have the smallest
genomes of any organisms. Genes encoding signal proteins are largely non-
existent, taking up no more than about 1% of their genomes. Prokaryotes
with somewhat larger genomes include the archaeal extremophiles men-
tioned at the beginning of the chapter, and many obligate bacterial para-
sites that are the causal agents of diseases in humans. These organisms
live in fairly constant and unvarying environments, and as a result their
requirements on signaling and control are modest. Their signaling proteins
account for no more than a few percent of their genomes.

Prokaryotes that can alter their metabolic and reproductive strategies to
match their changing environmental conditions have larger genomes than
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those that live under constant conditions. Because of their ability to adapt
their physiology to their environment, these bacteria may be referred to as
environmentalists. Escherichia coli and Psuedomonas aeruginosa are typical
environmentalists. Their genomes are five to ten times larger than the
Mycoplasmas and encode ensembles of signaling and regulatory proteins
that are 50 to 100 times larger than those of the Mycoplasmas. As a result,
they are able to thrive in a variety of environments—soil, water, air—and
they deal with many different stresses. Thus, not only are the genomes
becoming larger as the bacteria become more versatile and adaptive, but
the fractions of the genomes devoted to regulatory functions are increas-
ing as well.

Colony-forming bacteria have even larger genomes. These bacteria can
not only cope with environmental changes and stresses, but also they can
assemble into colonies and exhibit a limited form of differentiation. Their
genomes are the largest of all the prokaryotes, and the fraction of their
genomes devoted to signaling and control approaches or exceeds 10%. An
example of a prokaryote that exhibits environmental diversity and colonial
behavior is Streptomyces coelicolor. This versatile soil bacterium is used
for the production of antibiotics such as tetracycline and erythromycin. Its
signaling component accounts for 12% of its genome.

As might be expected, the genomes for multicellular plants and animals
are larger than those for even the most sophisticated prokaryotes, but not
by as much as one might expect. The first estimates from the complete
sequencings of the human genome are in the range of 26,000 genes, of which
roughly one quarter is devoted to signaling. There are still some genes that
remain to be identified, and when further analyses are completed there may
be as many as 32,000 to 40,000 genes. This number appears to be astonish-
ingly low. It is scarcely a factor of three larger than the genomes for some
of the bacteria. Furthermore, the genome for the bacterium S. coelicolor is
nearly as large as that for the highly differentiated, multicellular fruit fly
Drosophila melanogaster.

1.9 Organization and Signaling of Eukaryotic Cell

Eukaryotic cell organization and expanded signaling capabilities make
multicellularity possible. The significance of these observations is that some-
thing more than a simple increase in genome size produced the greatly
increased complexity associated with multicellular plants and animals. The
answer to the question of what is happening has several parts. It involves
the way eukaryotic cells are organized and the way the expanded reper-
toire of signaling proteins is organized and used. There are four broad
categories of environmental and regulatory signals. These are as follows:

¢ Physical and chemical sensations indicative of external conditions.
¢ Contact signals indicative of ECM-to-cell and cell-to-cell adhesion.
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e Signals sent from one cell to another that allow the sender to regulate
gene expression and other cellular responses in the recipient.
e Signals and sensations indicative of internal stresses and balances.

The first category includes a diverse set of physical and chemical signals.
Most organisms can neither alter their environments nor move over large
distances. Instead, they must continually adapt their metabolism and growth
strategies to match the environmental conditions in which they find them-
selves. In this grouping of signals are environmental cues important to uni-
cellular organisms, such as light, temperature, osmolarity, pH, and nutrients.
Also included in this category are signals such as odorants and tastants
detected by sensory organs in multicellular animals, or metazoans.

The next category encompasses contact signals between surfaces and is
specific to multicellular organisms. Proteins embedded in the plasma mem-
brane and in the ECM convey contact signals. These signals allow cells to
establish and maintain physical contact with supporting structures within
the body, and mediate two-way communication between cells in physical
contact. This category is greatly expanded in vertebrates, and includes ele-
ments of the immune system such as antibodies that have evolved from
adhesion molecules.

The third category of signals consists of the cell-to-cell messages. This
category includes pheromones, chemical signals that promote mating and
colonial behavior in unicellular organisms, and it includes the signals in
multicellular plants and animals that allow cells in tissues and organs to
work together. In humans, there are several systems of tissues, organs, and
glands that continually send and receive chemical messages. Cells of the
immune systems send and receive cytokines; cells residing in glands of the
endocrine system secrete hormones; and neurons in the nervous system
communicate using neurotransmitters and neuromodulators. Embryonic
development is controlled from cell division to cell division by programs of
gene expression. The category of cell-to-cell signals encompasses the signals
that help establish cell fate and polarity during development, and the
growth factor and hormonal signals that shape and guide the programs of
cell growth and differentiation.

The last category consists of signals generated within the cell that help
maintain proper internal balances, or homeostasis. This category includes
signals indicative of internal stresses such as improper pH conditions, exces-
sive temperatures, and water imbalances. Macromolecules such as DNA
and proteins are marginally stable under physiological conditions. Cellular
DNA can be damaged by ultraviolet radiation, by ionizing radiation, and
by oxidative byproducts of normal cellular processes. In addition, DNA
strand breaks can occur during the DNA replication stage that precedes
mitosis and meiosis. All cells, prokaryotic and eukaryotic, possess DNA
repair systems that continually sense and repair single and double strand
breaks. In multicellular organisms, whenever DNA damage is detected and



12 1. Introduction

found to be irreparable, the cell is targeted for destruction. The process of
eliminating a cell that is damaged, or infected, or deemed to be no longer
needed is called apoptosis. The apoptosis, or cell suicide, machinery cuts up
(cleaves) and disassembles large cellular components—DNA and mem-
branes—and packages the cellular contents in such a way that they do no
harm to neighboring cells. The last category of signals includes those that
integrate growth and survival signals with repair and apoptosis signals,
determining whether a cell grows and proliferates, repairs itself, or dies.

1.10 Fixed Infrastructure and the Control Layer

The proteins responsible for signaling and control form a control layer. This
layer sits on top of a lower layer, the fixed infrastructure, which is respon-
sible for core cellular functions such as metabolism and replication. Pro-
teins belonging to two layers carry out their cellular roles synergistically.
Proteins belonging to the control layer make contact with elements of the
fixed infrastructure at well-defined loci, or control points, where they exert
their regulatory functions, but don’t otherwise interfere with the machine-
like operations of those proteins. In turn, eukaryotic architecture, with its
organelles and cytoskeleton, is especially well suited for signaling and is
extensively exploited for that purpose.

Unlike the proteins of the fixed infrastructure, the proteins belonging
to the control layer are not sequestered within a single compartment or
organelle. Instead, they form a meshwork of signaling pathways that extend
throughout the cytoplasm and into organelles, most notably the nucleus,
but other as well. Each signaling pathway has a start point and an end
point. The start points are typically proteins that function as sensors and
as receivers of signals from other cells. These proteins are often associated
with the plasma membrane, where outside meets inside, and are referred to
as receptors. The receptors not only detect the signals but also convert them
into forms that can be understood and processed further within the cell.
This conversion process is called signal transduction. The signaling pathways
terminate at sites where the elements of the control layer come into contact
with the components of the fixed infrastructure. These are the control points
where the environmental and regulatory signals are converted into cellular
responses.

The cell nucleus contains large numbers of control points, and when these
sites are the end points the signaling process is termed gene regulation.
Alternatively, and more generally, the control processes carried out by
signaling proteins is referred to as cell regulation. One of the key factors
making possible the emergence of complex multicellular organisms is the
formation of gene regulatory networks composed of transcription regulat-
ing proteins, or transcription factors, and the DNA sequences they bind.
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TaBLE 1.2. Comparison of proteins in the fixed infrastructure and control layer.

Property Fixed infrastructure Control layer

Location Machines/factories in organelles Complexes in subcompartments
Mobility Little Considerable

Lifetime Longer Shorter

Structure Fixed Variable

Function Unifunctional Multifunctional

Changes in how these networks are built rather than in the genes they
control underlie the increased complexity of multicellular life.

Signal proteins are not only the messengers but also the messages. Since
the messages must be conveyed from one place to another, mobility is a
key property of the proteins. Mobility is less important for functions such
as metabolism carried out as part of large molecular machines in the
organelles. Another way signal proteins differ from the other proteins is in
the presence of post-translational modifications. Signal proteins are sub-
jected to a host of post-translational modifications. Some are made in the
ER and Golgi as part of the finishing process, but others, to be discussed in
the next chapter, are part of the signaling process itself. These alterations
endow the proteins with switchlike response properties, turning them on
and off. This property is absolutely essential for a signaling element, keeping
it available for conveying a message, but in an off-configuration until an
activating signal arrives.

There are several other ways that proteins belonging to the control layer
and fixed infrastructure differ from one another (Table 1.2). The function
of a protein, that is, what it does, is determined by its associations, and by
where and when it establishes them. Proteins that function as part of the
transcription machinery in the nucleus or as part of the electron transport
chain in the mitochondria, usually have a single purpose, and they carry
out this task over and over. The signaling proteins form complexes too.
However, the protein complexes are smaller than the large machines used
for metabolism and replication, and the associations and interactions are
more variable. They can be different in different cell types and will even
vary somewhat over time in the same cell type. Because of this flexibility,
signaling proteins are multifunctional, or pleiotropic, in their actions.

1.11 Eukaryotic Gene and Protein Regulation

Eukaryotic genes and proteins can be regulated in several ways. One of the
most important consequences of switch from prokaryotic to eukaryotic cell
organization is the creation of a large number of ways of controlling the
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mix of proteins being expressed at any given time in a cell. In place of DNA
regulation of prokaryotic gene and protein expression there is now a mul-
tiplicity of eukaryotic control mechanisms. Gene and protein expression can
be controlled through

DNA regulation
histone modification
splicing regulation
translation regulation
nuclear import/export

Histone modification has already been discussed. Nuclear import and
export refers to a strikingly simple and widely used form of regulation.
Many transcription factors are parked in convenient locations in the
cytoplasm awaiting activating signals. When activated they diffuse to
the nucleus, where they carry out their transcriptional activities. Exporting
the proteins back out of the nucleus into the cytoplasm is an equally simple
way of terminating their activities.

Translational regulation allows for the placement of messenger RNAs
(mRNAs) in sites where the proteins they encode might be needed at a
later time. Asymmetric distributions of mRNAs and proteins in cells early
in development lead to offspring that are dissimilar. Localized populations
of mRNAs are utilized as part of adult physiology. They are used, for
example, in nerve cells to avoid long time delays arising when signals must
be sent over long distances to the nucleus and the resulting proteins shipped
back out to the distant extrema.

The observation that for every one unique gene there is one unique
protein is correct as far as it goes, but in eukaryotes one must append the
equally true statement that the unique proteins come in several “flavors”.
Alternative splicing permits adjustments to be made to the proteins
expressed in different cell types. Eukaryotic genes are larger than their
prokaryotic counterparts and contain greater numbers of units called
domains (these are discussed in the next chapter). In vertebrates there are,
on the average, about three alternative spliced forms, or flavors, for each
protein. Signals sent to the control points in the splicing machinery help
determine which spliced variant, or isoform, gets made at that particular
time in that cell type.

A piece of the mystery of the relatively small size of the eukaryotic
genome is resolved by the observation that alternative splicing creates
many variants from a single gene, alleviating the need to store the instruc-
tions for making each variant in the DNA. Alternative splicing and post-
translational modifications are extensively utilized in the control layer. If
all of these flavors are counted as distinct items, the resulting signaling
protein numbers would comprise most of the genome, and the eukaryotic
totals would be far more impressive. One of the consequences of this mul-
tiplicity is that study of the control layer is more difficult than it would be
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otherwise. Because of the large numbers of structural variations, and also
because of the multifunctionality, mobility, low copy numbers, and short
lifetimes of the signaling proteins (Table 1.2), understanding of the control
layer is not as advanced as that of the proteins in the fixed infrastructure
involved in, for example, metabolism.

Lying at the heart of biology is the following observation, succinctly
stated by Francois Jacob in a 1977 article in Science: “What distinguishes a
butterfly from a lion, a hen from a fly, and a worm from a whale is much
less about differences in chemical constituents than in the organization
and distribution of their components.” In other words, all creatures, great
and small, carry out metabolism, replication, multiplication, and division in
much the same way. They differ from one another mainly in the way their
parts are arranged. Multicellular eukaryotes such as flies and worms are
clearly far more complex than bacteria. Yet it only takes a factor of two or
three more genes to get from one to the other. The answer to how this can
be possible is not in the numbers of genes or in a new type of biochemistry,
but rather in the way that the genes and their products, the proteins, are
used, and in the way eukaryotic cells are organized.

1.12 Signaling Malfunction Central to Human Disease

Malfunctions in molecular and cellular signaling lie at the heart of human
diseases. Proteins belonging to the control layer are involved in a host of
human disorders. They are key elements in cancers and in neurodegenera-
tive disorders in the elderly and mood disorders in the young. Signaling
processes make complex organisms like humans possible, but when there
are malfunctions, the signaling processes give rise to diseases in those very
same organismes.

Improper expression levels and malfunctions of signaling proteins are
responsible for a host of human cancers. The underlying causes of cancers
are mutations and other alterations in DNA. These aberrations produce
malfunctions and inappropriate expression levels of genes encoding
proteins that either promote growth or restrain it, or direct the apoptosis
machinery, or are responsible for DNA damage repair and signaling, and
chromatin remodeling. Erroneous signaling conveys inappropriate growth
signals, fails to turn on the body’s cell suicide program when it is needed, and
fails to repair DNA damage when it occurs.

The brain is the most complex organ in the body. A substantial portion
of the human genome is taken up with encoding brain-specific signaling
proteins. Some of these, such as the ion channels, endow the neurons
with the ability to generate action potentials, which are used to signal other
neurons and control muscle cells. Improper and excessive rhythms result-
ing from imbalances between the excitation and inhibition of neurons are
responsible for epileptic seizures and a host of attention, learning, and
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mood disorders. Proteolytic processing is a prominent part of the signaling
routes activated during embryonic development. But some of the same pro-
cessing elements that are crucial for embryonic development early in life
contribute to neurological disorders such as Alzheimer’s disease late in life.

Receptors, the proteins that reside in the plasma membranes of cells and
receive signals from other cells are key targets of therapeutic drugs. These
drugs act as ligands for the receptors, and are intended to elicit one of two
kinds of actions: (1) By binding the receptor, the drug may activate the sig-
naling pathway into the cell, stimulating processes that are otherwise not
properly working; (2) or alternatively, the drug may serve as a null ligand—
one that can bind the receptor but not stimulate signaling when doing so.
This second type of action is that of a blocker, since it ties up the receptor,
preventing other ligands from binding it and activating the signaling
pathway.

The preeminent family of receptors in humans is the G protein-coupled
receptor family. They are responsive to hormones, neuromodulators, and
neurotransmitters. Some 40 to 60% of all drugs target G protein-coupled
receptors. Some of the best known of these are the serotonin and adrener-
gic receptor-targeted drugs that treat depression, and the dopamine
receptor-directed drugs that treat schizophenia. Other examples are the
vasopressin receptor-mediated drugs that act as antidiuretics and the
angiotensin receptor-targeted drugs that treat hypertension. Three more
examples are: the histamine receptor-targeted drugs that alleviate allergic
symptoms, the opioid receptor-targeted drugs that alter mood, and the
neurokinin receptor-targeted drugs that alleviate pain.

1.13 Organization of Text

The textbook is organized into several parts. Chapters 2 through 5 serve as
an introduction, providing background information helpful for an under-
standing of signaling. Chapter 2 gives an overview of the control layer and
its relationship to cellular, nuclear, DNA, and protein organization. Chapter
3 examines the principal experimental methods used to probe the structure
of signaling proteins and their interactions with one another. One of the
most interesting and intensively studied processes in all of science is the
folding of newly synthesized proteins into their physiologically functional
three-dimensional shape. Chapter 4 has as its focus energy considerations.
It covers how energy considerations drive protein folding and binding, and
how proteins fold in the cell with the assistance of molecular chaperones.
Chapter 5 deals with the macromolecular forces that underlie not only how
proteins assume their functional forms but also how they interact with each
other.

The next three chapters serve as an introduction to signaling. A good
starting point for any discussion of signaling is the plasma membrane; it is
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the place where environmental conditions are sensed and most cell-to-cell
signals are received. The yeast stress and pheromone signaling systems, the
focus of Chapter 6, and the bacterial chemotaxis system, the main subject
of Chapter 7, are archetypical signaling systems. Yeasts must constantly
adapt to changing conditions in their environment, and, similarly, bacteria
must locate nutrients and sense and respond to changes in their external
environments. These systems exhibit many of the properties and principles
that characterize signaling in more complex organisms. For many years the
plasma membrane was regarded as a fairly homogeneous and passively fluid
substrate into which signaling proteins were embedded. That view has
undergone considerable change over the past few years with the realization
that the plasma membrane is organized into distinct signaling domains, and
that several kinds of lipids serve as signaling intermediaries. This new
picture of the plasma membrane, along with the role of small molecules—
lipid and nonlipid—in signaling is explored in Chapter 8.

The immune system provides several layers of defense against viral,
bacterial, and eukaryotic pathogens. These defenses are coordinated and
regulated by networks of signaling molecules. These signaling molecules are
the subjects of Chapter 9. In response to certain signals, leukocytes, or white
blood cells, converge upon sites of an infection and kill pathogens. Chapter
10 explores the role of signaling events taking place at the cell surface that
make possible the directed movement of leukocytes into an infection site.
Leukocytes are not the only cells requiring motility. During development
cells must move about and aggregate into tissues, and nascent nerve cells
must send out growth messages to connect with other nerve cells. These
signaling processes are examined, too, in Chapter 10.

Cells secrete growth factors and hormones in order to coordinate cellu-
lar growth and proliferation. The mechanisms whereby polypeptide growth
factors are received and transduced into cellular responses are discussed in
Chapter 11. G protein-coupled receptors transduce a remarkably diverse
spectrum of messages into the cell. Among these are light, gustatory,
odorant, pheremone, pain, immunological, endocrine, and neural signals.
Signaling through these receptors is covered in Chapter 12.

During embryonic development cell-to-cell signals coordinate the genetic
programs of growth, differentiation, and proliferation. These signaling
events, along with those that regulate motility, guide the formation of organs
and tissues with well-defined boundaries composed of functionally special-
ized cells derived from less specialized progenitors. The determination of
which tissue or organ a particular cell becomes part of, or cell fate, is the
focus of Chapter 13.

Asnoted in the last section, cancer and signaling are intimately connected.
Cancer can be regarded as a collection of diseases associated with malfunc-
tions of key elements of the control layer and DNA repair machinery.
The relationships between cancer and aberrant signaling are explored in
Chapter 14. During the past few years the subject of programmed cell death,
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or apoptosis, has moved to the forefront of cancer research. The goal is to
create drugs that kill cancers by forcing the cancerous cells to undergo apop-
tosis. This topic is explored in Chapter 15.

The main way that cells respond to environmental and cellular signals is
to alter gene expression, turning some genes on and others off. In eukary-
otes, the primary terminus of the signaling pathways leading from the cell
surface into the cell interior is the transcription and the splicing machinery
located in the cell nucleus. The mechanisms involved in turning on and off
specific genes are the focus of Chapter 16.

The next two chapters, 17 and 18, deal with gene regulation in bacteria
and by viruses. Bacterial cell-to-cell communication and gene regulation are
discussed in Chapter 17. Viruses suborn host defenses in order to gain entry
into a cell and once inside the cell create environments conducive to their
replication. Several examples of how elements of the host and viral control
layers interact are presented in Chapter 18.

The last three chapters of the textbook are devoted to signaling in the
nervous system. Nerve cells, or neurons, send signals to other neurons and
to muscle cells. The main goal of Chapter 19 is to explore how ion channels
open and close and work together to generate action potentials, the hall-
mark of nerve cell signaling. The next chapter (Chapter 20) describes how
nerve cells working together generate rhythmic activities, some associated
with sleep and other with awakening, some with rhythmic motor activities
such as walking and chewing, and others with heartbeat and breathing. The
last chapter (Chapter 21) deals with how complex organisms ranging from
worms to flies to humans learn and remember and forget and learn again.
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2
The Control Layer

Eukaryotic cell organization impacts signaling by the control layer in
several ways. One of the most important of these is to provide flexibility by
increasing the number of control points. The expression of a gene can be
regulated through interactions with the DNA and the transcription machin-
ery, with the histones, and with the splicing machinery. This property of the
eukaryotic control layer is explored further in the first part of this chapter.
The nucleosome, the basic repeating unit of chromatin, will be discussed
first and then nuclear architecture will be examined. Chromosomes are not
randomly distributed through the nucleus. Rather, there is a considerable
amount of nuclear order in support of transcription and splicing. The
arrangement of chromosomes into distinct structures and compartments
will be looked at.

Signaling proteins are highly modular, and most signaling proteins appear
to have been built by the forming of different arrangements of a set of
building block domains. Modularity is a good example of efficient coding—
if proteins are constructed from almost independent pieces, their parts can
be reused to make other proteins. This method of design facilitates genetic
rearrangements in which new proteins can be created without the body
having to first design new building blocks. There is a hierarchy of protein
structures from primary to quaternary. This organization will be the pre-
sented in the middle part of the chapter.

Proteins belonging to the control layer are themselves controlled through
the addition and removal of small groups of atoms. These changes are
reversible. They are referred to as post-translational modifications since they
occur subsequent to translation. They serve several signaling purposes. The
modifications influence the location of the signaling proteins within the cell;
they regulate their signaling activities by turning catalytic activities on and
off, and exposing and hiding interfaces, and they alter the messages they
convey. The main types of posttranslational modifications will be presented
in the last part of the chapter.

21
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2.1 Eukaryotic Chromosomes Are Built
from Nucleosomes

The double-stranded DNA molecules of the eukaryotic cell nucleus form
associations with proteins called histones. The resulting DNA-histone mate-
rial is known as chromatin. It was initially thought that DNA molecules
were uniformly wrapped in histones. The main function of the largely undif-
ferentiated histones was in support of supercoiling, which allowed the
chromatin to pack tightly into the nucleus. The current picture differs rad-
ically from the earlier one. In the new picture, histones are not distributed
uniformly. Instead, there is a fundamental repeating unit of DNA plus
histone called the nucleosome, and these nucleosomes are strung together
much like individual beads on the string. The histones have a quite specific
stoichiometry and act in a dynamic manner to regulate gene transcription.
They are not merely a passive set of girders for the DNA.

Nucleosomes are composed of 146 base pairs of DNA wrapped about a
histone octamer. The duplex DNA is wrapped about a histone core com-
posed of H2A, H2B, H3, and H4 histone pairs. The core nucleosome unit
(shown in Figure 2.4) is connected by a linker segment (called H1) of chro-
matin to the next nucleosome core unit. Each nucleosome has the DNA
wrapped about 1.75 times about the histone core forming a bead-like struc-
ture roughly 11 nm in diameter. The nucleosomes are themselves organized
into 30-nm diameter solenoidal structures, and these next larger structural
units are further wound into loops, and then into minibands, and finally into
tightly coiled chromosomes. By this means a meter or so of DNA is organ-
ized into a compact unit that fits into a region a few microns in each linear
dimension.

Growing crystals suitable for use in X-ray crystallography is often the
most difficult step in applying the technique to biomolecules, especially
large ones. In the case of the nucleosome, the challenge was in getting the
phases aligned. The exact positioning of the nucleosome along a length of
DNA is known as the phase. In order to create a crystal suitable for high-
resolution X-ray crystallography the DNA and histone core of each nucle-
osome must have the same phase. This problem was solved through the
development of a bacterially derived palindrome (“reading” the same for-
wards and backwards) DNA sequence that is able to attach to the histone
core in a repeatable (same phase) way. Multiple copies of these sequences
were inserted into bare histone cores taken from chicken red blood cell
nuclei. The resulting nucleosome and histone core structures are displayed
in Figures 2.1 and 2.2.

The transcription machinery and regulatory elements must have access to
DNA in order for transcription to occur. In its fully wound form, most of the
DNA binding sites are blocked, and are inaccessible. The DNA material
that is to be transcribed or replicated must be unwound and separated
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Ficure 2.1. Structure of the nucleosome revealed by X-ray crystallography at
2.5 A resolution: Shown in the figure is the double-stranded DNA wrapped around
a histone core. The DNA molecule is depicted in a stick model highlighting the base
pairings between complementary strands, and the histones are shown as ribbons and
strings. [From Harp et al. [2000]. Acta Cryst. D, 56: 1513-1534. Reprinted with per-
mission from the authors.]

sufficiently to expose the binding sites. Steric blockages are relieved, or alter-
natively enhanced, by proteins that interact with and modify DNA structure,
and also by proteins that alter histone structure. In eukaryotes, the ability to
influence gene expression by modifying histone structure adds a further
layer of control to that available through the protein-DNA binding.
Multiple control points are situated on histone tails that extend out from the
histone core beyond the DNA. As can be seen in Figure 2.2, these sites are
well exposed, thereby providing regulatory elements with ease of access.

2.2 The Highly Organized Interphase Nucleus

The interphase nucleus is a highly organized structure. The cycle of cell
growth and division passes through four stages. The first of these stages (G1)
is a cellular growth stage that prepares the way either for entry into a cell
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Ficure 2.2. Structure of the histone octamer revealed by X-ray crystallography at
2.5 A resolution: Depicted are the H2A, H2B, H3, and H4 core histones without the
surrounding DNA. Tails from the H2A, H2B, H3, and H4 histones are represented
by strings. These structures extend out from the core and interact with DNA and
with neighboring nucleosomes. [From Harp et al. [2000]. Acta Cryst. D 56:
1513-1534. Reprinted with permission from the authors.]

division series of stages (S, G, and M), to growth arrest (Gy), or to apop-
tosis (cell death). Cells that do not undergo growth arrest or apoptosis enter
a synthesis (S) stage where the DNA is replicated in preparation for mitosis.
This stage is followed by a further mitosis preparatory stage (G;) where
RNAs and proteins required for mitosis are synthesized. Finally, the cell
enters into mitosis (M) where the cell divides to produce two offspring. The
three stages preceding mitosis are collectively referred to as interphase.
Chromosomes are not randomly distributed in the nucleus during inter-
phase. Instead, they occupy distinct chromatin territories and are positioned
in a way that reflects their replication status. The chromatin territories
are partitioned into ~1Mbp-chromatin domains. Interchromatin spaces
separate the chromosome territories from one another. Gene-rich early
replicating chromatin is sequestered from gene-poor chromatin, and
from mid-to-late replicating chromatin. Early replicating chromosomes are
located in the nuclear interior, while inactive and late-replicating chromo-
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somes are situated at the periphery of the nucleus near or in contact with
the nuclear envelope.

The nuclear architecture facilitates transcription and splicing. Highly con-
densed chromatin serves to repress transcription while an open formation
allows access of transcription and splicing factors to the sites of transcrip-
tion. Chromosomes containing active regions of transcription are more
open in their organization than those not actively undergoing transcription.
The active regions typically lie on the outer portion of the chromosome ter-
ritories. They extend into the interchromatin spaces to permit a maximal
exposure of the surface of active genes to transcription and splicing factors;
the two activities, transcription and splicing, are synchronized with one
another.

The nucleus has several other kinds of structures in addition to chromatin
territories. The additional structures—nucleoli, coiled (Cajal) bodies, and
interchromatin granule clusters—are nonmembrane-associated organelles.
They are used for sequestering and storage, and for preparation and assem-
bly of materials used for gene transcription, pre-mRNA splicing, and pro-
tein synthesis. They are highly dynamic structures that form and reform
about local concentrations of materials that process RNA molecules. In more
detail:

¢ The nucleolus is the site of ribosome assembly, and forms in response to
transcription of ribosomal DNA (rDNA), the genes that encode riboso-
mal RNA. Preribosomal RNA (pre-rRNA) units associate with the small
nucleolar RNAs (snoRNAs), and are processed to form mature rRNAs.
Pretransfer RNAs (pre-tRNAs) are imported into the nucleolus and
processed there. The mature rRNAs associate with the tRNAs and a large
ensemble of ribosomal proteins to form ribosomes. Once assembled the
ribosomes are exported to the cytoplasm.

e Cajal bodies (CBs) are the sites of assembly of transcription complexes,
and contain high concentrations of RNA Pol I, Pol II, and Pol III. Recall
that there are three kinds of eukaryotic polymerases. RNAP Pol II tran-
scribes pre-mRNAs and most splicing RNAs. The other RNA poly-
merases transcribe rTRNA subunits, pre-tRNAs, and the U6 splicing
RNAs. A cell may contain up to ten Cajal bodies. Once assembled within
a CB, pol I complexes translocate to the nucleoli, where they transcribe
rRNA genes. Pol III assemblages diffuse to the U6 small nuclear RNA
(snRNA) involved in splicing, 5S rRNA and tRNA transcription sites,
and Pol II complexes diffuse out of the CBs and over to mRNA and
snRNA transcription sites.

e Interchromatin granule clusters (IGCs), or speckles, are distributed
throughout the inter-chromatin spaces. These organelles are enriched in
Ul, U2, U4/U6, and U5 small nucleolar ribonuclear particles (snRNPs)
and other components of the splicing machinery. (These will be discussed
in detail in Chapter 15.) The localization of splicing factors within the
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IGCGs is not static, but instead changes in time in a way that reflects the
transcriptional activity underway. Splicing factors diffuse in and out of
the granules to and from sites of transcription activity.

2.3 Covalent Bonds Define the Primary Structure
of a Protein

Proteins have a primary structure, a secondary structure, and a tertiary
structure. Proteins constructed from more than one polypeptide chain have
a quaternary structure, as well. A protein is a linear chain of amino acids,
connected to one another by means of peptide bonds. Twenty different
amino acids contribute to the formation of proteins. All have the same basic
architecture shown in Figure 2.3. There is a central carbon atom, called an
alpha carbon.Tied to it are an amino group, a carboxyl group, and a hydro-
gen atom. The fourth bond is with atoms belonging to the side chain (R).
Two forms, uncharged and charged, are depicted in Figure 2.3.

The starting point in determining a protein’s structure is the linear
sequence of amino acids. These sequences are unique for each type of
protein. In a protein, each amino acid residue in a sequence is linked to the
next amino acid residue by means of a covalent peptide bond, and for that
reason proteins are commonly referred to as polypeptides. The primary
structure of a protein macromolecule is its covalent structure, including all
covalent disulfide bonds that form during folding. The core of the amino
acid is the repeating NC,C unit. These units, covalently linked to one
another by peptide bonds, form the main chain, or backbone, of the protein
in which a carboxyl group of one amino acid and an amino group of the
next amino acid in the sequence are linked together by a peptide bond. The
result of joining amino acids by means of peptide bonds is depicted in
Figure 2.4. By comparing Figures 2.3 and 2.4 one can see that two hydro-
gen atoms and an oxygen atom are removed during peptide bond forma-
tion. These are restored during hydrolysis of the peptide bond.

(a) b (b)
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FIGURE 2.3. Amino acid structure: In amino acids, the bound organic groups,
denoted by the “R” symbols, are termed side chains. (a) Form of an uncharged
amino acid. (b) Form of a dipolar, or zwitterion, amino acid.
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FiGure 2.4. Two amino acids joined together by H 0 " H 0
means of a peptide bond. | I
N—C,— (S — C,—C
|| N |
H R H R

TaBLE 2.1. Properties of common secondary structure:
The second column lists the psi (y) values and the third
column the phi (@) values for the ideal structural
elements. The last column list the number of residues
per helical or strand turn.

Secondary structure psi phi n
Alpha helix -57.8 —47.0 3.6
3.10 helix -74.0 —4.0 3.0
Pi helix -57.1 —-69.7 4.4
Beta strand -139.0 +135.0 2.0

The peptide CN link is partially double bond in character. Consequently,
the atoms cannot rotate freely about the CN bond axis. Instead, the four
atoms highlighted in Figure 2.4 form a rigid planar peptide unit. The single
bonds on each side of the peptide bond, that is, the C,C and the NC,, bonds,
are quite flexible with respect to rotations (torsions) about the bond axes.
The angle of rotation about the C,C axis is usually denoted as psi (W) and
that about the NC, axis as phi (¢). The identification of (¥, ¢) for each amino
acid residue completes the specification of the main chain conformation. Not
all values of W and ¢ are allowed, due to steric constraints associated with
the van der Waals radii. Instead, a Ramachandran plot of the (¥, ¢) values
for a given protein will have areas of high density of points indicative of that
protein’s B sheet and o helix secondary structural content. Large regions of
the Ramachandran plot will be empty corresponding to (¥, ¢) values that
are sterically forbidden. Characteristic psi and phi values for several kinds
of helical structures, and for the beta sheet, are presented in Table 2.1. The
tabulated values differ considerably from one another, and data points
falling about these values will be well separated in a Ramachandran plot.

2.4 Hydrogen Bonds Shape the Secondary Structure

Portions of the polypeptide chain that occur near one another tend to form
geometrically regular, repeating structures during the process of folding
into a three-dimensional functional form. The most commonly encountered
regular structures are alpha helices (o helices), beta sheets (B sheets) and
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turns. Sequences that do not form one of these kinds of regular structures
are grouped together in a general category called random coils. The
arrangement of these features within the protein constitutes the protein’s
secondary structure.

Alpha helices and beta sheets are stabilized by hydrogen bonds between
amide (NH) and carbonyl (CO) groups. In alpha helices, the hydrogen
bonds form between a carbonyl group on the ith residue and the amide
group on the (i + 4)th residue lying below it. In beta sheets, the hydrogen
bonds form between the carbonyl group lying on one strand and the amide
group situated immediately adjacent to it on the other strand. The beta
strands can be oriented in either a parallel or an antiparallel manner. Some
proteins are mostly alpha helix; other mostly beta sheet, and some are a
mixture of the two. These are referred to as o/f if the two types of struc-
tural element are mixed and o + B if they remain distinct.

Alpha helices are about 10 residues in length and these structures
account for about a third of the amino acid residues in a typical protein.
Beta sheets are typically 6 amino acid residues in length and they account
for a quarter of the residues. Turns allow the chain to reverse direction. They
along with loops are usually located on the protein surface and thus contain
polar and charged residues. Protein structures tend to be compact with little
space left open in the interior. Hydrogen bonds formed in the protein inte-
rior neutralize buried polar groups. Structural compactness and the use of
hydrogen bonds to neutralize interior polarity drive the formation of the
alpha helices and beta sheets.

180
¢ (deg) 0 !
-180
—180 0 180
v (deg)

FiGcure 2.5. Ramachandran plot: Shown is a stereotypic contour plot of the distri-
bution of main chain torsion angles ¢ and ¥ determined from high-resolution X-
ray crystallographic data. Darker shading denotes more highly favored torsion angle
combinations. Blank (white) regions represent conformations that are sterically
forbidden. The most favorable conformations for alpha helices and beta sheets are
concentrated into the three main regions. Beta sheet torsion angles appear as a
double-peaked distribution in the upper left quadrant of the plot. The distribution
of torsion angles for right handed alpha helices peaks in the lower left quadrant,
and that for left handed alpha helices peaks in the upper right quadrant. Each of
the 20 amino acids populates similar, but slightly different, portions of the
Ramachandran plot.
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i i

FiGURE 2.6. Topology of two common structural motifs: (a) The four-helix bundle,
and (b) the Greek key. In the plots, cylinders represent alpha helices, and arrows
oriented in the amino-to carboxyl-terminal direction denote beta strands. The
helices and strands are connected by short turns and longer loops. The four-helix
bundle can be regarded as a pair of helix-turn-helix structures. The Greek key is
assembled from two pairs of antiparallel beta strands.

2.5 Structural Motifs and Domain Folds:
Semi-Independent Protein Modules

In the alpha helix, the backbone forms the inner portion of structure while
the side chains rotate outward. Several different arrangements of helices can
be formed. One arrangement is as a stand-alone helix. Another arrangement
is as coiled coils in which two or more helices are twisted about one another
to make a particular stable structure. This type of structural motif is common
in muscle and hair. Yet another kind of structure is formed when two helices
are connected by a flexible loop. This structure, a helix-loop-helix, is com-
monly encountered in DNA-binding proteins. More generally, when second-
ary structure elements associate with other secondary structures they form
supersecondary structures. In this process, strands, loops, and turns connect
the alpha helices and beta sheets, and form different kinds of stereotypic
compact structures. When these structures involve sequential arrangements
of two or three elements they are referred to as structural motifs.

Domains are structural units formed by sequential combinations of more
than three secondary structures, and by stable associations of two or more
structural motifs. Typical examples of a domain is the four-helix bundle
formed by two pairs of alpha helices connected by a loop; another typical
domain is the five-element, alternating arrangement of beta sheets and
alpha helices known as a Rossman fold, and still another is a two pairs of
beta sheets known as a Greek key. Domains are semi-independent folding
units, and for that reason they are often referred to as domain folds.

2.6 Arrangement of Protein Secondary Structure
Elements and Chain Topology

A number of empirical rules can be formulated that summarize the packing
of amino acid sequences into three-dimensional folding domains. These
rules are quite general and summarize the observation that secondary struc-
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tures pack into one of a small number of geometries and the chains assume
one of an equally small number of topologies. For example, beta sheets form
layered structures with either alpha helices or other beta sheets on their
faces. Alpha helices either distribute themselves about a core or form
layered structures. The packing of helices about a core can be described by
regular polyhedra. Three helices pack into an octahedron, four helices
describe a dodecahedron, five helices form a hexadecahedron, and six
helices pack into a icosahedron. The packing of sheets is more variable.
Most beta sheets pack into two-layered structures, with the sheets either
aligned or orthogonal. Some beta sheets, notably in o/f proteins, form
barrels. In barrel patterns the B sheets coil around to form a cylinder and
the o helices are arranged on the cylinder surface.

The rules for chain topology state that knots in the polypeptide chain do
not form nor do secondary structure elements cross through one another.
Instead, the chain topology is minimally convoluted. Secondary structure
elements that are adjacent in the polypeptide sequence prefer to pack in
an antiparallel manner, and groupings of the form B-X-B, where X is either
an o-helix or a B-strand in an adjacent sheet, are right handed. The helices
pass through the folding domain and so the connections between helices
form on the outside along the ribs of the polyhedra. Beta sheet topology
forms hairpin, Greek key, or jellyrolls, depending on the number of strands
(respectively, two, four, six).

2.7 Tertiary Structure of a Protein: Motifs and Domains

Proteins involved in signaling tend to be fairly large. They are constructed
from a number of structural motifs and domains connected by loops that
serve as flexible linkers. The Src protein shown in Figure 2.7 serves as an
example of domain organization. Domains operate as functional units, and
when proteins are formed with a specific set of domains they inherit those
functions. Some signaling proteins contain just a few domains, while others
contain large numbers of domains and because of that are termed mosaic
proteins. Domain folds typically contain from 100 to 250 amino acids, but
can be as small as 25 to 30 amino acids. In mosaic proteins, small domains
along with larger ones often appear as tandem repeated sequences.
Prokaryotic genes average 850 to 1000bp in length while eukaryotic genes
average 1400 to 1450 base pairs (bp) in size, and thus contain a greater
number of these semiautonomous folding units.

The tertiary structure of a protein refers to the way the constituent
domains and supersecondary structure elements come together to form the
folded and physiologically functional protein. For most proteins this is the
final layer of protein organization, and proteins are classified into structural
families based on their domain composition. Listed in Table 2.2 are some
of the more common families of proteins encoded in the human genome as
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Ficure 2.7. Domain organization of the Src protein, a nonreceptor tyrosine kinase:
It consists of four domains—an N-terminal SH3 domain, a C-terminal SH2 domain,
and two catalytic domains, connected by linker segments. Amino acid residues that
form well-defined secondary structure elements are drawn as (dark) coiled ribbons
and as (grey) planar ribbons or arrows. The coiled ribbons, like the cylinders used
in the previous figure, denote alpha helices. The planar ribbons or arrows form
layers that denote beta sheet secondary structures, either parallel or antiparallel.
The SH2 domain is of the form o + B; its secondary structure resembles a two-
layered sandwich with two short alpha helices plus a central beta sheet. The SH3
domain contains a pair of antiparallel beta sheets. Tyrosine kinases catalyze the
transfer of phosphoryl groups to selected tyrosine residues. As can be seen in the
figure the catalytic domains are mostly alpha helical, except for the N-lobe, where
a prominent beta sheet component is present. Tyrosine kinases will be discussed in
Chapter 11. The figure was generated using Protein Explorer with the Brookhaven
Protein Data Bank (PDB) entry (accession number) 2Src containing the atomic
coordinates of Src determined by x-ray crystallography (to be discussed in
Chapter 3).

defined by the presence of one or more of the domains listed in the first
column. The sizes vary from as few as 25 to 33 amino acid residues for the
minidomains to 120 amino acid residues for the PH domain. The domains
are not mutually exclusive, and a single protein will usually contain one or
more of several different kinds of domains. Minidomains are often arranged
in the proteins as tandemly repeated elements. Including the term “repeat”
as part of the name reflects this propensity.

Several kinds of changes have taken place in the human genome. New
families of vertebrate genes appear that encode proteins belonging to the
immune and nervous systems, and there is a new family (KRAB) of zinc
finger transcription factors. A more widespread kind of change is the crea-
tion of new architectures, that is, of new arrangements of domains that can
subsume new functions. A third type of change is the large expansion of
existing families. Listed in Table 2.2 are representative examples of each of
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TaBLE 2.2. Commonly encountered domains in the human: Sizes of the domains
are given in terms of the numbers of amino acid residues. The fourth column lists
the number of genes encoding the domains. All of these domains have signaling
roles. The last column indicates the most prominent activities associated with pro-
teins containing these domains. Im: immune system function; Extra: Extracellular
adhesion; Trans: transcription regulation.

Domain Symbol Size Genes* Function
Immunoglobulin Ig 100 765 Im, Extra
EGF-like EGF 35 222 Im, Extra
Fibronectin Type 111 Fn3 90 165 Im, Extra

EF hand EF 40 242 Im, Extra
Ankyrin repeat Ankyrin 33 276 Im, Extra, Signal
Leucine-rich repeat LRR 25 188 Im, Extra, Signal
Cadherin Cadherin 110 114 Im, Extra, Signal
WD-40 repeat WD40 50 277 Signal

Pleckstrin homology PH 120 193 Signal

Src homology 3 SH3 60 143 Signal

Src homology 2 SH2 100 119 Signal

PDZ PDZ 80 162 Signal

C2H2 zinc finger C2H2 30 706 Trans
Homeobox Homeobox 60 267 Trans

RING finger RING 50 210 Trans
Krueppel-associated box KRAB 75 204 Trans

* Data from International Human Genome Sequencing Consortium [2001]. Nature 409:
860-921; Venter JC et al. [2001]. Science, 291: 1304-1351.

these categories. The table includes domain families prominently associated
with immune and extracellular functions such as adhesion to the extracur-
ricular matrix, the ECM, and also large numbers of domains that mediate
interactions between control layer proteins and between proteins and
DNA. These domains and the signaling proteins that contain them will be
examined in detail in later chapters.

2.8 Quaternary Structure: The Arrangement of Subunits

Signaling proteins are frequently assembled from distinct polypeptide
chains. In these situations, the protein is said to have a quaternary structure.
“Quaternary structure” describes how the individual chains, or subunits,
are arranged in the protein. Several kinds of multichain proteins play
important roles in the control layer. One type of multichain protein is the
ion channel, where several subunits form a membrane-spanning pore that
permits passage of ions and small molecules across the membrane. In these
proteins, the subunits are tightly bound to one another. Other classes of
proteins embedded in the plasma membrane, and serving as receivers of
cell-to-cell signals, are assembled from multiple subunits that are much
more loosely bound to one another. This kind of protein organization is
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widely encountered in the immune system, and in these cases, unlike the
ion channels, the different chains may perform distinct functions.

Some of the large signaling proteins that reside in the cytosol and serve
as central organizers of the signal pathways are constructed from multiple
subunits. Specific functions are sequestered in the different subunits of the
proteins, and the ability of the protein’s subunits to associate and dissoci-
ate from one another in a key part of how the signaling system works. Alter-
native splicing is often used to generate different forms of specific subunits.
This makes possible the creation of many different combinations of sub-
units; each one specialized for a specific cell or tissue type. By this means
many proteins of a similar kind, but each performing a slightly different
task, can be constructed from a small instruction set.

2.9 Many Signaling Proteins Undergo
Covalent Modifications

Proteins can associate with the plasma membrane in several ways. If they pass
completely through the plasma membrane they are able to convey a signal
from one side to the other. Most receptors work this way relaying signals
from outside the cell to the inside. Alternatively, the proteins may attach to
either the extracellular side or the intracellular side by means of the tether.
The tether, a type of post-translational modification, passes into one of the
leaflets but does not pass all the way through to the other side of the plasma
membrane. The proteins so anchored tend to form clusters of signaling
elements, which may relay signals to nearby proteins that pass through the
plasma membrane or not, depending on the composition of the cluster.

One of the most striking features of the control layer is its widespread
use of post-translational modifications. Some of the modifications are made
during protein processing and finishing as discussed in the last chapter. This
type of modification is common in proteins that function in the plasma
membrane. But many others are made later and are part of the signaling
process itself. There are several different kinds of modifications all involv-
ing either the covalent addition of a group or structure, or the cleavage of
the protein or a part thereof.

The main modifications are:

¢ Covalent attachment of anchors that tether signal proteins to one side or
the other of the plasma membrane.

e Addition of sugar groups to the extracellular region of transmembrane
signaling proteins.

¢ Proteolytic cleavage of anchors and proteins to free up the proteins for
movement and conveyance of a message, or, alternatively, to keep them
inactive and degrade them.

¢ Covalent addition and removal of phosphoryl, methyl, and acyl groups
to cytosolic proteins.
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2.10 Anchors Enable Proteins to Attach to Membranes

The region at and just below the plasma membrane is an important
locus of signaling molecules. In response to the onset of signaling, many
cytosolic proteins translocate to the plasma membrane where they are
anchored to the cytosolic face and become activated. There are four types
of modifications to cytosolic proteins that enable them to anchor to the
plasma membrane and to the membranes of organelles: myristoylation,
palmitoylation, farnesylation, and geranylgeranylation (Table 2.3, and
Figures 2.8 and 2.9).

A crucial feature of acyl and prenyl anchors is that they are weak. Elec-
trostatic interactions between N-terminal basic (+) residues and acidic (-)
lipids contribute along with the anchor to the attachment. Because of the
weak attachment the proteins can be detached easily by altering the elec-
trostatic environment. This is usually done by phosphorylation, the cova-
lent attachment of a phosphoryl group (with two negative charges). The
modification to the basic residues weakens the electrostatic forces suffi-
ciently to enable the protein to detach from the membrane and translocate
to the cytoplasm to carry out its signaling function. This allows for reversible
attachment and operation as an electrostatic switch.

The addition of the aforementioned fatty groups to proteins makes
possible the proteins’ anchoring to the inner, or cytoplasmic, leaflet of the
plasma membrane. A different kind lipid modification is made to proteins
to allow them to be anchored to the outer, or exoplasmic, leaflet. These

TABLE 2.3. Membrane anchors: Abbreviations—cysteine (C); alipathic residue
(residues with long hydrocarbon side chains such as leucine and isoleucine) (a);
X = serine (S), methionine (M), alanine (A), or glutamine (Q); leucine (L).

Location and type of anchor Attachment

Inner Leaflet

Acyl type
Myristoyl Preferentially attaches to glycine residues at the
N-terminus
Palmitoyl Preferentially attaches to cysteine residues variably
located through a thioester link
Prenyl type Covalently attaches through a thioester link to a cysteine
residue located four residues from the C-terminus. The
last three residues are removed and the new C-terminus
group is methylated.
Farnesyl C-terminal sequence CaaX
Geranylgeranyl C-terminal sequence CaalL

Outer Leaflet
Glycosylphosphatidylinositol Attaches to the C-terminal amino acid; directed by a
(GP]) signal peptide that is removed and replaced by the
anchor
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FiGure 2.8. Acyl anchors covalently attached to membrane proteins: (a) A 16-C
palmitoyl anchor is attached to a cysteine residue. (b) A 14-C myristoyl anchor is
covalently attached to a glycine residue.
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FIGURE 2.9. Prenyl anchors covalently attached to membrane proteins: (a) A 15-C
farnesyl anchor is attached to a cysteine residue. (b) A 20-C geranylgeranyl anchor
is covalently attached to a cysteine residue.



36 2. The Control Layer

anchors are made from a complex sugar plus a phosphatidylinositol
grouping, and are called GPI (glycosyl phosphatidyl inositol) anchors.
The GPI anchors are preformed in the endoplasmic reticulum (ER) and
attached to the newly synthesized proteins. Proteins bearing these anchors
are localized on the cell exterior, where they can be easily freed up by
proteolytic proteins called sheddases. These proteolytic proteins are given
that particular name because they cleave, or shed, the exoplasmic domains,
or ectodomains of their targets. The proteins, once freed of their anchors,
function as soluble proteins. Dual form proteins, membrane-associated and
soluble, are frequently encountered in immune and endocrine (hormonal)
signaling.

2.11 Glycosylation Produces Mature Glycoproteins

Most proteins destined for insertion in the plasma membrane contain cova-
lently linked oligosaccharides that extend out from their extracellular side.
These proteins are referred to as glycoproteins. Their post-translational
modifications are started in the ER and finished in the Golgi apparatus.
There are two forms of modification, N-linked and O-linked. In N-linked
glycoproteins, a carbohydrate is added to a side chain NH; group of an
asparagine amino acid residue. In O-linked glycoproteins, the oligosaccha-
ride chain is appended to a side chain hydroxyl group of a serine or threo-
nine amino acid residue.

These modifications alter the binding properties of the signaling proteins.
By adding or removing the carbohydrate groups, the affinity for a particu-
lar ligand can be either increased or decreased, and can even be shifted to
favor one ligand over another. These properties have been explored for a
prominent signaling protein called Notch that is involved in embryonic
development. Notch signaling and other developmentally important pro-
cesses will be explored in Chapter 13. What is of interest here is that rather
than genetically encoding a variety of Notchlike proteins, each with slightly
different ligand-binding properties, a small number of Notch proteins are
expressed and their properties are then altered post-translationally as the
need arises.

2.12 Proteolytic Processing Is Widely Used in Signaling

Notch undergoes additional modifications subsequent to ligand binding.
It is proteolytically processed to form a diffusible messenger protein that
translocates to the nucleus where it functions as a transcription factor. Pro-
teolytic processing of membrane proteins to create mobile messengers is
not limited to Notch, but instead is used in several signaling pathways. In
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this way, a single protein performs multiple tasks within a single signaling
pathway. Because several signaling intermediates are eliminated, the sig-
naling process is a rapid one requiring few steps to go from the initiating
sensing stage to a terminating control point.

Proteolytic processing is not restricted to membrane proteins. It is uti-
lized heavily to change the properties of cytosolic proteins from immobi-
lized forms to mobile ones. Proteolytic processing is a key component of
signaling pathways involved in regulating the cell cycle, embryonic devel-
opment, and immune function. The mechanism is similar in all of the
pathways. A crucial signaling element is parked in a specific location in the
cell through its binding to an inhibitory protein. In response to activating
signals, proteolytic enzymes (the 26S proteosome) chop up the inhibitory
proteins, thereby freeing the signaling proteins for movement into the
nucleus where they promote gene transcription. These mechanisms will be
discussed in more detail when the specific pathways in which they appear
are examined.

2.13 Reversible Addition and Removal of
Phosphoryl Groups

Reversible protein phosphorylation is the preeminent mechanism used by
all cells to convey a signal. It is used to direct cellular responses to the
binding of hormones, growth factors, and neurotransmitters to receptors
and ion channels at the cell surface. It is used to regulate metabolism,
growth and differentiation, and learning and memory. In this process, a
phosphoryl group is covalently attached to a specific residue on a target
protein thereby modifying that protein’s activity. ATP serves as the donor
of the phosphoryl group. Protein kinases are enzymes that catalyze the
transfer of a phosphoryl groups from the ATP molecules to protein targets.
Another class of signaling molecules, protein phosphatases, does the oppo-
site. Protein phosphatases catalyze the removal of phosphoryl groups, that
is, they catalyze their hydrolysis.

Different amino acid residues serve as the primary recipients of phos-
phoryl groups in bacteria and eukaryotes. In bacteria, phosphoryl groups
are transferred to aspartate and histidine residues forming His-Asp phos-
phorelays. In eukaryotes, there are two classes of protein kinases. One
group catalyzes the covalent attachment of phosphoryl groups to serine and
threonine residues and the other promotes the attachment to tyrosine
residues (Figure 2.10). Protein kinases are central elements in most signal
pathways and are present in large numbers of metazoan and plant genomes.
The human genome encodes close to 900 eukaryotic protein kinases. These
signaling elements will be introduced again in Chapters 6 (bacteria) and 7
(yeasts and other eukaryotes).
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Ficure 2.10. Phosphorylation of serine, threonine, and tyrosine side chains:
Hydroxyl (OH) groups located at the ends of the side chains provide sites for cova-
lent attachment of phosphoryl groups.
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Ficure 2.11. Covalent attachment of methyl and acetyl groups to arginine and
lysine side chains: Amino groups located at the ends of arginine and lysine side
chains provide sites for attachment of one or more methyl or acetyl groups.

2.14 Reversible Addition and Removal of Methyl and
Acetyl Groups

Phosphoryl groups are not the only groups that are added and removed
from signaling proteins as part of their cellular function. Methyl and acetyl
groups are added and removed, as well. Whereas side chain hydroxyls
provide binding sites for the phosphoryl groups, side chain nitrogens do the
same for the methyl and acetyl groups. The transfer targets are the amino
groups lying at the ends of the side chains of lysine and arginine residues.
The amino groups provide multiple attachment sites for methyl groups.
Several examples of methylation are presented in Figure 2.11. Two
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nitrogens are present at the ends of arginine side chains, allowing for a
symmetric distribution of methyl groups between the two nitrogens, or,
alternatively, for one or the other of the nitrogens to have most if not all of
the methyl groups.

The enzymes that catalyze the transfer of methyl groups to arginine
and lysine residues are referred to as arginine methyltransferases and as
lysine methyltransferases, respectively. These enzymes use an endogenous
cellular molecule called S-adenosyl-L-methionine, or SAM, as the methyl
group donor. SAM is synthesized in cells of the body from methionine
and ATP, and readily donates its methyl group to the guanidine groups
on the arginine side chains and to the amino groups on the lysine side
chains.

The amino groups at the end of lysine side chains are the main
attachment sites for acetyl groups. The enzymes responsible for catalyzing
the transfer of acetyl groups to lysines are known as acetyltransferases.
These enzymes use acetyl coenzyme A (acetyl CoA) as the acetyl group
donor. The acetyl group is attached by a sulfur atom to CoA forming a
high-energy thioster bond, making it easy to transfer to acceptors such as
lysine.

2.15 Reversible Addition and Removal of
SUMO Groups

Small ubiquitin-related modifier (SUMO) is a member of the ubiquitin
family of regulatory proteins. Like ubiquitin, it is covalently attached to
a variety of proteins through the sequential actions of three sets of
enzymes. Recall that ubiquitin is first activated in an ATP-dependent
way by E1 enzymes. A thioester bond is formed between the C-terminal
of the ubiquitin protein and the E1 ubiquitin-activating enzyme. The
ubiquitin protein is then transferred to an E2 ubiquitin-conjugating
enzyme, and then to the E3 ubiquitin protein ligase, which then transfers
it to either the substrate or to multiubiquitin chains formed there. The
substrate so tagged by one or more ubiquitin molecules is then degraded
by the 26S proteosome.

The SUMO system of enzymes operates in a somewhat similar fashion.
There is an E1 SUMO-activating enzyme, which consists of a heterodimer
in place of the single polypeptide chain found for the ubiquitin E1. There
is an E2 SUMO-conjugating enzyme, and there is an E3 SUMO protein
ligase, which accelerates the direct transfer of SUMO from the E2 to the
substrate. These attachments are illustrated in Figure 2.12.

Both ubiquitination and sumoylation have regulatory roles. Whereas
ubiquitination of a protein generally tags that protein for destruction by the
26S proteosome, attachment of a SUMO group has a different role. It is a
reversible process. It helps stabilize proteins and their interactions with
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Ficure 2.12. Ubiquitination and sumoylation: Conjugates are formed between
lysine NH group and carbonyl groups at the C-terminal of ubiquitins and SUMO.

other proteins, and assists in localizing proteins to specific compartments
within the cell.

2.16 Post-Translational Modifications to Histones

Post-translational modifications to histones are an important regulatory
mechanism. Chromatin structure plays an important role in determining
which genes are to be transcribed at any given moment in time. There are
two forms of chromatin. Transcriptionally inactive chromatin, called hete-
rochromatin, is tightly compacted. In heterochromatin, sites where tran-
scription initiation and regulation take place are largely inaccessible to the
proteins responsible for these actions. In contrast, transcriptionally active
chromatin, or euchromatin, has a far more open shape. In euchromatin, sites
where transcription factors and the transcription machinery bind are acces-
sible to the responsible proteins.

As discussed earlier in this chapter, nucleosomes contain two each of
several core histones. The amino terminals of these core histones extend
out from the nucleosomes to form histone tails. These tails provide a means
for other proteins to influence transcription. The histone tails provide sites
for attachment of methyl groups, acetyl groups, and SUMO groups. The pre-
dominant targets of the post-translational modifications are the amino
groups lying at the end of lysine side chains. The lysine residues, along with
arginine residues, can be methylated, acetylated, sumoylated, or ubiquiti-
nated. As shown in Figure 2.13, the tails of the histones are enriched in these
residues, and thus supply multiple sites for attachment of these groups.
Attachment of acetyl and other groups neutralizes the net positive charge
on the tail regions, and this reduction weakens the attraction between the
tails and the DNA. As a consequence the histone-DNA interactions are
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Ficure 2.13. Covalent modifications of histone tails: Shown are regulatory sites
modified by acetylation (A), methylation (M), phosphorylation, or ubiquitination
(U). As is customary the sites are numbered in ascending order starting from the
N-terminal. One-letter codes for the amino acids are arginine (R), lysine (K), and
serine (S). (Three- and one-letter abbreviations for the amino acids are listed in
Table 4.1.)

lessened allowing for a greater access of the DNA to transcription regula-
tors. Similarly, addition of net negative charge through phosphorylation on
serine residues also serves to decondense chromatin.

Many of the proteins that act in a supporting role to help activate or
suppress transcription interact directly with the histones rather than with the
DNA. Some of these enzymes function as histone acetyltransferases (HATS)
or alternatively as histone deacetylases (HDACS), adding or removing
acetyl groups from histone tails, using acetyl coenzyme A (acetyl-CoA) as
the donor. Other coregulatory enzymes operate in a similar manner, adding
or removing methyl groups or phosphoryl groups or SUMO groups or ubiq-
uitin groups.
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Problems

These problems require use of a PC to run the Protein Explorer, the free
software used to model the Src protein as shown in Figure 2.7. The first step
is to install “Chime” to enable your browser to talk to the Protein Explorer.
Then bring up the Protein Explorer. (You may want to save the URL under
your “Favorites” pull-down.)

2.1 Bring up the atomic coordinates for the Src protein displayed in Figure
2.7. Its Protein Data Bank (PDB) accession number is 2src. Next
remove the water molecules and ligands leaving just Src. Then display
the image in the form shown in Figure 2.7. Hint: Go to “Quick Views”
and use the “Display” feature to bring up the “cartoon” depiction of
the secondary structure. Then drag on the image to rotate into the ori-
entation presented in Figure 2.7.

2.2 Click on “Mol Info” and then the “Header” button to bring up addi-
tional information about the protein Src. Note the list of amino acids
comprising the primary structure.

2.3 Returning to the image of the Src protein. Bring up a “backbone”
display of the protein. What does this image show?

2.4 Now, bring up a “ball-and-stick” model of Src. What do the balls rep-
resent and what do the sticks denote? Click on some of the balls shown
in the image. What happens when this is done?

2.5 Change the display to a “space-fill” model. What do the spheres now
mean; that is, what do their radii represent? How is hydrogen treated?
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Exploring Protein Structure
and Function

A variety of methods have been developed that enable researchers to study
the structure and function of proteins at the atomic, molecular, intermole-
cular and cellular levels. Some methods exploit differences in charge and
mass of the proteins in order to distinguish one kind of protein from
another. Other methods exploit the many kinds of interactions occurring
between electromagnetic radiation and biomolecules. Depending on the
wavelength and the properties of the target material, electromagnetic
radiation will be scattered and diffracted, absorbed and emitted. In all, an
ensemble of methods is used in the laboratory not only to explore protein
structure, but also to investigate posttranslational modifications, inter-
molecular interactions, cellular localization, and pleiotropy.

The preeminent methods for exploring the shape and internal structure
of proteins at atomic level detail are X-ray crystallography and nuclear
magnetic resonance (NMR). These techniques provide detailed three-
dimensional information on how the proteins are organized into their func-
tionally distinct domains and motifs, and what happens when one protein
binds to another. They identify which amino acid residues are critical for
protein-protein and protein-DNA binding, and they reveal the functional
consequences of mutations of specific amino acid residues. As will be seen
in later chapters, proteins involved in intracellular signaling often possess
catalytic domains that stimulate the transfer of phosphoryl groups from one
protein to another. X-ray crystallography and NMR show how these cata-
lysts work, and how their activities are regulated.

The goal of techniques such as gel electrophoresis and DNA microarrays
is to examine which proteins are expressed at higher levels and which ones
at lower levels in response to specific kinds of signaling events and condi-
tions. That is, they provide intermolecular and cellular level details. The
mass spectrograph, often used in conjunction with these methods, permits
the researcher to determine with high resolution the masses of proteins that
have been isolated by gel electrophoresis and the microarrays. Another
method, the yeast two-hybrid method, has become the leading method for
determining which sets of proteins interact with one another to form the

45
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TaBLE 3.1. Methods using electromagnetic interactions to explore protein structure
and interactions.

Experimental method Level of detail Process

X-ray crystallography Atomic X-ray diffraction

Circular dichroism Molecular Absorption of polarized
UV light

Fluorescence resonance energy transfer Intermolecular Visible light absorption
and emission

IR and Raman spectroscopy Molecular Absorption (IR) and
scattering (Raman) of IR
light

NMR spectroscopy Atomic Nuclear spin flips

TaBLE 3.2. Physical methods used to explore protein structure and interactions.

Experimental method Level of detail Process

Yeast two-hybrid Intermolecular Protein-protein interactions
Gel electrophoresis Molecular, Intermolecular Mass/charge separation
Mass spectrograph Molecular Mass/charge separation
DNA microarrays Cellular Complementary base-pairing

signaling pathways in the cell. And another method, fluorescence resonance
energy transfer, is used to explore protein interactions and view the move-
ments of the signaling proteins in the cell. All of the methods listed in Tables
3.1 and 3.2 will be discussed in this chapter, some to a greater extent than
others. The discussion will start with a review of the electromagnetic spec-
trum and how electromagnetic waves interact with matter. X-ray crystal-
lography, NMR, and FRET will be explored next, followed by discussions
of the physical methods.

3.1 Interaction of Electromagnetic Radiation
with Matter

Electromagnetic radiation interacts with matter in a variety of ways. Recall
that the wavelength and frequency of an electromagnetic wave are inversely
proportional to one another, and the speed of light is the constant of pro-
portionality. That is,

v =I, (31)

where A (cm) is the wavelength, v (cycles/s) denotes the frequency, and ¢
represents the speed of light, equal to 2.99 x 10!’ cm/s. Electromagnetic radi-
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ation is quantized into discrete packets called photons. The energy E of each
packet is given by Planck’s formula:

E=hv, (3.2)

where & = 6.626 x 10?7 erg-sec is Planck’s constant. According to Egs. (3.1)
and (3.2), as the frequency increases, or equivalently the wavelength
decreases, the photon energy goes up.

Electromagnetic radiation is not limited to a narrow range of wave-
lengths, but rather spans a broad range of wavelengths from less than a
nanometer to more than a meter. The shortest waves are the gamma rays
(y-rays) emitted by atomic nuclei, and the longest waves are radio waves
emitted by charged particles as they move back and forth in, for example,
interstellar gases. The continuum of different kinds of radiation, each char-
acterized by a unique wavelength, is known as the electromagnetic spectrum.
The middle portion of the electromagnetic spectrum contains the infrared
and ultraviolet regions with the visible range sandwiched in between. These
three regimes are the most important portion of the spectrum with respect
to biological systems.

According to the formulas just presented, as wavelengths decrease,
photon energies increase. The energies corresponding to the different
wavelength regimes are presented in Figure 3.1 in units of kcal/mol to
facilitate comparison to familiar bonding energies, which are usually
given in these units—the energies of covalent bonding are on the order of
100kcal/mol. Noncovalent interactions such as hydrogen bonds have
energies in the range 1 to 10kcal/mol, and thermal energies are roughly
0.6 kcal/mol.

Visible
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Ficure 3.1. Electromagnetic spectrum: Shown in the upper portion of the figure are
the types of radiation emitted. The kinds of transitions, or motions, that absorb and
emit the radiation are shown in the lower part of the figure. Vertical dashed lines
delineate the boundaries between the different regimes. The actual boundaries
between radio waves and microwaves, and between ultraviolet and X-rays, are not
sharp but instead the regimes merge into one another.
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Molecules are not static entities but instead are in constant thermal
motion, gaining and losing energy through random collisions with other
molecules. The kinetic energy absorbed in the collisions is converted into
vibrations and rotations about bond angles. These so-called collective modes
can also be excited when the atoms and molecules absorb radiation in the
appropriate wavelength range. The correspondence between wavelength
regimes of electromagnetic radiation and protein motions (transitions) that
produce the radiation is presented in the lower portion of Figure 3.1.

Recall that electrons move in specific atomic and molecular orbits, each
with a well-defined energy. The lowest energy state of the electrons in their
various orbits around a nucleus is called the ground state, and all others are
referred to as excited states. Besides inducing vibrational and rotational
activity, electrons can transition into excited states when radiation of the
correct wavelength is absorbed. Electromagnetic radiation of well-defined
energies is involved whenever electrons, atoms, and molecules undergo
transitions from one state to another, either higher or lower. The energy of
the absorbed and emitted radiation is equal to the difference in energies
between the two energy levels (states), and its frequency (wavelength) is
given by the following form of Planck’s formula:

E2 —E1 =AE =hv. (33)

The absorption and emission of photons is depicted in Figure 3.2.

()

(b)

Ficure 3.2. Absorption and emission of electromagnetic radiation: Horizontal lines
represent energy levels of a simplified molecule possessing just a single ground state
and a single excited state. From left to right: (a) Absorption—The molecule, initially
in its ground state, absorbs a photon and undergoes a transition to an excited state.
(b) Emission—The molecule, initially in its excited state, undergoes a transition to
the ground state and emits a photon in the process.
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3.2 Biomolecule Absorption and Emission Spectra

Biomolecules such as amino acids, peptides, and proteins absorb and scatter
light in the ultraviolet and visible portions of the electromagnetic spectrum.
Many of these biomoleucles selectively absorb light of particular wave-
lengths while scattering light at other wavelengths. These molecules act as
pigments, imparting color to the materials in which they reside. The specific
groups of atoms responsible for these absorption properties are known as
chromophores, or “color bringers.” The chlorophylls are prominent exam-
ples of chromophore-bearing molecules. They selectively absorb light in the
blue and red portions of the spectrum, and scatter light in the green range.
The result is the pronounced green color of plants.

Another common example of a biomolecule with striking chromatic prop-
erties is hemoglobin. Its absorption/scattering properties impart a red color
to fully oxygenated blood while conveying a bluish tint to deoxygenated
blood. Those electrons in a chromophore responsible for the light absorption
are sensitive to their local environments, especially the presence of nearby
charged groups. In the case of hemoglobin, the heme group forming the
chromophore is sensitive to the presence or absence of bound oxygen atoms.

Photoreceptors form another class of chromophore-bearing proteins.
The class includes ospins found in the mammalian retina along with phy-
tochromes and cryptochromes, which enable bacteria, plants, and animals to
adapt their cellular responses to local lighting conditions and undergo cir-
cadian rhythms. Opsins will be discussed in Chapter 12. Phytochromes and
cryptochromes will be explored in Chapter 7. Protein chromophores can be
built about the peptide bond, or about side chains, or upon prosthetic
groups covalently attached chains that are nominally not part of the protein.
Examples of prosthetic groups operating as chromophores are the heme
groups and opsins.

When atomic groups absorb light, electrons are promoted into excited
states (orbits). One of three things can then happen. The electrons may
deexcite to the ground state without emitting radiation in a process called
internal conversion. Alternatively, the excess energy may be lost through
emission of photons having energies less than those of the absorbed light, with
the remaining energy lost in a radiationless manner. If this happens rapidly,in
a time scale of nanoseconds, the process is referred to as fluorescence (Figure
3.3),and the chromophores are called fluorophores.If,on the other hand, the
lifetime of the excited state is long-lived, in the millisecond to second range,
the process of absorbing and then emitting light is called phosphorescence.

3.3 Protein Structure via X-Ray Crystallography

Because of their short wavelength, X-rays can be used to explore the
arrangements of individual atoms in proteins and other biomolecules. X-
rays are produced whenever swiftly moving electrons strike a solid target.
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Ficure 3.3. Schematic depiction of fluorescence: Shown are sets of related states,
or bands, along with vertical arrows denoting transitions between states. From left
to right, a packet of electromagnetic radiation is absorbed by a fluorophore, pro-
ducing a transition from the ground state to an excited state. Shortly thereafter, the
fluorophore deexcites back to the ground state, emitting a photon with a slightly
lower energy and longer wavelength. Energy not carried off by the emitted photon
is lost through radiationless transitions between vibrational states within the excited
state band and within the ground state band.

In an X-ray tube, a beam of electrons is generated that strikes a metallic
anode (typically copper) to produce an X-ray beam. Two types of X-rays
are produced—characteristic X-rays that generate a line spectrum, con-
taining a set of narrow strong peaks, and a smooth spectrum of continuum
X-rays produced by coulombic interactions between the electron beam and
the positive-charged nuclei (called bremsstrahlung, or braking radiation). In
X-ray studies, characteristic K, X-rays produced by transitions among inner
shell electrons are typically used. These have a well-defined wavelength of
about 1.5 A, comparable to atom-atom bond lengths.

X-rays are scattered by the electron clouds of atoms, particularly by
tightly bound electrons near the center of atoms, with no change in wave-
length and no change in phase. Light scattered from single atoms is too
weak to observe, but the amount of light can be amplified using purified
crystals. In a crystal, large numbers of identical molecules are arranged in
aregular lattice. Light passing through a crystal will be scattered in a variety
of directions. Spherical wavelets scattered by different atoms will interfere,
some constructively and some destructively. For certain wavelengths and
scattering directions, the wavelets will be in phase to produce strong con-
structive interference. Constructive interference taking place between light
waves as they are scattered off of the atoms serves to amplify the light, pro-
ducing a characteristic pattern of light spots and dark areas, a diffraction
pattern, that can be seen and analyzed to yield information on how the
atoms are arranged.



3.3 Protein Structure via X-Ray Crystallography 51

. Reflected X-ray
Incident X-ray beams

beam —_——

\////
N LT
NS/
4\ / e
\V/

FiGure 3.4. Scattering of X-rays from a series of planes in a crystal: A beam of
X-rays impinges on a series of crystal planes. Some of the light is scattered back
(reflected) from each of the planes while the remainder of the light is transmitted.
The optimal situation where the angle of incidence equals the angle of reflection is
depicted in the figure.

W.H. Bragg and his son W.L. Bragg formulated the basic theory of relat-
ing diffraction patterns to atomic positions in a crystal in 1912-1913. They
noted that a three-dimensional crystal could be viewed as a set of equidis-
tant parallel planes. The conditions for maximal constructive interference
are twofold. First, the scattering from each plane must be a specular, or
mirror, reflection in which the angle of incidence equals the angle of reflec-
tion. This situation is depicted in Figure 3.4. Second, the X-ray wavelength
A, distance between parallel planes d, and angle of reflection 6, obey the
relationship known as Bragg’s law:

2d sin® = nA. (3.4)

In Eq. (3.4), n is an integer that can take on the values 1, 2, 3, and so on.
When n = 1, the spots of light are known as first order reflections, and when
n = 2, they are called second order reflections. First order reflections are
more intense than second order reflections, and similarly for third and
higher order contributions.

The light spots are produced when the light waves arrive at the detector
in phase with one another and thus constructively interfere. In an X-ray
diffraction experiment, the intensities and positions of the light spots are
recorded. The diffraction patterns are converted into electron density maps
through application of a mathematical operation known as a Fourier trans-
form. Several tens of thousands of reflections are collected in a typical
X-ray diffraction experiment. Computer programs, taking as input the
resulting electron density map and knowledge of the primary sequence, are
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Ficure 3.5. X-ray crystallography: A unit cell is shown containing the molecule to
be studied. It is replicated many times in the crystal sample. X-rays scattered from
the atoms in the crystal produce a complex three-dimensional pattern of light and
dark spots in the detector called reflections. The patterns of light and dark spots are
a consequence of the way the waves from different atoms in different locations in
the unit cell interfere with one another. A typical diffraction pattern produced in
one-dimension from a pair of atoms is depicted in the figure. As can be seen, there
is a series of peaks where the waves constructively interfere, and each peak is sep-
arated from the next by a trough where the waves from the two atoms destructively
interfere. These reflections are then converted into an electron density map. A
typical portion of an electron density map is depicted. The map, a contour plot,
shows peaks where the electron density is high and valleys or open areas where the
electron density is low. In the model-building portion of the data analysis, the three-
dimensional structure of the molecule is deduced using computer programs.

used deduce the three-dimensional arrangement of atoms in the protein
(Figure 3.5).

X-ray crystallographic data have been used to deduce the atomic struc-
ture of more than 16,000 proteins to date. In 1953, Crick and Watson
deduced the double helix structure of DNA using the X-ray crystallo-
graphic data of Franklin and Wilkins. This discovery was followed by those
of Perutz and Kendrew, who used X-ray crystallography to deduce the
atomic structure of hemoglobin and myoglobin in the period from 1953 to
1960. These were the first two proteins to be so described in atomic detail.
Since that time a rapidly increasing number of proteins have had their
atomic structure solved. The three-dimensional coordinates (x, y, z) for each
atom in the protein are deposited in the Protein Data Bank (PDB) and
made available to the research community. The PDB repository was estab-
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lished at Brookhaven National Laboratory in Long Island, and at several
mirror sites throughout the world. Of the more than 16,000 structures for
proteins and peptides that have been deposited in the PDB to date, 14,000
were determined using X-ray crystallography and 2000 using nuclear mag-
netic resonance (NMR) spectroscopy.

3.4 Membrane Protein 3-D Structure via Electron and
Cryoelectron Crystallography

The overall limitation of X-ray crystallography is the growing of purified
crystals with sufficient numbers of molecules. This outcome is exceptionally
difficult to achieve in the case of large and complex protein molecules such
as those embedded in membranes that pass back and forth through the lipid
bilayer several times. These proteins have a hydrophobic band that tends
to destabilize them when they are removed from the lipid bilayer and sol-
ubilized. In electron crystallography, both the native environment and the
biological activity of the membrane proteins are preserved.

The central idea in electron crystallography is similar to that which drives
X-ray crystallography. By growing a crystal containing a large number of
the molecules of interest one can greatly amplify the crystal’s weak signals.
In this approach, two-dimensional membrane crystals are prepared. Elec-
tron diffraction patterns are then acquired using high-resolution cryoelec-
tron microscopes. This method has been used to study light-harvesting
complexes that function as antennae of solar energy in plants, and to inves-
tigate the atomic structure of porins of gram-negative bacteria. The method
was first applied to the study of bacteriorhodopsin, the light-driven proton
pump located in the purple membrane of Halobacteria and, more recently,
to the analysis of the three-dimensional structure of the acetylcholine
receptor, a neurotransmitter-gated ion channel located in nerve-muscle
synaptic membranes.

3.5 Determining Protein Structure Through NMR

Nuclear magnetic resonance (NMR) spectroscopy is the second major
experimental method used to determine the three-dimensional atomic
structure of proteins. In this method, one utilizes pulses of electromagnetic
radiation in the radiofrequency (RF) range of the EM spectrum. NMR
pulse frequencies are typically in the range 300 to 600 MHz. These fre-
quencies correspond to wavelengths of 100 to 50cm, and the corresponding
RF energies are 10 orders of magnitude weaker that the X-ray energies.
Photons of these energies are used to induce transitions between nuclear
(proton and neutron) spin states. The subsequent relaxation of the nuclear
spin distributions back to their equilibrium distribution is sensitive both to
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the electron distribution surrounding the nucleus and to neighboring
nuclear spins. As a consequence, one can deduce atomic structure of a
protein from an analysis of its NMR spectra.

Electrons, protons, and neutrons have an intrinsic angular momentum, or
spin. Because they have a spin angular momentum, they have a magnetic
dipole moment and can interact with an external magnetic field as depicted
in Figure 3.6. Like electrons, protons and neutrons have a spin of 2. Nuclei
with an odd number of neutrons and an even number of protons, or alter-
natively, an odd number of protons and an even number of neutrons will
have a net spin of 1. Spin 1/2 nuclei encountered in biomolecules are 'H,
13¢C, BN, 'F, and 3'P. This is not the only nonzero spin value possible. Nuclei
with an odd number of proteins and also an odd number of neutrons, like
’H, have a spin of 1. In Figure 3.6, spin is indicated by ..
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FiGure 3.6. Splitting of energy levels of a spin 12 particle by an external magnetic
field: (a) In the absence of a magnetic field, the energies of the spin up and spin
down states of the spin 12 particle are the same. The energy levels are no longer the
same in the presence of a magnetic field. The energy of the particle whose spin is
aligned parallel to the magnetic field, the spin +1/2 particle, is lower than the parti-
cle whose spin is aligned against the external magnetic field, that is, the spin —1/2
particle. The energy levels are said to be split by the magnetic field. (b) If the spin
12 particles are exposed to a source of electromagnetic energy, while in the mag-
netic field, there will be a sharp absorption peak when the frequency of the elec-
tromagnetic wave exactly matches the frequency of the photon needed to trigger a
transition from the lower to the higher energy level.
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The negatively charged electron clouds surrounding nuclei reduce the
magnitude of the magnetic field experienced by the spin 12 protons and
neutrons residing in the atomic nucleus. This effect is called shielding. Each
atomic species has a uniquely different electron cloud, and thus different
atoms will undergo different line splittings in the presence of the same
external magnetic field. Nearby atoms will influence the energy splitting
through the shielding effects, as well. Atoms such as oxygen that are
strongly electronegative will have a far greater influence on neighboring
atoms than will, for example, carbon atoms.

Shielding by the atom’s electron cloud and those of its neighbors give rise
to several different observable effects. The electron clouds will alter the
locations of the peaks; they will create clusters of peaks in place of single
isolated peaks and produce variations in the peak heights. The creation of
clusters of peaks arises through interactions of the spins (magnetic fields)
of the atoms in one group with the spins (magnetic fields) of atoms in neigh-
boring groups. In more detail, interactions between spins split the energy
levels, and the transitions between these energy levels appear as the dis-
tinct peaks in the plot of chemical shifts. An example of this, for the case of
interactions between a methyl group and a methylene group, is presented
in Figure 3.7. If the methyl group were isolated from its neighbors, there
would be a single hydrogen peak, since each of the three hydrogen atoms
sees the same environment. The presence of a nearby CHj; group induces
the splitting of the single peak into three peaks, and similarly, the presence
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Ficure 3.7. Chemical shifts of hydrogen atoms in a CH3CH; molecular environ-
ment: The arrangement of atoms in the two groups is depicted in the insert. The
chemical shifts are plotted with respect to a reference shift, taken as the zero of the
axis, and are given in units of parts per million (ppm).
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of the nearby CHj group induces the splitting of the single peak for CH,
into four peaks. Variation in peak heights is not arbitrary, but instead is a
direct consequence of the relative contribution to each peak from different
spin-spin interactions (see Problem 3.4).

3.6 Intrinsic Magnetic Dipole Moment of Protons
and Neutrons

Protons and neutrons, like electrons, have an intrinsic magnetic dipole
moment. The magnitude of the magnetic moment for a proton is

I"LP = 279HN,
and for a neutron it is
U, =—-1.91py.

The quantity px is known as the nuclear magneton. It is defined in a manner
analogous to the electron dipole moment as

eh
2M.’

p

Un = (3.5)
where e is the unit charge, 7 is Planck’s constant divided by 2r, M, is the
proton rest mass, and c is the speed of light. Since the mass of a proton is
1837 times the mass of an electron, the magnetic dipole moment of a proton
or neutron is /1000 that of an electron.

A free proton at rest in a uniform static magnetic field By oriented along
the z-axis can occupy one of two spin states. It can either be in a spin up
state (I, = +12) or a spin down state (I, = —12). The energy associated with
lower energy spin up state is

E+ = _upBO 5
and that of the higher energy spin down state is
E_= HPBQ.

If an RF pulse of electromagnetic energy is applied that matches the tran-
sition energy, or energy difference, between these two states, the spin can
be flipped from the lower energy state to the higher. The proton will then
relax back to its lower energy state. The resonant frequency of the RF pulse
that triggers the spin transition is

— 21, B

. (3.6)

Vo

Nuclear magnetic resonance of protons in bulk matter was first demon-
strated in 1946 by Felix Bloch and, independently, by Edward M. Purcell.
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Their efforts followed earlier work by Isidor I. Rabi, who discovered the
NMR effect in molecular beam experiments in 1937. Norman F. Ramsey,
working in Rabi’s laboratory, acquired the first radiofrequency (RF) spectra
the following year, and developed the chemical shift theory in 1949. These
initial studies have evolved into a powerful technique used to study bio-
molecules in solution, and to a diagnostic tool, magnetic resonance imaging
(MRI), used in medicine.

3.7 Using Protein Fluorescence to Probe Control Layer

Fluorescent proteins can be used as sensitive probes of the movements and
interactions of control layer elements. Proteins that fluoresce emit light at
a characteristic emission wavelength, Aen, shortly after absorbing light at
their characteristic excitation wavelength, A.x. The wavelengths at which
both absorption and emission occur fall in the short to middle portion of
the visual spectrum. An energy level diagram, a schematic depiction of the
energies of the low-lying electron orbitals of the protein’s fluorophore, is
presented in Figure 3.3. As shown in the figure, there is a ground state band
consisting of number of closely spaced energy levels, and an excited state
band, also consisting of a cluster of energy levels. Levels within the excited
state band are populated when light is absorbed. The emission of light cor-
responds to electronic transitions from the excited state band back down
to the ground state band. The energies of absorbed and emitted photons
differ slightly. The emitted photon has a greater wavelength, reflecting its
slightly lower energy.

Green fluorescent protein (GFP) and other naturally fluorescent mole-
cules are found in organisms ranging from the bioluminescent jellyfish
Aequorea victoria to the non-bioluminescent coral Discosoma striata. The
ability of GFP to fluoresce is due to the presence of a fluorophore consist-
ing of a sequence of three amino acid residues—Ser 65-Tyr 66-Gly 67. This
internal sequence is post-translationally modified to a ring structure and the
tyrosine is oxidized. These two changes convert the trio of amino acid
residues into a fluorescing center. The natural form, or wild type, of GFP
has an excitation maximum at 395nm, a secondary excitation maximum at
470nm, and an emission peak at 509 nm. These peaks correspond to green
light. The protein extracted from Discosoma striata fluoresces in the red
range, and is named dsRed. In addition to these naturally occurring fluo-
rescent proteins a number of variants have been created with altered prop-
erties that improve their utility as markers. The excitation and emission
peaks for several fluorescent protein variants are presented in Table 3.3.

The DNA sequence for the 28kDa green fluorescent protein has been
determined. To make a fusion protein, the complementary DNA, or cDNA,
of the protein of interest is inserted into a vector along with the DNA for
the GFP. When the combined gene is expressed in a transfected cell (the
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TaBLE 3.3. Spectral properties of green fluorescent
protein variants.

GFP variant Color Aex (Nm) Aem (nNM)
eBFP blue 380 440
eCFP cyan 434 476
eGFP green 488 509
eYFP yellow 514 527
dsRed red 558 583

cell into which the vector was inserted) the resulting fusion protein will
contain the GFP covalently attached to the study protein, in a way that does
not interfere with the normal operation of that protein. The fusion protein
functions as a fluorescent reporter. When excited either by a laser or by an
incandescent lamp, the protein will emit light and thus report its presence.
Fusion proteins made in this manner have been used to study how signal-
ing proteins move about the living cell. They have been employed to visu-
alize the subcellular compartmentalization of the signaling molecules, and
to view how the proteins move from one locale to another, in and out of
organelles, and back and forth to the plasma membrane.

In Aequorea victoria, GFP operates in close association with another
protein, aquorin, a naturally luminescent protein that emits blue light.
Energy is transferred in a radiationless manner from the fluorophore of
aquorin to the fluorophore of GFP. The GFP absorbs the blue light and in
turn emits green light. The process of radiationless energy transfer from one
fluorophore to another is called fluorescence resonance energy transfer
(FRET). This process can occur when the energy level differences involved
in emission from one fluorophore overlap the energy level differences
involved in excitation of the second fluorophore. That is, FRET can occur
if the donor emission spectrum overlaps the acceptor excitation spectrum.

3.8 Exploring Signaling with FRET

Fluorescence resonance energy transfer can be used to explore signaling
within the living cell. Fluorescence resonance energy transfer and related
techniques can be used to study protein-protein interactions. In this ap-
proach, one fluorophore is fused to the first of two proteins and the other
to the second protein. When the first protein is well separated from the
second, the first protein will emit light at its characteristic emission wave-
length upon stimulation. If the two fluorophores satisfy the conditions for
FRET, there will be a shift in wavelength of the emitted light from that of
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the first protein (the donor) to that of the second (the acceptor) when the
two proteins some into contact. These processes can then be studied with
light microscopy. The nature of the emitted light is sensitive to relative
orientation of the two fluorophores and to their spatial separation. These
dependencies can be exploited in the design of the fusion proteins, so that
the emission spectra reflect conformational changes and properties of the
protein-protein interactions.

The principle behind the use of FRET for studying protein-protein
interactions can be applied in a variety of ways to the study of signaling.
As was the case for protein-protein interactions, two particles are brought
into close proximity, one fused to a fluorescent donor and the other to a
fluorescent acceptor. The sought after signaling interactions are then
studied and quantified by measuring the changes in FRET efficiency. When
the two fluorophores are far apart the efficiency is low, but this changes in
the presence of the interaction of interest. This is the basis for studying
post-translational modifications such as proteolytic cleavage and phos-
phorylation; the movement of small signaling intermediaries such as cyclic
adenosine monophosphate (cAMP), Ca*", and cytochrome c; and it has
been used to study the trafficking of proteins as they are secreted from the
cell.

Several examples illustrating how the FRET principle is applied are
presented in Figure 3.8. In the first example, that of phosphorylation by a
protein kinase, a phosphorylation reporter is created. This (the reporter)
protein contains an amino acid sequence that is typically phosphorylated
by the kinase of interest. When the sequence is phosphorylated by the
kinase a second domain in the reporter protein recognizes and binds to the
phosphorylated sequence. The second domain contains a fluorescent
protein that acts as the acceptor, while the first domain contains the donor.
When the protein is phosphorylated by the kinase and the second domain
binds it, the fluorescent acceptor is brought closer to the donor and the
FRET efficiency increases.

A similar procedure is followed for proteins called cameleons, which
report the presence of calcium, an exceptionally important small signaling
molecule. In this case, calmodulin (CaM), a calcium-binding protein, is used
in constructing the reporter. Again a donor and acceptor are appended; the
donor is appended to CaM and the acceptor to a peptide known as M13
that binds tightly to CaM what the latter binds calcium. The third example
presented in Figure 3.8 represents the converse situation, that of proteoly-
sis. To study proteolysis, a protein is created with donor and acceptor fluo-
rescent proteins. The two regions are connected to one another by an amino
acid sequence that is characteristically cleaved by the proteolytic enzyme
(protease) of interest. When the reporter protein is cleaved by the prote-
olytic protein, FRET ceases as the two fluorescent proteins drift apart and
no longer interact.
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FiGurke 3.8. Fluorescence resonance energy transfer (FRET) used to explore intra-
cellular signaling: (a) Phosphorylation—A laser emits radiation at 440nm, trigger-
ing emission from a CFP at 480nm in the left hand panel. The phosphorylation
recognition domain connected to the first domain by a flexible linker binds the phos-
phorylated protein following kinase activity in the right hand panel. These changes
result in FRET and an increased emission from the YFP at 535nm. (b) Calcium
binding—In the absence of calcium, a calcium-binding protein, calmodulin, is in a
confirmation that loosely tethers an M13 peptide. When it binds four calcium ions,
it assumes a dumbbell-like shape that induces a tight binding of the M13 peptide
resulting in FRET and increased emission at 535 nm. (c) Proteolysis—In the absence
of the protease, the two domains remain in close proximity and emit radiation at
535nm. When the protease cleaves the linker, the two portions of the protein move
apart and no longer exhibit FRET.

3.9 Exploring Protein Structure with Circular Dichroism

Another important property of biomolecules is their chirality, or handed-
ness. All amino acids used to make proteins are left handed (L-amino acids)
and all sugars used in DNA and RNA are right handed (D-sugars). This is
not accidental. A consistent handedness on the part of protein-forming
amino acids is essential for the proper folding of the polypeptide chains into
compact three-dimensional shapes. Not all molecules possess a handedness.
For this to occur a central atom surrounded by four different atoms or
atomic groups must be present. The alpha carbon in the amino acids serves
as the chiral center, and all amino acids with the exception of glycine satisfy
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the chirality condition. The left and right handed forms of chiral molecules
are collectively referred to as optical isomers or as enantiomers—
nonsuperimposable mirror images of one another.

Chiral biological materials are sensitive to the chiral behavior of left and
right circularly polarized light and absorb the two light forms in different
ways. In circular dichroism (CD), differences in absorption between left and
right circularly polarized light are measured as a function of wavelength.
These measurements provide information on the secondary structure
content of the proteins. The measurements can be used to determine whether
the protein is mostly alpha helical, or whether it is made up mostly of anti-
parallel beta sheets and turns. Circular dichroism utilizes the ultraviolet (UV)
portion of the electromagnetic spectrum, typically in the range of 200 nm.

3.10 Infrared and Raman Spectroscopy to Probe
Vibrational States

Transitions between rotational states in proteins are of fairly low energy and
correspond to absorption of EM radiation in the microwave portion of the
spectrum. Vibrational transitions are somewhat higher in energy. There are
three kinds (modes) of vibrations—symmetric stretching, asymmetric
stretching, and bending. In symmetric stretching, the stretching and contrac-
tions in bond length of a pair of bonds connecting a central atom to its two
neighbors are of the same magnitude. In asymmetric stretching, the stretches
and contractions are of unequal magnitude. The energies of the transitions
between vibrational states lie in the infrared portion of the EM spectrum and
can be explored using infrared (IR) spectroscopy and Raman spectroscopy.

In infrared spectroscopy, measurements are made of the frequencies of
IR light that are being absorbed by the sample of interest. The IR wave-
lengths of most interest in explorations of biomolecules span the range from
2.5 to 15 microns, which is in the middle IR regime. The absorption spectra
measured using IR spectrometers contain dips at wavelengths where the
light has the correct energy to induce transitions between vibrational states
and be absorbed. In Raman spectroscopy, inelastically scattered light is
examined. The difference in energy between absorbed and emitted light is
taken up by other vibrational transitions, and these transitions appear as
spikes in the spectra.

3.11 A Genetic Method for Detecting
Protein Interactions

The yeast two-hybrid system is a genetic method for detecting protein-
protein interactions. There are a number of methods for detecting interac-
tions between proteins. One of these, first introduced in 1989 and widely



62 3. Exploring Protein Structure and Function

used since then, is the yeast two-hybrid system. This method involves the use
of designed transcription factors (the hybrids) and reporter genes. Reporter
genes are genes whose protein products have easily detected activities. Tran-
scription factors are proteins that stimulate transcription. The transcription
factors used in the yeast two-hybrid approach activate the reporters. The first
of these to be used is the Ga 14 protein in the yeast S. cerevisiae. This protein
stimulates transcription of the lacZ reporter gene that encodes the enzyme
B-galactosidase, whose activity can be easily measured (assayed).

Ga 14, like many transcription factors, contains a DNA-binding domain
and a transcription activation domain. (Transcription factors will be exam-
ined in detail in Chapter 16.) The modular organization of the Ga 14 protein
is exploited to create a pair of hybrid proteins. One hybrid consists of the
DNA-binding domain of Ga 14 fused to protein X. The other contains the
activation domain of Ga 14 fused to protein Y. The two hybrids are rein-
troduced into the yeast cell. If protein X (the bait) interacts with protein Y
(the prey) the Ga 14 DNA and activation domains will be brought into close
proximity and the pair will be able to stimulate transcription of the reporter
gene.

In the yeast two-hybrid method, different combinations of bait and prey
are tested to identify interacting proteins. A common approach to carrying
out large scale testing is to utilize two haploid yeast strains. One strain
contains the bait and the other the prey. The strains are then mated and the
interactions are determined by assaying the activity of the reporter gene in
the diploid strain. This variant of the two-hybrid method is called interaction
mating or mating assaying. It has been applied to several organisms whose
genomes have been sequenced. For example, several hundred protein-
protein interactions have been identified in this manner in S. cerevisiae.

3.12 DNA and Oligonucleotide Arrays Provide
Information on Genes

One consequence of the work on complete genome sequences is the
existence of libraries of genomes for many organisms. These libraries of
DNA sequences form the basis for the newly developed microarray
technologies. The physical basis for the microarray approaches is the com-
plementary binding propensity of single-stranded nucleic acid sequences—
nucleic acid bases preferentially bind to their complementary bases. A
microarray is a glass slide containing single-stranded genetic material
affixed in a regular grid. Each grid spot contains a single gene product that
has been amplified (i.e., many copies made) in a polymerase chain reaction
(PCR). A sample set of mRNAs from a cell of interest is then washed over
the array. These nucleic acids will bind (hybridize) to the cDNA counter-
parts immobilized in the array yielding a profile of the particular gene being
expressed in the cell.
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In order to determine relative abundances the mRNA samples are
labeled with a fluorescence dye. Typically, the sample of interest is labeled
with a red fluorescent dye and there is a control sample that is labeled
with a green fluorescent dye. By illuminating the spots with a laser and
observing the color of the spot the relative abundances can be determined.
Red would indicate a high abundance of the sample relative to the
control, and green the opposite situation. Yellow would indicate equal
abundances, and black a lack of hybridization by either sample or control
at that spot.

DNA microarrays generate enormous amounts of data. They provide
information on which sets of genes are expressed (and how strongly) at dif-
ferent times in the cell cycle and in response to which kinds of environ-
mental stimuli. When interpreted and assembled into a regulatory model
these kinds of data provide a molecular level explanation of how the cell
or organism under study behaves.

3.13 Gel Electrophoresis of Proteins

Size and composition of protein complexes can be determined using one-
and two-dimensional gel electrophoresis. In polyacrylamide gel elec-
trophoresis, or SDS-PAGE, a polyacrylamide gel serves as an inert matrix
over which proteins in a detergent solution migrate. Sodium dodecyl sulfate
(SDS), the detergent, binds to hydrophobic portions of proteins causing
then to unfold (denature) into extended chains, to dissociate from other
proteins and lipid molecules, and for their subunits to unbind to each other.
The large number of bound, negatively charged detergent molecules more
than cancels any net positive charge on the protein. The overall negatively
charged proteins migrate towards the positive electrode when a voltage is
applied. The distance the protein moves is dependent upon the mass (size)
of the protein, and so the proteins separate into bands arranged according
to mass. The mass bands can then be analyzed to yield the protein masses
and subunit composition.

In 2D gel electrophoresis, proteins are separated by both mass and
charge. The proteins in the sample are again separated by a detergent, but
this time the detergent is uncharged. The net charge on the now separated
proteins is left unchanged. Recall that altering the pH of the solute will
change the net charge on a protein, and proteins have an isoelectric point—
the pH value at which the protein net change is zero. When electrophoresed
in a gel in which a pH gradient has been applied the proteins will migrate
to their individual isoelectric points and stop because at this point there is
no force due to the electric field acting on the protein. When this procedure
is followed with an SDS-PAGE procedure carried in a second direction
orthogonal to that of the isoelectric focusing, the result is a set of proteins
immobilized in a 2D gel separated by charge and mass.
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3.14 Mass Spectroscopy of Proteins

Mass spectroscopy can be used to measure the masses of proteins, and to
determine post-translational modifications. J.J. Thomson developed the
mass spectrograph in the period from 1906 to 1913. He initially used his
devices to study “canal rays,” positively charged ions produced in a cathode
ray tube. He later used the mass spectrograph to measure the masses of a
variety of atomic species, establishing their discrete character, and then
by this means established the existence of isotopes of stable elements.
A number of researchers, most notably Aston, Dempster, Bainbridge,
Mattuach, and Nier in the 1920s and 1930s further developed the discipline
of mass spectrometry in which combinations of electric and/or magnetic
fields are used to filter, disperse, and separate charged particles according
to their charge (z) to mass (M) ratios.

All mass spectrometers have three main components: an ion source, a
mass analyzer, and an ion detector. The source is responsible for producing
a beam of ionized particles of the material to be mass analyzed. The ana-
lyzer separates the beam ions according to their M/z values, and the detec-
tor is responsible for their detection. The main breakthrough that lead to
the use of mass spectrometry in the study of proteins was the development
of techniques for producing beams of charged gaseous proteins. Two
techniques are widely used. The first is electrospray ionization (ESI) and the
second is matrix-assisted laser desorption ionization (MALDI). These
methods were introduced during the 1980s, and can be employed for
biomolecules with masses up to S50kDa (ESI) and more than 300kDa
(MALDI).

In a mass spectrometer, a beam of particles with charge z moves with
velocity u. The ions are first subjected to an accelerating voltage V in an
ionization chamber, and, as a result, attain kinetic energies equal to zV,
where z is the charge of the ion. They are then sent through a magnetic field
that is applied in a direction perpendicular to the direction of motion of the
particles. The particles experience a force equal to zuB, where B is the mag-
netic field strength, which is balanced by the centrifugal force. By subject-
ing the beam of charged biomolecules to a magnetic field, various M/z
values are scanned. The basic expression is

M/z=rB*J2V. (3.7)

The voltage V is usually kept constant; the radius of curvature r is deter-
mined by the geometric properties of the magnet, and the user varies B to
select different M/z ratios. In a further refinement of the technique, a pair
of parallel electrodes can be added to the magnet. By adjusting the electric
and magnetic fields according to the expression r = 2V/E, the velocity
dependence can be removed so that all ionized proteins of a given M/z
value fall on the same point in the focal plane of the detector.
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In still another approach, a time-of-flight (TOF) instrument can be
devised in which differences in arrival times are used to measure masses.
In a TOF system all ions are accelerated to the same kinetic energy, and
the time of flight ¢ is measured over the flight length L. The M/z value is
then determined according to the formula:

M/z=2V(/L). (3.8)

Books on Protein Structure, X-Ray Crystallography,
and NMR

Brandon C, and Tooze J [1999]. Introduction to Protein Structure,2nd edition. New
York: Garland Science Publishing.

Drenth J [1998]. Principles of Protein X-ray Crystallography. New York: Springer-
Verlag.

Hore PJ [1995]. Nuclear Magnetic Resonance. Oxford: Oxford University Press.

Levitt MH [2001]. Spin Dynamics: Basics of Nuclear Magnetic Resonance. New
York: John Wiley and Sons.

Rhodes G [2000]. Crystallography Made Crystal Clear: A Guide for Users of
Macromolecular Models, 2nd edition. San Diego: Academic Press.

Woolfson MM [2001]. An Introduction to X-ray Crystallography. Cambridge:
Cambridge University Press.

References and Further Reading
X-Ray Crystallography, Electron Crystallography, and NMR

Campbell ID, and Downing AK [1998]. NMR of modular proteins. Nat. Struct. Biol.
(Suppl.), 5: 496-499.
Kiihlbrandt W, and Wang DN [1991]. Three-dimensional structure of plant light-har-
vesting complex determined by electron crystallography. Nature, 350: 130-134.
Unwin N [1993]. Nicotinic acetylcholine receptor at 9 A resolution. J. Mol. Biol.,229:
1101-1124.

Unwin N [1995]. Acetylcholine receptor channel imaged in the open state. Nature,
373: 37-43.

Wilson KS [1998]. Illuminating crystallography. Nat. Struct. Biol. (Suppl.), 5:
627-630.

Fluorescence Resonance Energy Transfer

Bastiaens PIH, and Pepperkok R [2000]. Observing proteins in their natural habitat:
The living cell. Trends Biochem. Sci., 25: 631-637.

Matz MV, et al. [1999]. Fluorescent proteins from nonbioluminescent Anthozoa
species. Nat. Biotechnol., 17: 969-973.

Pollok BA, and Heim R [1999]. Using GFP in FRET-based applications. Trends in
Cell Biol., 9: 57-60.

Weiss S [1999]. Fluorescence spectroscopy of single biomolecules. Science, 283:
1676-1683.



66 3. Exploring Protein Structure and Function

Circular Dichroism

Johnson WC [1990]. Protein secondary structure and circular dichroism: A practi-
cal guide. Proteins, 7: 205-214.
Woody RW [1995]. Circular dichroism. Methods in Enzymology, 246: 34-71.

Yeast Two-Hybrid System

Chien CT, et al. [1991]. The two-hybrid system: A method to identify and clone genes
for proteins that interact with a protein of interest. Proc. Natl. Acad. Sci. USA, 88:
9578-9582.

Finley RL, Jr., and Brent R [1994]. Interaction mating reveals binary and ternary
connections between Drosophila cell cycle regulators. Proc. Natl. Acad. Sci. USA,
91: 12980-12984.

Ito T, et al. [2001]. A comprehensive two-hybrid analysis to explore the yeast protein
interactome. Proc. Natl. Acad. Sci. USA, 98: 4569-4574.

Uetz P, et al. [2000]. A comprehensive analysis of protein-protein interactions in
Saccharomyces cerevisiae. Nature, 403: 623-627.

Walhout AJM, et al. [2000]. Protein interaction mapping in C. elegans using proteins
involved in vulval development. Science, 287: 116-122.

2D Gel Electrophoresis

Gygi SP, et al. [1999]. Quantitative analysis of complex protein mixtures using
isotope-coded affinity tags. Nat. Biotechnol., 17: 994-999.

Mass Spectrometry

Link AJ, et al. [1999]. Direct analysis of protein complexes using mass spectrome-
try, Nat. Biotechnol., 17: 676-682.

Yates JR, 3rd [1998]. Mass spectrometry and the age of the proteome. J. Mass
Spectrom., 33: 1-19.

Gene Fusion, Gene Expression Profiles, and Combined Methods

Enright AJ, et al. [1999]. Protein interaction maps for complete genomes based on
gene fusion events. Nature, 402: 86-90.

Lockhart DJ, and Winzeler EA [2000]. Genomics, gene expression and DNA arrays.
Nature, 405: 827-836.

Marcotte EM, et al. [1999a]. Detecting protein function and protein-protein inter-
actions from genome sequences. Science, 285: 751-753.

Marcotte EM, et al. [1999b]. A combined algorithm for genome-wide prediction of
protein function. Nature, 402: 83-86.

Pellegrini M, et al. [1999]. Assigning protein functions by comparative genome
analysis: Protein phylogenetic profiles. Proc. Natl. Acad. Sci. USA, 96: 4285-
4288.

Schwekowski B, Uetz P, and Fields S [2000]. A network of protein-protein interac-
tions in yeast. Nat. Biotechnol., 18: 1257-1261.

Young RA [2000]. Biomedical discovery with DNA arrays. Cell, 102: 9-15.



Problems 67

Problems

3.1 (a) The emission of laser light at 440 nm for use in FRET was discussed
in Section 3.10. What is the energy of these photons in (i) eV, and
(ii) kcal/mol? (b) What is the energy of a 1.5 A X-ray in these two sets
of units? (c) What are the corresponding frequencies of the photons at
440nm and 1.5A.

The following list of physical constants and conversion factors may be
helpful:

Physical constants and conversion factors

Avogardo’s number N = 6.022 x 10%/mol
Velocity of light ¢ = 2.9979 x 10'°cm/s
Planck’s constant / = 6.626 x 107 ergsec
1eV =16 x10"%erg

1cal = 4.184 joules .004 4.184 x 107 ergs

3.2 Using the figure shown below, derive Bragg’s law, Eq. (3.4).

0

d

Start with the relationship that the increase in path length between the
two scattered rays shown in figure must be an integral multiple of the
wavelength, that is, the waves must be in phase with one another in
order to constructively interfere. In terms of the notation of the figure
this condition is

r+x=nh\.
Hint: Make use of the trigonometric identity:

2sin® 6 — 1 = cos (180 ° —26).

3.3 Show that the nuclear magneton

Uy =5.05x107% J/T.
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In the unit J/T, J denotes Joules and the symbol T denotes Tesla, the SI
unit for B-fields. This quantity has dimensions of kilograms per second
per second per ampere; that is 1T = 1kgs2amp™. Use values for phys-
ical constants from the table in Problem 3.1 and the one shown below.
(Note: The ampere is a unit of current; that is, 1amp = 1 coulomb per
second).

Physical constants and conversion factors

Charge on an electron e = 1.6 x 107 coulombs
Mass of a proton M, = 1.672 x 10 kg

Recall from Figure 3.7 that the CH, group splits the single peak for the
hydrogen atoms in CHj into three peaks, and the CHj group splits the
single hydrogen peak for CH; into four peaks. In the figure shown
below, the spin-spin effect of the CH, group on the CH3 group is shown.
The two hydrogen atoms in CH; can each have their spins either
aligned with the external field (+) or have their spins aligned opposite
(-). When opposite they shield the magnetic field and reduce the split-
ting, while aligned they add to the field and increase the splitting. There
are three different spin-spin combinations: both negative, one positive
and one negative, and both positive. This gives rise to the three peaks.
Since there are two ways of arriving at a [+, —] combination and once
each for the others the peak intensities are in a 1:2:1 ratio as illustrated
in Figure 3.7.

........ > [+, [+-]

[++]

(a) In this problem, write down the possible spin combinations for the
CHj3; group that splits the peak for CH; into four peaks shown in Figure
3.7, and give the ratios of the peak heights. (b) From the results for two
and three hydrogens, infer the splittings of a hydrogen peak produced
by four nearby hydrogen atoms. How would their peak heights vary?
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3.5 Recall from the discussion on mass spectrometers that the beams of
charged particles are subjected to first an accelerating voltage allowing
the particle to attain a kinetic energy equal to

2V =mu?/2.

When the particles feel the magnetic field the force zuB is exactly bal-
anced by the centrifugal force:

zuB =mu/r.

(a) From these two relationships derive Eq. (3.7). (b) Then derive the
time-of-flight expression given by Eq. (3.8).
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Macromolecular Forces

Ordinary polymers such as rubber are constructed as repetitive sequences
of a small number of basic units. In contrast, proteins are synthesized as non-
repetitive sequences of the 20 different amino acids. Each kind of amino acid
has a different side chain, and the variations in side chains endow each
amino acid with a distinct set of physical and chemical properties. The amino
acid compositions of proteins are not randomly selected. Instead, amino acid
sequences are selected to allow the proteins to fold into compact three-
dimensional forms in physiologically meaningful time periods, with specific
binding properties that enable the proteins to carry out their cellular
tasks.

Macromolecular forces—mixtures of covalent and noncovalent forces
generated by the electron clouds surrounding the atomic nuclei—hold
protein together. The starting point in understanding how proteins signal
one another is to understand the physical properties of the amino acids and
the macromolecular forces that hold biomolecules together. One question
that one would like to answer is How do amino acids pack together?
Another is How do the macromolecular forces and amino acid geometry
shape the proteins? How do they guide their interactions with one another,
and with lipids, carbohydrates, DNA, and RNA? The goal of this chapter is
to begin to answer these questions and others like them. Amino acid com-
position and organization in proteins will be looked at along with macro-
molecular forces holding the proteins together and mediating their
interactions with one another through their interfaces. This exploration will
continue into the next chapter, where the problem of how a protein folds,
one of the most enduring and distinguished problems in all of science, will
be explored.

4.1 Amino Acids Vary in Size and Shape
Amino acid side chains vary considerably in length and mass. The smallest

amino acid is glycine. Its side chain consists of a single hydrogen atom. The
next smallest amino acid is alanine with a CHj3 group as its side chain. The

71
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TaBLE 4.1. Physical properties of amino acid residues:
Three- and one-letter abbreviations (codes) are listed in
column 2. Masses are given in column 3 in Daltons. The
volumes presented in column 4 are in cubic angstroms.

Amino acid Code Mass (Da) Volume (A?)
Alanine Ala-A 71.08 89.3
Arginine Arg-R 156.2 190.3
Asparagine Asn-N 114.1 122.4
Aspartic acid Asp-D 115.1 114.4
Cysteine Cys-C 103.1 102.5
Glutamic acid Glu-E 129.1 138.8
Glutamine GIn-Q 128.1 146.9
Glycine Gly-G 57.05 63.8
Histidine His-H 137.1 157.5
Isoleucine Tle-1 113.2 163.0
Leucine Leu-L 113.2 163.1
Lysine Lys-K 128.2 165.1
Methionine Met-M 131.2 165.8
Phenylalanine Phe-F 147.2 190.8
Proline Pro-P 97.12 121.3
Serine Ser-S 87.08 93.5
Threonine The-T 101.1 119.6
Tryptophan Trp-W 186.2 226.4
Tyrosine Tyr-Y 163.2 194.6
Valine Val-V 99.13 138.2

longest side chains belong to arginine and lysine, while the most massive
are arginine, tyrosine and tryptophan. The lengths of the side chains vary
by an order of magnitude and the masses of the amino acids, which are
listed in Table 4.1, differ by more than a factor of three.

The amino acids used to make proteins vary not only in size, but also in
shape. Some amino acids have open side chains (alipathic); others contain
closed rings (aromatic); and one amino acid, proline, has a side chain that
closes back onto the main chain nitrogen. That the amino acids vary in size
and shape is important for their packing. These variations make possible
the close packing of amino acids in the core of the folded protein. The
resulting interior packing densities approach those of organic solids.

4.2 Amino Acids Behavior in Aqueous Environments

Amino acids differ in their charge properties. Some are polar, charged, and
either acidic or basic; others are polar and uncharged; and still others are
nonpolar. Several side chains contain hydroxyl groups and are highly reac-
tive, and two contain a sulfur atom. The physical properties of the amino
acids—size, mass, shape, charge distribution, and bonding propensity—play
major roles in determining how a protein folds, how a protein interacts
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TaBLE 4.2. Electrostatics and bonding propensities of the amino acids: The polar
amino acids listed in column 3 are of three kinds. Some are basic (arginine, histidine,
and lysine); others are acidic (aspartic and glutamic acids); and the remainder are
uncharged polar molecules. Histidine is only weakly basic and is often considered
a nonpolar amino acid, along with proline.

Amino acid Nonpolar Polar H-bond Salt Bridge S Bridge
Alanine *

Arginine * * *

Asparagine *

Aspartic acid * * *

Cysteine * *
Glutamic acid * * *

Glutamine *

Glycine *

Histidine *

Isoleucine *

Leucine *

Lysine * * *

Methionine * *
Phenylalanine *

Proline *

Serine * *

Threonine * *

Tryptophan *

Tyrosine * *

Valine *

with other biomolecules, and how proteins interact with their aqueous
environments.

The results of grouping the 20 amino acids according to their charge and
bonding properties are presented in Table 4.2. Columns 2 and 3 in the table
group the amino acids according to whether they are polar or nonpolar. The
significance of this partitioning is that amino acids with nonpolar side chains
are hydrophobic, and those with polar side chains are hydroplilic. The
distinction between the two kinds of interaction arises from the binding
preference of water for the amino acid. In the case of a hydrophilic (water-
loving) amino acid, a water molecule would rather bind to the amino acid
than to another water molecule. In the case of a hydrophobic amino acid,
a water molecule prefers another water molecule to the amino acid.

Nonpolar groups tend to come together in water, not because of an
attraction for each other but rather because their clustering enables water
molecules to make the maximum number of contacts with each another.
The term hydrophobic interactions denotes the process whereby water
molecules come together so that small nonpolar molecules and nonpolar
portions of large molecules minimize their contacts with water. The
propensity for water molecules to come together is a reflection of their
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hydrogen-bonding capabilities resulting in the formation of networks of
hydrogen-bonded molecules.

4.3 Formation of H-Bonded Atom Networks

Extensive networks of hydrogen-bonded atoms are formed. In small
hydrogen-bearing molecules such as water there is little screening of the
positively charged hydrogen nuclei by electron clouds. The hydrogen atoms
of these molecules easily form bonds with unshared electrons of elec-
tronegative atoms of nearby molecules. These hydrogen bonds form most
often between covalently bonded O-H, N-H, and F-H groups and other O-
H, N-H, and F-H groups. The tightness of the hydrogen bonding is limited
by the mutual repulsion of the electron clouds of the two electronegative
atoms. Typical bond lengths, representing the distances between centers of
the two electronegative binding partners, range from 2.6 to 3.2 angstroms.
Hydrogen bonding is dipole-dipole in character, and is therefore highly
directional. The bond is strongest when the three atoms are colinear and
rapidly diminishes with increasing bond angle. Typical maximum bond ener-
gies are 3 to 7kcal/mol.

Water is a particularly important example of a molecule that forms
hydrogen bonds with other molecules of the same kind. Each water molecule
typically forms three or four hydrogen bonds with nearby water molecules.
The result is a three-dimensional latticework of H,O molecules. The ability
of water molecules to form hydrogen bonds with other water molecules is
responsible for water’s cohesiveness. Most biomolecules are soluble in water
and can move freely from one location to another without clumping together.
But they are not so soluble that they are unable to expel intervening water
molecules when coming together to form complexes and machines.

Hydrogen bonding is responsible for the formation and stability of alpha
helices and beta sheets. The tendency is for the interior of proteins to be
predominately hydrophobic, and in some studies of how proteins fold,
hydrophobic and hydrophilic interactions of residues are found to have a
dominating influence. However, polar amino acid residues do populate the
interior of proteins, and hydrophobic residues populate the surface. In those
instances where polar residues are located in the interior, hydrogen bonds
alleviate the disruptive influences of charged groups on the stability of the
protein.

4.4 Forces that Stabilize Proteins

Salt bridges, van der Waals forces, and disulfide bridges help stabilize pro-
teins and their surface contacts. Salt bridges are formed by coulombic
attractions between positively and negatively charged atoms. In the context
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of the amino acids, salt bridges are generated by electrostatic (coulombic)
attractions between positively charged lysine or arginine residues and neg-
atively charged aspartic acid or glutamic acid residues. These bonds are
most often encountered on the surface of the protein.

Those atoms that do not form hydrogen bonds or salt bridges still attract
one another through van der Waals attractions. The van der Waals attrac-
tions are dipole forces. They are shorter ranged than point coulomb forces
and are weaker, as well. In a dipole-dipole interaction the region of nega-
tive charge of one molecule attracts the region of positive charge of another
molecule. The strongest dipole-dipole interactions occur between molecules
possessing permanent dipole moments. London (or London dispersion)
forces arise from the motion of the electron clouds that surround the atomic
nuclei. The electrons in any molecule are constantly in motion and undergo
spontaneous distortions to form instantaneous dipoles where one portion
of the molecule has a net positive charge and the other has a net negative
one. These instantaneous dipoles induce matching dipoles on neighboring
molecules. The result is a nonspecific and nondirectional attractive force
between the two molecules. London forces are most pronounced when the
molecules have large electron clouds that are easily polarized. It is the
various dipole forces involving induced and permanent dipoles that are col-
lectively referred to as van der Waals forces.

The last column in Table 4.2 lists two amino acids whose side chains
contain sulfur atoms. Disulfide bonds depart from the aforementioned rule
of weak bonding. The disulfide bonds are covalent in character. They are
formed between sulfur atoms on cysteine side chains. These bonds make
important contributions to the overall stability of the proteins.

4.5 Atomic Radii of Macromolecular Forces

Macromolecular forces have characteristic strength and distinct atomic
radii. The different macromolecular forces vary considerably in strength
from covalent bonds (the strongest) to van der Waals interactions (the
weakest). Because the different kinds of interactions vary in their strengths,
the amount of interpenetration of the electron clouds will vary depending
on which forces are being experienced. This means that the radii of atoms
bound inside proteins and other macromolecules will depend on the forces
being experienced. This type of systematic behavior is quite useful, allow-
ing investigators to deduce forces from observed bond lengths. Listed
in Table 4.3 are a set of atomic radii for nitrogen and oxygen under the
influence of different forces.

The average bond lengths and atomic radii are related to one another in
a simple fashion. A bond length is just the sum of the two atomic radii for
the bond partners. For bonds between like atoms, this means that the bond
length is just twice the atomic radius for the interaction of interest. The
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TaBLE 4.3. Atomic radii: Listed are average values for
atomic radii deduced from X-ray crystallography data
for a variety of atomic groups in proteins. All atomic
radii are in angstroms (A). The radii listed in columns
2 through 5 are for covalent, coulombic, hydrogen-
bonded and van der Waals interactions, respectively.

Atom Teov Teoul TH Tyaw
Nitrogen 0.70 1.45 1.55 1.70
Oxygen 0.65 1.40 1.40 1.50

atomic radii and bond energies behave in a systematic way with respect to
one another. The stronger the bond the closer together the two atoms will
be. Covalent bonding strengths can be as high as 100 kcal/mol or more. This
is at least an order of magnitude greater than any of the noncovalent bond
forms. As a result the bond lengths are about a factor of two shorter than
those of any of the weaker bonding forms. The strongest of the noncova-
lent forces are the coulombic interactions. These can be as much as 5kcal/
mol. The hydrogen bonds are somewhat weaker yet, broadly distributed in
the range of 2kcal/mol. The weakest of the forces are the van der Waals
interactions. These are not more than about 1kcal/mol, barely above typical
thermal energies of 0.6 kcal/mol.

The three kinds of interactions just discussed, hydrogen bonds, coulom-
bic attractions and repulsions, and van der Waals forces, are all far weaker
than the covalent bonds that underlie the protein backbone. Rather than
forming a few strong covalent bonds proteins interact with one another by
forming multiple weak bonds that can be easily broken and reestablished
in the same or in different ways.

4.6 Osmophobic Forces Stabilize Stressed Cells

Osmophobic forces are an important stabilizing element when cells are
stressed. There is one more class of forces that has an important bearing on
protein-folding and stability in the cell. Cells are exposed to a variety of
stressful conditions. Among these are thermal, osmotic, and salt stresses.
Cells have developed a number of strategies that enable them to cope with
stresses when they arise. One of these adaptive mechanisms is to build up
intracellular concentrations of small organic metabolites called osmolytes.
Free amino acids and amino acid derivatives are common osmolytes. These
organic molecules protect the cell against denaturing effects on the proteins
of abnormal cellular conditions. They help maintain the proteins in their
folded conformations without interfering with the normal functioning of
the proteins.
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By analogy with the characterization of disfavored water-protein inter-
actions as a hydrophobic effect, disfavored osmolyte-protein interactions
are called osmophobic interactions. This effect manifests itself as a burial of
the protein backbone to shield it from the osmolytes. The gain in stability
from avoiding contacts between the backbone atoms and the osmolytes
more than compensates for the attractive effects between the side chains
and the osmolytes. By increasing the concentration of osmolytes when
stressed, a cell supplies a driving force that promotes the folded state over
the unfolded one.

4.7 Protein Interfaces Aid Intra- and
Intermolecular Communication

Proteins possess interfaces that enable them to communicate with proteins,
nucleotides, lipids, and carbohydrates. The region of contact between molec-
ular surfaces is known as the interface. Interfaces belong to the domain level
of protein organization: When a protein acquires a particular domain it
inherits that domain’s binding properties by possessing its interfaces.
Protein interfaces recognize and bind other cellular components through
the latter’s interfaces. There are several different kinds of interfaces, listed
in Table 4.4. The first entry is that of interfaces between adjacent domains
located within a single protein. Communication across these interfaces
allows the functionally separated parts of the protein to work together. The
next two entries, subunit interfaces, also pertain to communication within a
protein, but operate at the quaternary level of organization. One kind of
subunit interface (tight) enables protein subunits that stay together for
appreciable periods of time in membrane proteins to coordinate their activ-
ities. The other (loose) permits subunits of cytosolic proteins that only come
together for brief periods of time then immediately separate again to reg-
ulate one another’s actions.

TaBLE 4.4. Classification of protein interfaces.

Type Function
Domain-domain Coordinates activities of adjacent domains within a protein
Subunit-subunit
(a) Tight Enables subunits on pore- and channel-forming proteins to work as
a single unit
(b) Loose Coordinates activities of cytosolic protein subunits that transiently
associate
Protein-protein Communication between proteins
Protein-DNA Communication between proteins and regulatory sequences in
DNA molecules
Protein-RNA Communication between proteins and RNA molecules
Protein-lipid Communication between proteins and membrane lipids

Protein-carbohydrate ~ Recognition of cellular and ECM carbohydrates
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The other categories of interfaces operate between proteins and the dif-
ferent kinds of cellular biomolecules—proteins, DNA, RNA, lipids, and car-
bohydrates. These interfaces make possible the binding of proteins to their
ligands, transcription factors to DNA, and splicing factors to RNA. They
mediate interactions with the lipid membrane bilayer and are responsible
for the coordinated activities of signal complexes. From the viewpoint of
signaling the most widely encountered and studied interfaces are the
protein-protein and protein-DNA interfaces. Carbohydrate interfaces are
widely encountered in cells of the immune system, and these will be dis-
cussed in Chapter 10, which is devoted to cell adhesion and motility. Lipid
interfaces are crucial for a variety of cellular processes, including signaling.
These interfaces will be examined in detail in Chapter 8, where membrane
lipid composition and lipid signaling are explored.

Recall from Chapter 2 that proteins involved in signaling are frequently
post-translationally modified. Some amino acid residues acquire phosphoryl
groups, while others gain acetyl groups or methyl groups. Some protein
interfaces are sufficiently precise in their binding affinities that they can
distinguish whether these groups are present or absent. As a result, an
“upstream” signaling event, where a group is added, can be followed by a
“downstream” event, which involves the recognition of that binding site.

4.8 Interfaces Utilize Shape and Electrostatic
Complementarity

Surfaces establish contact with one another though their interfaces. The
areas of surface contact may be planar, but most often they are irregular in
shape. Interfaces utilize shape and electrostatic complementarity for recog-
nition and binding. Shape complementarity denotes the propensity of the
surfaces of two molecules to geometrically fit together so that multiple con-
tacts can be established. Electrostatic complementarity denotes the match-
ing of hydrophobic patches, the complementary pairing of hydrogen bond
donors and acceptors, and the matching of positive and negative charges of
basic and acidic polar residues from one surface to the other.

The amino acid residues that form the interfaces on the two comple-
mentary surfaces do not each contribute equally to the binding energy and
specificity. Rather, some 5 to 10 amino acid residues in each complemen-
tary surface form energetic hot spots. These hot spots are responsible for
most of the binding affinity of one surface for the other. This number may
be compared to the 10 to 30 residues on each protein that form the inter-
face. Interfaces are in general hydrophobic, but not overwhelmingly so.
Hydrophilic residues assume a greater role in binding than in folding (to
be discussed in the next chapter). For some interfaces electrostatic interac-
tions help steer the ligand onto the correct docking orientation/location.
Hot spots tend to be localized in the center of the interface, surrounded by
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hydrophobic rings containing energetically less important residues that
shield the hot spot residues from the bulk solvent.

4.9 Macromolecular Forces Hold
Macromolecules Together

The macromolecular forces that hold macromolecules together are of two
kinds. One kind of force, the covalent bond, is generated when two atoms
share electrons. The other kind of force operates between atoms that do
not share electrons and are not covalently bonded. The interactions that
take place in these situations are electrostatic in character consisting of
combinations of point charge and dipole forces, and, as already discussed,
are referred to as coulombic (salt bridges) and van der Waals interactions.
Hydrogen bonds are included in this category. Unlike the electron-sharing
mechanism underlying covalent-bonding interactions, hydrogen bonds are
primarily electrostatic in nature. They arise from a balance between attrac-
tive and repulsive forces between partial charges.

Covalent-bonding forces can be thought of as operating in an elastic
springlike manner. In an elastic spring, there is an equilibrium length where
the spring is at rest. If compressed or stretched away from the equilibrium
length, potential energy builds up, or is stored, in the spring. Once the per-
turbing force is removed from the spring, an elastic spring force, called a
Hooke’s law force, restores the spring to its equilibrium rest length. Hook’e
law expresses the relationship between the displacement d from equilib-
rium position, the spring constant K, and the restoring force F:

F=-K,-d. (4.1)

Several different kinds of motions of atoms about their bonds are possible.
As depicted in Figure 4.1, there are stretching motions, bending motions,
and torsions about the bond axis.

4.10 Motion Models of Covalently Bonded Atoms

Hooke’s law and periodic potentials are often used to model how covalently
bonded atoms move. A variety of conceptual approaches have been devel-
oped that enable researchers to study how proteins and other macromole-
cules move under the influence of bonding and nonbonding forces. These
methods have been used singly and in combination. The most popular
methods in use are:

e Continuum electrostatics formalism
e Molecular mechanics formalism
e Molecular dynamics method
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Ficure 4.1. Motions about groups of two, three, and four covalently bonded atoms:
Displayed in the upper portion of the figure are bond-stretching motions of a pair
of covalently bonded atoms along their bond axis. Shown in the middle panel are
bending motions involving three bonded atoms forming an angle 6. Displayed at
the bottom are groups of four atoms, where the leftmost atom has rotated about
the middle bond axis.

¢ Brownian dynamics method
e Quantum mechanics formalism

In continuum electrostatics, one replaces detailed models of interactions of
the macromolecule atoms with their surrounding waters with a simplified
treatment, one in which the molecule-solvent interactions are treated in an
average way. The water is modeled at a macroscopic level while the atoms
of the molecule of interest are still studied at an atomic level of detail. In
this approach, a macroscopic expression is solved to give the electrostatic
potential extending outward from the surface of the protein. When visual-
ized, the potential highlights interesting regions of positive and negative
charge and provides insight into the interface and binding properties of the
protein.

The atomic level of detail is handled by the molecular mechanics (MM)
formalism. In the MM formalism, a classical force field U is introduced con-
sisting of a sum of bonding and nonbonding interactions. The three kinds
of covalent bonds illustrated in Figure 4.1 are modeled using Hooke’s law
and periodic potentials. As indicated in expression (4.2), Hooke’s law terms
represent bond and angle interactions, and a periodic term represents the
dihedrals, also referred to as torsions:

Uvongea = z Kb(b_beq)2 + z I<ﬁ(e_eeq)2

bonds angles

=4+ 2 K,(1—cos (n$+8)). (4.2)

torsions
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Ficure 4.2. Bond stretching: Plotted are the potential energies associated with bond
stretching. The harmonic potential has a minimum at the equilibrium bond length.
It increases as the bonded atoms are pushed along the bond axis towards one
another, so the bond is compressed, and as they are pulled apart, so the bond is
stretched out. For the stretch spring constant, Kj, = 400kcal/(mol- A?), and for the
equilibrium bond length, b., = 1.3 A.

The total potential energy of the macromolecule Upopgeq is equal to the
sum (X) of the contributions from the individual bonds. All of the bond-
stretching interactions are included along with the bond-rotations and
bond-torsions. As the atoms forming these bonds move away from and
towards their equilibrium configurations, the potential energies rise and fall.
The shape of the potential energy curve for each of the covalent bond types
is illustrated in Figures 4.2 to 4.4.

4.11 Modeling van der Waals Forces

The noncovalentbonded interactions are of two types—van der Waals
forces and a coulombic term representing salt bridges and other point
charge interactions. Because of the 1/r radius dependence the coulombic
attractions and repulsions fall off with increasing separation of the inter-
acting atoms very slowly, far more so than the contributions from the other
terms in the nonbonded potential shown in Eq. (4.3).

Van der Waals forces are frequently modeled in terms of a Lennard—
Jones, 6-12 potential. There are two terms in this potential. The term con-
taining the sixth power of the radius is an attractive one while the term



82 4. Macromolecular Forces

200

150
=
g

=100

50

0

0 50 100 150 200 250
Bond angle

FiGure 4.3. Bond bending: Plotted are the potential energies associated with rota-
tions of the angle made by three atoms covalently bonded to one another. In a
manner analogous to bond stretching, there is an equilibrium bond angle where the
potential energy is at a minimum. As the rotation angles are either widened out
or squeezed in, the potential energy rapidly increases. The bending spring constant
Ko = 40kcal/(mol-rad®), and equilibrium angle 6,, = 120deg.
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FiGURE 4.4. Bond torsions: Plotted are the periodic contribution to the potential
energy from torsion (dihedrals) rotations of covalently bonded sets of four atoms.
Calculations were done using a K, with four paths so that 3.625kcal/mol is the con-
stant in front of the expression. Parameters values used were n =2 and 6 = 180deg.

involving the twelfth power of the radius is a repulsive one. As can be seen
in the figure there are two distances of interest. One of these is the equi-
librium radius ry, the location where the potential has its minimum and
where the force—the derivative of the potential—is zero. The other key dis-
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FIGURE 4.5. Van der Waals interactions: Plotted are the van der Waals potential
energies in kcal/mol using a well depth € = 0.19kcal/mol and a radius ry = 3.59 A,
corresponding to nitrogen and oxygen contact radii of 1.7+ 1.5 =32 A.

tance is the radius at which the repulsion exactly cancels out the attraction
so that the net potential is zero. This repulsion is generated by the inter-
penetrating electron clouds. This contact distance is the van der Waals
radius. As can be seen in the plot, any further interpenetration is strongly
resisted by the rapidly increasing repulsive force arising from the Pauli

exclusion.
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Hydrogen-bonding contributions to the total potential are treated in
an approximate way in the MM formalism. They are modeled using
Lennard-Jones and coulombic like terms suitably modified to match the
characteristics of the hydrogen bonds.

4.12 Moleculer Dynamics in the Study of
System Evolution

The evolution of macromolecular systems over time can be studied using
the method of moleculer dynamics (MD). In molecular dynamics, the
classical (Newtonian) equations of motion are solved through numerical
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integration. The forces F are the spatial derivatives of the potential ener-
gies U presented in Egs. (4.2) and (4.3). These quantities are then converted
to accelerations using Newton’s second law, F = ma, where m is mass and a
is acceleration. Once this is done the equations of motion are solved to give
a picture of how the system evolves over time. Numerical methods are used
to convert the equations of motion into a form suitable for numerical inte-
gration on a computer. A number of computer programs are in use that
enable the researcher to carry out MD simulations.

The last entry in the list of methods is quantum mechanics (QM). The
covalent bonds are only handled in an approximate way in the MM for-
malism. In a quantum mechanical approach, the empirical treatment of the
covalent bonds through the use of a Hooke’s law is replaced by an exact
quantum mechanical treatment. The quantum mechanical method is exact
and rigorous but is difficult to use in practice due to computational limita-
tions. As computer technologies have advanced, quantum mechanical
studies have become more numerous. An often-used approach is to
combine the MM and QM formalisms, using one or the other of the two
methods for different aspects of the system under study.

4.13 Importance of Water Molecules in
Cellular Function

Water molecules are essential components of protein, DNA, and RNA
function. Water plays a central role in protein structure and function. In the
absence of water, a protein would not be able to fold into its native state,
nor would it be able to catalyze reactions. Water is an essential component
of many protein-protein, protein-DNA and protein-RNA interfaces, and
without water proteins would not be able to recognize their substrates.
Water surrounds a protein, fills in pockets and grooves on the surface, and
occupies voids in the interior.

When a protein is placed into a water environment it alters the network
of hydrogen bonds. The water molecules in the vicinity of the protein
surface reorient themselves so that positive and negative regions of change
are in opposition. The rotations of the water molecules disrupt the hydro-
gen bonds between adjacent water molecules and thus alter the network.
The water molecules in the immediate vicinity of the protein surface that
have reoriented themselves are referred to as the first hydration layer. The
reorientation effect propagates outward from the protein and the next layer
of disrupted hydrogen bonded water molecules is designated as the second
hydration layer.

The same phenomena occur for DNA and RNA. Water molecules in the
vicinity of the DNA and RNA form hydrogen bonds to the molecules. These
bonds are not passive entities but instead contribute to the conformational
stabilization and function of the macromolecules. Hydrogen bonding net-
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works between water and DNA is essential for DNA stability. DNA dena-
tures as it dehydrates. Hydrogen bonds between water and ssRNA are even
more numerous than in the case of dsSDNA because of the single strand
character of the RNA leaves bases unpaired and there are additional ribose
oxygen atoms available for bonding.

4.14 Essential Nature of Protein Dynamics

Macromolecules such as proteins are dynamic entities: their internal
motions are essential. They are in continual thermal motion and through
these motions are continually exploring different conformations. When
especially stable states are encountered, the dwell time, the period of time
that the protein remains in such states, increases; when highly unstable
states are populated the dwell time decreases. This continual exploration of
available conformations is central to binding and catalysis.

At the heart of the role of water in the activities of all macromolecules
is its ability to promote rapid conformational changes. Water is a common
element in the active site of enzymes, and is a key mediator of the catalytic
activity of many, if not most, enzymes. When dehydrated these enzymes lose
their catalytic abilities. Yet another place where water seems to be crucial
is in regulation. Proteins such as hemoglobin that use allosteric mechanisms
(this term will be defined and its properties explored in the next chapter)
for regulation operate in a hydrated fashion, and loss of these water mole-
cules impairs the regulatory functioning of the protein. Water, the hydro-
gen bonds that are continually being made and broken, and the underlying
thermal agitation collectively serve as a “lubricant” that promotes confor-
mation changes essential to the performance of protein, DNA, and RNA
functions.
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Problems

4.1 Atomic motions. Atoms in a protein are constantly in thermal motion.
Assuming an average energy k7 of 0.6kcal/mol for each atom, how fast
is a hydrogen atom moving? How fast is a carbon atom moving? How
long will it take for each of these atoms to move 1 A, roughly one bond
length?
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4.2 Numerical integration. Numerical techniques, known as finite difference
methods, are used to convert the equations of motion into a form suit-
able for numerical integration on a computer. The basic idea is to take
the position and momentum of each particle at a given time and
compute how each changes over a small interval of time, the time step
At, by calculating the accelerations from the forces, and these from the
potentials of the form given in the chapter. In other words, for each par-
ticle i in the system

1 1 d
a“= m; E= m; dr;
A number of computer programs such as CHARMM, AMBER and
GROMOS, are in use that enable a user to carry out MM simulations.
A number of time-stepping algorithms are employed in determining the
future positions from the past positions and forces. These algorithms
are based on expansions such as

r(t+ Af) = r(t) +v() At + (1/2)a(t)(Ar)’.

U,.

One of the most widely used stepping forms, known as the Verlet algo-
rithm, is

r(t+ A8 = 2r(6) — r(t — At) +a(e) (A1) .

Note that the velocities do not appear in this expression. The positions
at time ¢ + At are computed from the positions at the present (¢ + Af)
and previous (f) times and from the accelerations at the previous (¢)
time. Some algorithms use the velocities explicitly in the computations.
One of these is the velocity Verlet algorithm. Its form is

v(t+ A1) =v(0)+ (1/2)a(t) + a(t + A)]At.

By making use of the appropriate expansions, and combining terms,
derive both of these Verlet algorithms. What might be an appropriate
time step size? (Hint: Think about the results from Problem 4.1.)
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The world contains a myriad of biological systems. All exhibit a consider-
able degree of order. They are organized in a hierarchical manner, and order
is present at all levels of the hierarchy. From hydrogen, carbon, nitrogen,
and oxygen, simple atomic groups are formed such as methyl (CH3) and
hydroxyl (OH). These groups are then used to form the basic building
blocks of cells—sugars, fatty acids, nucleotides, and amino acids. Simple
sugars (monosaccharides) are organized into short chains (oligosaccha-
rides) or longer ones (polysaccharides). Fatty acids form complexes such as
triglycerides and phospholipids. Nucleotides are used to make RNA and
DNA, and the amino acids give rise to polypeptides, or proteins.

Biological order does not arise out of some mysterious “vital force,” but
rather is a consequence of the laws of thermodynamics and the character
of the forces in our universe, their strength and their dependence on dis-
tance. At first glance the emergence of highly organized biological entities
seems at odds with the second law of thermodynamics. This law establishes
a thermodynamic arrow of time—the total disorder in the universe
increases as the universe ages, until a terminal stage of disorder is reached
in which the universe suffers a heat or entropy death. Yet, this first impres-
sion is wrong: Order comes about not in spite of the laws of physics but
rather because of them.

Biological systems are open, continually exchanging matter and energy
with their surroundings. They generate order by taking in energy and releas-
ing heat to their surroundings. They absorb radiant energy from sunlight
and from geothermal sources, and they take in foodstuffs that store energy
in high energy chemical bonds. According to the second law of thermody-
namics the amount of entropy, or disorder, in a cell and its surroundings
must increase during any process. Thus, the production of order within a
cell is accompanied by the creation of a greater amount of disorder outside
a cell. This is accomplished through the release of heat from the cell at the
same time that the order is produced. Biological entities are not only highly
ordered, but actively generate these states in order to survive and
propagate.

89
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One of the central order-creating processes in a cell is the folding of a
protein into its biologically active three-dimensional form. During folding,
nascent proteins change their shape from a rather stretched out configura-
tion to a highly compact form. They develop their secondary structure—
alpha helices and beta sheets—and higher order structures with
well-defined signaling roles such as binding motifs and functional domains.
The folding process is the main focus of this chapter. Starting with a brief
review of the thermodynamic conditions for order to emerge, the sponta-
neous folding of proteins will be examined. Large and complex proteins,
especially those involved in signaling, often require the assistance of a class
of molecules called molecular chaperones to fold and to maintain their
correct form in the cell. Chaperone-assisted folding will be explored next.
That topic will be followed by the third and final topic in this chapter, the
relationship between the thermodynamic properties of the low-lying stable
states of the folded proteins and their binding and signaling activities.

5.1 The First Law of Thermodynamics:
Energy Is Conserved

The first law of thermodynamics is expressed in terms of three factors: the
internal energy of a system, the work done by that system, and the heat
absorbed by a system from its surroundings. The internal energy of a system
is the sum of the kinetic and potential energies of its constituents. Work is
done whenever a force is applied to an object to produce a displacement.
Typical examples of systems doing mechanical work are pistons, levers, and
pulleys. The most commonly encountered form of work in chemical systems
is pressure-volume work. In these systems, pressure, or force per unit area,
is usually held constant and there is a change in the volume occupied by
the system doing the work. If two systems are in thermal contact with one
another, energy will flow from the hotter (higher temperature) system to
the colder (lower temperature) system. “Heat” is the designation given to
the flow, or transfer, of (thermal) energy from one system to another due
to a temperature gradient.

In a chemical reaction that takes place in a cell, or in any other system,
the internal energy E is lowered by the amount of energy used to do useful
work and increased by the amount of heat absorbed in the process. In more
detail, as a system evolves from state a to state b, its internal energy will
change by an amount dE = E, — E,. If the amount of work done by the
system on its surroundings is written as W, and the amount of heat absorbed
by the system from its surroundings is designated as Q, then the first law of
thermodynamics states that

dE=Q-W. (5.1)

Energy will be gained by a system whenever energy flows into the system
due to temperature gradients and whenever the surroundings do work on
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the system. Energy will be lost from a system whenever the system does
work on its surroundings and whenever energy is lost to the surroundings
due to thermal gradients. If we consider pressure-volume work then we may
write this as

dE=Q-PdV, (5.2)

where P is the pressure and dV =V}, — V, is the change in volume produced
by the application of the (constant) pressure.

5.2 Heat Flows from a Hotter to a Cooler Body

Heat is associated with random molecular motion. If a hotter body is in
contact with a cooler one in a way that allows matter and energy to flow
from one to the other, temperature differences will be reduced and even-
tually vanish. The reason for this is a statistical one. There are many more
ways that the contributions of energies of the randomly moving molecules
can add up to a particular internal energy when the temperatures have
equilibrated than when there are large temperature differences between
parts of the whole. If, through random motions or perturbations of the indi-
vidual molecules, one portion of the system gains an appreciable amount
of thermal energy at the expense of the rest it will not retain it for long.
Instead, the system will relax back to a thermally equilibrated distribution.
The thermally equilibrated distribution thus has the property that it is the
stable distribution. It is also the maximally disordered distribution, in con-
trast to highly ordered situations where each piece of a system is at some
specific value of the temperature.

These everyday observations are depicted in Figure 5.1. Part (a) of the
figure illustrates mass equilibration and part (b) the similar process of
thermal equilibration. In the case of mass equilibration a system starts out
with most of its mass concentrated in one of two interconnected compart-
ments. The particles are free to diffuse, and over time the masses become
far more evenly distributed between the two compartments. The statistical
character of the process is easy to see. Situations (states) where all or mostly
all of the mass is concentrated in one compartment are rare. In contrast,
there are many ways of distributing half the mass in one compartment and
half in the other, and so under the influence of random movements of mass
these partitions will occur most, all the time. Situations where all the parti-
cles are in one compartment will rarely occur, and when they do the system
will not remain so for long (these states are not stable ones).

The same reasoning applies to thermal equilibration. The rare velocity
distribution, where all the fast particles are in one compartment and the
slow ones in the other, is replaced over time by the usual one where both
compartments containing similar mixes of fast and slow movers. Again,
there are many ways of achieving this kind of distribution and few for the
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FiGure 5.1. Mass and thermal equilibration: (a) Mass equilibration—In the left
panel, most of the mass is concentrated in the left compartment. The particles are
free to diffuse to and fro, and through the opening into the adjoining compartment.
Over time, the system will mass equilibrate. In the right panel, roughly half of the
particles are in each compartment. (b) Thermal equilibration—Arrows denote
velocity; particles with longer arrows are moving with a greater velocity than those
with shorter arrows. In the left panel, all of the fast particles are in the left com-
partment, and all the slow particles are in the right compartment. As a result, the
temperature in the left compartment is higher than that in the right compartment.
Again, there is an opening, and the particles can freely move about. Over time, the
system equilibrates so that the temperature in each chamber becomes the same. In
the right panel, each compartment contains a similar mix of slow and fast moving
particles.

other. In the case of thermal equilibration, the temperatures in the two com-
partments initially differ. The compartment with the fast movers is at a
higher temperature than that containing the slow movers, but over time the
temperatures in the two compartments become the same.

5.3 Direction of Heat Flow: Second Law
of Thermodynamics

The second law of thermodynamics formalizes the observation that heat
flows from a hotter system to a cooler one, and not vice versa. The quan-
tity called “entropy” gives a measure of the number of ways the molecular
constituents can arrange themselves (i.e., it counts the number of micro-
states) to achieve a particular value of the macroscopic internal energy. The
entropy increases as the particles approach the distribution that can be
achieved in the largest number of ways, and entropy is maximal when the
system equilibrates over time. The maximization process is interpreted as a
flow of heat.
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The second law of thermodynamics has three parts:

¢ Entropy, like the internal energy, is a property of a system.

¢ In an isolated system, all processes involving transitions from one inter-
nal state to another are accompanied by increases in entropy.

e In a system that is not isolated from its surroundings, any process
occurring will increase the entropy S in the system by an amount dS
proportional to the quantity of heat absorbed, and the constant of
proportionality is the inverse of the temperature:

ds=QJT. (5.3)

If a living cell is to increase its internal order it must be in contact with its
surroundings to allow for the exchange of energy. If it is isolated from its
surroundings the amount of disorder within the cell can only increase since
the second part of the second law asserts that

dSeen > 0. (5.4)

When a cell is in contact with its surroundings to allow for the flow of
energy, there are two contributions to the total change in entropy:

dStmal = dScell + dSsurr > 0 (55)

It is now possible for dSc.; to become negative so that the amount of order
in the cell can increase. This can occur if the increase in disorder in the sur-
roundings is greater than the production of order within the cell.

5.4 Order-Creating Processes Occur Spontaneously as
Gibbs Free Energy Decreases

The first law of thermodynamics says that if there is no change in volume,
then the change in internal energy of a system is equal to the amount of
heat absorbed from the surroundings. That is, Q = dE. Conversely, if the
pressure is held constant but the volume does change, then the heat
absorbed can be written as Q = (Ep, + PV}) — (E, + PV,). The enthalpy H
of the system is defined as H = E + PV.Thus, at constant pressure and tem-
perature, the heat absorbed is equal to the change in enthalpy, or Q = dH.

The change in entropy of the surroundings is proportional to the amount
of heat released from the system. The inverse of the temperature 7 is the
constant of proportionality. That is,

dSg =—Q/T. (5.6)

In this expression a minus sign has been introduced since Q represents the
amount of heat absorbed from the surroundings. Since at constant tem-
perature and pressure Q = dH, the entropy of the surroundings is simply
AdSeurr = —dH/T, and
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TdStma] = —dH + Tdscen . (57)

It is convenient to introduce another quantity, the Gibbs free energy of the
system, G. This quantity represents the enthalpy minus the amount of
energy tied up internally in random motion and thus not free to do useful
work. It is defined as G = H — TSy so that

dG =dH -TdS..,. (5.8)

Since the right hand side of this last equation is simply the negative of the
right hand side of the previous equation, combining the two expressions
yields the relation

TdS.u =—dG. (5.9)

This is a remarkable result. It states that the net change in entropy can be
determined from an examination of the change in the Gibbs free energy of
the system alone. Thus, there is no need to evaluate the change in entropy
in the surroundings in order to determine whether a process will occur
spontaneously or not. For a process to occur spontaneously there must be
a net increase in the entropy, or equivalently, the Gibbs free energy of the
system must decrease:

dG <. (5.10)

By considering the Gibbs free energy one can determine whether a process
will occur spontaneously or not. There are two parts to consider—an ener-
getic (enthalpic) piece and an entropic one. Crystalline solids are more
ordered than liquids, and liquids, in turn, are more ordered than the gaseous
phase of a given substance. A crystalline solid such as ice can spontaneously
melt to become liquid decreasing the system order. In this process the
energy of the system increases, but this increase is more than offset by the
accompanying increase in entropy or disorder. Conversely, a process that
increases the order within a system can occur spontaneously if the decrease
in entropy is compensated for by a decrease in internal energy. The most
favorable reactions are those where energetic and entropic changes are
aligned, and spontaneous processes do not occur at all when entropic and
energy changes both increase the Gibbs free energy.

5.5 Spontaneous Folding of New Proteins

Newly synthesized proteins spontaneously fold into their physiologically
active three-dimensional shapes. Protein folding is the process whereby
nascent proteins, newly synthesized linear polypeptide chains, sponta-
neously fold into functional three-dimensional forms. During this process
they develop their secondary structures such as alpha helices and beta
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sheets. The set of similar states into which protein folds is collectively
referred to as the native state. Conversely, the collection of states that a
newly synthesized protein, or an unfolded protein, populates is called the
denatured state. In a series of pioneering experiments in the 1950s and 1960s
Ansfinsen showed that protein folding is a reversible process. By varying
conditions in the aqueous environment, proteins were made to go back and
forth between folded and unfolded configurations. Two main conclusions
can be drawn from his experiments. First, all the information needed for
folding is contained in the primary sequence. Second, the native and dena-
tured states are thermodynamically stable states—they are states of mini-
mum Gibbs free energy.

The most important environmental or physical parameter influencing
protein stability is temperature. (Two others are pH and salt concentration.)
The native state is a minimum in the Gibbs free energy at physiological
temperatures (and conditions). However, if the temperatures are elevated
above a critical temperature, the denatured state of a protein will lie at a
lower Gibbs free energy than the native state. The reason for this can be
discerned in an examination of the behavior of the two terms in Eq. (5.8)
for the Gibbs free energy. As the temperature is raised, the entropic con-
tribution gains in importance relative to the enthalpic term. The entropic
term is a measure of the number of possible configurations for the main
and side chains. The entropy favors the denatured state because there are
many more ways for the side chains to arrange themselves when unfolded
than when tightly folded into a globular form. The enthalpic contribution,
on the other hand, strongly favors the native state. At low temperatures the
entropic contribution is still appreciable, but the enthalpic term predomi-
nates in this regime.

The property of stability is an important one. To be useful a state must
be stable long enough for the biological entity, whether it be a protein, a
DNA molecule, or some larger structure, to carry out its biological function
Such states must be stable in a thermodynamic sense. These states, once
formed, do not change appreciably in time. The effects of small perturba-
tions and of thermal fluctuations are rapidly damped out and the behavior
of the system is not appreciably altered. These are equilibrium states in the
language of thermodynamics.

While there are a multitude of states corresponding to the denatured
state, there are usually only a few similar states corresponding to the native
state and its conformation is essentially unique. This aspect is noted in Table
5.1. In order for the native state to be stable there must be an appreciable
gap in energy between the native state and nearby nonnative ones. When
the differences are appreciable, it is difficult for small perturbations and
thermal fluctuations to induce transitions to the nearby higher energy
states. Whenever the energy gaps are small, the proteins will be only mar-
ginally stable.
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TaBLE 5.1. Terms and concepts used to describe protein folding.

Terms and concepts Meaning and significance

Denatured state Name given to a large number of high energy configurations of a
newly synthesized or an unfolded protein

Energy landscape A graphical representation of the number of states available to a

protein at each value of the potential energy as a function of a few
significant degrees of freedom

Fast folding Submillisecond folding of simple proteins, whose energy landscapes
have few barriers and traps
Folding funnel The overall shape of the potential energy landscape. With many high

energy states and few low energy ones, the surface narrows as the
potential energy (or enthalpy) is reduced

Kinetic trap Any set of states forming a local minimum in the energy landscape
that is enclosed by energy barriers large compared to the thermal
energy

Native state Name given to the small number of low energy configurations of a

biologically active protein

5.6 The Folding Process: An Energy Landscape Picture

The process whereby a nascent protein folds into its physiologically viable
3D form can be envisioned in terms of an energy landscape. Each point in
the landscape would represent a possible conformation of the protein.
Similar conformations would be found near one another and dissimilar ones
further apart. The vertical axis in this kind of description would represent
the sum of all contributions to the free energy of the protein except for the
configuration entropy. That is, it represents the enthalpy or potential energy
of the protein. The horizontal axis of the landscape gives the values of the
various degrees of freedom, coordinates such as the dihedral angle meas-
ures. Since there are too many coordinates to depict individually, one or
two coordinates, or combinations thereof, are selected that capture the
essential behavior of the protein as it folds. Two representative energy land-
scapes constructed in this manner are presented in Figure 5.2.

As can be seen in Figure 5.2, the energy landscapes are funnel shaped.
They are broad at the top and narrow at the bottom. The reason for this is
a general one. There are many energetically equivalent states at the top, but
far fewer ones at the bottom. Since each point on the landscape represents
a state, the width of the landscape is proportional to the number of states,
that is, it is directly related to the entropy. This quantity is a rapidly increas-
ing function of the (internal) energy.

The folding process can be depicted as a trajectory connecting many
points on the landscape, denoting the sequence of small conformational
changes that the protein undergoes as it folds. As shown in the figure, a
folding trajectory starts out at a denatured state located at the top of the
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Unfolded (denatured) states

d

Folded (native) states

FiGure 5.2. Energy landscapes: Each point in the cutaway views of the energy land-
scapes represents a possible configuration of the protein. In these 3D depictions, the
x, y-axes represent generalized coordinates indicative of the states of the protein.
The vertical axis denotes the potential energy, or equivalently, the enthalpy. The
overall shape—broad at the top and narrow at the bottom—gives rise to the descrip-
tion of these surfaces as folding funnels. The funnel on the left is smooth and the
protein trajectories are straight, running down the funnel from the unfolded state
to the native state. The funnel on the right is slightly more complex. A ridge is
present which has to be surmounted before the protein can slide down to the native
state. The trajectories are longer and convolute slightly as they pass over the ridge
and then down the funnel. Even more complex funnels are possible, especially for
multidomain signaling proteins, in which there are mountains and valleys that have
to be traversed during folding.

landscape at a high potential energy and ends at the native state located at
the bottom of the landscape at a low potential energy.

The amount of time required for a protein to fold into its native state is
an important aspect of the process. This is referred to as a kinetic require-
ment. Not only must a protein fold into its native state, but also it must do
so in a physiologically reasonable time interval. The speed depends criti-
cally on the topography of the potential energy surface. If the surface is
studded with deep minima, and the folding trajectories pass close to them,
the rate of folding will be slow. In these situations, the protein will fall into
the minima and must escape before proceeding with its evolution towards
its native state. The deep minima are called kinetic traps because of their
slowing effects on the kinetics, or rates, of folding. Large and complex pro-
teins, especially those involved in signaling pathways, tend to have rugged
landscapes containing minima surrounded by high barriers. On the other
hand, small single domain proteins often have landscapes that are fairly
smooth and these proteins fold rapidly. The difference between smooth and
rough funnels is highlighted in Figure 5.3.



98 5. Protein Folding and Binding

(a) (b)

Kinetic traps =

N\

\ /" hmstahlc

Native state state

e
Scale: kT
T

FiGure 5.3. Smooth and rough folding funnels: (a) Smooth funnel in which there
are few barriers and all of these are smaller in height than the thermal energy.
(b) Rough funnel possessing several barriers that are difficult to surmount and serve
as kinetic traps because their heights are much larger than the thermal energy.

One of the features present in the rough funnel depicted in Figure 5.3 is
that of a low-lying metastable state. Recall from the discussion at the end
of Section 5.5 that one of the conditions for stability of the native state is
that there be an appreciable energy gap between the native state and those
lying above it. This condition is violated in the rough landscape depicted in
Figure 5.3. The protein will spend an appreciable time in the nearby excited
state. Not only is that state not separated by a large energy gap, but also,
once in that state, the protein must surmount a kinetic trap to get back out
to the native state.

5.7 Misfolded Proteins Can Cause Disease

Not all polypeptide sequences are able to fold in any reasonable amount
of time into a functionally meaningful native state. Rather, almost all ran-
domly selected sequences will fail to do so. The replacement of even a single
residue by another can sometimes convert a protein from a form that is
folding-competent into one that is not. Failures of this kind often lead to
disease. The cystic fibrosis transmembrane conductance regulator, or CFTR
protein, serves as a prominent example of this sensitivity. Mutations to the
gene encoding the CFTR protein lead to cystic fibrosis. The CFTR protein
functions as a chloride channel, but when mutated it fails to fold properly
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and cannot insert in the membrane. The consequence is that the proper
movement of chloride ions is impaired. Among the most prominent symp-
toms of the disease are the production of salty secretions by the sweat
glands and thick mucus secretions by the lungs.

Another example is how point mutations can lead to impaired folding
and disease is rhodopsin. This protein is found in rods in the retina, where
it functions as the phototransducer. When this protein is mutated in regions
away from the C-terminus it fails to fold properly and doesn’t transduce
light. In retinitis pigmentosa, the name for the resulting disorder, the rods
die off; sight worsens progressively, and eventually the subject becomes
blind.

One of the most striking examples of how even a single mutation can
have disastrous consequences on protein folding is that of the blood oxygen
carrier, hemoglobin. In this protein, a substitution of valine for glutamic acid
in the beta chains leads to improper assembly of the four subunits. The
result is sickle cell anemia. The hemoglobin molecules are misshapen and
not only don’t transport oxygen adequately, but tend to clump together
causing further impairments. The clumping of misfolded proteins is not
limited to hemoglobin. It is observed in a variety of neurological disorders,
as well.

5.8 Protein Problems and Alzheimer’s Disease

Alzheimer’s disease is a neurological disorder that occurs with increasing
frequency late in life. It is the leading cause of senile dementia. This neu-
rodegenerative disorder, first described by Alois Alzheimer in 1906, can be
identified by the presence of two kinds of lesions—amyliod plaques and
neurofibrillary tangles. Amyloid plaques are deposits of the amyloid B (Af)
protein. These proteins form filaments in the extracellular spaces, which are
usually surrounded by abnormal cells and cell structures. The second kind
of lesion occurs within cells. Neurofibrillary tangles are composed of a
protein called tau that normally associates with microtubules. When this
protein is hyperphosphorylated it dissociates from the microtubules and
aggregates into insoluble filaments, the tangles.

The AP protein that forms the amyloid plaques is generated from a larger
amyloid B protein precursor (APP) by means of a series of posttranslational
cleavages. APP is a single-pass protein that resides in intracellular mem-
branes. While membrane-bound it undergoes three proteolytic cleavage
operations, first by an a-secretase, the second by a B-secretase and the third
by a y-secretase. The end product of these finishing operations is the Af}
protein. Mutations in ADD and in a family of proteins called presenilins
lead to familial Alzheimer’s disease. (The presenilins are 8-pass intramem-
brane proteins found in complexes that carry out the y-secretase stage of
proteolytic processing.)
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5.9 Amyloid Buildup in Neurological Disorders

Amyloid buildups arising from misfolded proteins characterize many neu-
rological disorders. As mentioned above, the amyloid deposits seen in
Alzheimer’s patients are composed of AP proteins. The underlying reason
for their aggregation into insoluble clumps is that the proteins are mis-
folded. The formation of insoluble protein clumps in certain classes of cells
in the brain is not restricted to Alzheimer’s disease, but rather is encoun-
tered in a host of neurological disorders (Table 5.2). One of the most com-
monly encountered examples is Parkinson’s disease. In this neurological
disorder, aggregates of misfiled alpha synuclein proteins form clumps called
Lewy bodies in dopamergic cells regulating motor function, leading to its
impairment. Another entire set of examples is provided by the spongiform
encephalopathies (SEs), where buildups of prion proteins occur. Mad cow
disease in cattle and Creutzfeldt—Jakob disease in humans are two forms of
SE. Finally, in Lou Gehrig’s disease (amyotrophic lateral sclerosis, or ALS),
CuZn superoxide dismutase (SOD1)-enriched inclusions develop in motor
neurons possibly associated with the buildup of free radicals in the affected
cells.

A clue as to what might be happening in all of these disorders is pro-
vided by the observation that the intracellular clumps of proteins that form
in the neurons contain other proteins besides the misfolded ones. Proteins
belonging to the ubiquitin-proteasome system are often found in these
deposits. In Huntington’s disease, the ubiquitin-proteasome system seems
to have broken down, and the normal housekeeping function of removal of
misfolded proteins does not occur. There is growing evidence for a break-
down in at least some forms of Parkinson’s disease, as well. It may be that
the ubiquitin-proteasome system, responsible for removal of misfolded pro-
teins, is being overwhelmed, leading over time to cell death as more and
more misfolded proteins accumulate in the long-lived neurons.

Even small clumps of misfolded proteins can be toxic. In Alzheimer’s
disease, there is either an excessive production of the AP protein, or the
ratio of the amyloid-prone 42 amino acid residue forms over the less toxic

TaBLE 5.2. Amyloid-producing neurological disorders.

Neurological disorder Amyloid-forming protein
Alzheimer’s disease Amyloid B protein
Creutzfeldt—Jakob disease Prion

Huntington’s disease Huntingtin

Lou Gehrig’s disease CuZn superoxide dismutase

Parkinson’s disease Alpha synuclein
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40 amino acid residue forms is too high, or there is an alteration of the A
protein’s biophysical properties promoting clumping. The proteins are par-
tially folded resulting in the exposure of hydrophobic patches of residues
that promote aggregation. The danger inherent in even small oligomeric
assemblies of such proteins can be seen in the hippocampus where small
soluble oligomers consisting of two or three AP proteins can impair normal
physiological functions of the cells. Small oligomers of misfolded forms of
even nominally harmless proteins can interact in an inappropriate fashion
with other cellular proteins. In sum, small soluble aggregates of misfolded
proteins can be highly toxic to the cells.

5.10 Molecular Chaperones Assist in Protein Folding in
the Crowded Cell

The cell is a crowded place and as a result many polypeptides, especially
large ones, require the assistance of helper molecules, the chaperones, to
reach their native state. Because of crowding, proteins, especially those that
are not completely folded and have exposed hydrophobic surfaces, tend to
aggregate. One of the main functions of the molecular chaperones is to
shuttle large polypeptides to their correct locations in the cell. In the
process they prevent hydrophobic contact-driven aggregates from forming
and assist in the formation of appropriate associations. Because of the
crowding the energy landscape can sometimes be altered to the point where
the proteins cannot reach their native state. Crowding also alters the kinet-
ics, especially those involved in the assembly of multiprotein complexes. The
chaperones perform several useful housekeeping functions. They assist in
folding and in the rescue of proteins that have partially unfolded due to cel-
lular stresses. In eukaryotes, which have a greater proportion of large
polypeptides than prokaryotes, chaperones are among the most abundant
proteins in the cell.

Folding in cells can be simple or complex depending on the nature of the
protein and its cellular destination. Small, rapidly folding proteins can reach
their native, necessary, functional three-dimensional conformation unaided.
As noted by Anfinsen in his 1973 Nobel Prize lecture, all information
required for folding is contained in the primary sequence. Because of cel-
lular crowding, large and more complex polypeptides may require a pro-
tection from the immediate environment; that is, they may need a folding
“cage” to provide a shielded folding environment. Large and complex
polypeptides, especially those involved in signaling, destined for membrane
insertion and/or attachments, may require the actions of chaperones to
prevent aggregation. Some nascent proteins may be shuttled to their desti-
nations in a form other than their native state and fold into the native state
only upon arrival and insertion into functional multisubunit complexes.
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5.11 Role of Chaperonins in Protein Folding

The energy landscapes for protein folding can be fairly smooth or they can
be rough. The landscapes for the fast folding proteins correspond to the
former situation. Large proteins may be able to reach their native state
without any assistance, but may do so on a time scale that is too slow phys-
iologically. These proteins tend to have rough energy landscapes and the
proteins may easily be trapped in local minima. Molecular cheperones
known as chaperonins do two things to alleviate these difficulties. First, they
sequester the nascent protein away from other cellular proteins, forming
folding cages. Second, they directly participate in the folding process,
supplying energy through ATP hydrolysis to the substrate protein. The
additional energy supplied to the protein enables that protein to surmount
energy barriers and escape from kinetic traps. The protein is able to fold
far more rapidly into its native state since it can avoid getting stuck in
nonoptimal and nonfunctional states for long periods of time.

The subunits that form the folding cage repeatedly bind and release the
substrate protein. They disrupt the misfolded structures that are kinetically
trapped, and release the protein in a less folded configuration through the
use of mechanical stretching forces. At the end of each round of binding
and release, the protein is free to continue to fold and search for its low
energy native state. The energy-dependent process of binding and release
is called annealing because of its close resemblance to the metallurgical
process of that name.

Chaperonins (Table 5.3) are large, 800- to 1000-kDa barrel-shaped struc-
tures that serve as folding cages. The group I GroEL chaperonin contains

TaBLE 5.3. Molecular chaperones provide protected environments for protein
folding, greatly accelerate the folding rate, and stabilize nascent chains.

Family

Distribution

Function

Group I Chaperonins
Hsp60

Hsp10

Group II Chaperonins

Hsp70 Chaperones
Hsp70

Hsp40

Hsp90 Chaperones

GroEL in bacteria; Hsp60 in
mitochondria and chloroplasts

GroES in bacteria; Hsp10 in
mitochondria and chloroplasts

TriC/CCT chaperonins in
archaea and eukaryotic cytosol

DnaK in bacteria; Hsp70 in
eukaryotes

Dnal in bacteria; Hsp40 in
eukaryotes

HtpG in bacteria; Hsp90 in
eukaryotes

Protected environment for
folding, refolding, recovery
from stress

Co-chaperonin for Hsp60;
assists in folding substrates
bound to Hsp60

Protected environment for
folding, refolding, recovery
from stress

Regulates heat shock response,
stabilizes nascent chains, and
prevents aggregation

Co-chaperone for Hsp70;
regulates activity of Hsp70

Maturation of signal
transduction pathways
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Ficure 5.4. A GroEL-GroES Anfinsen cage for protein folding: Fourteen subunits
are arranged into two rinds of seven units each. Each chain contains equatorial,
intermediate, and apical domains. Polypeptide chains are inserted into the cage,
undergo a round of mechanical manipulations (i.e., the chains are “annealed” to
remove unfavorable bondings), and are ejected. Several rounds of these operations
may take place.

14 identical subunits; the eukaryotic Hsp 60 molecule has 16 identical
subunits. As shown in Figure 5.4 the subunits are arranged into a pair of
rings; in the case of GroEL each ring contains 7 identical subunits. Co-
chaperonins help in this activity. Group I co-chaperonins form a lid over
the barrel and assist in the folding.

5.12 Hsp 90 Chaperones Help Maintain Signal
Transduction Pathways

The second main group of molecular chaperones consists of the Hsp70
and Hsp90 families. The Hsp70 family of chaperones performs a variety of
tasks in the prokaryotes. DnaK is the outstanding bacterial Hsp70 family
member. It regulates the heat shock stress response and maintains proteins
in their physiologically viable configurations. Eukaryotic polypeptide chains
are some 30-40% larger on the average than their prokaryotic counterparts.
Eukarotic Hsp70 chaperones bind newly synthesized proteins. They assist
in transporting these proteins across organelle membranes and into the
endoplasmic reticulum (ER) and mitochondria. They also assist in the inser-
tion of nascent membrane proteins into membranes.

Members of the Hsp90 family are involved in maintaining the functional
integrity of proteins involved in intracellular signaling. These chaperones
often work in association with Hsp70 family members and several other
small ancillary proteins to prevent aggregation and mediate refolding. The
Hsp90 chaperones form complexes with signal molecules, then help in their
translocation to the correct subcellular compartment and into association
with other elements of the signal pathway where they operate.



104 5. Protein Folding and Binding

Members of the Hsp90 family of molecular chaperones are among the
most abundant proteins in the cell. They account for 1-2% of the total cel-
lular protein even under non-stressful conditions. Hsp90 acts later in the
folding process than the other chaperones. In normal cells, Hsp90 family
members bind to a selective set of proteins operating in the signaling path-
ways that regulate cell differentiation and embryonic development. The
proteins targeted by Hsp90 typically have low energy conformations that
are only marginally stable. These signaling proteins have difficulty remain-
ing in their physiologically competent states and require the assistance of
Hsp90 to stabilize them. For example, in the absence of Hsp90, steroid
hormone receptors are unable to bind their ligands and DNA. Likewise,
bereft of Hsp90, tyrosine kinases such as c-Src lose their ability to function
as kinases and to be acted upon by their regulators.

5.13 Proteins: Dynamic, Flexible, and Ready to Change

Proteins are not static but instead are dynamic structures that exhibit con-
siderable flexibility, and readily adopt new shapes. Proteins are dynamic
entities. If one examines the energy landscape in the vicinity of the protein’s
native state one finds that there is an ensemble of low-lying states and the
proteins is continually undergoing transitions from one state to another.
This population of states and the barriers separating them play an impor-
tant role in substrate recognition and catalysis. An example of such as
ensemble of low-lying conformational states is presented in Figure 5.5. In
this figure, none of the barriers are particularly high compared to the
thermal energy k7. In this situation, the proteins will easily undergo tran-
sitions from one state to another, but will spend more time in the lowest
energy state than in any of the others. The protein whose energy landscape
is depicted in Figure 5.5 is quite flexible. It is able to move back and forth
among a set of different shapes. The energy landscape of a protein that is
completely rigid would be far sparser if it lacked low-lying states that were
easy to get to.

Scale: kT

1

FiGure 5.5. Low-lying ensemble of native and nearby state: These states determine
the binding properties of the proteins. Different ligands acting as environmental
factors select one or more of these preexisting states when they bind the protein.
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The energy landscapes are influenced by environmental factors such as
temperature, pH, ionic concentration, and binding events. Catalysts make
use of protein motions to increase the rate of reactions. Environment
factors, most notably charged groups such as acids, bases, metal ions, and
dipoles belonging to the catalyst generate a shift in the energy landscape.

Two kinds of shifts are possible, kinetic and thermodynamic. In a kinetic
shift, the energy barrier separating two conformational states is lowered,
making possible transitions from a higher energy state to a lower energy
state. The initial kinetic barrier is high compared to the thermal (kinetic)
energy factor k7, and the system may be trapped in the higher, or
metastable, state prior to the kinetic shift.

In a thermodynamic shift (the situation illustrated in Figure 5.5) the
barrier between two states remains the same but the relative energies are
modified so that a formerly higher energy state is now a lower energy state.
The barriers in this scenario low so there are no kinetic barriers, and tran-
sitions among the many states can be frequent. In either case, a catalyst gen-
erates a shift in the population of conformations towards those that favor
the reaction being catalyzed. This latter utilization of protein flexibility is
often referred to in the literature as stabilizing the transition state in the case
of catalysis, and as the induced fit model of surface complementarity in the
case of binding. The key point is that protein flexibility underlies the ability
of a protein to bind to another molecule—and to entire groups of proteins
of differing shape and size—with the appropriate degree of specificity. In
all of these situations the ligand may be thought of as selecting out one or
more states from the ensemble of preexisting low-lying states.

References and Further Reading
Anfinsen Nobel Prize Lecture

Anfinsen CB [1973]. Principles that guide the folding of protein chains. Science, 181:
223-230.

Motions of Proteins

Cavanagh J, and Akke M [2000]. May the driving force be with you—Whatever it
is. Nature Struct. Biol., 7: 11-13.

Feher VA, and Cavanagh J [1999]. Millisecond-timescale motions contribute to
the function of the bacterial response regulator protein SpoOF. Nature, 400:
289-293.

Forman-Kay JD [1999]. The “dynamics” in the thermodynamics of binding. Nature
Struct. Biol., 6: 1086-1087.

Frauenfelder H, Sligar SG, and Wolynes PG [1991]. The energy landscapes and
motions of proteins. Science, 254: 1598-1603.

Kay LE, et al. [1996]. Correlation between dynamics and high affinity binding in an
SH2 domain interaction. Biochem., 35: 361-368.



106 5. Protein Folding and Binding

Kern D, et al. [1999]. Structure of a transiently phosphorylated switch in bacterial
signal transduction. Nature, 402: 894-898.

Lee AL, Kinnear SA, and Wand AJ [2000]. Redistribution and loss of side chain
entropy upon formation of a calmodulin-peptide complex. Nature Struct. Biol.,7:
72-77.

Stock A [1999]. Relating dynamics to function. Nature, 400: 221-222.

Zidek L, Novotny MV, and Stone MJ [1999]. Increased protein backbone confor-
mational entropy upon hydrophobic ligand binding. Nature Struct. Biol., 6: 1118-
1121.

Protein Folding: The Energy Landscape Picture

Bryngelson JD, et al. [1995]. Funnels, pathways, and the energy landscape of protein
folding: A synthesis. Proteins: Structure, Function and Genetics,21: 167-195.

Chan HS, and Dill KA [1998]. Protein folding in the landscape perspective: Chevron
plots and non-Arrhenius kinetics. Proteins: Structure, Function and Genetics, 30:
2-33.

Dill KA, and Chan HS [1997]. From Levinthal to pathways to funnels, Nature Struc-
ture Biology, 4: 10-19.

Leopold PE, Montal M, and Onuchic JN [1992]. Protein folding funnels: A kinetic
approach to the sequence-structure relationship. Proc. Natl. Acad. Sci. USA, 89:
8721-8725.

Onuchic JN, et al. [1995]. Toward an outline of the topography of a realistic protein-
folding funnel. Proc. Natl. Acad. Sci. USA, 92: 3626-3630.

Sali A, Shakhnovich E, and Karplus M [1994]. How does a protein fold? Nature,
369: 248-251.

Molecular Chaperones and Protein Folding in the Cell

Hartl FU, and Hayer-Hartl M [2002]. Molecular chaperones in the cytosol: From
nascent chain to folded proteins. Science, 295: 1852-1858.

Pratt WB [1998]. The Hsp90-based chaperone system: Involvement in signal trans-
duction from a variety of hormone and growth factor receptors. Proc. Soc. Exp.
Biol. Med., 217: 420-434.

Rutherford SL, and Lindquist S [1998]. Hsp90 as a capacitor for morphological evo-
lution. Nature, 396: 226-342.

Sauer FG, et al. [2000]. Chaperone-assisted pilus assembly and bacterial attachment.
Curr. Opin. Struct. Biol., 10: 548-556.

Binding Mechanisms

DeLano WL, et al. [2000]. Convergent solutions to binding at a protein-protein
interface. Science, 287: 1279-1283.

Freire E [1999]. The propagation of binding interactions to remote sites in proteins:
Analysis of the binding of the monoclonal antibody D1.3 to lysozyme. Proc. Natl.
Acad. Sci. USA, 96: 10118-10122.

Hilser VJ, et al. [1998]. The structural distribution of cooperative interactions in
proteins: Analysis of the native state ensemble. Proc. Natl. Acad. Sci. USA, 95:
9903-9908.



Problems 107

Kumar S, et al. [2000]. Folding and binding cassettes: Dynamic landscapes and pop-
ulation shifts. Protein Sci., 9: 10-19.

Ma B, et al. [2002]. Multiple diverse ligands binding at a single protein site: A matter
of pre-existing populations. Protein Sci., 11: 184-197.

Teague S [2003]. Implications of protein flexibility for drug design. Nature Rev. Drug
Dis., 2: 527-541.

Problems

5.1

52

Entropy, density of states, and probabilities. Consider a system of N
atoms, each of which is placed in one of M bins. The atoms are labeled
by the bins into which they are placed, but are otherwise indistin-
guishable from one another. That is, n; atoms are placed in bin 1;
n, atoms are placed in bin 2, and so on up to ny atoms in bin M. The
quantities

pi:ni/N

represent the probabilities of finding an atom in a particular bin. The
number of ways a specific configuration can be realized (where “con-
figuration” means finding n; atoms in bin 1, n, atoms in bin 2, and so
on) is, from elementary probability theory, given by the multinomial
coefficient

N!

mn, -+ Ny

W({n,ny,...,ny})=

The relationship between number of states k, actually coeffs, and
entropy S was first established by Ludwig Boltzmann and Max Planck.
Their results are usually presented in the form:

S = W(in),

and sometimes in the form
M
S=—k2pi Inp;.
i=1
Show that the two forms are equivalent; that is,

(%) InW({n})=-k lzﬂ:, pilnp;.

Frustration and rugged energy landscapes. Rugged energy land-
scapes are formed whenever there is a lack of good low energy
conformations. Situations of this type arise when the system of atoms
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(a) (b)

+J +J

+J ]

FiGUrke for Problem 5.2. Nonfrustrated and frustrated squares: Atoms (vertices) are
connected by bonds (sides) with bond (coupling) strengths as indicated. (a) Non-
frustrated square in which all couplings are positive. (b) Frustrated square in which
there is one negative coupling and three positive couplings.

53

and bonds connecting them becomes frustrated. The term frustration
is intended to convey the inability of the atomic system to fold itself
in such as way that all bond orientations lead to good low energy
states. Instead, for any spatial orientation of bonds, some interactions
will be positive and others will be negative, and in place of a few deep
low energy states there will be a large number of less deep low energy
states.

The notion of frustration can be illustrated using a mini system con-
sisting of four spin !2 atoms arranged in a pair of squares as shown
above. Each vertex in a square contains an atom whose spin value is
either +1 or —1. The energy of the systems is the sum of four interac-
tions of the form Js;s;, where s; and s; are the spin values of atoms at
neighboring vertices connected by bonds, and J is the bond strength. In
other words, the energy E is given by the expression

E:_ZJZ‘]’S,‘S]',

and the sum is over the four pairs of neighboring vertices. There are 16
possible states of this system: 2 x 2 x 2 x 2. The nonfrustrated square
on the left possesses two good (deep) low-energy states—one where all
spins are +1 and one where all spins are —1, each with energy —41J. All
other states have higher energies. (a) Tabulate the distribution of states
and then compare this distribution to that for the frustrated square
shown in the right hand part of the figure. (b) What happens if the top
and bottom couplings are negative while the two side couplings remain
positive?

Transition rates and their dependence on barrier height. The transition
rate for passage over a barrier from state A to state B is given by the
Arrhenius formula:

V= voe"E”/kT.
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FIGURE for Problem 5.3. Transition over a barrier from
one state to another.

In this expression, v is the transition rate, which is equal to the product of
a factor vy that gives the number of attempts being made on the barrier
(the attempt frequency) and the Boltzmann factor (i.e., the exponential
term) describing the probability for success for any given attempt. Assum-
ing no change in the attempt frequency, how much less likely is a transition
for the case where barrier height is a factor of 3 greater than the thermal
energy kT as compared to a situation where the barrier height is half that
of the thermal energy?
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Stress and Pheromone Responses
in Yeast

Unicellular organisms such as the budding yeast Saccharomyces cerevisiae
have to cope with continually changing environments and are subject to a
variety of environmental and physiological stresses. These include unfavor-
able temperatures that produce heat shock, osmotic stresses that disrupt
the water balance, carbon source deprivation that leads to starvation, and
oxidative stresses. Yeast cells respond to these and other unfavorable con-
ditions by altering their patterns of gene expression and by adjusting their
rates of protein synthesis. They may respond in a rather general way to a
stressful situation, or they may respond in a far more specific manner to a
particular stress condition.

The signaling routes that ultimately produce the alterations in gene
expression and protein synthesis begin at the plasma membrane with signal
reception. Signal receptors embedded in the plasma membrane sense
changes in the local environment and receive chemical messages sent by
other cells. The end points of the signaling routes are control points in the
fixed infrastructure. It is at these control points that the signals are con-
verted into cellular response. Some signaling routes, especially those found
in bacteria, are fairly short with at most a few elements lying between
sensing and contact elements. Other signal routes are far longer. In these
situations, the routes from cell membrane to the contact points in the cell
interior often involve several intermediate signaling elements and control
points where several signals converge. Whether short or long, a set of sig-
naling elements is activated in a sequential fashion, from cell surface mol-
ecules to intracellular signal elements to one or more final contact elements.
The ensemble of signaling elements activated in this way is referred to as
forming a signaling pathway.

The different kinds of signaling elements that make up the typical
eukaryotic signaling pathway will be introduced in the first part of this
chapter. Examples will then be given in the second part of the chapter of
how these elements come together to form stress and pheromone signaling
pathways in yeast. The short signaling routes found in bacteria will be
explored in Chapter 7, and an important set of signaling intermediaries,
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commonly referred to as second messengers, will be explored in the chapter
after that, Chapter 8.

6.1 How Signaling Begins

Signaling begins at the plasma membrane with receptor-ligand binding and
signal transduction. Transmembrane receptors function as sensors of envi-
ronmental stresses and as receivers of chemical messages. They transmit,
and, in the process, convert the signals from an external, outside-the-cell
form to an internal, inside-the-cell one that can be understood and further
processed. This process is called signal transduction. Several kinds of trans-
membrane receptors are presented in Figure 6.1. In each example, part of
the receptor lies in the extracellular spaces enabling it to bind to ligands.
There are also one or more transmembrane segments, portions of the
polypeptide chain that either pass once through the plasma membrane or
wind back and forth several times. Lastly, there is a cytoplasmic segment
that permits the receptor to make contact with signaling molecules inside
the cell, thereby allowing the receptor to transduce a signal.

The notion of signal transduction is a central one. The ligand itself is not
passed into the cell. Rather, a different molecule becomes activated and
conveys the message inside the cell. This conversion process can happen
several times inside the cell with one protein contacting a second one, which
then contacts and activates a third molecule, and so on until the final sig-
naling element reaches a control point where the signal is converted into a
cellular response. In each of these transfers, one signal molecule replaces
another in a sequential manner to carry the signal. Thus, each step involves
transduction, the conversion of a message from one form to another.

(a) (d) (e)

Extracellular
spaces

Cytosol

Ficure 6.1. Signal receptors: Each receptor has an extracellular region, a trans-
membrane segment, and an intracellular (cytosol) portion. (a) Single-chain, single-
pass receptor; (b) two-chain, single-pass receptor; (c¢) dimeric arrangement of
two-chain, single-pass receptors; (d) trimeric arrangement of single-chain, single-
pass receptors; and (e) single-chain, seven-pass receptor. The N-terminal is usually
located on the extracellular side and the C-terminal on the cytoplasmic side in the
single-chain and seven-pass receptors. In the double-chain receptors, the uppermost
side is N-terminal and the lower side is C-terminal.
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Receptors can be grouped into families according to their topology,
structure, and the kinds of ligands they bind. The first two examples
presented in Figure 6.1 are single-pass receptors. In Figure 6.1(b), two chains
are used rather than a single chain as in Figure 6.1(a). One chain lies entirely
in the extracellular space and is responsible for ligand binding. The other
chain is covalently linked to the first (through disulfide bonds). It contains
transmembrane and cytoplasmic segments and transduces the signal into the
cell.

Receptors form associations with other receptors. One way for a signal
to be conveyed into the cell is through the formation and stabilization of
receptor complexes. The complex may consist of a pair of receptors, as in
Figure 6.1(c), simultaneously bound to a single ligand (1:2 stoichiometry)
or to a pair of ligands (2:2 stoichiometry). Alternatively a receptor trimer
may form as in Figure 6.1(d) bound to, for example, three ligands. Higher-
order complexes may form and these complexes may even involve a mix of
different receptors. The last example, presented in Figure 6.1(e), is for a
seven-pass, single chain receptor. This is the topology of the largest family
of receptors found in the body—the G protein-coupled receptors (GPCRs).
They sense and transduce sensations such as light and odors, and cell-to-
cell hormonal and neuromodulatory signals. They are also the targets of
about half of all the drugs commercially produced.

6.2 Signaling Complexes Form in Response to
Receptor-Ligand Binding

Receptor-ligand binding stimulates the assembly of signaling complexes at
and just below the plasma membrane. Ligand binding provokes changes in
the environment around the cytoplasmic portion of the receptor(s) leading
to formation of these complexes. These changes may take one or more
forms. In some receptor families, ligand binding stabilizes the formation of
receptor dimers. The receptors possess an intrinsic kinase activity, which is
turned on when the two chains are brought into close proximity to one
another. The ensuing phosphorylation opens up docking sites for cytoplas-
mic signaling proteins that, in turn, seed the formation of the signaling
complex. In families such as the GPCRs, ligand binding triggers a changes
in conformation that are sufficient to activate nearby cytoplasmic G-
proteins leading to activation of signaling intermediates—second messen-
gers—and the formation of signaling complexes.

Proteins functioning as anchor, scaffold, and adapter proteins help organ-
ize these signaling complexes. As depicted in Figure 6.2, anchor proteins
provide platforms for proteins to attach in close proximity to receptors and
other upstream signaling elements. Anchor proteins attach to the plasma
membrane and to membranes of organelles. They allow two or more sig-
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FiGure 6.2. Assembly of signaling complexes: (a) Signal complex organized by
exposure of a docking site by a receptor aided by the utilization of an adapter
protein; (b) signal complex organized by a cytoskeleton-associated scaffold protein;
and (c) signal complex organized by a membrane-associated anchor protein.

naling proteins to position themselves in close proximity to one another
and to their membrane-associated substrates. Scaffold proteins operate in
a similar fashion to anchor proteins. They too provide platforms for attach-
ment of multiple proteins. They attach to components of the actin cytoskele-
ton, or alternatively, to microtubules. These attachment sites are usually
located near the plasma membrane and play an important role in relaying
signals from the plasma membrane to downstream control sites. The third
group of nonenzymatic intermediaries is the adapter proteins. These pro-
teins contain protein-protein interaction domains and serve as inter-
mediaries that allow two proteins that would otherwise not be able to com-
municate to do so.

In order to form a complex, proteins diffuse over to and collect at the
docking sites. The proteins are said to be “recruited” to the collection point.
The process of recruitment is mostly a passive one driven by diffusion
of proteins localized in the vicinity of docking sites opened up by
receptor-ligand binding. The diffusion is largely planar; that is, it is a two-
dimensional rather than a three-dimensional process because all signaling
elements are located at and just below the plasma membrane. The adapters,
anchors, and scaffolds localize the necessary signaling elements close to one
another at and just below the plasma membrane. Because the proteins are
localized nearby and because the process is a two-dimensional one, it is
fairly rapid.
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6.3 Role of Protein Kinases, Phosphatases, and GTPases

Protein kinases, phosphatases, and GTPases convey signals from the cell
surface to downstream cytoplasmic effectors. The organization of signaling
complexes by anchors, scaffolds, and adapters is illustrated in Figure 6.2. In
each example, proteins designated in a generic sense as protein “a,” or
protein “b,” and so on are recruited to the complex. The proteins so indi-
cated are mostly enzymes. Two different kinds of enzymes predominate—
protein kinases and protein phosphatases, and these are the primary
intracellular signal transducers. Protein kinases are large proteins that cat-
alyze the transfer of phosphoryl groups to target proteins using ATP as a
donor. Protein phosphatases do the opposite: They catalyze the removal of
phosphoryl groups using ADT as an acceptor. These two operations are
illustrated in Figure 6.3. The substrates that accept and lose phosphoryl
groups are often kinases themselves, so that one kinase activates another,
which then activates a third kinase, and so on.

Protein kinases and phosphatases are not the only categories of enzymes
that participate in signaling. Enzymes called GTPases also contribute to sig-
naling, as do a variety of proteolytic enzymes, or proteases. GTPases are
enzymes that are activated when they bind guanosine triphosphate (GTP)
and are deactivated when they bind guanosine diphosphate (GDP). Two
sets of ancillary enzymes catalyse GDP/GTP binding and release from the
GTPases. As illustrated in Figure 6.4, a guanine nucleotide exchange factor
(GEF) catalyzes the dissociation of GDP from the GTPase. GTP is an abun-
dant cytosolic protein and in response to the actions of the GEF it binds
the GTPase, thereby activating it. The GTPase-activating protein (GAP)
accelerates the enzymatic actions of the GTPase. It also speeds up the
hydrolysis of the bound GTP molecule, leaving a bound GDP molecule in
its place, resulting in the inactivation of the GTPase.

(a) (b)
Protein Protein Protein Protein
kinase substrate phosphatase substrate

Phosphoryl
o - group

ATP ADP ADP ATP

Phosphoryl
group

FiGure 6.3. Enzymatic actions of protein kinases and protein phosphatases: (a) A
protein kinase catalyzes the transfer of a phosphoryl group to its substrate using
ATP as a donor. (b) A protein phosphatase catalyzes the removal of a phosphoryl
group from its substrate using ADP as an acceptor.
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FIGURE 6.4. Catalytic activities of GTPase-associated factors: (a) A GEF catalyzes
the removal of GDP from a GTPase, which then binds to a GTP molecule. (b) A
GAP catalyzes the hydrolysis of the GTP molecule bound to the GTPase, leaving
a bound GDP molecule.

6.4 Role of Proteolytic Enzymes

Proteolytic enzymes transform, activate, and deactivate signaling elements.
Proteolytic processing is yet another kind of posttranslational modification
that has an important role in signaling. Several different kinds of proteolytic
enzymes, or proteases, are active in the cell. Some of the them catalyze the
cleavage of membrane-associated proteins either on the extracellular side
or the intracellular side of the plasma membrane. The cleavage of a tether
that anchors a signaling protein on the outside of the cell converts that
protein into a diffusible ligand, thereby greatly extending its range of influ-
ence. The intracellular cleavage of the protein either anchored to or embed-
ded in the plasma membrane converts that protein into a messenger that
can relay messages into the cell interior, allowing it to function not only as
an upstream signaling element but also as a downstream one. These oper-
ations are illustrated in Figure 6.5(a) and (b).

The enzymes involved in transducing signals are localized where they are
needed in inactive forms. When an initiating event takes place, such as the
arrival of an extracellular ligand that binds a receptor located in the plasma
membrane, the proteins that the signaling pathway comprises are activated.
A series of events take place with elements upstream activating substrates
downstream until the last signaling elements contact the fixed infrastruc-
ture at a control point.

The signaling elements must be carefully controlled to prevent unwanted
signaling. The signals that convert the signaling molecules from an inactive
to an active form are of several kinds, and these often work in concert to
“turn on” signaling when and only when appropriate activating signals are
present. One way of accomplishing this is to immobilize a signaling protein
through binding it to a scaffolding protein. If the scaffold protein is prote-
olytically processed, the signaling protein will be freed up and can convey
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FiGure 6.5. Signaling activities of proteolytic enzymes: (a) A protease cleaves the
tether, detaching the ligand from the outer leaflet of the plasma membrane allow-
ing it to function as a diffusible ligand. (b) A protease cleaves the polypeptide chain
just below the plasma membrane, allowing the cytoplasmic portion of the protein
to function as a downstream signaling element. (c) A protease degrades a scaffold
protein, freeing up the signaling protein to convey a signal to its downstream sub-
strate. (d) A protease degrades a signaling protein shortening its lifetime and ter-
minating signaling.

a message as shown in Figure 6.5(c). Proteolytic processing can do the oppo-
site and turn off signaling. If a signaling protein rather than a scaffold is
tagged for proteolytic processing as indicated in Figure 6.5(d), the signal
protein’s lifetime will be reduced and its signaling activity will be damped
down.

6.5 End Points Are Contact Points to
Fixed Infrastructure

The end points of signaling pathways are control points that make contact
with the fixed infrastructure. The furthest downstream signaling elements
in the signaling pathways make contact with one or more components of
the fixed infrastructure. The components being contacted may be a recep-
tor or ion channel embedded in a membrane, or they may belong to the
cytoskeleton. They may belong to an intracellular transport organelle, or to
the mitochondria, or to the transcription apparatus in the nucleus, or to the
translation machinery situated in the endoplasmic reticulum.
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The most commonly occurring end points are those that contact and reg-
ulate the transcription machinery. Proteins that convey regulatory instruc-
tions to the transcription machinery are called transcription factors. These are
the last or furthest downstream signaling elements in the various stress and
pheromone pathways. These proteins bind to specific DNA sequences
located in noncoding regions of genes and as a consequence influence
transcription either positively or negatively. In the former case by makig it
easier to carry out transcription and in the latter case by making it more
difficult to do so.The noncoding gene regulatory regions contain binding sites
for elements of the fixed infrastructure to bind and also sites for regulatory
proteins to attach. The control regions are known as promoters and the
sequence-specific control points where transcription factors bind and come
together to regulate transcription are known as responsive elements (REs).

6.6 Transcription Factors Combine to Alter Genes

In the budding yeast, several types of stress response can be evoked. Those
elements of a stress response that are common to all stresses are handled
by the yeast general stress response, while additional elements needed to
treat certain kinds of stresses are handled by a set of specific stress
responses. Organisms such as the yeast respond to stresses by remodeling
their pattern of gene expression, upregulating some genes and downregu-
lating others. Experiments performed using DNA microarrays show that
changes in the patterns of gene expression are global, often involving sub-
stantial fractions of the entire genome. The control points are organized in
a way that makes possible these stress responses. Genes that require coex-
pression because their products must all be present at the same time and
work together possess a common set of responsive elements to which the
transcription factors may bind. That is, multiple copies of each of these
responsive elements are distributed among promoters throughout the
genome. Certain combinations of responsive elements are encountered in
genes that are cotranscribed in response to specific stress and pheremone
signals; other combinations are often encountered in genes coexpressed in
response to a different set of stress signals and some are encountered
in almost all stress responses. By this means a small number of transcrip-
tion factors can coordinate and control a major remodeling of the cellular
infrastructure.

Transcription factors activated by stresses act in a combinatorial fashion
to trigger genome wide alterations in gene expression. In eukaryotes, these
noncoding DNA sequences almost always contain binding sites for more
than one transcription factor. The transcription factors jointly determine
whether and how strongly to initiate transcription. The process whereby
several transcription factors regulate transcription is known as combinato-
rial control. This term signifies one of the key aspects of the process. Tran-
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scription factors can come together in a variety of ways, acting in different
combinations of twos, threes and so on. A small number of transcription
factors can therefore generate many different patterns of gene expression
in response to stresses and other environmental changes.

Combinatorial control is a synergistic process. In combinatorial control
the effect produced by two positively acting transcription factors is far
greater than the sum of the effects of each individual in the pair. This can
happen in several ways. One way of producing an effect of this sort is for
one of the partners to relieve an autoinhibitory interaction present in its
partner that prevents the partner from acting. Alternatively, one of the part-
ners may act on the DNA substrate to expose or better prepare a binding
site for the other partner. These interactions are all cooperative with the
first interaction making it easier for the second interaction to occur.

In the remainder of this chapter, the operation of signaling pathways
activated by yeast cells in response to stresses will be examined. The yeast
stress pathways illustrate how the various kinds of signaling proteins come
together to form a pathway. Before examining these pathways the differ-
ent categories of signaling elements will be looked at in more detail.

6.7 Protein Kinases Are Key Signal Transducers

Protein kinases are central regulators of cellular physiology. These proteins
catalyze the transfer of a gamma-phosphoryl group from an ATP molecule
(usually bound to Mg?" ion) to a hydroxyl group on the side chain of spe-
cific residues in target proteins. In other words they are phosphotrans-
ferases that use ATP (and sometimes GTP) as a donor and specific residues
in target proteins as acceptors. Their ability to function as enzymes is due
to the presence of a catalytic domain of some 200 to 300 amino acids. The
kinase domain, along with one or more regulatory domains, comprise the
kinase. Some protein kinases encode their catalytic domains in separate
subunits; in others, the catalytic and regulatory domains are all part of a
single chain molecule.

The protein kinases can be divided into two large groups. In the first
group, are the protein kinases that target hydroxyl groups on serine/threo-
nine residues. These are called serine/threonine (ser/thr) kinases. In the
second group are the protein kinases that target hydroxyl groups on tyro-
sine residues, and these are called tyrosine (tyr) kinases. The proteins in each
major grouping can be further placed into a number of families that are
highly conserved across all eukaryotes. Listed in Table 6.1 are five promi-
nent groups of serine/threonine kinases, organized according to similarities
in kinase domain structure, substrate specificity, and method of regula-
tion/activation. These kinases are encountered in eukaryotes ranging from
yeast to man. Tyrosine kinases are more restricted in their distribution. They
are largely absent from unicellular organisms and appear to have emerged
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TaBLE 6.1. Serine/threonine kinases of eukaryotes.

Group Family Comments
AGC Protein kinase A (PKA)/Protein Cyclic nucleotide-regulated; basic
kinase G (PKG) amino acid-directed
Protein kinase C (PKC) Lipid-, calcium-regulated
Protein kinase B (PKB), Akt, RAC Lipid-regulated
G protein-coupled receptor kinase Lipid-, calcium-regulated
(GRK)
Ribosomal S6 kinase (S6K) Lipid-regulated
Phosphoinositide-dependent protein Lipid-regulated
kinase-1 (PDK1)
CaMK CaM kinase (CaMK) Ca**/calmodulin-regulated; Basic
amino acid-directed
AMP-dependent protein kinase Activated when AMP:ATP is
(AMPK) elevated; basic amino acid-directed
CMGC Cyclin-dependent kinase (CDK) Proline-directed
Mitogen-activated protein kinase Substrate of MEKSs; proline-directed
(MAPK)
Glycogen synthase kinase-3 (GSK-3) Principal substrate of PKB; dual
specificity; proline-directed
Casein kinase-2 (CK2) Uses both ATP, GTP; Acidic amino
acid-directed; dual specificity
MEK MAP/ERK kinase (MEK) Dual specificity; highly specific
MAP/ERK kinase kinase (MEKK) Highly specific
MAP/ERK kinase kinase kinase Highly specific
(MEKKK)
PIKK ATM/ATR; DNA-PKcs Glutamine-directed
TOR Proline-directed

in response to the need for increased cell-to-cell signaling and control in
multicellular organisms. Tyrosine kinases will be examined in detail in later
chapters.

Serine/threonine kinases have many features in common. The most
important of these similarities from the signaling perspective is their acti-
vation through phosphorylation. The kinases become catalytically active
only when crucial residues in a region of their catalytic domain known as
the activation loop becomes phosphorylated. In many, if not most instances
one kinase activates a second kinase, and these kinases, activated sequen-
tially in an upstream to downstream direction, form the core of the signal-
ing pathway. Many of the entries in Table 6.1 can be arranged into pathways
according to their actions on one another. That is, these kinases catalyze the
transfer of phosphoryl groups to other kinases. Many of these are called by
the same name as the downstream kinase, with the addition of another
kinase in the name. An illustration of a kinase signaling cascade whose com-
ponents are named in this manner is presented in Figure 6.6. Some common
examples of this naming convention are ERK kinase kinases (ERKKs),
AMP kinase kinases (AMPKKSs), and CaM kinase kinases (CAMKKs).
Other kinases that act on kinases have their own distinct names. These
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FIGURE 6.6. A kinase signaling cascade: A kinase kinase kinase phosphorylates a
kinase kinase, which in turn phosphorylates a kinase, which then phosphorylates its
substrate. In some cascades, the kinases are localized in close proximity to one
another by scaffolding proteins; in others, the upstream element must diffuse to
where the downstream element is tethered.

kinases typically can act on more than one kind of target kinase; that is,
they have broader substrate specificity than the first group of rather nar-
rowly acting kinase kinases, and consequently have their own name. An
example of this kind of broader acting kinase kinase is phosphoinositide
dependent kinase (PDK). This signaling molecule acts upstream of many,
if not most members of the Protein kinase A, G, and C (AGC) group.

6.8 Kinases Often Require Second
Messenger Costimulation

Phosphorylation by itself may not be sufficient to activate a kinase. Many
of the serine/threonine kinases require the presence of a second messenger
molecule. Second messengers are signaling intermediates connecting events
taking place at the plasma membrane with the intracellular signaling that
eventually converts the signal into a cellular response. Second messengers
are small molecules. There are three main kinds—cAMP, lipids, and calcium.
These intermediates are sent into the cytoplasm in response to receptor
binding. Members of the AGC group and the CaM kinase family members
are regulated in this way. Binding of a second messenger to the kinase, and
also to the kinase kinase, precedes activation of the signaling pathways by
phosphorylation.

The first of the second messengers mentioned above, cyclic adenosine
monophosphate (cAMP), is generated from ATP by the enzyme adenylate
cyclase embedded in the plasma membrane. Catalytic and regulatory sites
are located within the cytoplasmic loops and termini of this double-
clustered, multipass molecule (depicted in Figure 8.9). The production of
cAMP is triggered by signals relayed from the cytosolic surface of plasma
membrane-bound receptors, and other intracellular signaling elements
located in its near vicinity. Cyclic AMP binds to protein kinase A and this
kinase is the sole cellular mediator of cAMP stimulated signaling.
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Lipid second messengers regulate the activity of a number of kinase
families belonging to the AGC group. The kinases of the AGC group are
activated in a multistep manner. First, there is an initial phosphotransfer
process that induces the migration of the protein kinases to the plasma
membrane where subsequent phosphotransfers serve to activate the cat-
alytic properties of the kinase. Prominent agents of the second messenger
system are lipid kinases and phospholipase C that generate the second mes-
sengers, such as diacylglycerol (DAG) that activates protein kinase C, and
other lipid second messengers that trigger the release of Ca®* from intra-
cellular stores. The lipid second messenger generating system and AGC
kinase activation will be examined in detail in Chapter 8.

The third major kind of second messenger is intracellular calcium. As
noted in Table 6.1 calcium is a regulator of the CaM kinases. It activates the
kinase by first binding to calmodulin; then the calcium-calmodulin complex
binds and activates the protein kinase and its upstream kinase kinases.
Calcium is not only stored and released from intracellular stores located in
the endoplasmic reticulum, but also enters the cells through ion channels
found in excitable cells such as neurons. Calcium signaling and CaM
kinases, along with many of the AGC kinases, are key agents of neural sig-
naling and for these reasons the CaM and associated signaling pathways
are called learning pathways.

6.9 Flanking Residues Direct Phosphorylation
of Target Residues

A third common theme in kinase actions pertains to the establishment of
substrate specificity. This issue was briefly touched upon in the naming of
kinases depending on whether they had a narrow or broad specificity. The
key notion is that specificity is determined not only by the presence or
absence of serine and threonine residues in a potential target protein, but
also by the identity of the residues that flank the potential acceptor of the
phosphoryl group. The flanking residues, that is, the amino acid residues
immediately preceding or following the target site, help determine whether
a particular target residue can be phosphorylated or not.

The most general observation that can be made is that kinases belong-
ing to the AGC and CaMK groups tend to be basic amino acid-directed
while those belonging to the CDK, MAPK, GSK3, CK2, and cyclin depend-
ent kinase-like kinase (CMGC) group are mostly proline directed. In more
detail, kinases belonging to the AGC group are more likely to catalyze the
transfer of phosphoryl groups to S/T residues lying near basic amino acids
such as Lys and Arg. The GRKs are an exception to this preference, as they
prefer flanking acidic residues. A similar observation holds for the CaMK
group. These kinases too prefer basic amino acid environments. In contrast,
members of the CMGC group are mostly proline-directed, phosphorylat-



6.11 Protein Phosphatases Are Prominent Components 123

ing S/T residues lying within proline-rich regions. The main exceptions to
this rule are the CK2s. These kinases prefer the flanking amino acids to be
acidic. Finally, phosphoinositide 3-kinase related kinases (PIKKs) are either
glutamine or proline directed, as listed in Table 6.1.

6.10 Docking Sites and Substrate Specificity

One of the challenges to the reliable operation of cellular control layers is
how to ensure that the kinases phosphorylate the correct substrate at the
right time. The cell is crowded with many proteins, and each of these pro-
teins likely to contain many potential phosphorylation sites. This selection
problem is solved, but only in part, by the presence of specific flanking
residues. It turns out that the amino acids lying either just before or just
after the target serines and threonines are not the only amino acid residues
involved in kinase-substrate recognition. Additional residues located well
away from the target phosphorylation sites confer additional substrate
specificity. These sites are referred to as docking motifs or docking domains.

The presence of docking sites on kinase and substrate increases the sub-
strate specificity. These sites are typically located far from the catalytic site
of the kinase and far from the phosphoacceptor site of the substrate. An
example of a kinase family that uses this form of matching is the MAP
kinase family. In this family, the docking sites are located in a C-terminal
domain of the kinase. The docking site is characterized by the presence of
several acidic amino acids, and is matched to a cluster of basic amino acids
in the matching docking sites used by upstream activators, deactivators, and
downstream substrates. Another family of kinases, the glycogen synthase
kinase-3s (GSK-3s), uses a different docking strategy. In this family the
presence or absence of a phosphorylated serine located four residues from
the substrate target serine is a crucial determinant of whether the kinase
can dock at the substrate. A crucial arginine residue serves as the kinase
docking site, and the complementary matching of the arginine residue in
the kinase to the phosphorylated, or “primed,” site in the substrate stabi-
lizes the kinase in a catalytically active conformation.

6.11 Protein Phosphatases Are Prominent Components
of Signaling Pathways

Reversible phosphorylation, the covalent attachment and removal of phos-
phoryl groups to and from proteins, is the most widespread method of reg-
ulation protein activity in the cell. In addition to a various families of
protein kinases there are several families of protein phosphatases. Protein
kinases catalyze the transfer of phosphoryl groups to target proteins using
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ATP as a donor. Protein phosphatases do the opposite. They catalyze the
removal of phosphoryl groups using ADP as an acceptor.

Like the protein kinases, the protein phosphatases fall into two main
groups—those that catalze the removal of phosphoryl groups from
serine/threonine residues, and those that do the same on tyrosine residues.
Eukaryotic genomes encode a smaller number of protein phosphatases
than protein kinases. The serine/threonine phosphatases can be placed into
two families—PPP and PPM—and the tyrosine phosphatases are placed
into one large familty designated as PTP. The best studied of the serine/thre-
onine phosphatases are the members of the PP1 and PP2 families. These
proteins possess nearly identical catalytic subunits, and it is the regulatory
units that provide substrate specificity. Each phosphatase family member
can associate with any of a number of different regulatory units.

6.12 Scaffold and Anchor Protein Role in Signaling
and Specificity

Scaffold and anchor proteins help organize the signaling pathway and
confer specificity. Spatial localization is a powerful way of ensuring that
protein kinases only phosphorylate the correct substrates. While cytosolic
proteins are, in principle, free to diffuse about in the cytosol, they generally
do not do so. Instead, proteins are restricted to specific locations in the cell,
either in particular organelles or in specific subcellular compartments, that
is, in restricted regions of space in the cytosol. The restriction of signaling
molecules to specific locations in the cell is known as spatial localization or
compartmentalization.

Scaffold and anchor proteins promote spatial localization and substrate
specificity. These proteins do not have any enzymatic activity but rather
serve as platforms that help organize the signaling pathways. The scaffold
and anchor proteins (Figure 6.2) provide binding sites for attachment of the
kinases and their substrates at specific locales in the cell. Scaffolding pro-
teins were first discovered in the MAP kinase pathways of yeast cells, and
then in the mammalian MAP kinase pathways as well. Since the initial dis-
coveries, several different kinds of scaffold proteins have been identified in
nerve cells, where they play a prominent role in organizing the signaling
machinery.

Anchor proteins are similar to scaffold proteins in that they too help
organize signaling routes, but unlike scaffolds are attached, or anchored, to
the cytoplasmic face of the plasma membrane. They sequester signaling pro-
teins in either active or inactive states, ready for activation or deactivation,
positioned close to their substrates that are usually other plasma mem-
brane-associated signaling proteins. These too are prominent components
of the signaling machinery in nerve cells.
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6.13 GTPases Regulate Protein Trafficking in the Cell

The transcription machinery resides in the cell nucleus while the transla-
tion machinery is located in the cytosol. Among the major consequences of
this compartmentalization is the addition of control points that regulate
nucleocytoplasmic transport. In order for a transcription factor to influence
transcription it must be located in the nucleus. If it is kept out of the nucleus
then it cannot act. Similarly, a signaling molecule whose target lies in the
cytosol cannot act on that molecule if its location is restricted to the nucleus.
Spatial localization and sequestering is another way of regulating kinase
actions so that they only act on the appropriate targets at the right time. A
hallmark of this sort of regulation is its dynamic character. In response
to regulatory signals, some kinases may migrate from the nucleus into the
cytosol while others translocate in the opposite direction from the cytosol
into the nucleus.

GTPases play a crucial role in regulating protein traffic in a cell. These
are a large family of GTP-binding proteins that function as molecular
switches, operating at key control points in the cell. Members of this family
of control elements are involved in shuttling proteins in and out of the
nucleus. Other family members regulate the movement of cargo through-
out the cell, and especially from organelles in the interior to the surface and
back, and still others regulate the organization of the actin cytoskeleton.
GTPases along with a variety of small adapter molecules are often con-
centrated at and just below the plasma membrane, where they help organ-
ize the intracellular signal-transducing pathways leading to the various
control points that serve as interfaces to the fixed infrastructure and
mediate the cellular responses to the signals.

6.14 Pheromone Response Pathway Is Activated
by Pheromones

Yeasts respond to mating pheromones and to stresses by altering their pat-
terns of gene expression. Environmental and pheromone signals are sent
from the plasma membrane to the nucleus through a set of parallel path-
ways named for the last in a series of protein kinases that serve as the
central signal transducers. The kinases that lend their name to the pathways
are mitogen-activated protein (MAP) kinases, members of the CMGC
group of serine/threonine kinases. Six of these pathways have been found
in yeasts and three in mammals.

One of the best-characterized pathways, the pheromone response path-
way, is diagrammed in Figure 6.7. As depicted in the figure, this pathway
contains a kinase core that sits between the receptor and associated signal
transduction machinery positioned at the plasma membrane and down-
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FiGURE 6.7. Pheromone response pathway: (a) Pheromones initiate signaling when
they attach to the extracellular ligand-binding portion of the G protein-coupled
receptor (GPCR). Receptor-binding triggers dissociation and activation of the G,
and Gg, subunits of the G-protein. The Ggy, subunit activates the Ste20 kinase and
interacts with the Ste5 scaffold protein resulting in activation of signaling through
a MAP kinase cascade, leading to activation of Stel2 and the subsequent tran-
scription of genes responsive to pheromone signals, and of Farl, a mediator of cell
cycle arrest (in G1). (b) Farl is an adapter protein and serves as an adapter between
Gpy and the Cdc24 GEF at the plasma membrane.

stream elements that make contact with the transcription machinery to
influence the program of gene transcription. The transmission of a signal
from the extracellular side of the plasma membrane into the cell interior
and from there to the cell nucleus involves the execution of several activi-
ties, or processes, each designed to enhance the specificity, or fidelity, of the
signaling. These are: transmembrane signal transduction; nucleocytoplasmic
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shuttling; and recruitment to the cytosolic face, leading to assembly and
activation of the kinase core unit.

Membrane-spanning receptors bind ligands and send signals indicative
of the binding event across the plasma membrane to the cytoplasmic
surface. In the pheromone pathway, members of the G protein-coupled
receptor (GPCR) family perform this task. The GPCR family is a promi-
nent component of the human genome with roughly 600 members identi-
fied so far. They serve as sensors for physical and chemical signals such as
light and odors, and for a variety of cell-to-cell, hormonal and neural signals.
These receptors and their methods of action will be explored in detail in
Chapter 12. In brief, when a ligand binds a G protein-coupled receptor, it
produces changes in the electrostatic environment of the cytoplasmic
portions of the receptor. As its name indicates, a GPCR acts through a G
protein to which it is coupled, or tethered. The G proteins are built from
three distinct subunits, called alpha, beta, and gamma, and so are referred
to as being heterotrimeric. The changes in the cytoplasmic portions of the
GPCR cause the dissociation of the G protein alpha subunit from the beta
and gamma subunits, allowing the subunits to move about and activate
other signaling molecules.

The set of actions that follow signal reception and conveyance across the
plasma membrane may be collectively termed recruitment and pathway for-
mation. These activities occur at and just below the plasma membrane. In
the yeast pheromone pathway, the recruitment of two proteins, Ste20 and
SteS5, is promoted primarily by the activated G protein beta subunit. Ste5
continually shuttles between the cytoplasm and nucleus, and in response to
activation of G protein beta subunits, Ste5 starts to accumulate just below
the cell surface. The binding by the G protein beta subunit to SteS and
Ste20, the latter a protein concentrated just below the cell surface, is the
crucial step in forming the kinase core. (“Ste” is an abbreviation for the
term “sterile,” assigned to proteins whose mutated forms produce nonmat-
ing, i.e., sterile phenotypes in the yeast.)

In the pheromone response pathway the kinase core consists of three
kinases, Stel1, Ste7, and Fus3, organized in a linear fashion with one sig-
naling to the next in the chain. The SteS protein functions as a molecule
scaffold for the formation of the kinase module. The protein organizes the
kinases into a signaling pathway leading to the activation of the last member
of the module. This assembly step takes place subsequent to binding to the
G protein beta subunit of Ste20, which phosphorylates and activates Stell,
and to activation of Ste5, which interacts with all members of the MAP
kinase module.

The Fus3 MAP kinase functions as the output unit from the kinase
module. In the absence of pheromone signals, this protein, like the Ste5
scaffold, continually shuttles between nucleus and cytoplasm. (The other
members of the module, Ste7 and Stell, are cytoplasmic proteins.) In the
presence of pheromone signals, the Fus3 protein assembles into the MAP
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kinase module, along with Stell and Ste7, and is activated. It then
translocates back to the nucleus. There it activates the transcription factors
Stel2.

The Fus3 MAP kinase also phosphorylates and thus activates the Farl
adapter protein. This protein has several functions. It is a mediator of cell
cycle arrest (in G1) as indicated in Figure 5.7. Like Ste$5, it shuttles between
different subcellular locations. It shuttles the Cdc24 GEF to the plasma
membrane and mediates formation of a complex containing several pro-
teins at the Gg, location where the pheromone signals are strongest. This
action makes the place wherein the cytoskeleton reorients itself in prepa-
ration for bud formation.

6.15 Osmotic Stresses Activate Glycerol
Response Pathway

The high osmolarity glycerol (HOG) response pathway, activated by
osmotic stresses, is shown in Figure 6.8. This is another of the yeast stress
pathways. It enables the yeast cells to adapt to changes in external osmo-
larity by altering their patterns of gene expression. In response to elevated
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FiGURrE 6.8. The high osmolarity glycerol (HOG) response pathway: Two receptors,
Sinl and Shol, signal through a common MAP kinase cascade and downstream
Hogl and Msn2/Msn4 transcription factors to influence the expression of HOG-
responsive genes.
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external osmolarity, the yeast cells increase glycerol synthesis and decrease
glycerol permeability, thereby increasing their internal osmolarity and
restoring a correct osmotic gradient for water uptake.

The HOG pathway has two distinct osmosensors, Shol and Slnl. Shol
and SInl (along with Ypdl and Sskl) operate in place of the GPCR and
associated G proteins that sense and transduce pheromone signals. Both
Sho and SIn1 signal through components of the HOG MAP kinase core
module resulting in the activation of the Hogl MAP kinase. The central
element in the kinase core, Psb2, doubles both as the kinase kinase and as
the scaffold protein for the module. Signals conveyed into the cell through
the Slnl receptor utilize Ssk2 or Ssk22 as the kinase kinase kinase, while
Shol signals are routed via the Stell kinase kinase kinase. The last element
in the MAP kinase core, Hogl, like Fus3, shuttles back and forth between
the cytoplasm and nucleus. In response to elevated osmotic stress, the
kinase is phosphorylated by Psb2 and becomes concentrated in the nucleus
along with the Msn2 and Msn4 transcription factors.

The second osmosensor, Sinl, is unusual for a eukaryotic sensor. It is a
histidine kinase, a kind of signal protein that is common in bacteria, but is
not only uncommon in eukaryotes, but also seems to be absent all together
in animals. These systems are often called histidine-aspartate (His-Asp)
phosphorelays because they involve the transfer, or relay, of phosphoryl
groups between histidine and aspartate residues. The mechanistic details of
how His-Asp systems operate in bacterial cells will be a main focus of the
next chapter.

6.16 Yeasts Have a General Stress Response

The term general stress response was coined to describe the expression of
a common set of genes by a number of different stress conditions. Roughly
speaking, the same set of genes was observed to be upregulated in response
to unfavorable temperature shifts, osmotic shock, starvation conditions, and
DNA damage. Among the proteins upregulated in response to these con-
ditions are those such as heat shock proteins that confer general protection
against the stresses. The stimulation of gene transcription of a specific set
of genes is associated with the presence in the promoters of each of these
genes of a stress responsive element, or STRE.

The pathways leading to the transcription initiation sites located in the
nucleus start with a sensing activity taking place in the outer reaches of the
yeast cell. These activities are most often performed by receptors located
in the plasma membrane, but may also be initiated by proteins functioning
as sensors located near or at the cytoplasmic face of the plasma membrane.
As indicated in Figure 6.9 two signaling routes are involved in signaling to
the STRESs. One involves glucose sensing by a transmembrane receptor, and
the other involves sensing of internal stresses such as low pH. The crucial
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FiGure 6.9. General stress response pathway: Protein kinase A, the core signaling
element, is stimulated by Ras-mediated internal stress signals and by GPCR/G
protein transduced glucose signals, both acting through adenylyl cyclase/cAMP
intermediaries.

element in the internal pathway is the heat shock protein Hsp70 introduced
in the last chapter. Under low pH conditions the number of denatured pro-
teins increases. The Hsp70 proteins must deal with this situation and are
not available to signal to the Ras GEF, Cdc25.

The G protein-coupled receptor (GPCR) functions as a sensor of glucose,
the preferred sugar for yeast cells. In response to the presence of glucose it
stimulates the production of cAMP by adenylate cyclase. These molecules
function as second messengers and have as their cellular role the activation
of protein kinase A (PKA). In the yeast this protein has a pair of regula-
tory subunits and a pair of catalytic subunits. It is activated when two cAMP
molecules bind to each regulatory subunit. In response, the catalytic sub-
units dissociate from the regulatory subunits and become activated. The
glucose-activated pathway leading from a GPCR is not the only path to
activation of PKA. Alternatively, Ras may stimulate cAMP production in
response to stress conditions, again leading to activation of PKA.

Activated PKA is a negative regulator of Msn2p and Msn4p, transcrip-
tion factors (TFs) that bind to the STRE. Under good (logarithmic) growth
conditions these TFs are localized in the cytoplasm, but migrate to the
nucleus when glucose conditions are degraded. The import and export of
Msn2p and Msn4p from the nucleus is regulated by PKA activity and also
independently by signals from the TOR pathway (to be discussed next). The
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overall mechanism is that when growth conditions are poor and the cell is
subjected to stressful conditions the Msn2p and Msn4p proteins accumu-
late in the nucleus, bind to the STRESs, and stimulate transcription of genes
whose protein products protect the cell.

6.17 Target of Rapamycin (TOR) Adjusts
Protein Synthesis

TOR adjusts protein synthesis in accordance with growth conditions. The
process of growth is distinct from that of proliferation, although the latter
often follows from the former. Cell growth refers to the increase in cell size
and mass and is driven by rapid protein synthesis. Cell proliferation is the
result of the progression through the cell cycle resulting in cell division.
Under good growth conditions yeast cells will grow rapidly. The average
lifetime of a ribosome is about 100 minutes, and to maintain an optimal rate
of growth, yeast cells produce 2000 ribosomes per minute. The rRNA genes
account for more than 60% of the total cellular transcription activity. The
yeast genome contains 137 ribosomal protein (RP) encoding genes; there
are some gene duplications and these genes encode 78 different RPs. Their
transcription yields 25% of the total number of mRNA molecules in the
cell.

As a large expenditure of resources is needed to maintain this growth
machinery, when conditions are no longer favorable to growth, cellular
resources must be directed elsewhere. Targets of rapamycin (TOR) proteins
are central controllers of cellular resources. They regulate the balance
between protein synthesis and protein degradation, throttling back the
program of cellular growth in response to reductions in the quality of nitro-
gen and carbon nutrients. In S. cerevisiae this means shutting down budding,
the growth at a particular location on the cell surface that lends the name
“budding yeast” to the organism. TOR proteins carry out their resource
management functions by sending out regulatory signals to the translation
apparatus and the transcription machinery.

TOR is a serine/threonine kinase belonging to the PIKK family (Table
6.1). It remains in an active state as long as intracellular amino acid con-
centrations, most notably, that of leucine, are adequate. Under plentiful con-
ditions it phosphorylates and thus activates a protein called Tap42 (Figure
6.10). This protein is a regulator of phosphatase PP2A activity, functioning
as a subunit of PP2A and PP2A-like phosphatases. The PP2A phosphatase
is composed of three subunits that must come together for the phosphatase
to carry out its dephosphorylation actions on its cognate target proteins.
When Tap42 is activated it binds the catalytic subunit of the phosphatase
PP2A. This binding event prevents the catalytic subunit from associating
with the two other subunits of the phosphatase PP2A and by this means
immobilizes the phosphatase in an inactive form. Whenever the quality of
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Ficure 6.10. Regulation of translation initiation through the TOR signaling
pathway: (a) When growth signals are present (good growth conditions) TOR is
phosphorylated by upstream kinases such as PKB, and TOR then phosphorylates
Tap42. In response Tap42 binds the catalytic PP2A subunit, keeping it away from
the other two subunits. The translation inhibitor 4E-BP1 remains in a phosphory-
lated state and cannot prevent the translation regulator eIF4E from stimulating
translation of mRNAs. (b) In the absence of growth signals, the PP2A phosphatase
is active and dephosphorylates 4E-BP1, which in turn inhibits eIF4E translation
initiation.

carbon and nitrogen nutrients degrades, TOR becomes inactive. It no longer
activates Tap42, which, in turn, no longer prevents activation of PP2A. The
result of turning off TOR and turning on PP2A is that downstream targets
involved in translation initiation and elongation are dephosphorylated and,
by these actions, turns down translation of resident mRNAs.

In yeast, TOR proteins match ribosome biogenesis to nutrient avalilabity.
Not only do the TOR proteins regulate genes that encode metabolic pro-
teins, but also they regulate genes that encode components of the ribosomes
such as the ribosomal proteins mentioned at the beginning of this section.
TOR signaling regulates the transcription of RPs by poly II and also regu-
lates the machinery responsible for transcribing rRNA subunits and tRNAs.
End points of TOR signaling include sites at poly I responsible for tran-
scribing the 35S rRNA subunit, and poly III that transcribes the 5SS rRNA
precursor and tRNAs.



6.18 TOR Adjusts Gene Transcription 133

Growth signal
Growth /recepmr
signal [s=m] - PI3K
QI

S

PKB__
& O
TOR
- K PDK1
®
S6K
~ ¥
@
S6., ¥
L= —

. _\__\_\_\_""
Translation of

5' TOP mRNAQ

FiGure 6.11. Regulation of translation of 5"TOP genes through the TOR signaling
pathway: When growth conditions are favorable TOR is active and phosphorylates
the S6K kinase, which in turn phosphorylates the ribosomal factor S6 thereby
stimulating transcription of mRNAs bearing a 5"TOP sequence in their upstream
untranslated (regulatory) region (UTR).

When growth conditions are favorable, TOR phosphorylates a
serine/threonine kinase called S6K (Figure 6.11). This kinase, a member of
the AGC family (Table 6.1), is a key regulator of ribosomal biogenesis.
When activated it phosphorylates S6 ribosomal protein resulting in
increased translation of mRNAs that encode components of the translation
apparatus. The genes encoding these ribosomal proteins are referred to as
5'TOP genes because they contain a characteristic S"TOP (terminal oligopy-
rimidine tract) sequence in their mRNA regulatory region.

6.18 TOR Adjusts Gene Transcription

TOR adjusts gene transcription in accordance with nutrient conditions.
Under poor nutrient conditions, transcription factors are activated that
regulate genes encoding proteins involved in metabolism. The specific tran-
scription factors involved in adjustments to poor quality nitrogen supply
are the Gln3p and Gatlp, and for poor carbon conditions the transcription
factors are Msn2p and Msn4p. The other set of TOR end points, besides
beings elements of the translation initiation and elongation regulatory
apparatus, are regulators of these transcription factors. In a manner analo-
gous to the immobilization of the catalytic subunit of PP2A, these tran-
scription factors are kept out of the nucleus when growth conditions are
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FiGure 6.12. Regulation of transcription in response to nitrogen conditions through
the TOR signaling pathway: (a) Under good nitrogen nutrient conditions, TOR
catalyzed phosphorylation of Tap42 leads to the immobilization of Sit4, a PP2A-like
phosphatase. The transcription factor GIn3 is sequestered in the cytoplasm by the
Ure2 scaffold and does not stimulate transcription. (b) Under poor nitrogen condi-
tions, TOR does not phosphorylate Tap42. Sit2 is able to dephosphorylate GIn3,
which then decouples from Ure2 and enters the nucleus, where it stimulates tran-
scription of genes in response to the poor nutrient conditions.

good, and allowed to translocate to the nucleus when the conditions no
longer favor growth.

Two anchor proteins, Ure2p and a 14-3-3 family member, are involved
in this regulation. Under good conditions (Figure 6.12) TOR stimulates
Tap42p, which inhibits GIn3p and Gatlp translocation. TOR also directly
stimulates Ure2p, which inhibits the migration of the two transcription
factors into the nucleus. When conditions are poor these multiple inhibitory
influences are lifted and the transcription factors are able to migrate into
the nucleus and activate gene transcription. Similarly, the Msn2p and Msn4p
proteins are inhibited by 14-3-3 anchor proteins (not shown) in a nutrient
supply-dependent way.

6.19 Signaling Proteins Move by Diffusion

The proteins responsible for signaling in the cell are mobile; they move from
one cellular location to another. For example, the Fus3 protein (Figure 6.7
and Section 6.13) involved in the pheromone response not only translocates
from the plasma membrane and the nucleus, but also shuttles back and forth
between the cytoplasm and nucleus. Some of the pathways discussed in this
chapter end at transcription sites in the nucleus, while other pathways ter-
minate at the translation machinery in the cytoplasm. Mobility is central to
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the signaling activities of many, if not most, signaling proteins in the cell.
The predominant means of movement for signaling proteins is passive
diffusion.

Particles diffuse from one location to another through random move-
ments known as Brownian motion. Brownian motion is named after the
English botanist Robert Browning who in 1826 studied and puzzled over
the zig-zag movements of dust particles suspended in a fluid that he
observed using a light microscope. Albert Einstein provided an explanation
of this phenomenon in 1905. In his analysis, Einstein showed that Brown-
ian motion arises from random collisions of the dust particles with the mol-
ecules of the fluid.

The cell interior is an aqueous medium filled with ions, biomolecules,
a cytoskeleton, and organelles. The speed at which a particular signaling
molecule can diffuse depends on three factors:

e viscosity of the medium,
¢ binding, and
e crowding effects.

Diffusive motion is slower than inertial motion. In diffusion, the medium
exerts a drag or frictional force on the molecules that slow them down. The
difference between inertial and diffusive motion is reflected in the mean
square displacements (x°) produced by each kind of motion, namely,

(xz):(%)ﬂ, t<<%, (6.1)
and
<x2>=(2’fTT)t, t>>%. (6.2)

In the first expression, corresponding to inertial motion, the mean square
displacement grows as the square of the time, while in the second, that of
diffusive motion, the mean square displacement increases only linearly with
time. The overall scale is established by the ratio of the particle mass m to
the friction coefficient o. At small times the distances traveled by the par-
ticles are so small and they have not yet collided with any other particles.
At large times the particles have undergone a number of random collisions
with particles in their surroundings, changing direction each time. This type
of random movement, Brownian motion, underlies the diffusion process as
first noted by FEinstein.

It is customary to discuss diffusion in terms of a diffusion coefficient
rather than a friction coefficient. The diffusion coefficient D represents the
ratio of thermal energy to the friction coefficient:

_kT
AT

D (6.3)
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This expression formalizes the notion that as the viscosity (friction) goes
up the mobility represented by the quantity D goes down. The cellular
medium is viscous but not excessively so. Small and moderately sized bio-
molecules diffuse about four times slower in the cytosol as they would in a
pure water medium.

As might be expected the larger the molecule the slower it will diffuse.
This aspect of diffusive motion is encapsulated in the Stokes—Einstein
relationship:

o =671, (6.4)

where 1 is the viscosity and ry is the hydrodynamic (particle) radius.

Biomolecules can be slowed down by binding effects and by crowding,
beyond the factor of 4 reduction in rate mentioned above and the hydro-
dynamic dependence on the radius. Organelles and the cytoskeleton can
impede rectilinear motion, as can other biomoelcules through steric hin-
drance effects. Large macromolecules, especially those with masses greater
than about 200kDa, might be slowed down considerably. Binding effects
can come into play not only to slow down movement but also to halt it
entirely. For example, calcium ions are rapidly bound by calmodulin, which
acts as a buffering agent to prevent large-scale diffusion of the ions. Binding
reactions taking place before the biomolecules reach their targets can also
hinder if not stop the biomolecules entirely. And of course, signaling pro-
teins become immobilized when they reach their cellular targets and bind
them.
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Problems

6.1 Diffusion rates of various biomolecules can be measured inside the cell
using GFPs in a technique called fluorescence recovery following pho-
tobleaching (FRAP). In this approach, a region inside the cell is sub-
jected to intense laser light, which photobleaches any fluorescence in
that region. GFPs located outside the exposed region then diffuse back
into the bleached region, and this movement is studied using low inten-
sity laser light.

What is the hydration radius of a GFP molecule in water at a thermal
energy kT = 0.6kcal/mol? Use the Stokes—Einstein relationship, Eq.
(6.4) together with Eq. (6.3) assuming viscosity 1 = 0.01 P = 0.01 g/cm
s, and a GFP diffusion coefficient D = 87um?/s. How long will it take
for the GFP proteins to diffuse 10 microns? Hint: Note from Egs. (6.2)
and (6.3) that

(x*=2Dt.

(This result holds in one dimension. In two dimensions, a factor of 4
appears in place of the factor of 2, and in three dimensions a factor of
6 appears.)



7

Two-Component Signaling Systems

Bacteria such as Escherichia coli are able to sense their external environ-
ments and, in response to changes in these conditions, alter their physiol-
ogy. Lifetimes of bacterial proteins are generally short, and bacteria alter
their metabolism and reproductive strategies by turning on some genes and
turning off others. The corresponding signal pathways start at the plasma
membrane, where sensing takes place, and terminate at DNA control
points, where transcription is initiated. The pathways in bacteria are gener-
ally short and typically involve two core elements, a membrane-bound
sensor and signal transmitter, and a receiver that establishes contact with
the transcription apparatus.

Several representative examples of bacterial two-component signaling
pathways are listed in Table 7.1. Two kinds of signaling pathways are pre-
sented. The first kind of pathway is represented in the table by the chemo-
taxis pathway. This pathway controls a piece of fixed infrastructure in the
cell directly. In the case of chemotaxis, it controls the operation of the
flagellar motor and terminates at a motor control point. The second kind
of pathway, represented by all other entries in the table, regulates gene
expression and by that means controls the fixed infrastructure too. These
pathways terminate at DNA promoters, and the second components, the
response regulators, serve as transcription factors. Like the yeasts discussed
in the last chapter, bacteria cannot control their environments and so must
continually sense and respond to changes in their surroundings by altering
their patterns of gene expression.

Bacteria are not the only organisms that use two-component systems.
Plants use these systems to respond to hormones and to light. In the first
part of this chapter, the bacterial chemotactic system will be examined in
detail. Binding and catalysis will be discussed and the notion of a linear
pathway, introduced in the last chapter, will be broadened to include
feedback. These explorations will be followed by a discussion of two-
component signaling in plants.

139
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TaBLE 7.1. Representative two-component signaling systems and their cellular
roles.

Sensor Response regulator Function

Tar/CheA CheY, CheB Regulates chemotaxis

EnvZ OmpR Osmoregulation; controls porin gene expression

FixL FixJ Regulates nitrogen fixation genes in symbiotic
bacteria

KinA, KinB Spo0A, SpoOF Regulates stress-induced sporulation gene expression

NarX, NarQ NarL, NarP Regulates nitrate/nitrite metabolism gene expression

NtrB NtrC Nitrogen assimilation; controls glutamine synthetase
gene expression

PhoR PhoB Phosphate uptake gene expression

7.1 Prokaryotic Signaling Pathways

Two-component signaling and phosphorelays form the core of prokaryotic
signaling pathways. The signaling pathways used by the bacteria to relay
signals to the transcription machinery and to morphological structures such
as flagellar motors during chemotaxis are built in a fashion similar to those
found in eukaryotes. Like the eukaryotic pathways, protein kinases and
phosphotransfer processes lie at the heart of the signaling routes. In place
of the serine, threonine, and tyrosine residues used by eukaryotes as attach-
ment sites for phosphoryl groups, two other amino acids, histidine and
aspartate, are used. The basic signaling unit has a histidine kinase sensor
and an aspartate-based response regulator that mediates the cellular
response to the signal event. Like all signaling systems the design is a
modular one; as a result many different combinations of the two compo-
nents and their modular domains can be formed. The more elaborate ver-
sions of the basic two-component system are called phosphorelays.

The arrangements of elements of a basic two-component signaling system
and a typical phosphorelay are presented in Figure 7.1. The first signaling
element in the two-component system is the sensor/histidine kinase. It has
a receptor (input) unit and a transmitter. The receptor spans the plasma
membrane, and in response to ligand binding, transduces a signal across the
membrane from the extracellular side to the cytoplasmic side. Some recep-
tors respond to osmolarity conditions. Others sense nutrient conditions or
respond to harmful chemicals such as heavy metals or respond to signals
sent by other bacteria. The transmitter unit may be part of the same
polypeptide chain as the receptor, or it may be encoded as a separate
protein. When signaled to do so by the receptor, the transmitter autophos-
phorylates itself on a conserved histidine residue. The phosphoryl group is
then transferred to the response regulator, the second element in the two-
component signaling system. The response regulator, like the sensor/histi-
dine kinase, has two functional units, and these usually belong to a single
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FiGUure 7.1. Phosphotransfer systems: (a) Two-component system; and (b) phos-
phorelay. The dark circles in the units symbolize histidine and aspartate residues
serving as binding sites for phosphoryl groups. Phosphotransfer steps are denoted
by squared-off arrows accompanied by circled P’s.

polypeptide chain. The first is the receiver. It possesses a conserved aspar-
tate residue that binds, or receives, the transferred phosphoryl group. The
second part of the response regulator chain is the output unit. Once fully
activated, the response regulator diffuses to, and establishes contact with,
the transcription machinery.

The second part of Figure 7.1 illustrates the operation of a typical phos-
phorelay. There are two additions to the system depicted in the first part of
the figure. The sensor unit is more complex; it now becomes a hybrid sensor,
containing an extra module, an aspartate-bearing receiver functionally
identical to the receiver unit in a response regulator. Sandwiched between
the sensor unit and the response regulator is a small histidine phospho-
transfer (HPt) protein. It is functionally identical to the catalytic portion of
the transmitter unit and contains the conserved histidine. As a result of
these two additions, the two-step His-Asp phosphotransfer becomes a four-
step His-Asp-His-Asp phosphorelay.

7.2 Catalytic Action by Histidine Kinases

Histidine kinases catalyze the transfer of a phosphoryl group first to its own
histidine residue and then to a conserved aspartate residue in a response
regulator. Histidine kinases (HKs) must carry out a number of binding
operations. These operations are sequestered in specific domains resulting
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Ficure 7.2. Domain organization of the CheA histidine kinase: A number of con-
served residues characterize the histidine kinases. The conserved residues and their
surrounding 5 to 12 amino acid residues are known as homology boxes. The con-
served residues are used, in one-letter amino acid code form, to name the boxes.
Four of these, the N, G1, F, and G2 homology boxes are involved in forming the
cleft that holds the ATP molecule in position. The fifth, the H box, contains the con-
served histidine residue involved in phosphotransfer.

TasLE 7.2. Domain organization of the CheA histidine kinase.

Domain Function

P1 H domain; contains the conserved histidine (H), the site of autophosphorylation

P2 Regulatory domain; binds CheY and CheB

P3 Dimerization domain; binds Che A

P4 Kinase domain; contains the asparagine (N), phenylalanine (F), and glycine-rich
(G1 and G2) boxes; binds ATP

PS5 Interaction domain; binds receptors and CheW

in a highly modular protein organization. The domain organization of
several histidine kinases has been determined using X-ray crystallography
and NMR. Among the proteins studied are CheA, used in chemotaxis, and
EnvZ, used in osmosensing. The CheA and EnvZ proteins are representa-
tive members of two classes of histidine kinases. In one class (CheA) the
histidine residue that functions as the site for phosphotransfer is located
in the C-terminal region; in the other class (EnvZ) it is found in the N-
terminal region.

There are five Che A domains (Figure 7.2 and Table 7.2). These are named
in order from the N-terminal to the C-terminal as P1 to P5.The P1 domain
contains the conserved histidine (H box) that is the site for the phospho-
transfer. The P2 domain is a regulatory domain and binds the CheY and
CheB response regulators. The P3 domain is a dimerization domain. This
domain is present because the autophosphorylation process requires two
HK proteins. One HK molecule catalyzes the phosphorylation at the appro-
priate histidine residue in the second HK molecule (Figure 7.3). The P4
domain contains the homology boxes that facilitate nucleotide (ATP)
binding and catalysis of the phosphotransfer from ATP to the histidine
residue with the exception of the H box. The last domain, P5, mediates inter-
actions with the receptor and the CheW scaffold (Figure 7.2).
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FiGure 7.3. Structure of the CheA dimer: Shown are the P3 dimerization domain,
P4 kinase domain and PS5 regulatory domains arranged in a dimer. The figure was
prepared using the Protein Explorer with atomic coordinates as determined by X-
ray crystallography and deposited in the PDB file under accession code 1b3q.

As noted above, the Che A domain organization is not the only one found
in histidine kinases. A second, rather common organization is for the H box
to be located in the C-terminal region rather than the N terminal one. In
this mode of organization, the H box containing the conserved histidine
residue is found in close proximity to the dimerization domain and the N,
G1, F, and G2 homology boxes to form a catalytic core.

7.3 The Catalytic Activity of HK Occurs at
the Active Site

The part of a histidine kinase responsible for catalyzing the transfer of
phosphoryl groups is referred to as the active site. The active site of the
histidine kinase is centered about the residue that receives the phosphoryl
group. This residue, along with a small number of other highly conserved
residues that surround the phosphoacceptor and assist in binding, defines
the active site. In CheA, the active site includes residues comprising the
boxes of the P4 kinase domain. These form a cleft that holds the ATP mol-
ecule in the correct orientation for transfer of the y-phosphoryl group from
the ATP donor to the His48 acceptor located in the P1 domain.

There are several different kinds of catalysis. The type of catalysis
carried out by the histidine kinases, called covalent catalysis, requires the
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presence of a nucleophile to break bonds. A nucleophile is an atom or
molecule that can donate an electron pair. A nucleophilic (nucleus-loving)
process is one in which an electron pair is donated to another atom or
molecule. There are a number of common nucleophiles. Deprotonated
water molecules can serve as a nucleophiles. Alternatively, solvent-exposed
oxygen atoms in hydroxyl groups in amino acid residue side chains can
function as nucleophiles. The nucleophile in histidine kinase action is the
imidazole ring structure on the histidine side chain. In this instance, the
imidazole ring is said to attack the terminal phosphoryl group of the ATP
molecule.

A key feature in the catalytic actions of the kinases is the presence of
Mg?" ions that facilitates the breaking of the bond holding terminal phos-
phoryl groups in place in ATPs. The Mg*"ion binds the ATP molecule prior
to catalysis. During catalysis, the Mg?*-bound ATP and the substrate come
together in a small region of space, usually the groove, pocket, or cleft
formed by the kinase that was mentioned in the last paragraph. The com-
bined actions of physical positioning and electrostatic shaping greatly
accelerate the phosphotransfer reaction. These actions are said to stabilize
the transition state, lowering the barrier for transfer of the phosphoryl
group from donor to acceptor. (See Problem 7.1 for a further discussion of
catalysis.)

7.4 The GHKL Superfamily

Histidine kinases along with a large number of ATPases form the GHKL
superfamily that is quite distinct from the eukatyotic kinase STTE super-
family. The phosphoaccepting histidine, His48, is surrounded by glutamate,
and lysine residues. The histidine, glutamate, and lysine residues form a
hydrogen-bonding network. This arrangement and that of the four-helix
bundle (Figure 7.4) also characterize the histidine-containing phospho-
transfer (HPt) domains that are key components of phosphotransfer
systems. The amino acid residues that make up the HPt domains fold in an
up-down, up-down manner into four-helix bundles. The second helix in the
bundle contains a highly conserved histidine residue that is exposed to the
solvent and serves as the acceptor site for transfer of the phosphoryl group.
The phosphoryl group covalently attached to the histidine residue is sub-
sequently transferred to an aspartate residue located in a response regula-
tor protein.

The ensemble of alpha helices and beta sheets that forms the three-
dimensional structure of the kinase core differs markedly from that of
the serine/threonine and tyrosine kinases (STTKs). The histidine kinases
closely resemble a number of ATPases. ATPases are proteins that couple
metabolic energy stored in the high-energy bonds of phosphoryl groups to
operate as pumps and motor proteins, all of which require that work be
done. These proteins, including the histidine kinases, form the GHKL super-
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FiGure 7.4. The CheA P1 domain: The structure
revealed by X-ray crystallography is that of a four-
helix bundle (A through D), plus a flanking helix
(E). A box shows the location of the conserved
His48 residue plus conserved flanking residues on
helix B. The figure was prepared using Protein
Explorer with atomic coordinates from PDB file
under accession code 1i5n.

TaBLE 7.3. Domain structures of the response regulators.

Family Domain structures

CheY Receiver domain

OmpR Receiver domain, winged helix-turn-helix output domain
FixJ Receiver domain, four-helix bundle output domain

NtrC Receiver domain, ATPase domain, DNA-binding domain

family. They each have a characteristic fold consisting of five helices and
three sheets, and possess the conserved residues that define the N, G1, F,
and G2 boxes. Crystal structures for ATPases such as DNA gyrase B, Hsp90,
and MutL closely resemble those for CheA and EnvZ.

7.5 Activation of Response Regulators
by Phosphorylation

Response regulators can be placed into families according to their domain
structure. Most transcription factors contain at least two domains. There
is an N-terminal domain that functions as a receiver, and there is a C-
terminal domain that operates as an output unit (Table 7.3). Receivers func-
tion as protein kinases that catalyze the transfer of the phosphoryl groups
from the conserved histidines on histidine kinases to one of their own con-
served aspartate residues. Output domains typically contain DNA-binding
and regulatory sequences that enable the response regulators to function
as transcription factors. Some response regulators, such as the chemotactic
CheY and CheB proteins (to be discussed later in this chapter) contain only
the receiver domain and do not bind DNA. However, most proteins diffuse
to DNA control points once the phosphoryl group is transferred to the
receiver.

Proteins are continually in motion and undergoing shape (conforma-
tional) changes. There are atomic, group, and residue movements, backbone
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motions, side-chain motions, shifts in secondary structure elements, and
domains movements. These motions enable a protein to continually sample
a population of states, and this ability is important for binding and release,
catalysis, and signaling. Rapid motions occur on picosecod-nanosecond
time scale, involving only a few atoms and small energy changes. Slower
motions occurring on longer microsecond to millimicrosecond time scales,
involving appreciable numbers of amino acid residues and far larger energy
changes.

NMR spectroscopy has been used to explore protein motions and con-
formational changes. Using these techniques, it has been observed that the
active site of an enzyme undergoes conformation changes taking place on
a time scale of microseconds to milliseconds. The regions that undergo these
motions correlate with the region involved in protein-protein interactions.
In examining what happens to the NtrC protein, it was found that NtrC
dimers form in response to phosphorylation and then oligomers form that
activate gene transcription. The picture that emerges from studies of NtrC
and several other response regulators is one in which response regulators
and activated in an allosteric manner by phosphorylation.

There are two populations of states. One population of states corresponds
to the inactive protein, the other to the active form. Phosphorylation shifts
the equilibrium between the two populations of states. Both populations
preexist and are continually sampled, but phosphorylation shifts the balance
in favor of the active form. Shifts in equilibria between two preexisting
populations of conformational states, produced either by ligand binding or
by covalent attachment of phosphoryl groups, are known as allosteric
modifications. In an allosteric modification, binding at one location in the
molecule alters how other portions of the molecule respond to their binding
partners. These alterations may be thought of as a consequence of the
conformational changes accompanying the shifts in equilibrium.

7.6 Response Regulators Are Switches Thrown at
Transcriptional Control Points

The commonality with pumps and other ATPases and GTPases seen with
histidine kinases extends to response regulators. One of the key observa-
tions of how the pumps work is that they utilize a highly conserved aspar-
tate residue in the active site along with several other residues. Like the
pump ATPases, an aspartate functioning as the nucleophile, working along
with two other aspartate residues, a lysine, a threonine or serine, and a pair
of water molecules, form a dense network of bonds in this region of the
molecule. Phosphorylation of the conserved aspartate is a key intermedi-
ate step in the energy-generating hydrolysis process carried out by the
pumps. As they did for the histidine kinases, the common properties of the
residues provide useful insights into how the response regulators function.
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Response regulators are switches. The energy stored in the high-energy
acyl phosphate bond is released when the switch is thrown. The response
regulators involved in transcription activation form complexes that jointly
drive a series of conformational changes leading to transcription activation.
The throwing of the switch is achieved through hydrolysis of the bond, that
is, the response regulators catalyze their own dephosphorylation. This
occurs when response regulators and their target proteins come together
so that the energy released through hydrolysis is used to drive conforma-
tional changes in the complexes that activate transcription.

7.7 Structure and Domain Organization of
Bacterial Receptors

Bacterial receptors have a stereotypic structure and domain organization.
Most bacterial sensor units are constructed from a single polypeptide chain
that passes through the plasma membrane twice. The N-terminal lies in the
cytoplasm at the end of a short segment. The chain threads out and then
back through the plasma membrane as shown in Figure 7.5. The extra-
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FiGure 7.5. Tar receptor: (a) Tar monomer with labels denoting the various
regions—The presence of several regulatory (methylation) sites in the cytoplasmic
domain is denoted. (b) Tar dimer—The basic structure is that of a homodimer that
appears as a 35-nm long helical bundle oriented perpendicular to, and passing
through, the plasma membrane. The outer, ligand-binding, portion has the form of
two four-helix bundles, one per dimer subunit. Two helices from each bundle span
the plasma membrane. The cytoplasmic portion is arranged into a four-helix bundle,
formed by two helical hairpins, one from each subunit.
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cytoplasmic looping portion serves as the ligand-binding region. The
portion that is C-terminal to the transmembrane segments contains a linker
followed by a long signaling domain. While most receptors conform to this
plan, there are some receptors, most notably those involved in cell-to-cell
signaling, such as the quorum-sensing (AgrC) receptor and the competence
(ComD) receptor, that pass through the plasma membrane six times. The
two- and six-pass receptors are bacterial counterparts to the one- and
seven-pass receptors found in eukaryotes.

The EnvZ sensor unit is a representative example of the single chain,
two-pass membrane topology. This form differs from the bacterial chemo-
taxis receptor 7Tar, which signals to a separate histidine kinase CheA
protein. Tar is a two-pass receptor of the form described above, but some
of the signaling pieces such as the histidine kinase domain are sequestered
on a separate protein. NtrB represents a third kind of sensor unit; it is a
soluble protein and does not attach to the plasma membrane at all.

7.8 Bacterial Receptors Form Signaling Clusters

Bacterial receptors form dimers, trimers, and higher order oligomers. The
two subunits of the Tar dimer are linked through multiple bonds, and
form a tightly packed and relatively inflexible set of parallel helices. The
multiple bonds limit the possible relative movements of the signal helix
in response to ligand binding, especially since the energy effects of ligand
binding are small. The movements used to transmit a signal over a distance
of 35nm from the outside to the histidine kinase on the inside are modest.
In response to ligand binding, the signal helix undergoes a 0.1 to 0.2nm
sliding, or piston-like, displacement towards the cytoplasm. The mechanism
is an allosteric one in which ligand binding shifts the equilibrium towards
a population of displaced conformations.

The cytoplasmic signaling module of the Tar receptor forms associations
with two kinds of proteins. One of these is CheW that functions as a molec-
ular scaffold. The other is CheA, the histidine kinase. CheA proteins are
linked to the Tar signal helix through the CheW scaffold. Both CheW and
CheA contain modules termed SH3 domains. These modules serve as inter-
faces for the protein-protein interactions leading to the assembly of not just
a pair of receptors, scaffolds, and histidine kinases, but rather for the for-
mation of an extended network of such units. The Tar receptors are not the
only ones in these signaling clusters. Tar receptors are intermingled with
another major receptor, the Tsr serine receptor, and with three less promi-
nent chemotactic sensors. The signals sent through the receptors converge
upon and are integrated by the CheA histidine kinase.

The net result of the interactions between receptors, scaffolds, and
protein kinases is the formation at one pole of the bacterium of a signaling
mesh. In this mesh, the extracellular portions of the receptors bind to
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ligands, while the cytoplasmic portions of the receptors composed of sets
of helical coils form a set of signaling “whiskers.” These whiskers bind to
the scaffolds and through them to the protein kinases. The overall system
functions much like a primitive nose, exhibiting considerable sensitivity to
external stimuli over a broad range of concentrations.

The signaling complex operates through ligand-induced expansions and
contractions. In the absence of ligand binding, the receptors bind CheA and
thus stimulate the kinase (autophosphorylation) activity leading to struc-
tural changes within the array. Ligand binding inhibits these interactions.
When ligands bind the receptors, the pistonlike movements of the signal
helices cause the elements of the array to move apart, or disperse. This
expansion is sufficient to shut down the autophosphorylation of histidine
residues in CheA proteins and the attendant downstream signaling. The
formation of large signaling complexes consisting of multiple transmem-
brane receptors is not restricted to bacteria. Lymphocytes belonging to the
vertebrate immune system and neurons utilize extensive signaling com-
plexes and meshes on their surfaces, too.

7.9 Bacteria with High Sensitivity and Mobility

Bacteria such as Escherichia coli and Salmonella typhimurium are highly
mobile, free-swimming organisms. Bacteria such as Escherichia coli and Sal-
monella typhimurium are able to sense nutrients and noxious substances in
their local environments, and, in response, swim towards the nutrients and
away from dangerous chemicals. The essential components of the system
that makes possible these chemotactic responses lie at the poles of the cell.
A flagellar motor complex resides at one pole, and a sensor complex lies at
the other. About 50 genes are involved in chemotaxis. Roughly 10 genes are
needed to encode the sensor and signaling complex, and about 40 genes are
needed to encode assembly and structural proteins of the flagellar motor.
These two systems are coupled to one another. Signals are sent from the
sensor system to control point at the flagellar motor switch.

The flagellar motor converts an electrochemical gradient into a mechan-
ical torque that drives the bacterium forward at speeds up to 25u/s. The
propulsive force is provided by 6 to 10 flagella organized into a bundle. Each
flagellum can either rotate clockwise (CW) or counterclockwise (CCW). A
flagellum has an intrinsic handedness. When all flagella undergo CCW rota-
tion, the bundle movement is concerted and the cell moves uniformly. If
one or more flagella rotate in a CW fashion, the bundle flies apart, the
movement is disorganized, and the cell tumbles. Because of its small size,
Brownian effects limit the effective straight-line distance that can be
traversed without readjustments to the trajectory. The movement of a swim-
ming bacterium consists of a series of smooth runs punctuated by periods
of tumbling in which a new direction for running is chosen randomly. The
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seemingly random movements of the bacterium are biased towards attrac-
tants or away from repellents through modifications in the tumbling fre-
quency arising from the sensory input signals.

7.10 Feedback Loop in the Chemotactic Pathway

The chemotactic pathway contains a feedback loop that promotes robust
behavior. The Tar, CheW, and CheA proteins constitute the sensor/trans-
mitter unit of the two-component bacterial chemotaxis system. The CheY
protein functions as the response regulator. The overall arrangement of the
various units in the chemotactic system is depicted in Figure 7.6, and their
functions are summarized in Table 7.4. CheY is a diffusible messenger mol-
ecule. Upon activation through phosphorylation it diffuses to the motor
complex where it binds to motor switch protein FliM to promote CW
motion and tumbling. CheY is phosphorylated by activated CheA, and
dephosphorylated by the protein phosphatase CheZ. In the absence of
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FiGUure 7.6. Tar chemotactic signaling pathway: The receptor (Tar) and histidine
kinase (Che A) are encoded on separate chains. CheW is a scaffold that mediates
the interactions between sensor and histidine kinase. CheY is the aspartate-bearing
response regulator that mediates the cellular response (contact with flagellar
motor).

TaBLE 7.4. Tar chemotactic pathway.

Component Function

Tar Receptor

CheW Scaffold

CheA Histidine kinase transmitter
CheY Aspartyl response regulator
CheZ Regulatory (phosphatase)
CheR Regulatory (methyltransferase)

CheB Regulatory (methylesterase)
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CheZ, CheY dephosphorylation would take about 105, a period of time that
is too long for rapid adaptation to changes in nutrient concentration. When
CheZ is present it binds to CheY and reduces the time for dephosphoryla-
tion from 10s to 1s.

The remaining two proteins, CheB and CheR regulate the activity of the
Tar receptor. Tar, like many receptors, is a conduit for two-way communi-
cation between outside and inside. Ligand binding on the outside alters the
binding properties and catalytic actions of the cytoplasmic part of the
protein. Binding events taking place in the cytoplasmic portion of the mol-
ecule influence the receptor’s outside ligand binding properties. The cyto-
plasmic part of the Tar signal helix contains binding sites for attachment of
methyl groups. As a consequence, Tar and receptors like it are known as
methyl-accepting chemotactic proteins (MCPs). CheR catalyzes the transfer
of methyl groups to glutamate residues on the Tar signal helix using S-
adenosyl methionine as the methyl donor. This activity is continual, and the
addition of these methyl groups on the helix progressively reduces the
binding affinity of the Tar receptors for their ligand. CheB does the opposite.
It removes methyl groups from Tar and restores a high binding affinity.

CheB is activated by phosphorylated CheA, thereby forming a feedback
loop—Tar signals to CheA, which signals to CheB, which signals back to
Tar. As the ligand concentration builds up, and more and more Tar recep-
tors are bound, CheA is less and less phosphorylated, CheB remains inac-
tive, and only a few methyl groups are removed from Tar. Thus, at high
ligand concentrations, the sensitivity of Tar to its ligand is reduced. In the
absence of ligand binding, that is, at low ligand concentrations, CheA is
phosphorylated and can activate CheB. CheB removes methyl groups from
Tar, and returns Tar to a condition of high binding affinity and sensitivity
to its ligand. By this means, the methylation level tracks the concentration.
At low concentrations, Tar has few attached methyl groups, and it has a high
affinity for its ligand. At high concentrations, many methyl groups are
added, and Tar has a low binding affinity.

Tar can maintain its sensitivity to concentration gradients over some five
orders of magnitude through this feedback mechanism. This process is
called exact adaptation; the steady state tumbling frequency in a homoge-
neous ligand environment (no signal) is insensitive to the ligand concen-
tration over a broad range of attractant or repellent concentrations. The
chemotactic process is independent of specific values of the concentrations
over a broad range. As a result, the bacterium can sense small spatial
changes in concentration, i.e., it can detect small concentration gradients
over many orders of magnitude in mean concentration. This ability is
referred to as robustness. It is a consequence of the network connectivity,
particularly that of the crucial feedback loop. This feedback loop compen-
sates for the effect of ligand binding, thereby maintaining a robust per-
formance regardless of the ligand concentration.

A bacterium is too small to be able to detect concentration gradients by
comparing concentrations at different points along its body. Instead of using
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a spatial strategy, bacteria adopt a temporal one: They determine concen-
tration gradients by comparing concentrations at slightly different times.
This is equivalent to determining a spatial concentration gradient, since
there is translational motion of the bacterium during the measurement time
interval. The key to the temporal or time derivative method is to compare
two different quantities, each measuring in some way concentration. One
quantity is the concentration at an instant in time, represented as a percent
of receptor occupancy. The second quantity is the receptor concentration a
few seconds earlier, represented by the level of receptor methylation. There
is a lag between receptor binding and the adjustment in methylation—
CheA must be phosphorylated, and then CheB must be phosphorylated
before there is an adjustment in receptor methylation. The lag between
receptor binding and methylation of a few seconds serves as a memory that
enables determination of temporal gradients.

7.11 How Plants Sense and Respond to Hormones

Plants use two-component systems and phosphorelays for sensing and
responding to hormones. At certain times in its life a plant will undergo
senescence, the state in which somatic tissues no longer required are broken
down and their components reused in younger tissues. At other times a
plant will undergo organ abscission, in which organs such as seeds and
fruit are detached from the main body of the plant in a developmentally
regulated manner. Plants, like animals, undergo wound-healing and mount
defenses against pathogens. These developmental and defense processes are
regulated by plant hormones such as ethylene (C,H4) and cytokinins.

Arabidopsis is a small weed, and it was the first plant species to have its
genome sequenced. The Arabidopsis genome encodes 12 histidine kinases,
22 response regulators, and 5 HPt proteins. Histidine kinases used for
sensing and responding to ethylene, cytokinins, and for osmosensing are
listed in Table 7.5. All of these with the exception of ERS1 are hybrids. They
contain a receiver domain and signal through HPt proteins.

The Arabidopsis response regulators (RRs) can be partitioned into two
groups. A-type ARRSs contain the required Asp phosphorylation site, as well

TaBLE 7.5. Hormone and osmosensing in plants.

Histidine kinase Sensing function
ETR1 ethylene
ERSI1 ethylene
CRE1/AHK4/WOL cytokinins
AHK2 cytokinins
AHK3 cytokinins

AtHK1 0Smosensor
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as several other required residues, but lack the DNA-binding domain needed
for operation as transcription factors. A-type ARRs are found in increased
numbers shortly after a cell is exposed by cytokinins. B-type ARRs contain a
DNA-binding domain in their C-terminal regions; nuclear localization
signals (NLSs) needed for entry into the nucleus; and modules associated
with Asp response regulation and signaling. Thus, the type-B ARRs contain
all the components needed for operation as transcription factors.

Cytokinin ligands are recognized by the sensor histidine kinases CREI1,
AKH?2 and AKH3. Receptor-binding activates a phosphorelay from CRE1
to an HPt protein called AHP, which translocates to the nucleus and trans-
fers its phosphoryl group to a type B response regulator. The type B RRs
activate transcription of genes encoding Type A response regulators. The
type A RRs operating in conjunction with AHPs and histidine kinases
modulate the activities in other signaling pathways (Figure 7.7).

The ethylene-signaling pathway is erected in a way that combines histi-
dine kinase action with MAP signaling cascades. Ethylene receptors are
histidine kinases, but these proteins do not appear to transfer phosphoryl
groups to aspartyl response regulators, but rather signal through one or
more MAP-like serine/threonine kinases. The signaling mechanisms appea-
ring in the Arabidopsis ethylene pathway bear a striking resemblance to
those of the yeast high osmolarity (HOG) pathway discussed in the last
chapter. In the ETR1 pathway, ethylene is a negative regulator of its recep-
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Ficure 7.7. Cytokinin signal transduction in Arabidopsis thaliana: Binding of the
cytokinin ligand to the Crel receptor/histidine kinase activates a His-Asp phos-
phorelay. Signals are relayed through AHP1/2 types of HPt intermediates, and a
B-type Arabidopsis response regulator (ARR), resulting in the expression of
cytokinin-responsive genes including A-type of ARRs. These together with B-type
ARRs and AHPs regulate downstream cellular targets.
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TaBLE 7.6. Light-sensitive proteins and their distribution.

Sensor protein Chromophore Amax (nm) Distribution
Rhodopsins Retinal 500 Animals

Phytochromes Tetrapyrrole 665, 730 Bacteria, protists, plants
Cryptochromes Flavins 400-500 Plants, insects, mammals

tor. If the ligand is not present, the receptor is in an “on” state and sends
signals through the MAP3 kinase CTR1. The activated CTR1 proteins neg-
atively regulate transcription of ethylene response genes. When ethylene is
present in the environment, the receptor state is “off”, and it can no longer
activate CTR1. Turning off CTR1 relieves the repression by CTR1 of tran-
scription of ethylene response genes.

7.12 Role of Growth Plasticity in Plants

Plants retain a great deal of plasticity in their growth and developmental
programs and tie these programs to environmental cues such as lighting. In
plants, light sensing is used to guide developmental, morphological, and
physiological responses, whereas in animals light sensing guides behavioral
responses. Plants are responsive not only to light intensity, but also to its
orientation and duration, and its spectral properties. Light sensing enables
plants to project growth into well-illuminated spaces and away from regions
shaded by other plants. Light sensing allows plants to synchronize, or
entrain, their growth and developmental rhythms with daily and seasonal
cycles. It enables plants to arrive at decisions on when to germinate and
when to flower, for example.

Light sensing by plants is an activity distinct from photosynthesis. Sens-
ing of light in plants is achieved using two kinds of photoreceptors—
phytochromes and cryptochromes (Table 7.6). These molecules, like the
rhodopsin molecules found in the rods of the animal eye, contain a light
absorbing group, or chromophore, that alters its conformation upon absorb-
ing light of the appropriate wavelength. The conformational changes are
sent on to other signaling elements to complete the transduction of the light
signal into intracellular signal events.

7.13 Role of Phytochromes in Plant Cell Growth

Phytochromes are red/far-red photoreceptors that initiate developmental
and proximity responses to light. Phytochromes exist in two forms. One
form operates as a red photoreceptor with peak absorption at 665nm, and
the other as a far-red photoreceptor with peak absorption at 730nm. Light
absorption triggers the conversion of one form to the other. The red light
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absorbing form is designated as Pr and the far red light form as Pfr. When
the red form (Pr) absorbs light it is converted into the far-red form Pfr, and
similarly, when the far-red form (Pfr) absorbs light it is converted to the red
form Pr. The ratio of these two forms is a measure of the amount of red
light incident on the plant compared to the amount of far red light. Direct
sunlight provides more red than far red light, but the light characteristics
change when surrounding foliage shades the plant. Then the light shifts
towards the far red. Thus, during exposure to direct sunlight Pfr will pre-
dominate in the leaves and when shaded Pr will be more abundant.

The signaling pathway leading to alterations in gene expression has been
explored in Arabidopsis. The pathway is direct and short. Using green flu-
orescent protein it has been found that the Pfr form, but not the Pr form,
translocates to the nucleus. Upon arrival, the Pfr form interacts with a tran-
scription factor PIF3. The interaction of Pfr with PIF3 triggered by the red
light influences a large number of cellular signaling and metabolic path-
ways. As observed using microarrays, some pathways are turned on while
others are turned off (Figure 7.8a).

Phytochromes are not limited to plants. They are found in photosynthetic
bacteria and in protists (algae). Cyanobacterial phytochromes are histidine
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FiGure 7.8. Phytochrome and cytochrome signal transduction: (a) Phytochrome sig-
naling, in which the active form of the light receptor Pfr acts in conjunction with the
transcription factor PIF3 to regulate the expression of light-regulated genes.
(b) Cytochrome signaling, in which expression of (blue) light-sensitive genes is
turned off under dark conditions. The blue light receptor in conjunction with the reg-
ulator COP1 translocates to the nucleus where COP1 stimulates the proteolysis of
the transcription factor HYS. Under blue light conditions the Cryl/COP1 complex
remains in the cytosol and COP1 cannot inhibit HY5-mediated transcription.
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kinases that relay signals to aspartyl response regulators. The plant
phytochromes appear to have replaced a histidine kinase activity with a
serine/threonine kinase one. The transformed kinases still exhibit many of
the characteristics of histidine kinases, supporting the notion of a bacterial
origin. These signaling proteins are thus regarded as divergent histidine
kinases that along with some of the ethylene receptors lack some of the
amino acid residues necessary for histidine kinase activity.

7.14 Cryptochromes Help Regulate Circadian
Rhythms

Cryptochromes are blue/ultraviolet-A photoreceptors that help regulate
circadian rhythms. They have a peak absorption in the range 400 to 500 nm.
They are found not only in plants, but also in insects and mammals. The
cryptochrome signaling pathways regulate physiological processes such as
the setting of period and phase of an organism’s internal circadian clock so
that internal body rhythms match those present in the external environ-
ment (daily and seasonal). This process is called entrainment.

Like the phytochrome signaling pathway, the cryptochrome signaling
pathway is direct and short. The control point at the end of the signaling
pathway is one that regulates transcription, but it is not a transcription
factor at the promoter site as in the case of the phytochromes. Instead blue
light photoreceptors remain bound to a transcription regulator called
COP1.The COP1 protein regulates the activity of transcription factor HYS
that stimulates transcription of a large number of genes. When it is acti-
vated, COP1 tags HYS for degradation by proteolytic proteins in the
nucleus, and thus COP1 inhibits the ability of the HYS protein to stimulate
transcription.

The C-terminal domain of Cryl, Cttl binds to COP1 under both dark
and light conditions. In the dark COP1 is localized predominantely in the
nucleus and in light it becomes mostly cytosolic. The blue-light transcrip-
tion factor HYS is localized in the nucleus under both kinds of illumina-
tion. When blue light strikes the Cry1 photocenter, conformational changes
occur in COP1 altering its cellular location and turning off its inhibition of
HYS. In blue light conditions, HY5 escapes being tagged for destruction,
and is then able to stimulate transcription (Figure 7.8(b)).

In this form of regulation, the presence or absence of blue light modu-
lates the effective lifetime of the HYS protein. This form of regulation is a
fairly common one. It is fast because no lengthy protein synthesis steps are
required. Rapid modulatory actions in a signaling pathway can take one of
several forms. They can involve immobilizing a signal protein at a particu-
lar location, or they may involve proteolytic degradation of a signaling
element as in the case of cryptochrome signaling. One form of regulation
by localization already encountered in this and the previous chapter is the
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sequestering of transcription factors in the cytosol and away from the
nucleus until the appropriate signal is received.
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Problems

7.1 A significant number of the proteins discussed in the last two chap-
ters—kinases, phosphatases, GTPases, and proteases—are enzymes.
Catalysts increase the rate of the reactions by many orders of magni-
tude, but are not themselves altered during catalysis. In their absence
the biochemical reactions to be catalyzed are too slow because of unfa-
vorable mixes of positive and negative charges that have to be brought
into close proximity at the transition state long enough for the reaction
to occur. As was discussed in the chapter, the histidine kinases not only
grip and position the ATP in a favorable orientation for transfer of the
gamma phosphoryl group, they also modify the electrostatic environ-
ment. Negative charges of the phosphoryl group are countered by the
positive charges of the divalent magnesium cation; a nucleophile is
present to break bonds, and the cleft at the active site in laced with
charged residues. These activities help stabilize the transition state, and
in the process lower the activation barrier for the transition to the final
state. This lowering is depicted schematically in the figure shown below.
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Uncatalyzed
transition state: §*

Catalyzed transition
state: £S5

k| k.
E+S «—* ES — E+P
k_

Initial state: £ + §
Final state: £ + P

FiGure for Problem 7.1. Uncatalyzed and catalyzed transition states.

The equation shown to the right of the figure defines the three rates
involved in the catalytic process. Kinetic equations governing the catalysis
can be constructed by applying the law of mass action. The resulting expres-
sions in terms of enzyme and substrate molar concentrations are

% = I [EIS]+ k1 [ES]+ ko [ES],
% = —ki[E][S]+ k. [ES],
@ — I[E][S] - kA [ES] - ko ES),

where the k’s are the reaction rates.

The amount of enzyme is usually far less than the amount of substrate
and is completely bound up by the substrate. As a result one can make the
steady state assumption that

d[ES] _
dr

0.

Using the above formulas, derive the Michaelis—-Menton equation

VmaX[S]
V, = —maxlO1
0 Ky +[S]’

where Vi is equal to ky ([ E] + [ES]), the Michaelis constant Ky, = (k; +
k_1)/k,, and the steady state velocity Vy is ky[ ES].

Plot Vj versus [S]. What happens at high [S]? It is customary to deter-
mine the constants appearing in the Michaelis—Menton equation by making
measurements of Vj values at different substrate concentrations [S] and
arranging the data in the form 1/V; versus 1/[S]. What does a plot of 1/V
versus 1/[S] look like? What is the slope and what is the intercept?
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Organization of Signal Complexes
by Lipids, Calcium, and Cyclic AMP

Cytoplasmic signaling proteins are recruited to the cell plasma membrane
in response to signals sent from other cells. The recruited signal molecules
are organized into modules and complexes, and the first steps in convert-
ing the extracellular signals into cellular responses are taken. Several kinds
of small signaling molecules, most notably, lipids, calcium, and cyclic adeno-
sine monophosphate (cyclic AMP, or cAMP), act as signaling intermedi-
aries. They tie together events taking place subsequent to ligand binding by
helping to recruit and organize the proteins that function as the primary
intracellular signal transducers. Because of their role as signaling interme-
diaries, the small molecules are commonly termed “second messengers,” the
first messengers being the extracellular signal molecules, and the third mes-
sengers being the large protein kinases and phosphatases that are recruited
to the plasma membrane.

Localization plays an important role in the organization of signaling path-
ways, especially those that lead from the cell surface and end at control points
at the nucleus, cytoskeleton, and elsewhere. First, second, third and higher
order messengers do not diffuse about the cell but rather act in restricted
portions of space. The plasma membrane contributes to the localization.
It does far more than simply separate outside from inside and provide a
fluid medium for the insertion, uniform lateral movement, and tether-
ing of proteins; it assumes an active role in the signaling processes taking
place.

In the first part of this chapter, the composition and organization of the
plasma membrane will be examined. This exploration will be followed by a
discussion of how lipid, calcium, and cAMP second messengers are gener-
ated. Second messengers stimulate the activities of serine /threonine kinases
belonging to the AGC family. Signaling by these kinases will be explored
in the third part of the chapter.

161
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8.1 Composition of Biological Membranes

Biological membranes are composed of phospholipids, glycolipids and
cholesterol. Membrane lipids are linked together through the cooperative
effects of multiple weak noncovalent interactions such as van der Waals forces
and hydrogen bonds,and as a result there is considerable fluidity of movement
within the membrane—the constituents are free to diffuse laterally and
rotationally. The overall structure is that of a fluid of lipids and membrane-
associated proteins undergoing Brownian motion. The motions of the mole-
cules are not completely unrestricted, but instead are limited to specific
regions of the membrane, giving rise to a mosaic of membrane compartments.

Three classes of lipids are found in biological membranes—phospholipids,
glycolipids, and cholesterol. Phospholipids are the primary constituents. The
four most common phospholipids are listed in Table 8.1. Phosphoglycerides
contain a glycerol backbone that is linked to a phosphoryl group bonded
to a phosphorylated alcohol group. A different backbone component,
sphingosine, is used in the sphingolipids. Of the four commonly occurring
phospholipids, all except phosphatidylserine have uncharged head groups.
Phosphatidylserine has a negatively charged head group and is found
exclusively in the cytoplasmic leaflet. Phosphatidylinositol is of special
importance in metazoans. It is reversibly phosphorylated at one or more OH
sites on the inositol ring by lipid kinases to generate lipid signal molecules
that coordinate a number of cellular processes including cytoskeleton
control and motility, insulin signaling (glucose and lipid metabolism), and
growth factor-promoted cell survival.

The glycolipids, like the phospholipids, have a backbone connected to
fatty acyl chains. They differ from the phospholipids in that they contain
one or more sugar groups in place of the phosphoryl-alcohol bearing head-
group of the phospholipids (Figure 8.1). Glycolipids are found in the exo-
plasmic leaflet of the plasma membrane, and are believed to promote
cell-to-cell recognition. The sugar residues that form the hydrophilic head
extend out from the cell surface.

TaBLE 8.1. Lipid constituents of the plasma membrane: Exoplasmic—Outer;
Cytoplasmic—Inner.

Type Lipid Comments

Phospholipids  Phosphatidylcholine (PC)  Exoplasmic leaflet
Phosphatidylethanolamine ~ Cytoplasmic leaflet

Phosphatidylserine Cytoplasmic leaflet, negatively charged head
Sphingomyelin group
Phosphatidylinositol Exoplasmic leaflet, sphingosine backbone
Major role in signaling
Glycolipids Exoplasmic leaflet, cell-to-cell recognition

Cholesterol Influences fluidity and membrane organization
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FiGure 8.1. Schematic representations of phospho- and glycolipids and cholesterol:
(a) A phospholipid such as PC consisting of a pair of acyl chains in the tail region,
a backbone, which in this case is glycerol, and a head region consisting of a phos-
phoryl group (circle) plus an alcohol group (rectangle). (b) A phosphatidylinositol
molecule consisting of a tail region, a glycerol backbone, and a phosphoryl group
coupled to a hexagonal inositol ring in the head region. (c) A glycolipid in which
the head group consists of one or more sugar groups (square). (d) A cholesterol
molecule is composed of a fatty acyl tail connected to a rigid steroid ring assembly
with an OH group at the terminus that serves as its polar head.

8.2 Microdomains and Caveolae in Membranes

Biological membranes contain microdomains and caveolae specialized for
signal transduction. Lipids found in biological membranes vary in chain
length and degree of saturation. Chains vary in length, having an even
number of carbons typically between 14 and 24, with 16, 18, and 20 most
common in phospholipids and glycolipids. Chains with one or more double
bonds are unsaturated. These bonds are rigid and introduce kinks in the
chain. In a fully saturated acyl chain the carbon-carbon atoms are cova-
lently linked by single bonds. Each carbon atom in such a chain can estab-
lish a maximum possible number of bonds with hydrogen atoms, hence the
term “saturated.” Such chains are free to rotate about their carbon-carbon
bonds, and can be packed tightly. In contrast, the kinks present in an array
of unsaturated lipids cause irregularities or voids to appear in the array;
these molecules cannot be packed as tightly.

The degree of saturation of the acyl chains and the cholesterol content
influence the melting point and fluidity of the lipids in the membrane.
This point can be illustrated by some everyday examples. Fats, oils, and
waxes are examples of lipids. Butter, a saturated lipid, is a solid gel at
room temperature, while corn oil, an unsaturated lipid, is a liquid at the
same temperature. Cholesterol plays an important role in determining the
fluidity of the membrane compartments. It is smaller than the phospho- and
glycolipids and is distributed between both leaflets. As the concentration
of cholesterol increases, the lipid membrane becomes less disordered,
gel-like and more like an ordered liquid in which the lipids are more tightly
packed together, especially when saturated sphingolipids are present
(Figure 8.2).
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FiGure 8.2. Lipids and the lipid bilayer: (a) Membrane bilayers contain a mixture
of amphipathic lipids. Each lipid molecule has a hydrophilic (polar) head region and
a two-pronged hydrophobic tail region oriented as shown. Tails are fatty acyl chains,
hydrocarbon chains with a carboxylic acid (COOH) group at one end and (usually)
a methane group at the other terminus. In cells, the polar head of each lipid mole-
cule is surrounded by water molecules and thus is hydrated. The density of water
molecules drops off rapidly in the hydrophobic interior. (b) Small cholesterol mol-
ecules are situated in between the larger lipid molecules. Lipids differ from one
another in the number, length, and degree of saturation of the acyl chains, and in
the composition of their head groups. The overall packing density is greater in (b)
than in (a) due to the presence of cholesterol and of lipids with straighter saturated
acyl chains. Signaling proteins (not shown) carrying a GPI anchor attach to the exo-
plasmic leaflet while signaling proteins bearing acetyl and other kinds of anchors
attach to the cytoplasmic leaflet. These proteins congregate in cholesterol and
sphingolipid-enriched membrane compartments.

The plasma membranes of eukaryotes are not uniform, but rather contain
several kinds of lipid domains, each varying somewhat in its lipid composi-
tion. Compartments enriched in cholesterol and/or sphingolipids contain
high concentrations of signaling molecules: GPI-anchored proteins in their
exoplasmic leaflet and a variety of anchored proteins in their cytoplasmic
leaflet. Two kinds of compartments—caveolae and lipid rafts—enriched in
cholesterol and glycosphingolipids, are specialized for signaling.

Caveolae (little caves) are detergent-insoluble membrane domains
enriched in glycosphingolipids, cholesterol, and lipid-anchored proteins.
Caveolae are tiny flask-shaped invaginations in the outer leaflet of the
plasma membrane. They play an important role in signaling as well as in
transport. Caveolae may be flat, vesicular, or even tubular in shape, and may
be either open or closed off from the cell surface. They are detergent insol-
uble and are enriched in coatlike materials, caveolins, which bind to cho-
lesterol. Cholesterol- and sphingolipid-enriched microdomains can float
within the more diffuse lipid bilayer.

The second kind of cholesterol- and sphingolipid-enriched compartment
is a lipid raft. It does not have a cave-like shape and does not contain cave-
olins, but instead is rather flat in shape. The fluid and detergent-insoluble
properties of both the rafts and the caveolae arise from the tight packing
of the acyl chains of the sphingolipids and from the high cholesterol
content. The cholesterol molecules not only rigidify the compartment but



8.4 Generation of Lipid Second Messengers from PIP, 165

TaBLE 8.2. Phosphoinositide nomenclature.

Phosphoinositide Members Designation

D3 Phosphatidylinositol-3 phosphate PtdIns(3)P
Phosphatidylinositol-3,4 biphosphate PtdIns(3,4)P;
Phosphatidylinositol-3,5 biphosphate PtdIns(3,5)P,
Phosphatidylinositol-3,4,5 triphosphate PtdIns(3,4,5)P5 or PIP;

D4 Phosphatidylinositol-4 phosphate PtdIns(4)P
Phosphatidylinositol-4,5 biphosphate PtdIns(4,5)P, or PIP,

D5 Phosphatidylinositol-5 phosphate PtdIns(5)P

also facilitate the formation of signaling complexes and the initiation of sig-
naling by them.

8.3 Lipid Kinases Phosphorylate Plasma
Membrane Phosphoglycerides

The plasma membrane phosphoglyceride known as phosphatidylinositol
plays an important role in signaling, cytoskeleton regulation, and membrane
trafficking. The inositol ring of the phosphatidylinositol molecule contains
a phosphoryl group at position 1 that is tied to the glycerol backbone. All
other OH groups of the inositol ring can be phosplorylated except those at
positions 2 and 6. Just as protein kinases catalyze the transfer of phospho-
ryl groups to selected amino acid residues, lipid kinases catalyze the trans-
fer of phosphoryl groups to specific sites on lipids. Several lipid kinases
catalyze the phosphorylation of phosphatidylinositol.

The lipid kinase phosphoinositide-3-OH kinase (PI3K) catalyzes the
transfer of a phosphoryl group from an ATP molecule to the OH group at
position 3 of the inositol ring of the lipid. Other lipid kinases, PI4K and
PI5SK, catalyze the transfer of phosphoryl groups to the other available sites,
positions 4 and 5, on the ring. An entire ensemble of phosphoinositides can
be produced through the addition and subtraction of phosploryl groups
from positions 3, 4, and 5 of the inositol rings. These phosphorylated lipid
products, their placement into D3, D4, and DS phosphoinositide groups, and
their common abbreviations are listed in Table 8.2.

8.4 Generation of Lipid Second Messengers from PIP,

Two lipid second messengers are generated from PIP, by phospholipase
C. Phosphatidylinositol 4,5 biphosphate (PIP;) serves as the source of
two lipid second messengers: diacylglycerol (DAG) and inositol 1,4,5-
triphosphate (designated Ins(1,4,5)P5 or IP3). The plasma membrane func-
tions as a cellular repository for the PIP, and other phosphoinositides.
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FiGure 8.3. Structure of phosphatidylinositol 4,5 biphosphate (PIP,): Cleavage of
this molecule by PLC generates the lipid second messengers diacylglycerol (DAG)
and inositol 1,4,5-triphosphate (IP3). The insert shows in block form the organiza-
tion of the molecule into tail, backbone, linker phosphoryl group, and inositol head
groups.

Phospholipase C (PLC) cleaves the membrane-situated PIP; into DAG—
which contains the acyl chains plus the glycerol backbone—and IPs—which
contains the rest of the head group (Figure 8.3).

A large number of plasma membrane receptors use PLC as an interme-
diary to signal and activate downstream kinases. Prominent among these
are G protein-coupled receptors (GPCRs) and growth factor receptors.
There are three PLC subtypes, designed as PLCJB, PLCy, and PLCS. These
enzymes have a modular organization that supports their (a) localization
at the plasma membrane, (b) activation by upstream receptor signals, and
(c) catalytic activities (Figure 8.4). The Pleckstrin homology domain and the
C-terminus SH2 domain mediate binding to the plasma membrane PtdIns.
The upstream, signaling elements such as G protein subunits bind to and
activate PLC, and the SH3 and N-terminal SH2 domain mediates interac-
tions with upstream growth factor receptors. Once formed by PLC acting
on PIP,, IP; diffuses to intracellular stores located in the endoplasmic reti-
culum (ER) and triggers the release of Ca>". The calcium ions together with
DAG activate protein kinase C, the main downstream target of PLC sig-
naling (Figure 8.5).
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FiGure 8.4. Organization of phospholipase C: The domain structure of the three
classes of PLC isozymes is shown. Each type of PLC has a Pleckstrin homology
(PH) domain in its N-terminus. PH domains bind to plasma membrane PtdIns
proteins. The PH domains are not all the same; they vary their binding affinities
among the three classes. The X and Y domains form the catalytic domain of the
enzyme.

- PIP, PLC PIP,

Ficure 8.5. Signaling through PLC: Activation of PLC by ligand-GPCR binding
stimulates dissociation of the G protein subunits, which then activate PLC.The PLC
proteins tether to the plasma membrane by binding PIP; lipids, and cleave PIP; into
DAG and IP;. The latter translocates to the intracellular stores (IS) triggering
release of calcium ions, which along with DAG bind to and stimulate protein kinase
C activity.

8.5 Regulation of Cellular Processes by PI3K

Phosphoinositide-3-OH kinase (PI3K) helps regulate a variety of cellular
processes. PI3Ks mediate cellular responses to GPCRs, growth factors and
insulin, activation by cell adhesion molecules called integrins, and leukocyte
(white blood cell) function. An important characteristic of the proteins that
interact with lipid second messengers is the presence of one or more lipid-
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Ficure 8.6. PI3 kinase domain structure: (a) Classes of catalytic subunits. (b) Exam-
ples of regulatory subunits that associate with Class IA subunits of PI3 kinases.
Abbreviations: Adapter-binding (AB) domain; Ras-binding (RB) domain; Src
homology domain-3 (SH3); Src homology domain-2 (SH2); BCR-homology GTPase
activating (BH) domain.

binding domains in their regulatory regions. Several kinds of lipid-binding
modules—PH domains, C2 domains, and FYVE domains—mediate the
binding of lipid second messengers to their downstream targets.

There are three classes of mammalian PI3Ks (Figure 8.6). Class I PI3Ks
are heterodimers composed of a 100-kDa catalytic subunit and an 85-kDa
or 55-kDa joint regulatory/adapter subunit. There are two kinds of Class I
PI3Ks, determined by the presence or absence of an adapter-binding (AB)
domain in its N-terminal region (Figure 8.4a) and by kinds of receptor
binding events that activate them. The adapter for the Class IA PI3Ks binds
to growth factor receptors, while Class IB PI3Ks are activated primarily by
G protein coupled receptors operating through the associated GPy subunits.
Class IT PI3Ks contain a C2 domain in their C-terminal region. Class 111
PI3Ks may be constitutively active in the cell and help regulate membrane
trafficking and vesicle formation, two housekeeping activities carried out
all the time. As shown in Figure 8.7, PI3K functions as a key intermediary
to activate protein kinase B.

8.6 PIPs Regulate Lipid Signaling

There is a corresponding set of lipid phosphatases that catalyzes the
removal of phosphoryl groups from inositol rings. Perhaps the most promi-
nent of these is PTEN (phosphatase and tensin homolog deleted on chro-
mosome 10). PTEN acts in opposition to PI3K and catalyzes the removal
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Ficure 8.7. Signaling through PI3K: Ligand growth factor receptor binding
stimulates the dissociation of the regulatory and catalytic subunits of PI3K from
each other. The catalytic subunit phosphorylates the PIP, proteins at the 3’ position,
thereby making PIP3, which then diffuses to and binds PDK1 and protein kinase B.

of phosphoryl groups from position 3 on inositol rings. It acts on PIP; to
return it to a PIP, form, thereby reversing the catalytic effects of PI3K.

The importance of dephosphorylating actions is made apparent by the
high frequency of either mutated or missing forms of PTEN in at least one
kind of brain cancer (glioblastoma), in prostate cancer, and in endometrial
(uterine) cancer. The major downstream target of the PIP; lipids is protein
kinase B (Figure 8.7). This kinase supplies what may best be termed a “sur-
vival” signal in response to growth factor-binding to receptors such as the
insulin receptor. In the absence of growth signals such as insulin, platelet-
derived growth factor, and neural growth factor, the levels of activated
protein kinase B remain low. They increase in response to the just
mentioned growth signals. When PTEN does not throttle back the survival
signaling to a baseline level by dephosphorylating the lipid second
messengers, the cells undergo uncontrolled growth and proliferation. The
actions taken by PTEN tend to suppress the cancer-promoting actions of
overly active protein kinase B. For this reason PTEN is referred to as a
[umor suppressor.

8.7 Role of Lipid-Binding Domains

Lipid-binding domains facilitate the interactions between proteins and
lipids. As has been discussed in the last few sections, a number of different
lipid-binding domains mediate the interactions between proteins and lipid
bilayers. Four of these domains—the PH, C1, C2, and FYVE domains—
are especially prominent. They are found in hundreds of proteins and
mediate protein recruitment to lipid membranes. These domains and their
properties are summarized in Table 8.3. As indicated in the table, the PH
domain also mediates protein-protein interactions. Two modules that
appear in Table 8.3—the SH2 and PTB domains—are primarily known as
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TaBLE 8.3. Lipid-binding domains found on proteins.

Designation Domain name Description

C1 Protein kinase C homology-1 ~50 amino acid residues; binds DAG

C2 Protein kinase C homology-2 ~130 amino acid residues; binds acidic
lipids

FYVE Fablp, YOTB, Vaclp, Eeal ~70 amino acid residues; binds PI3P

PH Pleckstrin homology ~120 amino acid residues, binds PIP3
headgroup, PIP, and its headgroup; binds
proteins

PTB Phosphotyrosine-binding ~100 amino acid residues; binds

phosphorylated tyrosine residues; binds
phospholipids in a weak nonspecific manner

SH2 Src homology-2 ~100 amino acid residues; binds
phosphorylated tyrosine residues; binds
phospholipids

phosphotyrosine binding domains. These domains possess phospholipid-
binding properties, and for that reason have been included in Table 8.3.

8.8 Role of Intracellular Calcium Level Elevations

Transient elevations in intracellular calcium levels serve as a second mes-
senger. As is characteristic of a second messenger, local increases in intra-
cellular calcium concentration are triggered by the binding of signal
proteins to receptors embedded in the plasma membrane. In the absence
of triggering signals, intracellular calcium levels are maintained at a low
level, no more than 0.1uM in some cell types. Unlike cAMP and cellular
lipids, calcium is not synthesizesd by cells. Instead, there are two reservoirs
of calcium—the extracellular spaces outside the cell and the calcium stores
located within the cell. The calcium concentration in the extracellular spaces
is on the order of 2mM, some 20,000 times greater than the resting levels
within the cell. Extracellular calcium enters a cell through ion channels
located in the plasma membrane. Calcium is sequestered within the cell in
intracellular stores (IS), regions enriched in calcium buffers located in the
lumen of the endoplasmic reticulum, the matrix of mitochondria, and in
the Golgi. In response to the appropriate signals, calcium is released into
the cytosol from the stores.

Signals that trigger the entry of extracellular calcium through ion chan-
nels and the release of intracellular calcium from stores are sent through
two kinds of receptors embedded in the plasma membrane. The first kind
of receptor is the voltage-gated ion channel. These are opened and closed,
or gated, through changes in membrane voltage. These channels are found



8.9 Role of Calmodulin in Signaling 171

in cells whose membranes are excitable. Whenever the membrane is depo-
larized the ion channels open allowing calcium ions from the extracellular
spaces to diffuse through and enter the cell. The second kind of membrane
signal molecule is the ligand-gated receptor such as the G protein-coupled
receptor. When a ligand binds the GPCR receptors, phospholipase C is acti-
vated. As discussed earlier in this chapter, PLC hydrolyzes PIP, to IP5; and
DAG. IP; diffuses over to, and binds to, IP; receptors located in the ER.
This event serves as a release signal, resulting in the movement of Ca’* out
of the stores and into the cytosol.

The duration of a calcium signal is short. Intracellular calcium levels are
restored to their base values fairly rapidly. Buffering agents bind calcium
ions before they can diffuse appreciably from their entry point. Free
calcium path lengths, the distance traveled by calcium ions before being
bound, average less than 0.5, which is far smaller than the linear dimen-
sions, 10 to 30, of typical eukaryotic cells. In addition to being buffered,
ATP-driven calcium pumps located in the plasma membrane rapidly
remove calcium ions from the cell, and other ATP-driven pumps transport
calcium back into the intracellular stores. The take-up of calcium by buffers
along with its rapid pumping out of the cytosol and into the stores produces
a sharp localization of the signaling both in space and time.

8.9 Role of Calmodulin in Signaling

Calmodulin is a calcium sensor involved in activating many signaling path-
ways. Calmodulin is an abundant protein, consisting of 0.1% of all the
protein present at any given time in the cell. It functions as a calcium sensor,
and to carry out this role it is distributed throughout the cytosol and
nucleus. Calcium is an extremely important regulator of cells in the brain,
and the cytosolic concentrations of calmodulin in neurons may reach 2%.
Calmodulin is a small protein, consisting of only 148 amino acid residues.
It is organized into two lobes connected by a flexible helix giving it a fairly
elongated dumbbell shape. As shown in Figure 8.8, calmodulin has four
calcium-binding sites; two are in the N-terminal lobe and two are in the C-
terminal lobe. Calcium binding produces a shift in the population of equi-
librium states from a fairly closed to a more open elongated structure. The
shift in population exposes a number of hydrophobic patches that serve as
attachment sites to downstream signaling partners.

Calmodulin serves as a key intermediary in a number of signaling path-
ways. When bound to calcium it promotes the activity of PI3K, nucleotide
phosphodiesterases and adenylyl cyclases (both to be discussed shortly),
protein kinases such as multifunctional CaM-dependent protein kinase II
(CaMKII), protein phosphatases such as CaM-dependent protein phos-
phatase 2B(PP2B), and a number of cytoskeleton regulators.
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(b)

Ficure 8.8. Solution NMR structure of calmodulin, free and bound to calcium:
(a) Calcium-free calmodulin consisting of an (upper) N-terminal domain and a
(lower) C-terminal domain. (b) Ca2*4-bound calmodulin. The four calcium ions are
depicted as dark gray spheres. The two prominent hydrophobic patches that are
exposed in this more open conformation are bound by W7 molecules shown in a
space-filled model. The figure was prepared using Protein Explorer with atomic
coordinates deposited in the PDB under accession numbers 1dmo (a) and 1mux (b).

8.10 Adenylyl Cyclases and Phosphodiesterases Produce
and Regulate cAMP Second Messengers

Adenylyl cyclase is an integral membrane enzyme that catalyzes the con-
version of intracellular ATP into cyclic adenosine monophosphate (cyclic
AMP or cAMP). The organization of the adenylyl cyclase molecule is
depicted in Figure 8.9. As can be seen there are two transmembrane (TM)
regions (M; and M,) and two large cytoplasmic regions (C; and C,). Each
transmembrane region consists of six highly hydrophobic membrane-
spanning helices connected by short loops. One of the cytoplasmic regions
lies topologically in-between the TM regions. The other cytoplasmic region
is a situated C-terminal to the second membrane-spanning region. The
overall structure of the adenylyl cyclase molecule resembles a dimer, each
unit consisting of a TM region followed by a cytoplasmic region. However,
monomer-like structures are not functional. The cytoplasmic regions
together form the catalytic core of the molecule. The relative orientation of
C; relative to C, is important, and both C; and C; are required for binding
and catalysis.

The magnitude and duration of cyclic nucleotide second messenger sig-
naling is regulated by another class of enzymes, namely, nucleotide phos-
phodiesterases (PDEs). As shown in Figure 8.10, cAMP has a phosphate
group attached to both the 3’ carbon and 5’ carbon of the ribose. PDEs are
enzymes that catalyze the hydrolytic cleavage of 3" phosphodiester bonds
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Ficure 8.9. Organization of adenylyl
cyclase: The cylinders denote transmem-
brane segments. These are organized into a
repeated set of six segments (M1 and M2).
The cytoplasmic C1 and C2 catalytic
domains consist of a compact region (Cla
and C1b) and a broad loop (C1b and C2b).
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Ficure 8.10. Adenosine triphosphate and cyclic adenosine monophosphate:
(a) ATP molecule consisting of an adenine joined to a ribose to which are attached

three phosphoryl groups, named in the manner shown. (b) cAMP showing the cyclic
structure.

in cAMP resulting in its degradation to inert 5AMP. They also carry out
the same operation in cGMP to yield inert 5GMP. The PDEs terminate
second messenger signaling. They modulate these signals with regard to
their amplitude and duration, and through rapid degradation restrict the
spread of cAMP to other compartments in the cell.

8.11 Second Messengers Activate Certain
Serine/Threonine Kinases

Second messengers acting in the vicinity of the plasma membrane help
organize the signaling pathways. They exert their influences by activating
and regulating a large number of serine/threonine kinases, among which are
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TaBLE 8.4. Members of the AGC family of serine/threonine kinases: Different gene-
encoded isozymes and alternatively spliced isoforms are listed in column 3. Second
messengers required for the activation of the kinases are listed in column 4.

AGC kinase family Structure Forms Regulation

Protein kinase A 2 regulatory subunits;  Rlo, RIB, RIIo, RIIB  cAMP
2 catalytic subunits  Co., CB, Cy

Protein kinase B Single chain; PH, o, B, v, y2 PI3K lipid products
catalytic, regulatory
domains
Protein kinase C Single chain; catalytic, PKC-o, PKC-f1, Ca*, DAG,
Classical regulatory domains PKC-B2, PKC-y phosphatidylserine
Novel Single chain; catalytic, PKC-8, PKC-g, DAG,
regulatory domains PKC-n, PKC-6 phosphatidylserine
Atypical Single chain; catalytic, PKC-(, PKC-t,

regulatory domains PKC-A

those belonging to the AGC family. Three subfamilies of AGC kinases are
included in Table 8.4 along with the second messengers involved in their
activation. The kinases sequester their catalytic activities within a catalytic
domain (or subunit) and similarly combine their regulatory activities into
one or more regulatory domains (or subunits). Some of the kinases possess
a separate lipid-binding PH (Pleckstrin homology) domain, while others
incorporate lipid-binding structures such as C1 and C2 domains into their
regulatory regions.

The kinases all have a common structure and similar modes of activa-
tion. Second messengers and upstream kinases activate them. Binding of
the second messengers to PH domains and regulatory motifs induces the
movements of the kinases to the plasma membrane near the sites of second
messenger release. This step is followed by phosphorylation by an upstream
kinase. In the case of protein kinase B and protein kinase C the upstream
kinase kinase has been identified. It is called phosphoinositide-dependent
kinase-1 (PDK1). This enzyme may also be the one responsible for acti-
vating protein kinase A. In all cases, the role of the upstream kinase is
to catalyze the transfer of a phosphoryl group to a crucial residue situated
in the activation loop of the AGC kinase. When this occurs the amino
acid residues involved in catalysis are unblocked and can carry out their
functions.

8.12 Lipids and Upstream Kinases Activate PKB

Protein kinase B is the primary target of signals relayed from membrane-
bound signal receptors via lipid second messengers. It is activated in two
stages. In the first stage the PI3K product PIP; binds to PKB through its
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PH domain. In response the kinase migrates to the plasma membrane
where it is phosphorylated by 3-phosphoinositide-dependent kinase-1
(PDK-1) and then again at a second location either by another kinase or
by itself. Once it is recruited to the plasma membrane and phosphorylated,
the PKB enzyme is fully activated. As discussed earlier PIP;-mediated
signaling is terminated by a protein phosphatase PTEN that converts PIP;
to PIP,.

Protein kinase B is centrally involved in insulin signaling. One of its
immediate downstream targets is glycogen synthase kinase 3 (GSK3). In
the absence of insulin signaling, GSK3 is active, and when it phosphorylates
glycogen synthase it inhibits its enzymatic stimulation of glycogen synthe-
sis. Signaling is fairly rapid. Within a few minutes of insulin binding, PKB
is activated and phosphorylates GSK3, thereby inactivating it so that it
cannot phosphorylate glycogen synthase. The latter becomes dephosphory-
lated and consequently is better able to stimulate glycogen production.
Another effect of insulin binding leading to GSK3 inactivation is that of an
increase in protein translation. This, too, is slowed down by GSK3, but
insulin signaling frees the protein translation initiation regulator eIF2B
from its inhibition by GSK3 (Figure 8.11).
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Ficure 8.11. Insulin signaling through protein kinase B: (a) In the absence of PKB
activity GSK3 inhibits the stimulation of glycogen synthesis by glycogen synthase
(GS). (b) When PKB is activated it binds to and prevents GSK3 from inhibiting GS.
(c) In the absence of PKB activity GSK3 inhibits the initiation of protein synthesis
by eIF2B. (d) When PKB is activated it binds to and prevents GSK3 from inhibit-
ing elF2B.
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8.13 PKB Supplies a Signal Necessary for Cell Survival

Protein kinase B is activated by a number of signals, not just insulin. It is
activated through PI3K when growth factors bind to members of the recep-
tor tyrosine family to which the insulin receptor belongs. The effect on the
cell of protein kinase B signaling is to enhance cell survival. It mainly does
so by inhibiting proteins that promote cell suicide, or apoptosis. Two exam-
ples of this kind of action are presented in Figure 8.12. The first example is
inhibition of Bad signaling. Bad is a member of a group of apoptosis regu-
lators known as the Bcl-2 family that will be explored in Chapter 15. Some
Bcl-2 family members promote apoptosis while others inhibit it. These pro-
teins are regulated by phosphorylation. The Bad protein, in particular, pro-
motes apoptosis, but this activity is turned off by phosphorylation. When
PKB is fully activated, it diffuses over to and phosphorylates Bad, thereby
preventing its proapoptosis actions.

The second example presented in Figure 8.12 is inhibition of Forkhead-
mediated transcription. The Forkhead protein is a transcription factor.
Protein kinase B catalyzes the phosphorylation of substrates at sites char-
acterized by the consensus sequence RXRXXS/T. Among the PKB
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Ficure 8.12. Survival signaling through protein kinase B: (a) In the absence of PKB
signaling Bad translocates from the cytoplasm to the mitochondria where it pro-
motes apoptotic responses. (b) When PKB is activated it phosphorylates Bad, which
then binds to a 14-3-3 protein and becomes immobilized in the cytoplasm. (c) In the
absence of PKB-signaling, the Forkhead (FH) transcription factor translocates from
the cytoplasm to the nucleus where it promotes the expression of proapoptotic
genes. (d) When PKB is activated it phosphorylates FH, which then binds to a 14-
3-3 protein and becomes immobilized in the cytoplasm.
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substrates possessing this consensus sequence are the transcription factors
belonging to the Forkhead (FH) family. As was the case for Bad, phospho-
rylating these proteins inactivates them. In the absence of PKB signaling,
the FH proteins translocate from the cytoplasm to the nucleus where they
stimulate transcription of apoptosis-promoting genes. When protein kinase
B is actived it can phosphorylate FH resulting in its binding to, and immo-
bilization by, cytoplasmic 14-3-3 proteins. Binding to the 14-3-3 proteins
prevents FH from carrying out its anticell-cycle progression actions, and
thus again promotes cell survival. In both of these examples, the cellular
response to lipid-mediated protein kinase B signaling is survival—the sup-
pression of the cell suicide program, and continued progression through the
cell cycle.

8.14 Phospholipids and Ca*" Activate Protein Kinase C

There are several subfamilies of protein kinase C (PKC), each character-
ized by a slightly different domain structure. As depicted in Figure 8.13, the
different isozymes of PKC belong to either the classical, novel, or atypical
subfamilies. The pseudosubstrate (PS) is a portion of the chain that inter-
acts with and blocks the activity of the catalytic domain, but activation
relieves the block. There are three requirements for full activation of
protein kinase C. The first is phosphorylation. Protein kinase C, like pro-
tein kinase B, is activated by phosphorylation. PKC is phosphorylated by
upstream kinases such as PDK1. The second requirement is presence of
subfamily-specific second messengers acting as coactivators. The various
isozymes of protein kinase C are listed in Table 8.4 along with the associ-
ated coactivators.
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FiGurke 8.13. Structure of protein kinase C and protein kinase B: (a) Protein kinase
C families—Conventional (c), novel (n), and atypical (a) protein kinase C proteins.
(b) Protein kinase B and PDK1 proteins. Abreviations: pseudosubstrate (PS); Pleck-
strin homology (PH); octicopeptide repeat (OPR).
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The best-characterized PKC proteins are the classical (conventional)
isozymes. As indicated in Table 8.4, these enzymes are activated by calcium
along with DAG. Their C1 domain binds DAG while their C2 domain binds
Ca?*. Two other parts of the protein, C3 and C4, form the ATP and
substrate-binding lobes of the catalytic core. The steps leading to second
messenger signaling have been discussed. Binding of a ligand to a receptor
activates PLC, which then splits PIP, to create DAG and IPs. The latter
stimulates the release of Ca’* from intracellular stores and together the
Ca?" and DAG activate protein kinase C. Binding of DAG to the C1 domain
and Ca®" to the C2 domain facilitates the recruitment of the protein to
the plasma membrane, where it binds to the negatively charged phos-
phatidylserine molecules concentrated in the cytoplasmic leaflet. In this
process the C1 domain is mostly responsible for the recognition of phos-
phatidylserine while the C2 domain confers a more general specificity for
lipid membranes.

8.15 Anchoring Proteins Help Localize PKA and PKC
Near Substrates

Anchoring proteins were introduced in Chapter 6. These proteins do not
function as enzymes but instead help localize the kinases near their sub-
strates. They provide sites for the tethering of protein kinase A and protein
kinase C, and protein phosphatases PP1 and PP2B, to the cytoplasmic face
of the plasma membrane and similarly to organelle membranes. There are
several prominent families of kinase-anchoring proteins, among which are
the A-kinase anchoring proteins (AKAPs) and receptors for activated C
kinase (RACKs).

The AKAPs localize protein kinase A close to its substrates. The AKAPs
contain an amphipathic helix that binds to specific regulatory subunits of
protein kinase A, and the AKAPs have a targeting sequence that directs
the anchor protein to a specific subcellular location. Sites of AKAP attach-
ment include cell membranes, cytoskeleton, nuclear matrix, and endoplas-
mic reticulum. The AKAPs serve as control points where the primary
protein kinase-signaling elements, and their regulators and modulators, are
brought together near or at their fixed infrastructure targets. The AKAPs
serve as platforms for assembly and integration of several signaling pro-
teins, thereby serving as points of control of their substrates.

The RACKSs bind protein kinase C proteins once they have been par-
tially activated by their upstream kinases and coactivators. Different
isozymes of the PKCs localize to different subcellular locations. In response
to production of cofactors such as Ca*" and DAG, different PKC isozymes
translocate from the plasma membrane to distinct subcellular locations,
aided by the RACKSs. Some PKCs are localized by their RACKSs to the
plasma membrane, where they phosphorylate L-type calcium channels,
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ligand-gated ion channels (discussed in Chapter 18), and other membrane-
bound signaling proteins. Other PKCs are localized to the nucleus or to the
mitochondria or to other cellular compartments where they phosphorylate
their substrates.

8.16 PKC Regulates Response of Cardiac Cells to
Oxygen Deprivation

Cells in any tissue of the body will not survive prolonged periods of oxygen
deprivation. In oxygen deprived heart muscle (myocardium) cells shift from
oxidative phosphorylation to anaerobic glycolysis. The amount of available
ATP drops, and cellular pH rises. Contractile forces are reduced, and energy
dependent ion pumps are impaired. Myocardial cells (and others, too)
respond to brief periods of oxygen deprivation by adjusting their cellular
processes, and as a result are be able to tolerate longer periods of poor
oxygen conditions. This kind of response is known as ischemic precondi-
tioning (IP). The key signaling events responsible for IP are sketched in
Figure 8.14. As can be seen in the figure, signaling starts with release of
adenosine by stressed cells resulting in their binding to adenosine recep-
tors, members of the G-protein coupled receptor (GPCR) family. The het-
erotrimeric G proteins activated by these receptors stimulate the hydrolysis
of PtdIns(4,5)P; to DAG and IP3; the DAG acting as a cofactor for € and o
members of the nPKC subfamily, which are anchored nearby the receptors
along the plasma membrane, stimulates their activation.

Once activated the PKC € and & proteins change their cellular location,
translocating from the plasma membrane to the mitochondria. They
become anchored there, and associate with and activate members of the Src
family of protein tyrosine kinases such as Lck leading to activation of a
MAP kinase cascade. The downstream PKC e-signaling targets are the mito-
chondrial ATP-dependent potassium channel proteins, which are phospho-
rylated by the last MAP kinase in the cascade. The PKC € and § have
opposing effects. While PKC € promotes preconditioning responses, PKC &
stimulates proapoptotic responses. The cellular response to oxygen depri-
vation will depend at least in part on the balance between these two signals.

Anchoring proteins such as the RACKs help localize the PKC isozymes
in their proper locations. This aspect is illustrated in Figure 8.14 where
several RACKs are depicted localizing the PKCs to the plasma membrane,
mitochondria, and nucleus. At the plasma membrane the RACKs position
the kinase near its substrate—cardiac L-type calcium channels. In the
nucleus, the RACKs serve a similar role, placing the kinase near transcrip-
tion factors that it regulates by means of phosphorylation. The RACKSs not
only help localize the proteins near their substrates, but also help organize
signaling complexes. This aspect is represented in the figure by the binding
of Src/Lck along with PKC ¢ to the mitochondrial RACK.
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Ficure 8.14. Protein kinase C signaling in cardiac cells: Signaling is initiated by
binding of adenosine to a G protein-coupled receptor (GPCR) resulting in dissoci-
ation of the G protein tethered nearby into its Go and Gy subunits. The Go subunit
activates phospholipase C, leading to formation of IP; and DAG second messen-
gers. IP; triggers the release of calcium from intracellular stores (IS). Calcium and
DAG activate cPKCs and DAG activates nPKCs. The RACKSs position these protein
kinases near their substrates along the plasma membrane and in the mitochondria
and nucleus. (To keep the figure from getting too cluttered, phosphorylation of the
PKCs by upstream kinases is not shown.)

8.17 cAMP Activates PKA, Which Regulates ITon
Channel Activities

Cyclic AMP is a second messenger that acts through cAMP-dependent
protein kinase A (PKA) to form the cAMP signaling pathway. This pathway
is used to relay a variety of hormonal and neuromodulatory signals to
the transcription machinery in the nucleus, to ion channels embedded in the
plasma membrane, and to other targets such as the actin cytoskeleton. The
cAMP signaling pathway consists of a receptor such as a GPCR, an inter-
mediary such as a G protein, adenylyl cyclases and phosphodiesterases that
form and regulate cAMP production, and protein kinase A. In more detail,
ligand binding to a GPCR activates a G protein (the intermediary) teth-
ered to the cytoplasmic region of the plasma membrane close enough to
the receptor to be activated by its cytoplasmic region. Once activated, the
G protein translocates to and stimulates the production of cAMP by adeny-
lyl cyclases. The cAMP molecule, in turn, binds to and activates protein
kinase A.
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Protein kinase A contains a pair of catalytic (C) subuints and a pair
of regulatory (R) subunits. In its inactive form, the regulatory units bind to
the catalytic site and inhibit its activity. Binding of cAMP to the regulatory
subunits results in a conformational change that permits the dissociation
of the regulatory units form the complex. Once freed of its regulatory
subunits, the catalytic subunits are able to catalyze the transfer of
phosphoryl groups to their targets using ATP as the phosphoryl group
donor. Protein kinase A is able to phosphorylate a number of different
proteins. The choice of target is dictated by the choice of regulatory units
and by its subcellular location. The specific location in the cell is determined
by an AKAP.

The AKAP complexes incorporate not only protein kinases but also
protein phosphatases that after a time turn off what the kinases turn on. In
Figure 8.15, PKA together with protein phosphatases PP1 or PP2A regu-
late the opening of an ion channel embedded in the plasma membrane. An
AKAP called Yotiao helps regulate the opening and closing of ion chan-
nels called NMDA receptors in neurons in the brain. The manner of this is
depicted in the figure.

AKAP79 is a well-studied member of the A-kinase anchoring protein
family. This protein binds two AGC kinases, protein kinase A and protein
kinase C along with a prominent serine/threonine protein phosphatase
called calcineurin (CaN), or as it is sometimes known, protein phosphatase
2B (PP2B).These enzymes are capable of binding many different substrates

Neuromodulator
- Adenylyl

-
- cyclase CAMP
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Ficure 8.15. PKA signaling through AKAPs regulating ion channel openings:
Binding of a neuromodulator to a G protein-coupled receptor initiates signaling in
the neuron. The activated Ga subunit stimulates production of cAMP by adenylyl
cyclase. The cAMP molecules bind to the regulatory subunits of protein kinase A.
In response, the regulatory subunits dissociate from the catalytic subunits, which
then phosphorylate the ion channel, overcoming its inhibition (closed state) by the
protein phosphatases. After a time, the protein kinases are no longer able to main-
tain the channel in its phosphorylated state and the ion channel closes again (not
shown).
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with high affinity. The desirable property of high affinity is combined with
another important property, substrate specificity, through use of an AKAP.
The AKAP79 situates the three signaling proteins near their targets: plasma
membrane receptors and ion channels. The enzymatic functions of these
proteins are disabled by their association with the anchoring protein.
Ca?*/CaM supplies the “on” signal for these enzymes. When this complex
binds protein kinase C and calcineurin, the enzymes detach, and diffuse to
and phosphorylate/dephosphorylate their nearby targets. Similarly, cAMP
binding will enable protein kinase A to detach from the AKAP79 and phos-
phorylate its targets.

In the brain, protein kinase A participates in the “learning pathway”
along with several other protein kinases. The main endpoint of the learn-
ing pathway is the nucleus where kinases functioning as transcription
factors regulate gene expression. Signaling interactions of a short term
nature involving the regulation of ion channels, and long term nature-
producing changes in gene expression, are central to brain function. They
will be examined in Chapter 21.

8.18 PKs Facilitate the Transfer of Phosphoryl Groups
from ATPs to Substrates

The core unit of protein kinase A is representative of the core units of
all serine, threonine, and tyrosine kinases. As shown in Figure 8.16, it
consists of a small lobe, a linker, and a large lobe. A cleft formed by
elements of the small and large lobes operates as the catalytic site. The
large lobe binds the substrate peptide or protein, while the small lobe
supplies the main site for attachment of the ATP molecule. The ATP
molecule sits at the base of the cleft and provides structural support, helping
to fix and maintain the orientations of the large and small lobes with
respect to one another. The cleft is bordered by the glycine-rich loop
and the C helix from the small lobe and by a beta sheet from the large
lobe. As shown in Figure 8.16, the phosphoryl groups attached to the
adenosine are oriented towards the cleft with the gamma phosphoryl group
at the end. The loops and beta sheet position this group for transfer to the
substrate.

A common feature in protein kinases is the presence of metal ions. As
was the case for the histidine kinases discussed in the last chapter, these
positively charged ions help position and stabilize the cell’s assembly. The
Mg ion-positioning loop highlighted in the figure assists in positioning the
magnesium ions.

There are two phosphorylation sites on the core unit—Thr197 and
Ser338. In the active state conformation, the cleft is opened up and the core
unit is catalytically competent. Phosphorylation at Thr197 and Ser338 helps
stabilize the open conformation.
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FiGure 8.16. Crystal structure of the conserved core of the catalytic subunit of
protein kinase A: The core unit consists of a small lobe, a linker and a large lobe.
The small lobe contains a five-stranded antiparallel beta sheet and a conserved helix
(the C helix). The large lobe consists mainly of helices plus a grouping of four beta
strands at the bottom of the active site cleft. The phosphoryl groups covalently
attached at Thr197 and Ser338 are depicted as space-filled model. The ATP mole-
cule is also shown with a space-filled representation. The figure was prepared using
Protein Explorer with atomic coordinates deposited in the Protein Data Bank
(PDB) under accession code 1ATP.
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Problems

8.1 As discussed in the chapter, biological membranes can be described as
fluids in which lipids and proteins freely diffuse within the plane of the
membrane. Singer and Nicholson [Singer SJ and Nicholson GL [1972].
The fluid mosaic model of the structure of cell membranes. Science, 175:
720-731] presented the basic features of this picture in a 1972 paper
that appeared in Science. The membranes are not homogeneous struc-
tures but rather are organized into domains, each characterized by a
somewhat different mix of lipids and proteins. A typical value for the
diffusion coefficient for lateral diffusion in the plane of the lipid bilayer
in the fluid phase is D = 3 x 108 cm?/s. When the cholesterol content is



186

8.2

8. Organization of Signal Complexes by Lipids, Calcium, & Cyclic AMP

increased to high values the diffusion coefficient decreases to D =2 x
10~%cm?/s. How far will the lipids diffuse in 1s in the fluid phase?
Proteins diffuse more slowly than lipids. Some proteins, especially those
involved in signaling, are not free to diffuse at all. These proteins
are immobilized through interactions with each other and with the
cytoskeleton elements. Protein diffusion coefficients are consequently
quite variable, but in those instances where the proteins can diffuse
freely within a domain, diffusion coefficients ranging from D = 4 X
10%cm?s to D = 2 x 107cm?/s are observed. Given these numbers,
how does the viscosity of the lipid bilayer compare to the viscosity of
water?



9
Signaling by Cells of the

Immune System

The human body has three super signaling and control systems—the
immune system, the endocrine system, and the nervous system. Each system
has a myriad of cells extending throughout the body and specialized for
signaling. Cells of the immune system communicate using cytokines; cells
of the endocrine system send out hormones and growth factors, and the
cells of the nervous system utilize neurotransmitters and neuromodulators.
The immune system, the subject of this chapter, consists of several organs,
colonies of leukocytes, and large numbers of extracellular messengers. The
immune system’s job is to identify and destroy pathogens, entities that enter
the body, establish themselves in a specific locale, or niche, multiply, cause
damage, and exit. Leukocytes, the white blood cells, are highly motile, short-
lived cells that move through the cardiovascular and lymphatic systems into
damaged tissues. The leukocytes kill bacterial, protozoan, fungal, and multi-
cellular pathogens; they destroy cells infected with viruses and bacteria, and
eliminate tumor cells.

Leukocytes are highly mobile cells that can migrate from blood into
tissues and back again into blood. They respond to infections by attack-
ing and destroying the causative agents, or pathogens. They carry out in-
flammatory responses, innate immune responses, and adaptive immune
responses. The inflammatory response to an infection involves the trigger-
ing of physiological responses such as fever and pain, redness and swelling,
and a buildup of white blood cells, the leukocytes, at the infection site. A
local environment is formed that promotes migration of leukocytes to the
infection site, the destruction of the invasive agents, and the repair of
damaged tissues. It takes several days for the adaptive immune response to
develop, and during that the inflammatory response contains the infection.

The innate immune response is a phylogenetically ancient form of
defense by multicellular organisms against pathogens. It involves recogni-
tion by host cell surface receptors of molecules situated on the outer surface
of pathogens. Such molecules are characteristic of the pathogen. Because
the receptors are encoded by the host genome and thus innate, the recog-
nition response is termed an innate immune response. Lipopolysaccharides
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(LPS) are an example of molecules that are recognized by receptors
expressed on cells of host multicellular organisms. They are prominent
components of the outer membrane of gram-negative bacteria such as
Escherichia coli.

The adaptive immune response is unique to vertebrates. It involves the
production of antibodies and enables the host to respond to pathogens that
have eluded the innate immune response, and to pathogens have not been
encountered before. There are two basic situations: Pathogens may reside
outside of the host cells, or they may hide within cells of the body. Anti-
bodies are receptors that recognize and bind antigens, foreign substances
uniquely derived from the pathogens. Antigens (antibody generators) may
be molecules or structures located on the surface of pathogens, toxins
secreted by a pathogen, foreign RNA, or any other molecule identified by
the host as not belonging to the host (not self). In situations where the
pathogens hide within the cell the solution used by the immune system is
to present peptide fragments of the pathogen, i.e., antigens, on the surface
of the host cells where they be seen and can trigger immune responses. Anti-
gens that are encountered extracellularly are taken up by leukocytes spe-
cialized for their ingestion, and these are presented on the cell surface of
the leukocytes.

This chapter will begin with a review of the different kinds of leukocytes
found in the body and the signaling proteins—the cytokines—used by them
to communicate with one another. The signaling pathways used by each of
the five classes of cytokines will then be examined. The chapter will con-
clude with an examination of signaling through the T cell receptor.

9.1 Leukocytes Mediate Immune Responses

An immune response involves detection, the marshalling and movement of
resources (cells) between tissue and blood, creation of a protected envi-
ronment, production of leukocytes needed for fighting the infection, and
destruction of the invaders and diseased cells. Colonies of leukocytes are
formed from hematopoietic (blood-forming) stem cells in several develop-
mental stages in a number of locations in the body—in bone marrow, in
lymphoid tissue, in the circulating blood, and in body tissues. There are two
main categories of leukocytes: Cells that migrate in and out of the lymphatic
system and mature and differentiate there are categorized as lymphocytes.
These cells are the key players in the adaptive immune response. Members
of the second group of cells differentiate and mature in bone marrow. These
myeloid cells are key mediators of inflammation and innate immune re-
sponses and are categorized as in Table 9.1 as myeloid-derived phagocytes/
granulocytes.

Dendritic cells and mast cells are distributed throughout the body, serving
as sentinels whose purpose is to detect the presence of pathogens. As



9.1 Leukocytes Mediate Immune Responses 189

TaBLE 9.1. Leukocytes: Cells of the immune system.

Leukocyte Function
Lymphocytes
Dendritic cells Antigen-presenting cells (APCs); sentinels
distributed throughout the body
B cells Produce antibodies, mediate adaptive immune
responses; antigen-presenting cells
T cells Mediate adaptive immune responses; help B
cells respond to antigens
NK cells and cytotoxic T cells Kill virally infected and cancerous cells

Myeloid-derived phagocytes/granulocytes

Basophils Circulate in the bloodstream; mediate
inflammatory responses and recruit leukocytes

Eosinophils Reside in submucosal tissues; kill multicellular
parasites

Mast cells Sentinels broadly distributed throughout the

body; initiate inflammatory and allergic
responses and recruit luekocytes

Macrophages Antigen-presenting cells; engulf and digest
bacteria, fungi, dead/dying cells
Neutrophils Engulf and digest viruses, bacteria, protozoa,

fungi, viral infected cells, and tumor cells

already noted, antigen presentation is the way cells respond to pathogens
such as viruses that hide within host cells, thereby eluding direct detection
by the sentinels. The immune system deals with these pathogens by ship-
ping and displaying antigens on the external surfaces of antigen-presenting
cells (APCs), where T cells can recognize them through ligand-receptor
binding. In their role as sentinels, dendritic cells are able to take foreign
materials from the extracellular spaces and display them on their surfaces
leading to activation of T cells. They along with B cells and macrophages
are called professional APCs. All nucleated cells in the body are capable
of displaying peptides derived internally in the cytosol from invading
pathogens. This kind of activity is constitutive so that in the absence of
pathogens only self-molecules are displayed on the surface. These surface
display and recognition processes are the essence of self- versus non-self
recognition. If not dealt with in the treatment of patients, they lead to the
rejection of tissue grafts and organ transplants.

Many of the leukocytes listed in Table 9.1 contain vesicles filled with his-
tamines, hormones, and other inflammatory agents; with cytokines for sig-
naling; and with enzymes that mediate the destruction of pathogens. They
release the contents of their vesicles (granules) in response to the appro-
priate signals, and as a result they are called granulocytes, while leukocytes
that are able to engulf pathogens are referred to in Table 9.1 as phagocytes.
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9.2 Leukocytes Signal One Another Using Cytokines

Leukocytes continually send and receive messages from one another, acting
in many ways like a highly mobile nervous system whose job it is to iden-
tify and destroy pathogens. Cytokines are small, secreted molecules, usually
less than 30kDa in mass. They are synthesized and secreted by leukocytes,
most commonly macrophages and T cells. They convey messages to other
leukocytes and to nonhematopoietic cells such as neurons. The cytokine
signals instruct leukocytes to grow, differentiate, mature, migrate, and die.
The signals stimulate antiviral and antitumor activities, and stimulate and
regulate the three kinds of immune responses.

Cytokines, like many proteins belonging to the control layer, are
pleiotropic, or multifunctional, in their actions. The specific physiological
response elicited by a given cytokine is dependent upon cellular context.
Different responses are produced in different cellular environments, that is,
in cells expressing different mixes of proteins. Furthermore, the specific
effect of a cytokine on a leukocyte not only depends upon the type of leuko-
cyte but also upon the leukocyte’s physiological state. For example, it will
depend upon the cell’s state of maturation.

Cytokines often act in a redundant manner in which several different
cytokines produce the same physiological response in a cell. Several dif-
ferent cytokines are usually produced at the same time and they act syner-
gistically. The receipt of messages conveyed by cytokines often triggers
another burst of cytokine signals by the recipient thereby creating a cascade
of signaling events. Cytokines convey signals in a targeted fashion. They
usually operate over short distances and have short half-lives. However,
they can convey signals over long distances too. For example, they can send
messages to bone marrow to instruct cells to make more leukocytes. The
overall result of the cytokine signaling is to rapidly activate and recruit cells
of the immune system in response to the onset of an infection.

Interleukins are cytokines secreted mostly by T cells. After T cells, mono-
cytes (and macrophages) are the most prolific interleukin conversational-
ists. The messages are received by other leukocytes, but especially by B and
T cells, and instruct the recipients to growth and proliferate and to differ-
entiate. A representative sampling of the interleukins is presented in Table
9.2, while a more extensive but compressed listing of cytokines is presented
Table 9.3. As can be seen from an examination of the entries in Table 9.2,
T cells send out multiple cytokines. These signaling proteins work syner-
gistically with one another in cell-dependent ways to induce a variety of
changes in the recipients.

Although colonies of different leukocytes are present at all times, their
numbers are increased when an infection occurs, and then their numbers
are reduced once the infection has been treated. Many of these cells are
maintained in an immature state awaiting signals that instruct them to dif-
ferentiate into specific, more mature forms. This aspect is reflected in the
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TaBLE 9.2. A sampling of leukocyte-to-leukocyte signaling proteins (interleukins).

Interleukin Sending cell Receiving cell Instructions
IL-1 Monocytes and DCs Th cells Proliferation
IL-2 Th1 cells Activated B, T cells Growth and proliferation; Ig
production
IL-3 Th cells Stem cells Growth and differentiation
L4 Th2 cells Activated B, T cells Proliferation and differentiation;
promotes Th2 differentiation;
Ig production
IL-5 Th2 cells Activated B cells Maturation, proliferation and
differentiation; Ig production
IL-6 Monocytes and other  Activated B cells Proliferation and differentiation;
cells Ig production
IL-7 Stromal cells Stem cells Growth factor for pre-T, B cells
IL-9 T cells T cells Growth
IL-10 B, T cells, monocytes ~ Monocytes, Th cells  Inhibits cytokine production
IL-11 Bone marrow stromal B cells Growth and proliferation
cells
IL-12 Monocytes and other ~ Thl cells Promotes Thl differentiation

APCs

TaBLE 9.3. Signaling molecules of the immune system.

Family and representative members

Main role(s)

Toll/IL-1: IL-1, TLR1-10, Toll

Tumor necrosis factor (TNF): FasL, TNFa,

TRAIL, Apo3L

Hematopoietic (Class I cytokine receptors):
Prolactin, EPO, GH, GM-CSF, TPO, IL-2,
IL-3, IL-4, IL-5, IL-6, IL-7, IL-9, IL-11,
1L-12

Interferon/IL-10 (Class II cytokine receptors):

IFNo, IFNB, IFNy, IL-10

Chemokine: IL-8, Rantes, MIP-1

Mediates the innate immune response to
bacterial pathogens; mediates
inflammatory responses and stimulates
lymphocytes

Mediates adaptive immune responses of

growth, proliferation, and death
(apoptosis)

Key mediators of the adaptive immune
response; regulates and coordinates
leukocyte activities; functions as

leukocyte-specific growth hormones,
promoting growth and differentiation

Mediates antiviral and antitumor responses,

and promotes the adaptive immune

response

Leukocyte chemoattractants

table by the frequent presence of differentiation in the list of instructions
conveyed by the interleukins. Yet another kind of instruction conveyed by
interleukins is to express a specific set of cell surface molecules, for example,
those belonging to the immunoglobulin (Ig) family of antigen-binding

receptors.
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9.3 APC and Naive T Cell Signals Guide Differentiation
into Helper T Cells

Interactions between dendritic cells and naive T cells leading to differen-
tiation into helper T cells is illustrative of interleukin signaling. Immature
dendritic cells serve as sentinels in the body. Their morphology is special-
ized for capturing antigens from their surrounding. When they encounter
an antigen denditic cells migrate to the secondary lymphoid organs. They
differentiate into antigen-presenting dendritic cells, and interact with naive
T cells thereby stimulating their differentiation into either T1 helper cells
or T2 helper cells (Figure 9.1). T1 and T2 helper cells perform different
immune functions. T1 helper cells secrete cytokines that stimulate actions
by macrophages in inflammatory responses. T2 helper cells secrete a mix of
cytokines that triggers the differentiation of B cells into antibody-releasing
plasma cells.

Macrophage
activation

IL-12

N /
D —
AW %

IL'2

Antibody ‘ IL-4, IL-5, IL-6,

‘ IL-2, IFN-Y

production | IL-10, IL-13

Ficure 9.1. Helper T cell development: The first steps in the specification involve
interactions between the immature dendritic cells and the pathogen they have
encountered. These interactions determine the precise nature of the receptor com-
plexes expressed on the surface of the antigen-presenting dendritic cells and the
type of cytokines secreted when they interact with the naive T cells in the second-
ary lymphoid tissue. Differentiation is triggered by interactions between the den-
dritic cell (DC) and a naive T cell (Thp). The Thp expresses IL-2, which, acting in
an autocrine manner on itself, leads to its differentiation into either a Th1 cell or a
Th2 cell. IL-12 production stimulates differentiation into Th1 cells and inhibits for-
mation of Th2 cells. IL-4 production stimulates differentiation into Th2 cells and
inhibits formation of Thl cells.
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9.4 Five Families of Cytokines and Cytokine Receptors

There are five families of cytokines and cytokine receptors. The five fami-
lies, representative members, and their most prominent activities are listed
in Table 9.3. The first family in the table is the Toll/IL-1 family, named for
the interleukin-1 (IL-1) cytokine, the family’s founding member. IL-1 is pri-
marily sent from macrophages to lymphocytes stimulating lymphocyte
activation. When received by granulocytes, IL-1 promotes inflammatory
responses. The Toll receptors are key mediators of the innate immune
response. Their ligands are not cytokines but instead are molecular markers
found on the surfaces of pathogens.

The next family of cytokines is the tumor necrosis factor (TNF) family.
The tumor necrosis factor superfamily consists of a group of ligands and
receptors that coordinate and regulate growth, proliferation, and survival
of leukocytes. They coordinate the development of lymphoid organs and
temporary inflammatory structures, an essential part of the adaptive
immune response. One group of these proteins conveys death signals that
instruct cells to suicide, or die by apoptosis (discussed in Chapter 15). A
key function of these signals is homeostasis, the maintenance of stable
(baseline) populations and the preservation of a balance between different
subpopulations of cells ready to respond to future infections.

Hematopoietin receptors are sometimes referred to as Class I cytokine
receptors and the interferon/IL-10 receptors as Class II cytokine receptors.
The hematopoietins are a family of more than 20 different signal molecules
that are especially prominent in lymphocyte signaling. As already men-
tioned, interleukins, secreted by macrophages, T cells, and bone marrow
stromal cells stimulate growth, proliferation, and differentiation of several
cell types. In response to these signals, stem cells differentiate into progen-
itor B and T cells; B cells differentiate into antibody-secreting plasma cells
and B cells and macrophages express core components of their antigen-
specific responses.

Interferons mediate antiviral responses by alerting other leukocytes that
a virus attack is underway and by upregulating genes whose products have
antiviral activities. In addition, interferons act as antitumor agents by down-
regulating genes important for cell proliferation, and they regulate the
expression of many genes essential for the adaptive immune response.

Lastly, leukocytes are guided to the site of an infection by chemokines, a
family of small, 7- to 15-kDa protein chemoattractants. These molecules are
secreted by several different kinds of cells at an infection site in order to
recruit leukocytes from blood to sites of infection in tissue. Neutrophils,
monocytes, fibroblasts, endothelial cells, and epithelial cells secrete
chemokines. The chemokines form chemical concentration gradients that
guide the migration of monocytes, neutrophils, eosinophils, and lympho-
cytes, and they arrest their movement at the appropriate location.
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9.5 Role of NF-kB/Rel in Adaptive Immune Responses

The NF-kB/Rel signaling module plays an important role in the inflamma-
tory, innate, and adaptive immune responses. The signaling pathway acti-
vated in response to Toll receptor binding has several features in common
with the pathway activated in response to tumor necrosis factor receptor
binding. Both utilize signaling through the NF-«B signaling module; both
convey signals through MAP kinase modules, and both use adapters belong-
ing to the TRAF family to link upstream receptor binding to downstream
intracellular signaling.

NF-kB proteins are transcription factors that regulate genes for cytokines,
chemokines, adhesion molecules, antimicrobial peptides, and other factors
important for immune responses. In the absence of activating signals these
proteins form an inactive cytosolic module with their IkB inhibitors,and a set
of IKK regulatory kinases. The IKK proteins consist of two catalytic subunits,
IKKo and IKKp, and a regulatory subunit, IKKy, also called NF-kB essential
modulator (NEMO). Both of the IKK catalytic subunits are competent to
phosphorylate IkB proteins. The IKKs are themselves activated by upstream
kinases,and are the key point of convergence of a variety of regulatory events
triggered by extracellular signals and intracellular stresses.

There are five members of the NF-xB family of proteins: NF-kB1
(p50/p105), NF-xB2 (p52/p100), c-Rel, RelB, and RelA (p65). In the
absence of activating signals, these proteins are sequestered in inactive
forms in the cytosol by inhibitory IxB factors. When the repressive effects
of the IxBs are lifted, the NF-xBs form homo- and heterodimers, the most
common combination being p65/p50, and translocate to the nucleus where
they function as transcription factors (Figure 9.2).

The NF-xB1 and NF-kB2 proteins are formed and sequestered in the
cytosol as p105 and p100 precursors. They are proteolytically processed to
make the functional p50 and p52 forms. The C-terminus portion that is

Ficure 9.2. Binding of a NF-kB het-
erodimer to DNA: Shown is a p65/p50
NF-xB heterodimer (ribbon model)
bound to an IFN enhancer (ball-and-
stick representation) viewed looking
down along the DNA axis. The figure
was prepared using Protein Explorer
with atomic coordinates deposited in the
PDB under accession numbers 1le5.
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FiGure 9.3. The NF-xB node: Extracellular stimuli and intracellular stresses acti-
vate upstream protein kinases, which phosphorylate the IKKs. In response, the IKKs
phosphorylate the IxB proteins, triggering either ubiquitination/degradation and/or
nucleocytoplasmic shuttling, depending on the upstream signals and subunits
present. The NF-xB proteins form dimers that translocate to the nucleus where they
stimulate transcription of NF-kB responsive genes.

removed from pl105 and pl00 contains a series of ankyrin repeats that
are also present in the IkB proteins and mediates their sequestration.
Ankyrin repeats are 33 amino acid residues, protein-protein interaction
modules. They are found in many signaling proteins, usually as four or more
tandem-arranged repeated copies. The chain of steps leading to mobiliza-
tion of the NF-kB proteins is depicted schematically in Figure 9.3.

In the absence of activating signals, the IkB proteins bind to sites in
the Rel homology domain (RHD) of the NF-kBs, thereby masking their
nuclear localization sequences (NLSs) and forcing their retention in the
cytosol. The IxBa proteins contain nuclear export sequences (NESs) and,
when they are bound to nuclear NF-kB dimers, they promote their export
to the cytosol. The inhibition on NF-kB by the IxB proteins is relived by
phosphorylation, which induces the ubiquitin-mediated degradation of the
IxBs by the 26S proteasome (Figure 9.3). IxB proteins contain N-terminal
serines that are the substrates of IkB kinases (IKKs).

The NF-xB module turns on and then turns off. One of the genes upreg-
ulated by the NF-xB proteins encodes IkBa. Signaling through the TNF
receptor leads to increased migration of NF-xB proteins to the nucleus
where they stimulate transcription of the gene for IkBa, which once syn-
thesized binds to NF-kB, thereby shutting down its response to TNFE
Because of the time delays inherent in the signaling pathway the NF-xB
protein activity levels move up and down over time. The other IkB subunits
do not depend on the NF-kB proteins for their transcription. The subunits’
activity remains fairly constant over time, enabling them to smooth out the
oscillations in NF-«xB activity brought on by the negative feedback.
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9.6 Role of MAP Kinase Modules in
Immune Responses

MAP kinase modules convey cytokine and stress signals in the inflamma-
tory, innate, and adaptive immune responses. Mitogen-activated protein
(MAP) kinase modules convey cytokine, stress, and growth signals that are
sent to them from the plasma membrane to the nucleus where they influ-
ence transcription of target genes. There are three mammalian MAP kinase
pathways. One of these, the extracellular signal-regulated kinase (ERK)
pathway, primarily carries growth signals. The other two, the c-Jun NH,-
terminal kinase (JNK) and p38 MAP kinase pathways, relay inflammatory
cytokine and stress signals.

As was the case for the yeast MAP kinases discussed in Chapter 6, there
are three kinases in a MAP kinase module. The first of these is a serine/
threonine kinase. It phosphorylates the second kinase in the module, which
is a dual specificity kinase. The middle kinase phosphorylates the third
kinase in the module at threonine and tyrosine residues, hence the name
dual specificity. The target residues are arranged as Thr-X-Tyr, where X is
either Glu, Pro, or Lys for the ERK, JNK, and p38 pathways, respec-
tively. Once they are phosphorylated, the third and last kinases in the
module typically stimulate the transcriptional activity of members of
several families of transcription factors. The three families, their upstream
activating signals, and their downstream targets are depicted schematically
in Figure 9.4.

The Ras and Rho GTPases function as molecular switches that relay
growth, cytokine, and stress signals from receptors and their adapters and
other intermediaries to the MAP kinase modules. Ras is a crucial regula-
tor of growth signals. When its gene is mutated at certain residues it can get
stuck in the “on” position and will continually send inappropriate growth
messages to the ERK MAP kinase module. Ras will be discussed in more
detail along with the other GTPases and their upstream growth factor
receptors in Chapter 11 and again in Chapter 14, on cancer.

9.7 Role of TRAF and DD Adapters

TRAF and DD adapters transduce signals from TNF receptors into the
cell. Scaffolds, anchors and adapters were introduced in Chapter 6. These
proteins are not enzymes, but rather they organize the signaling nodes
and control points where the enzymes can interact with one another and
with the fixed infrastructure. Scaffolds that help organize MAP kinase
cascades were examined in Chapter 6; anchors that tether serine/threonine
kinases to membranes were discussed in the last chapter, and now an
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FiGure 9.4. Mammalian MAP kinase modules: The upstream activators fall into two
groups. (a) The ERK MAP kinase module is activated by growth and mitogenic
signals relayed to it by the Ras GTPase. (b) The JNK and p38 MAP kinase modules
are activated by proinflammatory cytokines and stress signals relayed to them by
the Rho family of GTPases.

important class of adapters—the TRAF proteins—will be introduced.
The tumor necrosis factor (TNF) receptor-associated factors, or TRAFs,
help organize signaling nodes in pathways that mediate innate and
adaptive immune responses and stress responses. These proteins contain a
TRAF domain in their C-terminus. The TRAF domain consists of two
portions: a TRAF-C domain that interfaces to the receptors and a coiled-
coil domain that mediates interactions with other TRAFs. These are shown
in Figure 9.5.

The TRAF adapters act as key intermediaries between the receptors and
downstream signaling elements. The N-terminal domains of the TRAFs
contain motifs called zinc and RING fingers. These motifs consist of
arrangements of four cysteine and/or histidine residues that bind zinc ions,
facilitating the formation of a compact domain that, along with the C-
terminus coiled-coil domain, mediates downstream signaling. There are six
mammalian TRAFs, named TRAF1 through TRAF6. The TRAF2 and
TRAF6 proteins are crucially involved in TNF and Toll signaling, where
they function as adapters that link the receptors to downstream NF-xBs,
AP-1 signaling, and MAP kinase cascades.
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(a) (b)

FiGure 9.5. Structure of the TRAF domain of the TRAF2 adapter determined by
X-ray crystallography: (a) Top view—Shown is a trimeric arrangement of TRAF
domains that transduce signals from a 3:3 arrangement of TNF receptors and
ligands. (b) Side view—The overall shape of the signaling unit resembles a mush-
room with the C-TRAF domains forming the cap and the coiled-coil domains
making up the stalk. The figure was prepared using Protein Explorer with atomic
coordinates deposited in the PDB under accession number 1ca9.

9.8 Toll/IL-1R Pathway Mediates Innate
Immune Responses

A group of plasma membrane-bound receptors called the Toll/IL-1R family
plays a key role in leukocyte responses to bacterial lipopolysaccharide
(LPS). The Toll/IL-1R signaling pathway activated in response to ligand
binding by receptors in this family is an ancient one. It has been identified
in plants, in insects (Drosophila), where it is known as the Toll/Dorsal
pathway, and in vertebrates where it is referred to as the IL-1R/NF-xB
pathway.

LPS is a prominent component of the outer membrane of gram-negative
bacteria such as E. coli. The sensing of the presence of LPS by leukocytes,
most notably, macrophages, activates the Toll/IL-1R signaling pathway. The
focus of this pathway is the nuclear factor-kB (NF-xB) and a MAP kinase
cascade leading to activation of members of the AP-1 family of transcrip-
tion factors such as c-Jun (Figure 9.6). Ligand binding results in the rapid
activation and subsequent translocation of NF-xB to the nucleus, where it
and c-Jun upregulate the expression of genes for IL-1, IL-6, interferons,
TNEF, the cell adhesion molecules ICAM-1 and E-selectin, and the
chemokine IL-8 (not shown). Signaling through this pathway not only starts
an infection-containing innate immune response, but also launches the
adaptive immune response.
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FiGure 9.6. Signaling through the IL-1/Toll pathway: Shown are the IL-1R and its
associated IL-1RACcP receptor along with several adapter proteins, namely, MyD88,
Tollip, and ECSIT, which assist in recruiting kinases and other signaling elements
to the plasma membrane. The first step in their activation is the recruitment of the
adapter proteins to the plasma membrane. The serine/threonine kinase IRAK (IL-
1R-associated kinase) and the TRAF6 adapter are then assembled at the site. These
proteins activate a number of upstream kinases collectively designated in the figure
as Tak1/Tab1/NIK, which then activate the NF-xB pathway and the JNK/p38 MAP
kinase pathways.

9.9 TNF Family Mediates Homeostasis, Death,
and Survival

Cell suicide, or apoptosis, instructions are an important part of the immune
response. Immature T lymphocytes that do not respond properly to self-
antigens are eliminated in the thymus through apoptosis. Other thymocytes
that do not have the correct arrangement of their T cell receptors (TCRs)
are disposed of in this way, too. At the end of an immune response, super-
fluous, mature, activated T cells are removed, and the immune system is
returned to its basal level ready to respond to the next infection. The main-
tenance of basal levels of the different kinds of leukocytes when there are
no infections are present is referred to as cellular homeostasis. It relies on
apoptosis to remove the superfluous leukocytes.

Apoptosis signaling mechanisms are not only used for elimination of
incorrectly functioning and superfluous cells. It provides a mechanism for
ensuring that cells do not survive outside of the tissue to which they belong.
It is used by cytotoxic T cells to kill virus-infected cells and cancerous cells.
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Ficure 9.7. Upstream signaling in the TNF pathways: Trimeric arrangements of
ligands, receptors, and adapters convey messages to signal enzymes. (a) Apoptosis
signals are conveyed by death domain-bearing receptors and adapters among which
are Fas-associated death domain (FADD) proteins, TNF-R-associated death
domain (TRADD) proteins and receptor-interacting proteins (RIPs). (b) Inflam-
matory cytokine- (e.g., IL-6 and IFNY) promoting signals.

Some tissues such as the eye, testis, and parts of the central nervous system
cannot tolerate inflammation. These are privileged sites that insulate them-
selves from immune responses. If a lymphocyte comes into contact with a
cell in any of these sites it will rapidly undergo apoptosis. Tumor cells trying
to evade the immune response use this mechanism, as well.

The TNF receptors can be divided into two groups according to the kind
of adapter proteins they use. Members of one group of TNF receptors have
TRAF-binding motifs in their cytoplasmic domain, which mediate binding
to TRAFs, while members of the second group have death domain (DD)
motifs and bind to DD-bearing adapters. Receptors belonging to the second
group are called death receptors because they convey cell suicide (apopto-
sis) instructions to the recipient. Upstream signaling events in these two
TNF pathways are depicted in Figure 9.7. Most TNF ligands are single-pass
transmembrane proteins with their C-terminus outside the cell and their N-
terminus in the cytoplasm. They contact TNF receptors expressed on the
surface of an opposing cell. The arrangement of receptors and ligands is
3:3. Three receptors arranged symmetrically contact three ligands. This
signaling arrangement is facilitated by a trimeric arrangement of adapters
of the form illustrated in Figure 9.5.

9.10 Role of Hematopoietin and Related Receptors

Hematopoietin receptors bind most of the interleukins, while a closely
related set of receptors binds the interferons. Members of the hematopoi-
etin family of cytokines are leukocyte hormones and growth factors.
Although all members of this family of ligands and receptors have similar
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TaBLE 9.4. Hematopoietic and interferon receptors, Jaks and STATs:
Abbreviations—erythropoietin (EPO); prolactin (PRL); thrombopoietin (TPO);
growth hormone (GH); granulocyte macrophage colony stimulating factor
(GM-CSF).

Receptor Jak STAT

Class I-Hematopoietin cytokines:
Homodimeric receptors:

EPO, PRL, TPO Jak2 STATSa, STATSb
GH Jak2 STATSa, STATSb, STAT3
Receptors that share v.:
IL-2, IL-7, IL-9, IL-15 Jak1, Jak3 STATSa, STATSb, STAT3
1L-4 Jak1, Jak3 STAT6
Receptors that share f:
GM-CSF, IL-3, IL-5 Jak2 STATSa, STATSb
Receptors that share gp130:
IL-6, IL-11 Jakl1, Jak2, Tyk2 STAT3
IL-12:
IL-12RP1, IL-12RB2 Jak2, Tyk2 STAT4
Class II-Interferon/IL-10:
IFNo, IFNB Jak1, Tyk2 STAT1, STAT2
IFNy Jak1, Jak2 STAT1
IL-10 Jak1, Tyk2 STAT1, STAT3, STATS

structures, there are some differences in structure and subunit composition
that allow grouping the family members into subfamilies. This breakdown
is presented in Table 9.4. Hematopoietic receptors are assembled from two
or three subunits, each a single-pass glycoprotein. Each receptor contains a
ligand-binding subunit that is unique for that receptor type, plus one or
more subunits that are common, or shared, by several other receptor types.
A number of cytokines have a common beta chain (J.); others share a
gamma chain (Y.); still others have a common gp130 subunit. The 1L-12
group of cytokines listed in the table departs somewhat from the overall
pattern. This group consists of cytokines that bind to homodimeric chains.
Interferon and IL-10 receptors (Class 1) are constructed from multiple
unique subunits and in this way differ from the other grouping in the table,
which are collectively called Class I receptors.

Cells regulate the binding activity of their plasma membrane receptors
by varying the subunit composition. Cells can switch between low, medium,
and high affinity-binding by differentially expressing different receptor
subunits. Several examples of this form of control are supplied by the
cytokine receptors. IL-2 is composed of IL-2Ra, IL-2, and IL-2y subunits.
The IL-2y chain is expressed widely while the other two subunits are
expressed in a restricted fashion. By varying the subunit composition the
receptor affinity for its cognate ligand can change from high affinity to low
affinity with one or more intermediate affinity complexes. A similar depend-



202 9. Signaling by Cells of the Immune System

ence of binding affinity upon receptor subunit composition occurs in the
IL-12 and IL-6 receptor systems.

Cytokine ligands are typified by their structure, a four-helix bundle fold
consisting of two pairs of antiparallel a-helices linked together by loops.
Some are short chain cytokines; IL-2, 3, 4 are constructed from short
a-helices, 8 to 10 residues in length. Long chain cytokines such as GH, EPO,
G-CSF, and the gp130 cytokines are built from chains that are longer, 10 to
20 residues in length. A third group of cytokine ligands, notably IL-5 and
IFN-v, are formed as a doubled four-a-helix fold, and contain eight c-helices.

9.11 Role of Human Growth Hormone Cytokine

The human growth hormone (hGH) cytokine and its receptor serve as a
model system for cytokine receptor-ligand recognition. The hematopoietin
chains bind their ligands in characteristic ways. In Figure 9.8, one molecule
of the growth hormone ligand simultaneously binds two growth hormone
receptor chains. This 1:2 binding is fairly typical of the entire group. An
examination of the human growth hormone provides some insights into
how this happens. Each hGH molecule contains two receptor-binding sites.
One interface is located in helix 4 and the other is formed from helices 1
and 3. Thus, a single molecule of hGH forms a homodimeric complex with
a pair of hGH receptor molecules.

Not all residues in the hGH ligand-hGH receptor interface contribute
equally to the binding energy. Instead, a few residues located in the vicinity

FiGure 9.8. Structure of the human growth hormone (hGH) ligand bound to two
hGH receptors: Shown are two extracellular domains of the hGH receptors bound
to a single hGH ligand. The hGH ligand binds in the cleft between the two extra-
cellular domains of the receptors. The figure was prepared using Protein Explorer
with atomic coordinates deposited in the PDB under accession number 1hwg.
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of the center of the interface contribute most of the binding energy.
These residues form a “functional epitope,” or “hot spot,” that mediates
ligand-receptor binding. Ligand engagement occurs when residues belong-
ing to ligand and receptor portions of the hot spot come into close proximity.
During the binding process an initial contact between the ligand and re-
ceptor surfaces is established. The contact is followed by a random diffusion
stage where one surface moves (rolls) relative to the other until the motion
is stabilized. This happens when the two portions of the functional epitope
make contact. The maintenance of close surface contact through rolling
diffusion greatly accelerates the association rate over that which would
result from a single collision followed by a separation and then another
elastic collision, and so on, until the correctly oriented surfaces are engaged.

The 1:2 association of the hGH ligand with its receptors is more efficient
than a 2:2 association. The 1:2 complex is formed in a stepwise fashion.
In the first step, a ligand molecule finds and establishes contact with one
receptor molecule. The 1:1 complex then makes contact with the second
(unbound) receptor molecule to create a stable 1:2 signaling unit. The
advantage to this mechanism is that the second step involves diffusion in
two dimensions—the second receptor molecule moves along membrane
surface to contact the bound pair—rather than three. This may be compared
to the case where the second step is another single ligand-single receptor
binding event followed by association of the pairs. In this latter 2:2 scenario
a second three-dimensional diffusion process would be required.

Many of the cytokines bind their receptors in a manner similar to that of
the human growth hormone. Like hGH, the ligands for the B, family of
receptors have two binding sites. Members of the 3 family form high affin-
ity complexes stepwise in the following manner. The ligand first binds the
Ro subunit. The B chain then binds to the bound pair to form a 1:1:1
complex. Two complexes then come together to form a dimerized complex
that activates the intracellular components of the signaling machinery.
Hematopoietin receptors such as IL-2R that belong to the . family are
composed of three distinct subunits. A single ligand molecule possesses
three binding sites and so is able to bind the three subunits when forming
the high affinity 1:1:1:1 complex. A similar process is used by the gp130
cytokines to form stable complexes that are signaling-competent.

9.12 Signal-Transducing Jaks and STATSs

Jaks and STATS transduce signals into the cell from the plasma membrane.
The reason for receptor dimerization can be understood by noting that
there is considerable flexibility in the membrane-spanning polypeptide
chains. Under these conditions the binding of a ligand to the extracellular
portion of a chain will not produce a large and long-lasting (stable) shift in
conformation of the cytoplasmic portion of the chain needed to serve as a
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FIGURE 9.9. Domain organization of Jaks and STATs: (a) Janus tyrosine kinases, or
Jak proteins. (b) Signal transducer and activator of transcription (STAT) proteins.

signal. The solution to this problem of how to transduce a signal into the
cell is solved by dimerization. The combined effect of ligand binding and
dimerization alters the intracellular electrostatic environment sufficiently
to stabilize a different mix of conformational states that will activate the
Jaks, triggering phosphorylation and the subsequent recruitment of the
STATs and other signaling elements to the receptors. The Jaks (tyrosine
kinases) and STATs (transcription factors) are then able to transduce the
hematopoietin signals into the cell responses.

The domain organization of the Jak and STAT proteins is presented in
Figure 9.9. As shown in part (a) of the figure, the Janus kinases possess
kinase and pseudokinase domains that face one another, hence the name
Janus kinase (Jak),named after the Roman god of gates and doorways. They
also possess a receptor-binding region that mediates their binding to recog-
nition motifs in the cytoplasmic terminal of the cytokine receptors. Once
recruited to the receptors, autophosphorylation occurs, resulting in their
activation. The activated kinases then phosphorylate the receptors, thereby
exposing docking sites for the STATSs. As depicted in part (b) of the figure,
the STATSs possess a dimerization domain, an SH2 domain, a tyrosine phos-
phorylation site, and a DNA-binding domain. The signal transducer and
activator of transcription proteins are transcription factors, and they are
recruited to the activated signaling complex formed by the phosphorylated
cytoplasmic receptor terminals and Jaks. They bind the phosphorylated
tyrosine residues in the receptors through their SH2 domains, and they are
phosphorylated on their tyrosine residues by the Jaks. Once these recruit-
ment and activation steps take place, the STATs are able to form het-
erodimer and homodimers, and translocate to the nucleus where they
stimulate transcription of their target genes.
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9.13 Interferon System: First Line of Host Defense in
Mammals Against Virus Attacks

Interferons are secreted into the bloodstream where they circulate to all
cells in the body to alert them that a virus attack is underway. They trigger
an organism-wide, or global, response to the virus attack in cells that have
not been attacked along with those that have been invaded. Invasion of a
virus and the resulting viral replication stage produce dsRNA (double-
stranded RNA) molecules. These are present in the cell only when a virus
has invaded and started replication. The presence of dsRNA sets off a series
of regulatory events. A resident cellular sensor of dsRNA called protein
kinase R (PKR) is activated by the dsRNAs. The PKR proteins activate a
NF-xB, and IFN regulatory factor (IRF), which binds within the IFN stimu-
lated responsive element (ISRE) to promote transcription of the antiviral
proteins including the interferons. In addition, PKR signals other control
proteins to halt all protein synthesis (Figure 9.10). This action blocks the
virus’ ability to replicate and make proteins that it needs. The overall pro-
cess operates though a negative feedback loop. The presence of dsRNA is
required for action by PKR, and when this quantity is reduced the block
on protein synthesis is relieved.

Interferon signal transduction is initiated when a ligand binds to an
interferon receptor dimer (Figure 9.11). As is typical of the hematopoie-
tins this event stimulates the recruitment to the plasma membrane and acti-
vation of members of the Janus family of protein tyrosine kinases.
Phosphorylation stimulates the further recruitment of the STAT pro-
teins, which are phosphorylated by the Jaks. In the case of IFNo/B-
mediated signaling, Jakl and Tyk2 phosphorylate STAT1 and STAT2,
which then form heterodimers that further associate with an IRF protein.

dsRNA
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Ficure 9.10. Antiviral activities of PKR: Protein kinase R, a sensor of dsRNAs,
stimulates production of interferons by activating NF-xB and IRF (not shown) tran-

scription factors, and halts protein synthesis by activating eIF2a, a negative regula-
tor of protein synthesis.
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Ficure 9.11. Interferon signaling: Displayed in the figure are the main components
of the IFNo/B and IFNy pathways from the plasma membrane to the nucleus. Dis-
tinct o and B chains of each receptor jointly bind a ligand. Janus family kinases are
recruited and are activated. They create docking sites for the STATSs by phospho-
rylating the receptors. The STATSs are recruited and are phosphorylated by the Jaks.
STATSs form dimers (trimers) and translocate to the nucleus where they bind to

interferon-responsive DNA transcriptional sites, the ISREs and interferm-gamma
activated sites (GASs).

The trimers translocate to the nucleus where they stimulate transcrip-
tion of IFNo/B-responsive genes IFNy utilizes a different set of signal
transducers. Jakl and Jak2 are recruited to the plasma membrane and
phosphorylate STAT1s, which form homodimers that translocate to the
nucleus where they stimulate transcription of IFNy-responsive genes.
Cytokines such as the interferons mount a multilayered response. Besides
arrest of protein synthesis and cell multiplication, they stimulate the
production of enzymes that kill (degrade) the viruses, recruit cells that
attack virus-containing cells, and organize other elements of the adaptive
immune response.

9.14 Chemokines Provide Navigational Cues
for Leukocytes

Chemokines are chemoattractants that guide the movement of leukocytes.
Some chemokines are inflammatory chemokines while others are lymphoid
chemokines. Inflammatory chemokines attract neutrophils, macrophages,
and other leukocytes central to the innate immune response. Inflammatory
chemokines are secreted by several different kinds of cells including leuko-
cytes and endothelial cells that line the blood vessels. Lymphoid chemokines
help regulate leukocyte traffic and cell compartmentalization within lym-
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phoid tissues. Thus, they act to maintain homeostasis among the various
populations of lymphocytes. Stromal cells, endothelial cells, and other cells
residing in the lymphoid organs produce these signaling molecules.

Chemokines have a positive charge and bind to heparin and heparin
sulfate, negatively charged polysaccharides found within the extracellular
matrix and on the surface of endothelial cells. The heparin and heparin
sulfate molecule act as receptors for the chemokines. The chemokines
become immobilized when bound to the polysaccharide-covered substrates
and form stable gradients of chemokine concentration. The migratory
leukocytes navigate up the gradients to the target sites.

Chemokines are bound at the cell surface by G protein-coupled recep-
tors (GPCRs), seven-pass transmembrane receptors coupled to G proteins.
Their method of transducing signals into the cell was examined briefly in
the last chapter and will be discussed in detail in Chapter 12. There are four
families of chemokine receptors. These families are distinguished from one
another by their structure and by their chromosomal locations. The distin-
guishing structural feature is the presence of four conserved cysteine (C)
residues in specific positions. The CXC and CC families are fairly large with
several members each, while the two small families, designated as CX3C
and C, have a single known member each. The CXC family has an amino
acid located between the first and second cysteines; in the CC family the
two cysteines are directly adjacent to one another. There is considerable
redundancy; within each ligand-receptor family, the chemokines can bind
to more than one type of receptor, and the receptors bind to more than one
type of chemokine.

Lymphoid chemokines form chemical highways within lymphoid organs
that guide the migration of lymphocytes from site to site bringing together
lymphocytes that must interact with one another in the adaptive immune
response. The B-cell attracting chemokine (BCA-1), and secondary lym-
phoid chemokine (SLC) are representative lymphoid chemokines. They
bind the CXCRS and CCR?7 receptors, respectively. Gradients of BCA-1
chemokines guide the entry of T cells and dendritic cells into lymphoid
organs. Similarly, gradients of SLC are crucial for compartmental homing
of B cells and T cells, helping to establish distinct territories within the sec-
ondary lymphoid organs.

9.15 B and T Cell Receptors Recognize Antigens

The first stage of the lymphocyte immune response is the production by B
cells of antibodies, receptors that bind to specific antigens. There are two
classes of antigen-recognizing receptors, one set expressed on B cells and
referred to as B cell receptors (BCRs), and the other set expressed on T
cells and referred to as T cell receptors (TCRs). Major histocompatability
complexes (MHCs) also recognize antigens, and these may be regarded as
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a third class of antigen-recognizing receptors. All are members of a large
family of glycoproteins known as immunoglobulins (Igs) that share a similar
structure and fold.

Each B cell expresses on its surface a large number of a single kind of
Ig molecule. When a B cell encounters an antigen that it recognizes (i.e.,
that it binds), it matures and differentiates into a plasma cell that produces
many more antibodies of that specific type. These antibodies are no longer
membrane-bound receptors but instead are secreted and become free to
diffuse and bind to their specific antigen whenever that antigen is exposed
on the surface of the bacterium or other pathogen. This binding event not
only tags that object for destruction by other leukocytes, but also inacti-
vates viruses and bacterial toxins by impeding their ability to attach to their
cellular targets.

At least two distinct signals are needed to elicit cellular responsiveness.
Antigen binding to the BCR is the first signaling step. The B cell ingests the
antigen-antibody complex, processes the antigen, and presents it bound to
an MHC Class II molecule on its cell surface. Activated helper T (Th) cells
possessing receptors that recognize that specific antigen convey the second
signal. Signals relayed into the Th cell trigger the production and release of
cytokines by the Th cell. The cytokines are bound to cytokine receptors on
the B cell. This second signal triggers B cell differentiation and prolifera-
tion and the release of antibodies from the resulting plasma cells.

T cells target pathogens such as viruses and small bacteria that hide inside
other cells. Antigen receptors on TCRs recognize short peptide sequences,
typically 8 to 15 residues long, belonging to an antigen that has been
processed and bound to MHC molecules expressed on the surface of MHC-
presenting cells. The TCR recognition process differs from BCR antigen
recognition since the latter targets entire molecules, either denatured or
native forms of proteins or cell-bound carbohydrates. Both the BCR and
TCR molecules have distinct antigen-binding and signaling units. Unlike
the BCR, TCRs are not later made in quantity and secreted but instead
remain membrane-bound. The signaling tail of the T cell receptor associ-
ates with a set of chains collectively termed CD3. The CD3 chains, and a
pair of disulfide-linked { chains, are immunoglobulin family members that
assist the TCR molecule in transducing signals into the cell.

9.16 MHC:s Present Antigens on the Cell Surface

Almost all cells in the human body express MHC proteins on their surface.
Between 10* and 10° Class I MHCs are present on the surface of a typical
nucleated cell, and similar numbers of Class Il MHC proteins are expressed
on the surfaces of MHC Class II-expressing cells. Each MHC allele can bind
some 1000 to 2000 different self-peptides represented at greater than 10
copies per cell and up to several hundred in some cases. Pathogen proteins
are encountered at far smaller numbers. 10> to 10* copies accumulate on
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the cell surface. Pathogen peptides trigger responses even though they are
only a small fraction of the total peptide fragment population—from 0.01
to 0.1%. Thus, the MHC must exhibit high sensitivity and selectivity of
foreign peptides while maintaining low responsiveness to self-peptides.

Different individuals express different mixes of these molecules. These
proteins lie at the core of self versus not-self recognition. The job of an
MHC is to present antigens to T cells and to NK cells. Class I MHC:s inter-
act with CD8 receptors on cytotoxic T cells and with KIR receptors on NK
cells. Class I MHC:s interact with CD4 receptors on helper T cells. Class I
members bind peptides derived from molecules encountered in the cytosol
while Class II members bind peptides from molecules broken down in the
endosomes.

What the MHC:s of both classes have to do is present the broadest range
of peptides possible while simultaneously satisfying the requirement that
these peptides be presented in a way that maximally stimulates TCR
responses. The minimal size of a peptide fragment needed to discriminate
between self and foreign is about 8 or 9 amino acid residues. One way of
satisfying the broadness requirement is to have several binding sites along
the MCH. However, this would violate the TCR stimulation requirement.
To maximally induce a TCR response, there should be a single peptide-
binding site with each peptide of a given sequence binding to a given MHC
allele in exactly the same way. The solution is to have a single binding
pocket and a way to generate a spectrum of different MHCs utilizing a com-
bination of conserved and nonconserved (variable region) residues in the
binding pocket.

9.17 Antigen-Recognizing Receptors Form Signaling
Complexes with Coreceptors

The mixes of proteins expressed on the surfaces of leukocytes are unique
markers of the population or subpopulation to which the leukocytes belong.
The different ensembles of proteins reflect not only the kind of leukocyte
but also characterize the different stages of leukocyte development and
activation/inactivation. The proteins that can be so used are given a “cluster
of differentiation,” or CD, designation because of their association with spe-
cific lineages or stages of differentiation. CD proteins function as receptors,
coreceptors, and as cell adhesion molecules.

Transmembrane-signaling proteins that form signaling complexes with
the BCRs and TCRs are well represented in the CD listing. The two main
classes of T cells are distinguished from one another by the presence of
either CD4 or CD8 molecules on their surfaces. CD4 cells such as helper T
cells signal other leukocytes to converge on the site of an infection. The
CD4 molecula acts in concert with T cell receptors to bind peptides derived
from antigens bound to MHC-II molecules. (The TCR binds the peptide,
while the CD4 molecule binds MHC-II). The T8 group of T cells, such as
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FiGURre 9.12. T cell receptor (TCR) signal transduction pathways leading to expres-
sion of genes activated by AP-1, NF-kB, and NFAT transcription factors working in
concert: In response to ligand binding at the TCR, CD45 (a receptor tyrosine phos-
phatase) and CD4 activate Fyn and Lck. Fyn and Lck phosphorylate the v, 3, and €
chains of the CD3 complex and the { dimer. After phosphorylation, ZAP-70 con-
taining two SH2 domains is recruited and binds to the phosphatyrosines and is then
activated through phosphorylation by Lck. ZAP-70 then interacts with PLC-y, which
subsequently cleaves PIP2 to produce IP3 leading to the aforementioned increased
concentration of intracellular calcium. DAG activates PKC, which serves as the
upstream kinase for activation of NF-«B, while ZAP-70 acts through a RasGEEF,
Ras, and a MAP kinase cascade leading to activation of AP-1. Intermediate steps
involved in activation of NF-xB by PKC have been omitted for simplicity.

cytotoxic T cells, express CDS proteins on their surfaces. The CD8 proteins
act in concert with the T cell receptors to bind peptides derived from anti-
gens bound to MHC-I molecules.

Several transmembrane proteins must associate with one another for effi-
cient signaling into the cell. The upstream signaling starts with ligand
binding and association of the TCRs with their CD4 or CD8 coreceptors
and with CD3 chains (Figure 9.12). CD3 consists of several separate chains,
denoted as 9, v, and €. In addition, there is a fourth kind of chain, called .
These chains form homo- and heterodimers that associate with the o/f§
chains of the TCR. The CD3 and { chains possess immunoreceptor tyro-
sine-based activation motifs, or ITAMs, in their cytoplasmic regions. These
enable the CD3 chains to recruit and bind Fyn and Lck protein tyrosine
kinases (protein tyrosine kinases will be discussed in detail in Chapter 11),
triggering a series of steps leading to activation of AP-1, NF-xB, and NFAT-
responsive genes.

Signaling through the TCR and its associated proteins culminates in the
transcription of genes-encoding receptors, signal transducers, cell adhesion
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molecules, and cytokines. One of the most prominent of the cytokines
upregulated through TCR signaling is IL-2. Compared to the straightfor-
ward signal transduction pathways utilized by cytokines, signaling through
the TCR is far more complex. The steps leading to IL-2 production, along
with many other gene products, involve activation of the lipid second mes-
senger pathways discussed in the last chapter. Intracellular calcium levels
are increased through stimulation of phospholipase C activity leading to a
greater IP3 production, which increases the concentration of intracellular
calcium. The calcium ions along with calmodulin activate the protein phos-
phatase, calcineurin, which, in turn, dephosphorylates and thus activates the
nuclear factor of activated T cells (NFAT) transcription factors. The NFATs
work in cooperation with members of the AP-1 family of transcription
factors and the NF-xB transcription factor. These transcription factors stim-
ulate the transcription of genes leading to the differentiation and prolifer-
ation of the T cells.

9.18 Costimulatory Signals Between APCs and T Cells

The task of discriminating between self and non-self is a difficult one.
Several failsafe mechanisms operate to ensure that inappropriate actions
are not taken by B cells and T cells. One of the mechanisms is the require-
ment that there be two independent activating signals before T and B cells
are fully activated. The first signals are conveyed by the BCRs and TCRs
in association with their CD4 and CD8 coreceptors. The second set of
signals is sent into the cell via costimulatory pathways. The most prominent
of the costimulatory pathways are the CD28/B7 system and the
CD40/CD40L signaling pathway (Table 9.5).

The first entry in Table 9.5 is the CD40 receptor and its ligand. They
are members of the TNF superfamily. Costimulatory signals supplied via
CD40 are an important part of the help supplied by helper T cells. The
CD40 ligand is found on CD4+ and CD8&+ T cells, while the CD40 receptor
is found on APCs such as B cells and dendritic cells. Signaling through

TaBLE 9.5. T lymphocyte costimulators: Abbrevia-
tions—Inducible costimulator (ICOS); programmed
death-1 (PD-1).

Receptor Ligand Comments

CD40 CD40L TNF superfamily

CD28/B7 Ig superfamily
CD28 B7-1,B7-2 Positive regulator
CTLA-4 B7-1,B7-2 Negative regulator
1ICOS ICOSL Positive regulator

PD-1 B7-L1, B7-L2 Negative regulator
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CD40/CD40L activates resting B cells and primes the dendritic cells to ade-
quately stimulate the T cells.

The remaining receptors and ligands all belong to the CD28/B7 branch
of the immunoglobulin (Ig) superfamily. The first of these, CD28, is consti-
tutively expressed on the surface of most T cells. Signaling through CD28
helps determine how the T cells will differentiate. In the absence of the cos-
timulatory signals the T cells undergo anergy, becoming nonresponsive, or
tolerant, of antigens presented on the surface of the antigen-presenting cells
(APCs). In this state the T cells are inactive. They do not proliferate nor do
they send out cytokines signals. The co-stimulator signals not only prevent
anergy but also help determine whether the activated T cell will become a
helper T cell or an effector T cell.

CD28 and CTLA-4 both bind to a pair of ligands, B7-1 and B7-2. The
CTLA-4 receptor is transiently expressed. It has a higher affinity for the B7
ligands than does CD28, and when it is expressed it shuts down the signaling.
A second pair of positive and negative regulators, ICOS and PD-1, also
appears in the table. These glycoproteins are not constitutively expressed but
are inducible through CD28 signaling and act later during immune responses.
The positive regulator, ICOS, helps promote B-T cell interactions while
PD-1,like CTLA-4, halts cytokine production and the cell cycle progression.

9.19 Role of Lymphocyte-Signaling Molecules

Lymphocyte-signaling molecules form immunological synapses. In order to
carry out the kind of signaling required for an immune response several
kinds of molecules must come together at and just below the proximal cell
surfaces of the T cell and the APC. Signaling into the leukocyte cell inte-
rior is triggered at the plasma membrane by surface contact (cell adhesion),
by antigen-signaling through the T cell receptors and coreceptors, and by
costimulatory signals. Cell adhesion molecules important for this process
include integrins such as LFA-1, and cell adhesion molecules belonging to
the Ig superfamily, such as the ICAMs. Cell adhesion molecules play a
crucial role in leukocyte motility and will be examined in detail in the next
chapter.

The transmission of messages across the plasma membrane and into the
cell interior is best thought of as a process. It is carried out in several dis-
tinct steps. It takes a certain amount of time and covers a region of space.
Depending on the character of the message, the transmission can be fairly
straightforward or can require several intermediate steps in order to elicit
the appropriate cellular response. In either case signal transduction is not
carried out by a single gene product but rather by multiple gene products
working in close physical proximity and contact with one another. In the
immune response the receptors themselves are composed of a number of
polypeptide chains. Some of the chains are involved in recognition, others
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with transducing a signal from the extracellular face to the cytoplasmic face.
The receptors work together with coreceptors and with cell adhesion mol-
ecules to relay information into the cell.

In the immune systems receptors cluster and rearrange themselves.
Signals received at the cell surface help shape the clusters; the character of
the cluster in turn shapes the signal transduced into the cell interior. The
lipid bilayer is not passive but instead plays an active role in these adaptive
rearrangements. These procedures are utilized by leukocytes, by nerve cells,
and, as was discussed in Chapter 7, in the bacterial chemotactic system.

The proteins required for signaling between T cells and APCs are organ-
ized into signaling structures called immunological synapses (ISs). The term
“synapse” denotes a junction between cells where information is transmit-
ted. Synapses are highly enriched in signaling molecules that not only trans-
mit signals but also adaptively control the properties of the relayed
messages such as their strength. The term “synapse” originates in studies of
the transmission of signals between nerve cells. The literal meaning of the
term, coined by Sir Charles S. Sherrington in 1897, is “to clasp together.”
Synapses between nerve cells will be explored in Chapter 21.

Immunological synapses bring together a host of proteins required to
support sustained signaling. Among the components of the synapse are
receptors, cytoplasmic kinases, and adapters and anchors that link events at
the cell surface to the cytoskeleton. The TCRs and MHC:s lie in the middle
of immunological synapse. As discussed earlier, the TCRs associate with
cytoplasmic CD3 complexes, protein tyrosine kinases such as Lck and Fyn,
and costimulatory molecules such as CD28 and CD40. Other proteins
belonging to the immunological synapse include ICAM-1 immunoglobulins
and LFA-1 intergrins, which bind one another, and members of the CD2
grouping of Ig adhesive molecules, which include CD48 (rat) and CD58
(human). This second group of mainly adhesive proteins surrounds the
central portion of the immunological synapse.

9.20 Kinetic Proofreading and Serial Triggering of TCRs

The TCR utilizes kinetic proofreading and serial triggering to discriminate
between self and non-self antigens. The TCR is remarkable. It can tell self
from non-self antigens even when the latter are buried in a sea of self anti-
gens. At first glance, the TCR assemblage looks unwieldy, if not outright
baroque. A whole series of diffusion, phosphorylation, and binding events
are required to elicit a proper cellular response to antigen binding. Involved
are several cytoplasmic proteins, namely, Lck, Fyn, and ZAP-70, a number
of adapters, a cluster of transmembrane chains, some of which, most notably
the C-C chains associated with CD3, are subjected to multiple phosphory-
lations, and finally PLC and the RasGTPase. It turns out that these two
aspects of TCR signaling are tied together.
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Completion of the series of phosphorylation steps, including those of the
€-C chains, depends on the nature of the peptide gripped by the MHC mol-
ecule and bound to the TCR. If the ligand is not a non-self antigen, the acti-
vation series will not run to completion before the ligand dissociates from
the receptor. The dissociation will abrogate the sequence of diffusion and
phosphorylation events before a strong (optimal) signal can be generated.
By this means differences in lifetime of the receptor-ligand binding are con-
verted to differences in signaling because of the presence of many inter-
mediate time- and energy-consuming steps.

This process is called kinetic proofreading. This term was first introduced
in the 1970s to explain how high levels of fidelity could be achieved in oper-
ations such as transcription and translation. In these processes, the error
rates are exceedingly low, on the order of 107 to 10~°. These low error rates
are hard to understand using thermodynamic arguments alone because the
energy differences between correct and incorrect steps are miniscule.
This situation is comparable to that of the TCR, which can tell self
from non-self antigens when the latter are present in as few as 1 part in
10,000.

Kinetic proofreading occurs along with another chain of steps called serial
triggering. The term “triggering” in this case refers to the generation of
a signal by the TCR at the end of the series of internal steps. In serial
triggering, a single peptide-bound to an MHC molecule (pMHC) is able to
bind to several TCRs, one after the other in a serial fashion. Once the series
of diffusions and phosphorylation is completed the TCR is internalized and
the pMHC is free to engage another TCR. By this means the effect of a small
number of non-self peptides is amplified. Serial engagement favors short
lifetimes so that many receptors can be engaged, while kinetic proofreading
favors longer ones to increase the fidelity. The result is a balance between the
two processes and a dissociation rate optimized for TCR signaling.

The formation of an immunological synapse permits optimal signaling
through the TCR. As noted above, in an immunological synapse, a ring of
adhesive molecules called the peripheral supramolecular activation cluster
(pSMAC) surrounds a central ring of TCRs and associated signaling pro-
teins, collectively referred to as the central supramolecular activation cluster
(cSMAC). This clustering together of TCRs into a cSMAC accomplishes
two things. It promotes serial triggering, and it helps to rapidly turn off sig-
naling through receptor internalization once the signaling has reached its
appropriate level.
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Problems

9.1 There are two basic approaches used in theoretical studies of how sig-
naling pathways operate: macroscopic and microscopic. The starting
point for the macroscopic approaches is the law of mass action, and for
the microscopic approach it is the principle of detailed balance. In both
classes of approaches one constructs a set of equations that captures
the salient features of the signaling process in terms of rates and other
quantities that can be related to experiment. One then follows the evo-
lution of the system on a computer to answer questions posed by the
experimental data. In many situations, modeling a system and then sim-
ulating its behavior on a computer is the only way to see just what the
biomolecules are doing over time.

The law of mass action is a statement that the rate of a chemical reac-
tion is proportional to the concentrations of the reactants. To illustrate
how this rule works, consider a reaction of the form

kl
[A]+[B] T._' [C]+[D].

The rate of change of the product [C] is

A 4 A1B1- k.0 o)
In the above, the rate of change of a reactant is expressed as the dif-
ference between its rate accumulation and its rate of loss through
degradation and additional/reverse reactions. Expressions of this form
can be simplified if some of the concentrations do not change appre-
ciably over time, if some intermediates are formed rather transiently
compared to the other steps, and if the reaction only proceeds in one
direction or the other. For example, if the concentration of D does not
change over time the second term in Eq. (9.1) becomes a linear one in
which [D] is absorbed into the constant. An intermediate step, where a
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complex between A and B is formed, has been omitted in writing the
above under the transient formation assumption.

One can use the law of mass action to construct models of signaling
pathways. Consider a set of kinases arranged in a pathway so that one
kinase activates a second kinase and so. Let X;* denote the ith activated
kinase in the pathway. Let X;,; be its substrate kinase, and let Y denote
a protein phosphatase that acts on X;;¥ to return it to an unphospho-
rylated state. The following pair of expressions can describe the joint
actions of X;¥ and Y on X,,:

A-f'+1

XF1+ Xl — [XF]+ [XiiiF],

iy |

[Y]+ X/ 1— [Y]+[Xpl.

The rate equation governing the buildup of the phosphorylated (i + 1)th
kinase is

d[Xi+lp]

dt = ki+1 [Xip ][Xi+l ] - ji,+1 [Xi+1p]> (9'2)

where [Y] has been assumed to be constant and was absorbed into the
phosphatase rate constant j’. Other equations can be constructed that
describe interactions between ligands and receptors, between receptors
and kinases/adapters, and between adapters and kinases. The result is
a model of each of the steps in the signaling pathway.

(a) Derive the above expression, Eq. (9.2), for the rate of change in
[Xi:1]. This equation can be solved to determine the steady-state (ss)
concentration of X .

(b) Show that the result, taking the concentration of the unphospory-
lated plus phosphorylated forms of X;;; to be a constant T, is

S

This steady-state formula, Eq. (9.3), relates the stimulus [X;] to the
response [X;1']. What is the behavior of the resulting stimulus-
response curve at low [X;'], and at high [X;’]? How does this compare
to Michaelis—Menten kinetics discussed in the problems for Chapter 7?

X" (9.3)

The reaction kinetics models based on the law of mass action make up
a macroscopic description of the biochemical processes taking place.
Alternatively one could employ a microscopic description that deals
with the movement and interactions at the molecular and atomic levels
rather than dealing with macroscopic quantities such as the concentra-
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tions. The starting place for the microscopic approaches is the principle
of detailed balance, which states that the rate at which a system makes
a transition into a particular microstate from a preceding state is equal
to the rate that the system will transition back out of that particular
microstate to its predecessor. In mathematical terms the principle is

pib; =p;P;, (94)

where p; is the probability that the ith microstate is occupied (i.e., the
occupation probability), and Py is the transition probability from
microstate i to microstate j. The above expression is a statement that
the laws of physics are the same going forward or backward. In partic-
ular, the expression states that the probability that a state is occupied
times the rate at which there is a transition out of that state to another
is equal to the probability that the entered state is occupied times the
rate at which that state is exited back to its predecessor. The occupa-
tion probabilities can be defined in terms of the Boltzmann factor f3:

1 —BE;

pi=—e, (9.5)
where B = 1/kgT, E; is an energy that characterizes the microstate i, and
Z is a normalization factor. With this definition one can introduce a
sampling algorithm that allows a researcher using a computer to simu-
late the evolution of a biochemical system over time in order to study
its properties and see how it works. The sampling algorithm for the tran-
sitions is

B {eBAE"f, E;>E,
Dij =

1,E;<E,. 06)

In the simulations, one starts out with the system in some initial state,
then randomly picks a new microstate and calculates the energy dif-
ference AE;; = E;— E;. If the energy difference is negative then the tran-
sition leads to a state of lower energy and the move is allowed. If the
energy difference is positive, then the transition increases the energy of
the system. One then selects a random number between 0 and 1. If that
random number is less than the calculated Pj;, the transition is allowed.
Otherwise the move is rejected and another proposed transition is
selected. Note that in this approach moves that increase the energy
become possible allowing the system to transition over barriers and out
of pockets in the energy landscape. This would not be possible in situ-
ations where only energy decreasing steps were allowed.

This algorithm, known as the Metropolis algorithm, was introduced
in a landmark paper in 1953. The general method of randomly sampling
a set of moves of a microsystem according to a probability distribution
is known as the Monte Carlo method and is extensively used in several
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different forms to study how complex physical and chemical systems
evolve over time.

Show that the Metropolis algorithm, Eq. (9.6), satisfies the detailed
balance condition, Eq. (9.4), using Eq. (9.5). What are the results of this
sampling procedure when the energy of state j just barely exceeds that
of state i? What happens when the energy differences between the two
states are large? The quantity Z appearing in the definition of the occu-
pation probabilities is known as the partition function in statistical
physics. Write an expression for it in terms of the Boltzmann factor .

Theoretical (Modeling) Studies
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10
Cell Adhesion and Motility

Movement and adhesive contacts between cells and opposing surfaces are
necessary for embryonic development and normal adult functioning of cells
in the body. During development, cells do more than grow, multiply, and
differentiate. They also segregate, migrate, and aggregate in forming tissues
and organs. In adult life, vascular endothelial cells and fibroblasts migrate
during wound healing, leukocytes migrate in response to infections, and
cancerous cells migrate during metastasis.

Cells establish and maintain contacts with other cells and with the extra-
cellular matrix. These contacts stabilize the aggregates of cells and enable
them to work together to carry out their functions. Adhesive contacts
underlie axon outgrowth during development of the nervous system. Par-
alleling the steps taken by migrating cells, growth cones, motile sensory
structures enriched in adhesion molecules, guide the formation of connec-
tions in the nervous system.

Several different families of cell adhesion molecules—integrins, cad-
herins, immunoglobulin superfamily cell adhesion molecules (IgCAMs),
and selectins—mediate adhesive contacts between surfaces in the body.
These molecules, acting as receptors and counterreceptors/ligands on
opposing surfaces, are responsible for establishing and maintaining physi-
cal contact and communication between the extracellular matrix, the cell
surface, and the cytoskeleton. These families of adhesion molecules, along
with several different kinds of diffusible molecules and their receptors, also
mediate axon outgrowth in the nervous system. Leukocyte adhesion and
mobility will be examined in the first part of this chapter and axon out-
growth in the second.

10.1 Cell Adhesion Receptors: Long Highly
Modular Glycoproteins

The extracellular regions of cell adhesion receptors are mosaics of domains,

strung together in a linear fashion. The domains may be composed of a
number of short identical subdomains, referred to as repeats, or they may
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be erected from a mixture of two or more different domains, or they may
be built from both repeats and single domains. Some of the domains in the
extracellular regions are specific to a particular family and define member-
ship in that family. Examples are cadherin domains in cadherins, and lectin
domains in selectins. Other domains, most notably the immunoglobulin-
(Ig) like domains and fibronectin type 111 repeats, occur in many different
proteins. A representative sampling of extracellular regions of adhesion-
promoting proteins is presented in Figure 10.1.

The extracellular regions of these proteins are attached to several
different kinds of membane-associated segments. The most commonly
encountered form of attachment is to a single-pass transmembrane segment
that is followed by a short cytoplasmic tail. All of the proteins appearing is
Figure 10.1 attach in this manner. There are three families of selectins—
vascular endothelial (E), leukocyte (L), and platelet (P). All of these attach
by means of transmembrane segments. So do 5/2 IgCAMs such as NCAM,
6/5 IgCAMs such as L1, and 4/6 IgCAMS such as deleted in colorectal
cancer (DCC), but IgCAMS such as Contactin attach by means of a GPI
anchor. Most cadherins attach through a single-pass TM segment, but cad-
herins such as Flamingo attach by means of a seven-pass transmebrane
chain and may signal through G proteins.

During an inflammatory/immune response, leukocytes emigrate out of
the bloodstream and converge upon the injured tissue. The emigration
process occurs in several stages. Leukocytes first establish a loose contact
with the endothelial cells lining the vessel walls and begin rolling. Next, a
hard adhesive contact is established, and finally the leukocytes crawl out of
the blood vessel and migrate into the injured tissue. Adhesion receptors

(a) (b) (c)

Ficure 10.1. Representative extracellular regions of proteins involved in cell adhe-
sion: (a) Classical cadherins containing 5 cadherin domains N-terminal to the trans-
membrane segment shown in black. (b) Neural cell adhesion molecules (NCAMs)
containing 5 Ig-like domains and 2 fibronectin type III (FNIII) repeats. (c) E-
selectins containing an amino terminal lectin domain, an EGF domain, 6 short con-
sensus repeats (SCRs), and a membrane proximal cleavage region.
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work synergistically with receptors for cytokines and soluble growth factor.
They signal through many of the same pathways as growth factors and
together promote cell survival, proliferation, and differentiation. The
cytoplasmic domains of cell adhesion receptors make contact with the
cytoskeleton, and the receptors help regulate cell shape and polarization,
and cytoskeleton organization and motility. During metastasis cancer cells
utilize a similar ensemble of mechanical and adhesion receptor signaling
processes. In metastasis, cells detach from the surrounding tissue, migrate
to remote sites elsewhere in the body using the lymphatic and circulatory
systems, reattach, and then establish a colony. Signaling between the cell
surface and the nucleus coordinates the expression of specific cell adhesion
molecules at different stages in metastasis.

Cell adhesion receptors are both large and flexible and because of these
properties present challenges in their study using high resolution NMR and
X-ray crystallography methods. The solution to this technical challenge is
to take advantage of their inherent modularity and characterize portions—
fragments and domains—of these molecules. The resulting NMR and X-ray
crystallography data together with electron microscopy results provide a
core body of structural information on these essential proteins.

10.2 Integrins as Bidirectional Signaling Receptors

Integrins are membrane-spanning glycoproteins composed of noncova-
lently attached o and B subunits. In vertebrates, 18 distinct alpha subunits
and 8§ different beta subunits have been identified so far. Not all of the 18
x 8 = 144 combinations of alpha and beta subunits can be formed. Instead,
a far smaller number, namely, 24, o heterodimers can occur. Each integrin
subunit contains a large extracellular domain, a single transmembrane
segment, and a short cytoplasmic domain. There is one exception to this
rule: The (4 subunit has a large cytoplasmic domain. The o subunits are
larger than the 3 subunits. The o subunits vary in size from 120 to 170kDa
(up to 1114 amino acid residues) while 3 subunits range in size from 90 to
100kDa (up to 678 residues).

Integrins are multidomain proteins. The extracellular parts of the alpha
and beta chains each contain five or more domains and some of these
domains may consist of multiple subdomains. The domain organization of
a representative integrin alpha chain and of a typical beta chain are
depicted in Figure 10.2. In part (c) the two chains of the integrin molecule
are bent in a V-shape that supports low affinity ligand binding. Not all inte-
grin molecules contain inserted (I) or I-like domains. These ligand-binding
domains are included in the model integrin depicted in the figure. The most
important feature of this figure is the bent shape. The integrin molecule
undergoes massive rearrangements in response to allosteric signals, and the
far more open shapes that result mediate intermediate and high affinity
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(@) o chain i

+«——  [-propeller repeats ——»

(b) B chain

B chain ¢ ¢ « chain

Ficure 10.2. Domain organization and assembly of the extracellular portions of
an integrin containing inserted (I) and I-like ligand-binding domains: (a) Domain
organization of the alpha subunit. (b) Domain organization of the beta subunit.
(c) Assembly of the alpha and beta chains in a V-shaped conformation showing the
exposed ligand binding I and I-like domains at the end of the molecule. Abbrevia-
tions: B-tail (BT); hybrid (H); integrin-epidermal growth factor (I-EGF, or E);
plexin/semaphorin/integrin (PSI).

ligand binding. X-ray crystallography data revealing this bent shape are
presented in Figure 10.2.

Integrins and cadherins differ from most transmembrane signal trans-
ducers that transmit signals in one direction, from outside the cell inward.
Integrin and cadherin receptors transmit signals in both directions—from
outside the cell inward (outside-in) and from inside the cell outward
(inside-out). In outside-in signaling, binding of the integrins to the ECM
triggers changes in the pattern of gene expression. Inside-outside signals
produce changes in the integrin conformation resulting in changes in adhe-
siveness. Integrins tie the ECM to the cellular cytoskeleton and anchor cells
in a fixed position, while cadherins are a primary element of cell-to-cell
junctions.

10.3 Role of Leukocyte-Specific Integrin

The leukocyte-specific integrin LFA-1 mediates the migration of T cells. The
migration of T cells occurs in several stages. In the first stage, lamellipodia,
broad flat structures, form and extend out from the leading edge of the cell.
This stage is followed by a step in which new adhesive contacts are estab-
lished and stabilized. The cell body then contracts, and the following edge,
or tail, detaches. T cells use the oyf; integrin, also called the leukocyte
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(a) (b)
Integrin a,
I domain

Integrin w,
I domain

Ficure 10.3. Integrin crystal structure: (a) V-shaped, or bent, closed conformation
of the o3 integrin. The alpha chain is shown in light gray and the beta chain in
black. (b) Complex formed between two oy, inserted (I) domains (black) and a pair
of ICAM-1 ligands (light gray). The figure was prepared using Protein Explorer with
atomic coordinates deposited in the PDB under accession numbers 1jv2 (a) and
1mg8 (b).

function-associated antigen-1 (LFA-1) integrin, to contact ICAM-1 proteins
on opposing endothelial cells (Figure 10.3). LFA-1 is also a main compo-
nent of the pSMAC rings of immunological synapses.

Contacts between LFA-1 integrins and ICAM-1s trigger the formation
of signaling complexes and signaling through Rho GTPases to downstream
kinases, most notably myosin light chain kinase (MLCK) and Rho kinase
(ROCK). These kinases are restricted to specific locations in the cell.
MLCK is concentrated near the leading edge of the cell,and ROCK is local-
ized to the tailing edge. These serine/threonine kinases act on myosin light
chains (MLCs) which when phosphorylated promote actin-myosin-fiber
contractions. When coordinated over time, signaling through the adhesion
receptors produces leading edge attachments, cell body contractions, tailing
edge detachments, and T cell movement.

10.4 Most Integrins Bind to Proteins Belonging to
the ECM

The extracellular matrix (ECM) is intercellular material, mostly glycopro-
teins and proteoglycans, that surrounds cells and forms the connective
tissue in the body. Examples of ECM connective tissue include teeth and
bone, cartilage and tendons, and skin. The ECM encompasses the various
basement membranes that provide structural support for tissues and organs.
A typical basement membrane has a basal lamina formed by glycoproteins
secreted by the attached cells and a reticular lamina formed by protein
fibers from the underlying connective tissue. Collagens, glycine-rich glyco-
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proteins, are the primary ECM elements. Collagens are long ropelike linear
molecules composed of three chains arranged in a triple helix. Typical
lengths of collagens are 300 to 400nm. Two families of adapter molecules
are present in the basal lamina—laminins and fibronectins. These molecules
connect ECM collagens to adhesive cellular proteins.

The extracellular matrix has considerable influence over the metazoan
cell. Both mechanical and chemical signals are sent from the ECM to the cell
surface, and from there they are transduced into the cell interior. Integrins
have as their ligands the aforementioned ECM adapter molecules laminin
and fibronectin. Binding to these proteins triggers the formation of adhesive
contacts at specific locations along the plasma membrane. Binding to
the matrix proteins stimulates integrin clustering, signaling to proteins
embedded in the plasma membrane, and to proteins located in the cytoplasm.

The cytoplasmic tails of integrin beta chains contain motifs of the form
NPxY (arginine-proline-X-tyrosine) that are recognized by phosphotyro-
sine-binding (PTB) domains of cytoplasmic adapter molecules, nonrecep-
tor tyrosine kinases such as Src, focal adhesion kinase (FAK), and the actin
cytoskeleton-binding protein talin. The binding of the beta chains to talin
and other proteins establishes mechanical linkages called focal adhesions
between the ECM, the cell surface, and the cytoskeleton that facilitates clus-
tering of integrins and the onset of signaling. Once the focal adhesions are
formed positive feedback signals to the integrin receptors stimulate their
further clustering and additional signaling from them to the focal adhesions.
The result of this two-way signaling is the tying together, or integration, of
the ECM with the cytoskeleton of the cell. The integrative properties of
these receptors led to their being given the name “integrins.”

10.5 Cadherins Are Present on Most Cells of the Body

Cadherins (calcium dependent adherins) are a large family of transmem-
brane proteins. In mammalian species there are at least 80 family members.
A large number of these proteins is expressed preferentially in the nervous
system. Cadherins contain an extracellular domain, a transmembrane
segment, and a cytoplasmic tail. The defining characteristic of this family is
the presence of a cadherin motif,or EC domain,in the extracellular domain.
These motifs are tandemly repeated anywhere from 2 times to 30 or more
times. The most N-terminal of these domains is the adhesive site, while other
portions of the extracellular domain serve as spacers and supply multiple
binding sites for calcium ions. Like integrins, cadherins form clusters when
they bind their ligands, in this case, counterreceptors on opposing surfaces.
The juxtamembrane portion of the cytoplasmic domain—the part of the
cytoplasmic domain nearest the plasma membrane—interacts and con-
tributes to the clustering and adhesive strengthening taking place upon
ligand binding.
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FiGure 10.4. Ectodomain of a classical cadherin: Shown
are the five domains, labeled EC1 through ECS5, from
the N-terminus towards the C-terminus, which is nearest
plasma membrane. Small single and paired spheres rep-
resent calcium ions, which are necessary for proper func-
tioning of the receptor. Clusters of spheres denote the
locations of N-linked and O-linked sugars. The figure
was prepared using Protein Explorer with atomic coor-
dinates deposited in the PDB under accession number
113w.

Classical cadherins such as E-cadherin (epithelial cadherin) and N-
cadherin (neural cadherin), contain about 750 amino acid residues. Their
extracellular domain consists of five repeats of a 100-amino acid EC
domain, which extends out 250 Arom the cell surface (Figure 10.4). These
cadherins attach to the actin cytoskeleton by means of a linker protein
called catenin. The cytoplasmic domain of these cadherins is approximately
150 amino acid residues in size, and contains a catenin-binding site. There
are two catenin subunits. The § subunit binds to the catenin domain of the
cadherin and to the o subunit of the catenin. The o subunit, in turn, con-
nects to the actin cytoskeleton. This cadherin-catenin complex is referred
to as a zonula adherens junction in epithelial cells and as an adherens junc-
tion in neurons. In epithelia, these junctions link cells together laterally to
permit them to form stable sheets, and they separate the apical (top) region
from the basolateral (bottom) region of each of the cells. In neurons, the
adherens junctions connect the pre- and postsynaptic cells, thereby provid-
ing mechanical stability and a means of conveying signals in both directs
across the synapse.

Cadherins operate in a homophilic manner, and have a role in maintain-
ing tissue boundaries and stabilizing synapses. Cells that segregate into
distinct tissues express different cadherins, so that a cadherin receptor on
the surface of one cell binds to a cadherin receptor of the same type on the
surface of an opposing cell. Calcium binding is necessary for clustering, or
oligomerization, of cadherin receptors as well as for ligand binding. An
example of how this requirement might serve a useful function is provided
by N-cadherin binding in synaptic junctions. Intense synaptic activity gen-
erates long-lasting changes in synaptic transmission. Remodeling of the
synapse underlies these changes. These changes might occur through the
following sequence of steps: Intense activity depletes the supply of calcium
in the vicinity of the synapse. This lowering in the local calcium concentra-
tion weakens the links between cadherin molecules allowing remodeling
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activities to proceed. This step is followed by reestablishement of firm
contact when the calcium concentration returns to its basal levels.

10.6 IgCAMs Mediate Cell-Cell and
Cell-ECM Adhesion

Cell adhesion molecules (CAMs) of the immunogloulin superfamily (Ig-SF)
mediate cell-cell and cell-ECM adhesion. Cell surface receptors belonging
to this superfamily, the IgCAMs, are characterized by the presence of one
or more immunoglobulin-like domains in their extracellular region. These
adhesion molecules mediate cell-to-cell contact by binding to cell surface
counterreceptors, and help establish and maintain contact with the extracel-
lular matrix by binding to ECM constituents. Unlike cadherins, calcium
binding is not required either for ligand binding or for clustering to occur.
Some IgCAMs bind in a homophilic manner while others bind in a het-
erophilic way.

One of the main kinds of IgCAM is the neural IgCAM, or NCAM,
expressed on neurons (Table 10.1). These receptors contain one or more
repeats of the Ig fold plus a number of fibronectin type III folds, in their
extracellular domain as depicted in Figure 10.1. The NCAMSs are grouped
into families according to the organization of the extracellular domains.
NCAM contains five immunoglobulin-fold repeats plus a pair of fibronectin
type III (FnllI) repeats proximal to the plasma membrane. It is thus clas-
sified as a 5/2 I[gCAM. Another important and well-studied neural I[gCAM
is L1. This cell adhesion molecule is a 6/5 IgCAM family member. A third

TaBLe 10.1. Members of the IgCAM group of cell adhesion receptors:
Abbreviations—ICAM (intercellular cell adhesion molecule); LFA (lymphocyte
function-associated antigen), NCAM (neural cell adhesion molecule), PECAM
(platelet endothelial call adhesion molecule), VCAM (vascular cell adhesion
molecule), CD (cluster of differentiation).

Ig-SF CAM  CD designation Ligand Distribution/role

ICAM-1 CD54 LFA-1, Mac-1, fibrinogen =~ Lymphocytes, endothelial
cells when inflammation is
present

ICAM-2 CD102 LFA-1, Mac-1 Recirculating leukocytes

ICAM-3 CD50 LFA-1 Leukocytes

LFA-2 CD2 LFA-3 Lymphocytes

LFA-3 CD58 LFA-2 Broad distribution

NCAM CD56 NCAM, collagen, heparin ~ Neural tissue

PECAM-1 CD31 PECAM-1 Platelets, leukocytes

VCAM-1 CD106 4Py and ouP7 integrins Lymphocytes, endothelial

cells when inflammation is
present
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group of IgCAMs are the DCC family members. Named for the protein
DCC (deleted in colorectal cancer) these are 4/6 IgCAMs. Molecules closely
related to DCC have a prominent role in the development of the nervous
system. They are found on growth cones where they bind a family of dif-
fusible chemoattractants called netrins that guide growing axons during
embryonic development, as will be discussed later in this chapter.

The two most prominent families of [IgCAMs are the NCAMs and ICAMs
(intercellular cell adhesion molecules). The ICAMs bind to integrins and
thus mediate heterophilic binding. NCAMs bind to identical receptors on
opposing cells and thus mediate homophilic binding. Besides their role in the
immune/inflammatory system, these proteins play an important role during
embryonic development and in the nervous system both during develop-
ment and in adult life. NCAMs are also expressed in the heart, gonads, and
skeletal muscle. Because of their role in signaling and maintaining tissue
integrity they have a prominent role in several forms of cancer.

10.7 Selectins Are CAMs Involved in Leukocyte Motility

Leukocytes circulate in blood vessels and the lymphatic system, and when
an infection is detected they converge to infection sites. Selectins mediate
the movement of leukoctyes within blood vessels to sites of infection,
and out of the blood vessel into the surrounding inflamed tissue. They are
expressed on the surface of leukoctes, the endothelium lining the blood
vessels, and platelets that form adhesive plugs, or clots, at sites of wounds.
There are three kinds of selectins: L-selectins are expressed on leukocytes,
E-selectins are expressed on the endothelial cells, and P-selectins are
expressed on platelets on the endothelium. These adhesion molecules
mediate the capture of the circulating leukocytes by the walls of the blood
vessels and make possible their subsequent rolling.

Selectins are mosaic proteins with a common structural organization.
They each have an NH; terminal lectin domain followed by an epidermal
growth factor (EGF) domain followed by a number of consensus repeats
(CRs) of a complement-like binding sequence, a single transmembrane
segment, and a short cytoplasmic tail. The lectin domain is a carbohydrate-
binding domain that enables the selectin to bind to carbohydrate structures
on its ligand. The CRs are thought to function as spacers that extend the
molecule a distance that supports optimal rolling. Deletion of portions of
this segment impairs rolling. The three selectins vary in the number of CRs.
Human P-selectin has nine CRs, while E-selectin has six and L-selectin just
two.

The lectin domain situated near the NH; terminus is a carbohydrate-
binding domain. Selectin ligands such as GlyCAM-1 and CD34 are
members of the mucin family. These are long rodlike glycoproteins with
multiple serine/threonine residues and are heavily glycosylated (O-linked).
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TaBLE 10.2. Selectins, cells, and structures that express them, their functions, and
ligands: Ligand abbreviations are as follows: PSGL-1 (P-selectin glycoprotein
ligand-1); MAdCAM-1 (mucosal addressin cellular adhesion molecule-1);
GlyCAM-1 (glycosylation-dependent cell adhesion molecule-1).

Selectin Expression Functions Ligands

L-selectin Leukocytes Leukocyte trafficking, PSGL-1, GlyCAM-1,
rolling adhesion MAdCAM-1, CD34

P-selectin Platelets, endothelium Rolling adhesion PSGL-1

E-selectin ~ Endothelium Rolling adhesion induced =~ PSGL-1

by inflammation

Another ligand, MAdCAM-1, is an IgCAM and directs selectins to mucosal
tissues. The primary P-selectin ligand is PSGL-1. Both ligands and selectins
support rapid bond formation and dissociation.

Selectins are the first cell adhesion receptors to be activated in an inflam-
matory response. In the absence of an injury E-selectins and P-selectins are
not expressed on the cell surface while L-selectins are constitutively active
in order to promote continual leukocyte homing. This activity is guided
by the appearance of its ligand in the vicinity of an inflammation. The
expression of E-selectin on the surface of endothelial cells is triggered by
cytokines such as TNF-o, IL-1, and lipopolysaccharide (LPS). P-selectin
is stored in granules inside platelets (o-granules) and endothelial cells
(Weibel-Palade bodies). P-selectin can be shipped to the outer surface in
minutes in response to histamines and other triggering signals. Cytokines
induce synthesis of P-selectin mRNAs.

Platelets are cytoplasmic fragments of bone marrow cells called
megakaryocytes. Platelets are released from the bone marrow and circulate
in the bloodstream. Their role in the inflammatory response is to form clots
or plugs that block blood flow at sites of injury. Adhesion and aggregation
are central to platelet function, and they express integrins, selectins, and
IgCAM receptors. Microvilli are adhesion molecule-rich extensions of the
cell surface. They are formed at the outside facing, or apical, surface in a
variety of different cell types in order to increase the effective surface area.
The primary platelet selectin ligand is the P-selectin glycoprotein-1 (PSG1).
It is constitutively expressed on the tips of microvilli of leukocytes such as
neutrophils and monocytes.

10.8 Leukocytes Roll, Adhere, and Crawl to Reach the
Site of an Infection

Leukocytes are highly mobile cells that migrate from blood in and out of
lymphatic organs and into tissues, and then back out again into circulation.
They respond to infections by attacking and destroying the causative agents.
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The leukocytes do not passively float along the blood vessels, but instead
remain in contact with the cells lining the walls of the blood vessels. They
move along the walls by rolling in a controlled way. This mode of locomo-
tion enables them to stop at the right location and then exit by crawling out
between the cells. Adhesion is critically important, enabling the leukocytes
to first roll, and then crawl, and finally to kill the pathogens.

In an inflammatory response, the physiology of the blood vessels is
altered to better enable the leukocytes to reach the site of infection. Post-
capillary venules are the main locus of vascular inflammatory activity during
an inflammatory response. These structures, some 30 to 40 microns in diam-
eter, consist of a layer of endothelial cells on the inside and a supporting
basement membrane on the outside. Blood flow in small vessels such as the
postcapillary venules takes place under low flow rates, reasonably high
viscosities, and small vessel diameter. Under these conditions the velocity
of the blood flow is greatest in the center of the vessel and decreases to
zero as the vessel walls are approached. During inflammation the blood
vessels dilate and the overall flow rate is slowed. Red blood cells aggregate
into large assemblies called rouleaux that collect into the center of the
vessels displacing white blood cells. In response the leukocytes move from
the center of the blood vessel to the vicinity of the vessel walls. When this
happens cell surface receptors expressed on the plasma membranes of the
endothelial cells and leukocytes can engage one another to promote rolling
and then hard adhesion.

10.9 Bonds Form and Break During Leukocyte Rolling

Shear stresses are forces generated when adjacent layers of a fluid slip over
each other. Because of the shear stresses that are present, leukocytes will
either tumble or roll in the direction of the blood flow. Tumbling motion is
a rotary movement done without any contact with the cell wall. Rolling,
in contrast, is a rotary movement carried out while in contact with the
endothelial cells of the vessel wall. The observed motions of leukocytes are
jerky. Periods of rapid motion are interrupted by periods in which the
motions are far slower. The periods of slow motion correspond to tether-
ing of the leukocytes to the membranes of the endothelium and the periods
of rapid motion to contact-free flow.

Bonds form and break during leukocyte rolling (Figure 10.5). Bond life-
times must be long enough to permit formation of multiple bonds. If the
off (bond dissociation) rates are too high multiple bonds cannot form. One
bond will dissociate before another can be formed. At the other extreme,
too tight a bonding will either immobilize the cell or will lead to situations
where large forces can pull a receptor molecule out of the membrane. The
association and dissociation rates should be rapid, but not too rapid. In
leukocyte rolling, the bonds that tether leukocytes to the endothelial wall
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7 Ficure 10.5. Bond under shear forces during leuko-
cyte rolling: Depicted are the compression, stretch-

ing, and finally dissociation of bonds between a cell

adhesion molecule and its ligand during rolling of a
! leukocyte along the inner wall of a blood vessel.

are subjected to stretching, or tensile, forces as a result of the shear stresses.
Forces have an important effect on the bond lifetimes. They shorten the
lifetimes of the bonds. The enhancements can be appreciable—the off-rate
rises exponentially with increasing force. The enhanced dissociation rates
arising from the tensile forces shift the bond lifetimes into the range needed
to ensure proper rolling.

The off-rate amplification is a consequence of the lowering of the energy
barriers by the applied forces. The dependence of bond lifetimes on the
presence and strength of applied forces is not specific to rolling or leuko-
cytes. Instead, these considerations apply equally well to other bonds
between receptors and ligands. The acceleration in dissociation rates due to
the presence of applied forces provides a general mechanism for transduc-
ing mechanical stresses into signaling responses. Membrane, cytoskeletal,
and signaling elements coming together at control points will sense and
respond to mechanical stresses by dissociating far more rapidly than would
be the case in the absence of stresses.

Flow

10.10 Bond Dissociation of Rolling Leukocyte as Seen
in Microscopy

Rugged energy landscapes describe bond dissociation during leukocyte
rolling. The stretching properties of bonds between cell adhesion molecules
and their ligands have been explored using atomic force microscopy (AFM)
and optical tweezers. In a typical AFM experiment, the adhesion molecules
of interest are attached to a sharp tip, one having a diameter of no more
than a few microns. The tip is mounted on a flexible cantilever. When the
adhesion molecules are brought into close proximity to their ligands,
mounted on a separate surface, the cantilever will bend and undergo a dis-
placement. These displacements are measured by sweeping a laser beam
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Ficure 10.6. Energy landscape for dissociation of bonds between adhesive mole-
cules and their ligands: Abbreviations—transition state 1 (TS;); transition state 2
(TS,); intermediate state (IS).

across the cantilever and measuring the angle and orientation of the
reflected light. In an optical tweezers experiment, one uses a laser beam to
trap dielectric particles. External forces applied to the trapped particles can
be determined by monitoring the angular deflection of the laser light. The
adhesive molecules are mounted on a pedestal attached to a surface and
the ligands are attached to optically trapped beads.

Experiments of several different adhesion molecule/ligand combinations
have been studied, and the results placed within an energy-landscape per-
spective. A representative landscape deduced from these experiments is
presented in Figure 10.6. This landscape has two prominent features. First,
it is a rugged landscape. The pockets are deep, several times the thermal
energy, resulting in the presence of at least one metastable intermediate
state. The situation shown in the figure is that of two transition states.
Second, two different outer barriers heights are present—one of these cor-
responds to low affinity binding and the other to high affinity binding. The
high inner barrier is responsible for high strengths seen at short time scales
and the major portion of the activation energy. The lower barriers located
further out extend bond lifetimes when forces are absent.

10.11 Slip and Catch Bonds Between Selectins and
Their Carbohydrate Ligands

The thrust of the previous section was that externally applied forces reduce
the lifetimes of receptor-ligand bonds by lowering the energies of the
transition barriers. The force-driven reductions in lifetime allow rolling
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leukocytes to detach from surface tethers at the right time while maintain-
ing good adhesion to that place on the surface at earlier times. The corre-
sponding bonds are called slip bonds because they allow the rolling cells to
slip away. These are not the only kinds of bonds that form. An observation
often made not only of rolling leukocytes, but also migrating bacteria, is
that shear stresses promote good surface contact. The physical mechanism
underlying this phenomenon is captured by the notion of a catch bond—a
bond that is strengthened by the external forces rather than weakened. The
selectins that mediate leukocyte rolling exhibit both kinds of bonds. The
catch bonds are formed first. They enable the leukocytes to be caught by
the surface. Once the leukocytes are caught and begin rolling, a transition
takes place from a catch to a slip bond regime so that the latter can mediate
proper detachment from the surface.

Selectins are not only expressed by migrating leukocytes. They are
expressed early during embryonic development and enable embryos to
attach to the lining of the uterus. Failure to properly lodge in the uterus is
a prominent cause of fertilization and implantation failures. In the attach-
ment process, carbohydrate ligands upregulated and expressed on the
surface of the uterus bind the L-selectin molecules expressed on the surface
of the embryo. The adhesion takes place under shear stresses created by
mucin secretions and, once established, sets off a chain of signaling events.

10.12 Development in Central Nervous System

Development of the central nervous system involves many of the same
operations as used in body development. The development of the central
nervous system, with its laminar structure and organization into dozens of
anatomically and functionally distinct areas, is one of the most remarkable
and dramatic processes in nature. It takes place in several stages. It begins
with the production of immature neurons, or neurites, and glia, cells that
eventually supply neurons with growth factors, nutrients, protection (astro-
cytes); and electrical insulation (Schwann cells). The neurites multiply, grow,
differentiate, and migrate to various sites where they aggregate into distinct
cortical layers and regions. During this period support structures such as
the ECM are erected from molecules secreted by the developing cells. Cell
growth, maturation, and circuit formation follows arrival of the neurites at
their cortical destinations. The growing cells within each of the layers and
areas develop their morphologically and electrophysiologically distinct
axonal and dendritic structures, and they establish initial circuit-forming
synaptic contacts. The initial contacts are then refined, and unwanted con-
nections and cells are removed. At the end of this process more than 10'°
neurons will have formed some 10" precise synaptic connections.

Once the neurites reach their cortical destination and their migration
ceases, they send out processes that become axons and dendrites that form
the synapses and neural circuits. The growth cone (Figure 10.7) is a motile
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Ficure 10.7. Structure of a growth cone: Microtubules are represented by thick
lines and the actin cytoskeleton by thin lines.

sensory structure located at the tip of an advancing axonal or dendritic
process. It contains dynamic extensions of its leading margin called filopo-
dia and lamellipodia that can extend and retract, change position, and dif-
ferentially adhere to surfaces. Paralleling the actions taken during the
earlier cell migrations, the growth cone explores, interacts with, interprets,
and responds to signaling molecules in its local microenvironment. It can
navigate over distances of up to several centimeters corresponding to more
than 1000 cell body diameters. This key structure contains a dense actin
cytoskeleton and is enriched in adhesive and signaling proteins.

10.13 Diffusible, Anchored, and Membrane-Bound
Glycoproteins in Neurite Outgrowth

The molecules that guide growth cones to their cortical targets include
members of the same families as those involved in leukocyte movement.
Integrins, cadherins, and IgCAMs are expressed in growth cones and all
contribute to growth cone navigation. In addition to these cell adhesion
molecules, several families of diffusible, anchored and membrane-bound
signaling glycoproteins direct growth cone navigation by supplying attrac-
tive and repulsive signals. These additional molecules involved in growth
cone guidance are evolutionarily ancient. They have been found and studied
in the nematode worm C. elegans, in the fruit fly D. melanogaster, in the
chick, and in mammals including humans. They are listed in Table 10.3.
The diffusible signaling molecules function as molecular markers.
Growth cones maintain contact with surfaces while they navigate. Cells
serving as signposts for the growth cones secrete diffusible markers. The
markers may delineate forbidden regions where the growth cones are not
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TasLE 10.3. Diffusible navigation markers and their receptors: The receptors are
grouped according to the ligands—netrins, slits, semaphorins, and ephrins.

Ligand-receptor systems Description
Netrins
DCC family Short or long range attraction; growth cone guidance
UNC-5 family Short or long range repulsion; growth cone guidance
Slits
Roundabout Long range repulsion; growth cone guidance, axonal branching
Semaphorins
Plexins Axonal repulsion
Neuropilins Neuronal sorting; axonal repulsion

Scatter factor receptors Short range interactions; invasive growth; attraction

Ephrins
Eph receptors Contact-dependent repulsion; cell sorting, growth cone guidance

to enter, or mark intermediate targets toward which the growth cones are
to turn, or provide a marker for the final destination. The way directional
information is supplied is through concentration gradients. The basic idea,
known as the chemoaffinity hypothesis, is that chemical markers are laid
down on the surfaces over which the axons navigate. These markers form
concentration gradients that are read by the growth cones to obtain the
correct heading.

10.14 Growth Cone Navigation Mechanisms

A number of mechanisms operate in concert in growth cone navigation.
Long range guidance by the secretion of diffusible molecules from signpost
and target cells is supplemented by local (short range) positional cues and
by contact-mediated cues. As indicated in Table 10.3 some of the guidance
molecules attract growth cones while others repulse them. The designation
long range refers to the large distance between the cells that secrete dif-
fusible molecules such as netrins, slits, and semaphorins and the growth
cones that sense these molecules when they are deposited in their local
microenvironment. In many instances intermediate target cells secrete
these molecules, and navigation is in short steps of several hundred microns.
The intermediate target cells are referred to as guidepost or signpost cells,
terms already mentioned. The immobilization of the diffusible molecules
within the extracellular matrix or attached to accessible surfaces such as
those of glial cells allows for detections of small variations in concentration
by the growth cones. These molecules together with the cell adhesion mol-
ecules create highways for the growth cones to travel upon.
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The term short range usually refers to diffusion that spreads markers no
more than a few cell diameters from the source. The distance over which a
marker will diffuse depends on the spatial distribution of receptors. If recep-
tors for the marker are highly expressed by nearby cells the distance trav-
eled will be reduced over that which results from a sparse distribution of
receptors. The term contact-dependent is used to designate binding by
membrane-associated receptors on the surface of the growth cones to
membrane-associated ligands or counterreceptors expressed on the surface
of adjacent cells, and to components of the extracellular matrix such as
laminin. The distinction between a ligand and a counterreceptor is based on
whether the signaling is one-way or two-way. If it is two-way then both sig-
naling partners are receptors. If one of the signaling partners supplies a
signal but does not transduce signals either directly or indirectly across its
own plasma membrane, then that partner is a ligand.

The modern form of the chemoaffinity hypothesis has been greatly
expanded to incorporate short and long range mechanisms—attraction,
repulsion, and bifunctionality—and pathfinder axons, guidepost cells, and
selective fasciculation. Here is how the last process is described: Axons in
organisms such as Drosophila can grow on tracks laid down by earlier
pathfinder axons. These later axons form axon bundles, or fascicles. The
axons select a particular axon bundle, bypassing inappropriate bundles in
the process, guided by molecular markers expressed on the surfaces. The
overall mechanism is thus called selective fasciculation. As the axons
approach their cellular targets they separate, or defasciculate, allowing the
axons to individually form connections.

10.15 Molecular Marking by Concentration Gradients
of Netrins and Slits

Concentration gradients of diffusible netrins and slits, and their receptors,
serve as molecular markers. The idea advanced in the 1950s and 1960s that
concentration gradients of diffusible chemical markers guide growth cones
to their targets gained support with the discovery of netrins in the mid
1990s. Netrins and slits function as diffusible chemoattractants and repul-
sants. Their receptors are all multidomain mosaic proteins containing
several immunoglobulin-like domains along with several fibronectin
domains in their extracellular region along with a transmembrane segment
(Figure 10.8). Netrins and slits are bifunctional. They can act either as
chemoattractants or as chemorepellants. The specific response to a netrin
or slit molecule is dictated by the receptor to which it binds, and in partic-
ular it depends upon the properties of the cytoplasmic domain of the recep-
tor. When binding to a DCC receptor, netrins provide a positive signal, but
when bound to an UNC-5 receptor they impart a repulsive cue. While the
extracellular domain of a netrin receptor determines the binding specificity,
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(a) (b) (d)

FiGure 10.8. Netrins, slits, and their receptors: (a) Netrins consist of a laminin-like
domain, 3 EGF domains, and a netrin C-terminus domain. (b) There are two netrin
receptors. The first (left) is the DCC receptor contains 4 immunoglobulin (Ig)
domains followed by 6 FNIII domains. The second receptor (right) is the UNC-5
receptor. It has 2 Ig domains plus 2 thrombospondin domains. (c) Slits consist of 4
leucine-rich repeats followed by 6 EGF domains, plus an agrin-laminin-perlecan-slit
domain, plus 3 more EGF repeats and a cys knot. (d) The slit receptor Roundabout
(Robo) contains 5 Ig domains followed by 3 FNIII repeats.

the cytoplasmic domain determines the cellular response elicited by the
guidance cue. This aspect has been demonstrated in experiments where the
cytoplasmic portion of a slit receptor was combined with the extracellular
portion of a netrin receptor and vice versa: The functionality—attraction or
repulsion—transferred with the cytoplasmic domain.

Both kinds of actions—attraction and repulsion—are required. An
example of why this is so is provided by studies of commissural axons. These
are axons that cross the midline of the developing central nervous system
of bilaterally symmetric animals in order to contact neurons on the other
side. Midline glial cells concurrently express netrins and slits. The netrins
function as attractants and the slits as repellants. While navigating towards
the midline the growth cones express the netrin DCC receptors more
strongly than the slit Robo receptors, and the net effect is attractive. To
avoid endlessly wandering back and forth across the midline due to netrin-
mediated attraction, Robo expression is rapidly increased once the midline
is crossed. Responsiveness to netrins is reduced, the net effect becomes
repulsive, and the growth cone is sent on its way.
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10.16 How Semaphorins, Scatter Factors, and Their
Receptors Control Invasive Growth

Semaphorins and their plexin and neuropilin receptors provide guidance
cues and work together with scatter factors and their receptors to control
invasive growth. The semaphorins are a large family of secreted, GPI-
anchored and transmembrane guidance proteins. Based on structural con-
siderations they have been grouped into seven or eight classes. Classes 1
and 2 consist of invertebrate semaphorins, while the others classes contain
vertebrate semaphorins. The defining characteristic of all semaphorins is
the presence of a 500-amino acid residue long Sema domain in the extra-
cellular region. Two families of receptors for semaphorins—plexins and
neuropilins—have been found. The cytoplasmic domains of receptors
belonging to these families are short and thus have limited signaling capa-
bilities. The receptors trigger intracellular responses either through associ-
ation with coreceptors, or by directly coupling to intracellular signaling
proteins such as GTPases.

Scatter factor is also known as hepatocyte growth factor (HGF). It, like
the ephrins to be discussed in the next section, is a polypeptide growth
factor that binds to receptor tyrosine kinases, the main subject of the
next chapter. Scatter factors are not only involved in neural growth cone
guidance and growth, but also are central participants in invasive growth
and branching morphogenesis. The term “branching morphogenesis”
encompasses the growth, invasion, and proliferation of cells forming
branched tubular structures that carry fluids in the vasculature, lungs,
kidneys, and mammary glands. It is a type of invasive growth that en-
compasses organ development and regeneration, wound healing, axon
guidance, and metastasis. The scatter factor receptor Met contains a Sema
domain in its extracellular region, and next to that a short Met-related
sequence (MRS), as do the semaphorins and plexins. Semophorin receptors
and ligands interact with each other and with Met and other growth factor
receptors and their ligands to transduce guidance and growth signals. For
example, the semaphorin 4D receptor plexin Bl interacts with Met to
control invasive growth.

10.17 Ephrins and Their Eph Receptors Mediate
Contact-Dependent Repulsion

Eph receptors make up a large subfamily of tyrosine kinases that are
involved in growth cone navigation, in directing migratory neurons during
development, and in vascular cell assembly. These receptors and their
ligands, the ephrins, are membrane-bound, and direct embryonic devel-
opment by contact inhibition (repulsion). Eph receptors and ephrins are
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Dimerization Ficure 10.9. EphB receptor-ephrinB ligand
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widely expressed by cells in the vertebrate embryo. There are at least 14
different Eph receptors and 8 different ephrin ligands. The ability of ephrins
and their receptors to guide axons has been studied in the developing chick.
Graded distributions of ephrins help guide axons from the chick retina to
their visual cortex (tectum). They also assist in regulating axonal branch-
ings and arborization in this retinotectal neural pathway.

Eph receptors fall into two groups—EphA and EphB. The extra-
cellular portion of an EphB receptor contains an immunoglobulin-like
domain in the N-terminal region followed by a cysteine-rich sequence
followed by two fibronectin domains proximal to the plasma membrane.
There is a single transmembrane chain and a cytoplasmic tyrosine
phosphorylation domain. EphA receptors lack the transmembrane and
cytoplasmic portions and instead are attached to the outer leaflet of the
plasma membrane by a GPI anchor. The ephrins-fall into two groups,
as well. The ephrin-A group contains GPI-anchored ephrins and the
ephrin-B group consists of ephrins possessing a transmembrane segment
and a cytoplasmic tail. In general, EphA receptors bind ephrinAs and EphB
receptors bind ephrinBs.

A key step in activating the catalytic activity of the receptor is oligomer-
ization. Like the scatter factor receptors just discussed, as well as other
receptor tyrosine kinases, ligand binding brings together two or more recep-
tor molecules (Figure 10.9). The formation of a dimer or a higher order
oligomer brings the cytoplasmic domains into close physical proximity to
one another and this triggers their autophosphorylation leading to re-
cruitment of signaling molecules and the formation of a chain of signaling
events ending at one or more control points. The chains of signaling events
launched by binding of growth factors to receptor tyrosine kinases are a
main focus of the next chapter.
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Problems

10.1 Bond dissociation strengths are not constant quantities but instead are
sensitive to the presence or absence of external forces. This depend-
ence is captured by the expression

kot (F) = ko exXp [_E(F)/kBT]- (10.1)

In this equation, the usual dependence of the rate on a constant
barrier height E has been replaced by a force-dependent barrier E(F).
The quantity F represents the applied force on the bond formed
during rolling. The applied force amplifies the off-(dissociation) rate
for the receptor-ligand complex by reducing the height of the transi-
tion barrier. This force-driven reduction in barrier heights by an
external force is depicted in the figure presented below. The amplifi-
cation in dissociation rate due to the presence of an applied force is
found by inserting the simplified expression for E(F) into the off-rate
equation. This gives
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koie (F) = kb exp [Fx,, /ksT], (10.2)
where koi(0) is the unstressed rate; that is,
koir (0) = ki exp [_E/kBT] (10.3)

is the conventional value for the off-rate in the absence of an applied
force. In the above, the angle-dependent expression has been replaced
by the quantity x,y representing a thermally averaged distance be-
tween receptor and ligand interfaces over which the bond weakens
but does not yet break The expression for the amplification in the off-
rate is known as Bell’s equation. According to Bell’s equation the off-
rate rises exponentially with increasing force. In situations where the
barriers are sharp, the principal consequence is the linear lowering of
the barrier heights as a function of distance, with little change in shape
or location of the peaks and valleys. The influences of an applied force
on the energy landscapes are illustrated in the figure for the cases
where there are two barriers.

Dissociation rates are influenced not only by applied forces but also
by how rapidly they are applied. A bond that will appear strong if the
forces are rapidly ramped up to a maximum value will appear far
weaker and more easily broken if the same external forces are applied
slowly. One may define an unbinding force as that force required to
just break a bond. In experiments performed in the laboratory, con-
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Ficure 1 ror ProBLEM 10.1. Lowering of the activation barrier by an applied force:
The applied force F acts along a direction oriented at an angle 8 with respect to the
reaction coordinate x, reducing the energy £ by an amount Fxcos 6. Because of
the dependence on the reaction coordinate x the outer barrier is driven down while
the inner barrier is barely affected. If the forces are strong enough the outer barrier
can be reduced below the height of the inner barrier, thereby revealing information
about the latter’s characteristics.
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(a) (b)

Force F*
Force F*

Log loading rate r Log loading rate

FiGUre 2 For ProBLEM 10.1. Receptor-ligand bond dissociation data: The most prob-
able unbinding forces are plotted against the logarithm of the loading rate. (a) The
data fall along a single line. (b) There is a sharp break in the data, producing two
linear regimes.

stant loading forces are applied to the bonds; that is, forces F of the
form F = rt, where r is the loading rate and ¢ is the time. Under these
conditions the most probable unbinding force F* is related to the rate
and to the characteristic length by

T
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When the most probable unbinding forces of receptor-ligand pairs are
plotted against the logarithm of the loading rate the data typically fall
along a straight line. Two commonly encountered situations are
depicted below. In (a), the data are distributed about a single straight
line. What quantity does the slope of this line represent, and how does
it relate to an energy landscape? In (b), there is a sharp break in the
straight line so that there are two slopes. Interpret these results within
an energy landscape picture, i.e., what does the energy landscape look
like? Recall that typical thermal energies are on the order of 0.6
kcal/mol. For a distance x of 0.5 Avhat is the corresponding force,
expressed in Newtons?

References on the Theory of Slip and Catch Bonds
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Signaling in the Endocrine System

The endocrine system consists of a number of glands containing specialized
secreting cells that release signaling molecules into the bloodstream, other
bodily fluids,and extracellular spaces. Glands of the endocrine system include
the adrenal gland, the hypothalamus, and the parathyroid, pineal, pituitary,
and thyroid glands. Hormone-secreting cells are found in many locations
in the body. The thymus produces a variety of hormones that regulate
lymphocyte growth, maturation and homeostasis. The pancreas contains
groups of hormone-secreting cells organized into pancreatic islets (the Islets
of Langerhans) that secrete insulin, glucagon, and somatostatin. Hormone-
secreting epithelial cells are strategically situated in the gastrointestinal tract,
gonads, kidneys and placenta, where they direct the mitogenic activities of
cells and tissues that wear down and require constant replenishment, and
angiogenetic activities that produce new blood vessels.

Cells of the endocrine system produce several different kinds of hor-
mones—peptide and polypeptide hormones, steroids synthesized from
cholesterol, hormones derived from amino acids, and hormones made from
fatty acids. Some hormones are lipophilic while others are water soluble.
Lipophilic hormones such as steroids, retinoids, and thyroids are small,
relatively long-lived hormones able to pass through the plasma membrane
and enter the cell where they bind nuclear receptors. Water soluble hormones
are fairly short lived and bind to receptors embedded in the plasma mem-
brane of the target cells. Two kinds of transmembrane receptors bind
nonlipophilic hormones: Polypeptide hormones that promote growth and
wound-healing are bound by receptor tyrosine kinases; all others are bound
by G protein-coupled receptors, which will be discussed in the next chapter.

Polypeptide hormones are small compact molecules, ranging in size from
6 to 45kDa. Epidermal growth factor (EGF) and nerve growth factor
(NGF) were the first polypeptide growth factors to be discovered. These
and other growth factors bind to receptor tyrosine kinases expressed by
the appropriate recipient cells. Receptor tyrosine kinases are single chain
proteins that pass through the plasma membrane once. They, along with
nonreceptor tyrosine kinases, are exclusively found in metazoans. Several
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different classes of proteins help transduce polypeptide hormone signals
into the cell. These elements include, besides receptor tyrosine kinases
and the aforementioned nonreceptor tyrosine kinases, a variety of highly
modular adapters, and several families of GTPases. Each of these classes of
signal transducers will be examined in this chapter.

11.1 Five Modes of Cell-to-Cell Signaling

In the last chapter, signaling between cells was characterized as being either
contact-mediated or short range or long range. This catalog of signaling
modes can be generalized to encompass cytokine signals in the immune
system, long range hormone signals in the endocrine system, and neuro-
transmitters and neuromodulators in the nervous system. The expanded
ensemble of signaling modes contains five entries—endocrine, paracrine,
autocrine, juxtracrine, and synaptic. In endocrine signaling, the sending and
receiving cells can be far apart. As noted in the introductory remarks, the
signals are conveyed from sending glands to distant points in the body by
bodily fluids.

Paracrine signaling refers to signaling in which molecules are secreted
directly into the extracellular spaces by an originating cell, and these mole-
cules travel no more than a few cell diameters to reach a target cell. The
signaling molecules are often immobilized by elements of the extracellular
matrix and bind to receptors on the surface of their cellular targets. This
mode of signaling is utilized by hormone-releasing epithelial cells, by
cytokine-releasing endothelial cells and fibroblasts, by chemotropic
factor-releasing cells that direct growth cones and migrating cells, and by
morphogen-releasing cells in organizing centers that direct cell fate during
development (to be discussed in Chapter 13).

Some hormones that are secreted act back on the cells releasing them.
In this autocrine mode of signaling, positive feedback serves to amplify
the initial weak signals. This mode is encountered in the immune system
(see, for example, signaling by IL-2 shown in Figure 9.1) and also in the
endocrine system as part of growth factor signaling. It is made use of during
development, and if not properly regulated leads to uncontrolled growth
and proliferation in a variety of cancers.

Cell-to-cell (juxtacrine) signaling is frequently conveyed by direct contact
between a receptor on one cell and a cell surface-bound ligand, or coun-
terreceptor, on an adjacent cell. The nondiffusible signaling molecules par-
ticipating in juxtacrine signaling may pass through the plasma membranes
or may be tethered to the outer leaflet of the plasma membranes by GPI
anchors. This mode of signaling includes situations where cell surface recep-
tors bind ligands that are components of the extracellular matrix.

Synapses are junctions formed to promote sustained signaling between
cells. Signaling through chemical synapses is the preeminent form of sig-



11.2 Role of Growth Factors in Angiogenesis 249

naling between nerve cells. This synaptic signaling involves the diffusion of
signaling molecules (neurotransmitters) across a synaptic cleft between the
membranes of a pair of pre- and postsynaptic nerve cells. The membrane
and submembraneous regions of synapses are specialized structures highly
enriched in many different kinds of signaling molecules. Like synaptic sig-
naling between neurons, immune system T cells use synaptic signaling when
contacting antigen-presenting cells.

11.2 Role of Growth Factors in Angiogenesis

Several families of growth factors coordinate and control the formation of
new blood vessels during angiogenesis. Whenever new tissue is made addi-
tional blood vessels must be created to supply oxygen and nutrients and
remove waste products. The process of vascular development takes place in
several stages. In the earlier stages, called vasculogenesis, precursor vascu-
lar endothelial cells migrate, differentiate, proliferate and assemble into an
initial set of vascular connections of uniform size. In the later stages, termed
angiogenesis, the initial latticework of tubules is refined through further dif-
ferentiation, sprouting and branching to form a mature vascular system. The
fully developed network contains large arteries that branch into proges-
sively smaller blood vessels terminating in capillaries, and it contains a
return system of progressively larger venous structures.

The endothelial and smooth muscle cells that form the lining and sheath-
ing of blood vessels coordinate their activities by sending and receiving a
variety of chemical signals. Some of the signaling molecules are vascular
endothelial cell-specific; others such as platelet-derived growth factor
(PDGF) and basic fibroblast growth factor (bFGF) are not. Members of the
vascular endothelial growth factor (VEGF) family are prominent among
the vascular specific growth factors. They are required for vasculogenesis
and also play a role in angiogenesis. A second family of growth factors,
the angiopoietins, binds to endothelial cell line-specific Tie receptors. They
work together with endothelial-specific ephrins and with the VEGFs to
coordinate and control angiogenesis. The VEGFs and angiopoietins operate
through a paracrine mechanism to signal and recruit nearby cells. The
ephrins remain attached to the plasma membrane of their originating cell
and signal bidirectionally through a juxtacrine mechanism.

As shown in Figure 11.1, the VEGF, Tie, and Eph receptors involved in
vascular development and repair are mosaic proteins. Their extracellular
regions are composed of multiple domains arranged in a linear fashion. They
differ from the receptors discussed in the last chapter by the presence of a
tyrosine kinase domain in their cytoplasmic segment. The angiopoietins and
ephrins promote the remodeling and branching, vascular maturation,and the
attachment to surrounding support cells and extracellular matrix. For
example, Angl promotes vascular maturation and stabilization while Ang2
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Ficure 11.1. Angiogenesis receptors: The VEGFR-1/2 proteins contain 7 Ig-like
domains followed by a transmembrane segment and a cytoplasmic kinase domain
split by an insert. The VEGFR-3 chain differs slightly from VEGFR-1/2 in that the
set of tandem Ig domains is shortened by one and contains a disulfide bridge. Tie
receptors 1 and 2 contain an Ig-like domain followed by 3 EGF-like repeats and
then another Ig domain followed by 3 FNIII repeats, a transmembrane segment,
and the split kinase domain. Eph receptors contain an Ig domain, a cysteine-rich
region, plus 2 FNIII repeats, a transmembrane segment, and a cytoplasmic kinase
domain.

maintains the vascular system in a plastic state. The ephrins were discussed
earlier in connection with growth cone navigation. The vascular-specific
Ephrin-B2 ligand and EphB4 receptor function in a roughly analogous
manner in angiogenesis. They are differentially expressed in endothelial
cells. The Ephrin B2 ligand functions as an arterial marker, and the EphB4
receptor operates as a venous marker. These signaling proteins help delineate
the boundary between blood vessels that become arteries and those that
become veins.

11.3 Role of EGF Family in Wound Healing

Growth factors of the EGF family coordinate and control wound healing
and the replacement of cells in tissues that undergo rapid turnover. Wound
healing is a complex process. Even in the case of a simple skin cut it requires
the participation of agents of the nervous system to generate a pain signal,
and elements of the immune system to generate an inflammatory and
immune response. New tissue must be grown to replace the damaged mate-
rial. The old damaged vasculature must be taken down and new vascula-
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ture installed, and the underlying connective tissue must be remodeled and
restored.

In a skin cut, gloss keratinocytes (skin cells) migrate into the region of
injury, and upon arrival proliferate and mature. Signaling by members of
the EGF family of ligands and their receptors is essential for the proper
activities of keratinocytes during wound healing. Several EGF family
ligands are involved in repairing a skin wound. Among these are TGFa,
HB-EGF, AR, and betacellulin. These ligands are synthesized by kera-
tinocytes, along with their EGF receptors and supply proliferation and
migratory signals, through an autocrine mechanism. In response to these
signals the keratinocytes increase their production of integrins. Binding by
these integrins to the ECM mediates substratum adherence by the kera-
tinocytes and triggers the expression of collagesase-1. This enzyme degrades
the ECM, a step required for remodeling and repair of damaged tissue.
Continued autocrine signals maintain the expression of collagenase-1
during migration and repair.

Besides the skin, wound repair occurs in the gastronintestinal tract, in
muscle tissue following injury, and at sites of chronic inflammation, to name
just a few common examples. Primary sources of epithelial growth factors
include the submaxillary salivary gland, the duodenal Brunner’s gland,
epithelial cells in the mammary gland, and the kidneys. Growth factors are
released into bodily fluids—saliva, serum, milk, and urine—and travel to
sites of injury and growth. Epithelial cells at many places in the body are
continuously renewed and growth factors are released locally near these
sites as well. In these situations the growth factors operate in autocrine and
paracrine manners rather than through an endocrine mechanism.

11.4 Neurotrophins Control Neuron Growth,
Differentiation, and Survival

Programmed cell death is an important process in the developing nervous
system. It is used to remove cells that are extraneous, cells that were tran-
siently produced to help in development but are no longer needed, and cells
that failed to wire up properly to other cells. Neurotrophins are trophic
factors, chemicals that stimulate growth and development. Neurotrophins
such as NGF regulate the decision to survive or die, promote axonal and
dendritic outgrowth, branching and remodeling, and help control synapse
formation and plasticity. Other examples of trophic factors are ciliary
neurotrophic factor (CNTF), glial-derived neurotrophic factor (GDNF),
PDGF, and bFGF.

The neurotrophin family of ligands and receptors contains four ligands
and two receptors. The four ligands are NGF, brain derived neurotrophic
factor (BDNF), neurotrophic factor 4 (NT4), and NT3. These ligands bind
to two kinds of neurotrophin receptors, namely, p75™ R receptors and Trk
receptors. As shown in Figure 11.2, the p75NTR receptor contains a cyto-
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Ficure 11.2. Neurotrophin receptors: The p75SNTR receptor has four cysteine-rich
repeats (CR1-CR4), a transmembrane segment, and a cytoplasic death domain. The
Trk receptors have a cysteine segment (C1), 3 leucine-rich repeats (LRRs), a second
cysteine segment (C2), 2 immunoglobulin-like domains (Igl, Ig2), an insert trans-
membrane segment, and a cytoplasmic kinase domain. All of the neurotrophins can
bind p75NTR, NGF binds the TrkA receptor; BDNF and NT4 bind the TrkB recep-
tor, and NT3 binds the TrkC receptor.

plasmic death domain, while the Trk receptors possess a cytoplasmic tyro-
sine kinase domain. The two receptors operate using different sets of
adapter proteins to convey a variety of messages into the cell as indicated
in Figure 11.3. The Trk receptors utilize Shc and Grb2 adapters, while p75
employs TRAFs and a set of four or more adapters (Figure 11.3b) to convey
death and arrest messages. In general, p75SNTR receptors convey apoptotic
messages and Trk receptors convey survival messages, but as illustrated in
Figure 11.3 the full picture is far richer. These and other growth factor
receptors work together along with each other and with integrins and
cadherins to convey messages to most or all control points in the cell. These
include regulatory sites for gene expression (to promote growth and dif-
ferentiation), sites of focal contact between cells and ECM (to control
movement, adhesion, cell shape, and outgrowth), and mitochondrial control
sites for apoptosis (to regulate death versus survival decisions).

11.5 Role of Receptor Tyrosine Kinases in
Signal Transduction

Receptor tyrosine kinases transduce signals from polypeptide growth
factors into the cell. Except for receptors such as p75, polypeptide growth
factors bind to members of the receptor tyrosine kinases (RTKs), single-
pass transmembrane receptors possessing an intrinsic tyrosine kinase
activity. These receptors contain three functional regions: an N-terminal
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Ficure 11.3. Ligand-bound Trk and p75 neurotrophin receptors, and associated
adapters: (a) NGF-bound Trk receptor. Second messengers and associated signal-
ing intermediates involved in activating the PKB and PKC have been omitted to
keep the figure from becoming too cluttered. (b) Neurotrophin-bound p75 recep-
tor. Abbreviations: p75N R-associated cell death executor (NADE), neurotrophin
receptor-interacting melanoma-associated antigen (MAGE) homolog (NRAGE),
neurotrophin receptor-interacting factor (NRIF), Schwann cell factor-1 (SC1).

extracellular region that contains one or more ligand-binding sites; a trans-
membrane segment; and a C-terminal cytosplasmic region that contains a
catalytic domain and several phosphorylation sites.

The RTKs that bind polypeptide growth factors are highly modular linear
arrays of domains. Among the domains present in the extracellular regions
of these glycoproteins are Ig domains, fibronectin type III domains, cys-
teine-rich domains and the EGF ligand-binding domains. A juxtamembrane
region is situated just inside the transmembrane helix region and, as men-
tioned above, there is a tyrosine kinase domain near the C-terminal region.
Docking sites are opened when (auto)phosphorylation of tyrosine residues
in the activation loop of the kinase domain turns on that domain’s catalytic
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activity resulting in a subsequent phosphorylation of tyrosine residues.
When this happens, proteins containing phosphotyrosine recognition
modules are able to dock at these sites.

Like other single pass transmembrane receptors, ligand binding in the
extracellular N-terminal region does not perturb the electrostatic environ-
ment enough to stabilize a conformation sufficiently different in its C-
terminal cytoplasmic region to serve as a signal. Instead ligand binding
promotes the formation of stable receptor dimers and oligomers. It is the
bringing together of two or more cytoplasmic domains that initiates
signaling inside the cell. In the case of RTKs, the close proximity of the two
cytoplasmic kinase domains and accompanying phosplorylation sites enable
cross or autophosphorylation of tyrosine residues.

The transmission of a signal into the cell interior by a receptor tyrosine
kinase following ligand binding occurs in two stages. The first step is the
autophosphorylation, or cross phosphorylation, of tyrosine residues in the
activation loop of the catalytic domain. The bringing together of the cyto-
plasmic portions of the RTK triggers this step with the result that the cat-
alytic activity of the kinase domain is turned on. The kinase domain then
catalyzes the phosphorylation of one or more tyrosine residues in the cyto-
plasmic region outside of the catalytic domain. This second step makes
available docking sites for signal proteins. Key to this second function is the
presence of protein-protein recognition modules, compact domains that
recognize short peptide sequences containing phosphorylated tyrosine,
serine, and threonine residues.

Receptor dimers and oligomers can be formed in response to ligand
binding in more than one way. Ligand-mediated dimerization triggers
human growth hormone (hGH) signaling. As discussed in Chapter 9, a
single ligand first binds to one receptor and then attaches to the second
receptor to form a bridge that holds together a 1:2 ligand-receptor
complex. A different strategy is observed in EGF-induced dimerization. In
this case, the extracellular portions of the two receptors form the bridge
resulting in a 2:2 complex. In more detail, EGF-EGFR binding triggers
conformational changes that expose a loop on each receptor molecule.
These loops bind to each other to form the bridge. As noted earlier, the
ErbB2 receptor does not require a ligand for its activation. This happens
because the bridging loop on this receptor is constitutively in the open for
bridging conformation. The formation of a bridge by a pair of loops in
contact with a ligand dimer is depicted in Figure 11.3.

11.6 Phosphoprotein Recognition Modules Utilized
Widely in Signaling Pathways

Signaling proteins diffuse from one location to another, are activated and
turned off by binding and posttranslational modifications, and are recruited,
assembled, and disassembled into signaling complexes at cellular control
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points. The arrangements of these events into signaling pathways so that a
sequence of signaling steps can occur in the correct order at the right time
in the right place is made possible through the use of modular signaling
domains. Some of these domains supply a sort of glue that enables one
protein to bind another, and for that operation to be followed by yet
another binding operation leading to the recruitment of proteins and for-
mation of signaling complexes. Other domains are specifically designed to
recognize the presence of posttranslational modifications such as the addi-
tion of phosphoryl groups. To see the utility of this kind of modular domain,
consider the receptor tyrosine kinases just discussed. The result of ligand
binding is the presence of one or more phosphorylated tyrosine residues
near the cytoplasmic C-terminus of the receptor. If this event cannot be
recognized and responded to, signaling ends.

Src homology-2 (SH2) and phosphotyrosine binding (PTB) domains
recognize short peptide sequences containing phosphotyrosine residues.
The SH2 domain is the prototypic recognition module. It consists of approx-
imately 100 amino acid residues, and is found on proteins that assemble and
disassemble in the vicinity of the plasma membrane in response to auto-
and cross-phosphorylation of tyrosine residues in the cytoplasmic portion
of transmembrane receptor molecules. It is the first discovered and largest
family of modules that recognize phosphorylated tyrosines. SH2 domains
recognize phosphorylated tyrosines and a specific flanking sequence of
three to six amino acid residues located immediately C-terminal to pY.
Phosphotyrosine binding (PTB) domains also recognize short peptide
sequences containing phosphotyrosine, but, in contrast to SH2 domains,
amino acid residues N-terminal and not C-terminal to pY belong to the
recognition sequence. PTB domains recognize turn-loop structures and, in
particular, hydrophobic amino acid residues five to eight residues located
N-terminal to pY.

14-3-3 proteins are small, 28 to 30kDa in size. There are at least seven
isoforms of the mammalian 14-3-3 proteins; they are abundant and are
expressed in all eukaryotic cells. Unlike most of the other domains dis-
cussed in this section, 14-3-3 domains are not embedded in larger proteins
but exist as independent units that form homodimers. These proteins bind
with high affinity to peptide sequences containing phosphoserine residues
followed by a proline two positions towards the C-terminal. As dimers they
are able to bind to signaling molecules such as Raf-1 containing tandem
repeats of phosphoserine motifs. The 14-3-3 proteins localize their binding
partners within the cytoplasmic compartment and keep them sequestered
from the nucleus and membranes. These proteins operate in the growth and
apoptosis pathways and in cell cycle control.

Forkhead-associated (FHA) domains are conserved sequences of 55
to 75 amino acid residues. Whereas SH2 and PTB domains recognize
sequences containing phosphorylated tryosines, FHA domains can recog-
nize peptide sequences containing phosphorylated threonines, phosphory-
lated serines, and phosphorylated tyrosines with a pronounced affinity for
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phosphothreonines. They are found in kinases, phosphatases, RNA-binding
proteins, and especially in nuclear proteins such as transcription factors and
proteins involved in detecting and repairing DNA damage.

11.7 Modules that Recognize Proline-Rich Sequences
Utilized Widely in Signaling Pathways

Proline has several properties that favor its utilization in signaling path-
ways. First it exhibits a rather limited range of conformations since it alone
of the amino acids has a side chain that closes back onto the backbone
amino nitrogen atom. This restriction in conformation extends to the
residue immediately preceding it and the result is a preference for a par-
ticular secondary structure called a polyproline (PP 1I) helix. This helix has
an extended structure with three residues per turn, and the prolines form
a continuous hydrophobic strip about the helix surface and also expose
several hydrogen binding sites. All in all, the result is an amphipathic struc-
ture sometimes referred to as a “sticky arm.” At the same time the binding
is relatively weak and complexes so formed are easy to disassemble. Small
changes in binding sequence or by phosphorylation produce large changes
in the dissociation constant.

SH3,WW,EVH]1, and GYF domains all recognize proline-rich sequences,
but each recognizes a slightly different sequence or group of sequences. All
recognize some variant of the sequence PxxP that forms a left handed PP
II helix. The WW domain contains a pair of tryptophans (W) spaced some
20 to 22 amino acids apart and a block of two to four aromatic amino acids
situated in between the two tryptophans, hence the name WW domain.
There are several kinds of WW domains, each specific for a certain kind of
proline-rich sequence. Group IV WW domains recognize sequences con-
taining phosphorylated serine/threonine residues.

11.8 Protein—Protein Interaction Domains Utilized
Widely in Signaling Pathways

Regulator-of-G protein-signaling (RGS) proteins contain a domain approxi-
mately 120 amino acids in length that acts as a G recognition module. It
functions as a GAP to accelerate the GTPase activities of G, subunits of
heterotrimeric G proteins coupled to GPCRs. This module has been found
in proteins containing other signaling modules such as PDZ domains. The
next entry in Table 11.1 following RGS domain is the sterile alpha motif
(SAM) domain. This domain forms homo- and hetero-oligomers with other
domains and is encountered in a variety of signaling proteins. For example, it
is found in the C-terminus of all Eph receptors.
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TaBLe 11.1. Protein interaction and phosphoprotein recognition modules:
Phosphoprotein recognition motifs are denoted using p-Tyr, p-Ser, and p-Thr
notation. Proline (P)-based protein interaction motifs are described using single
letter codes.

Name of module Abbreviation Recognition motif(s)
Src homology-2 SH2 Phos-Tyr
Phosphotyrosine binding PTB Phos-Tyr, NPxY
Src homology-3 SH3 PxxP
WW WW PPxY; PPLP; P-R; Phos-Ser
Enabled/vasodilator-stimulated EVHI1 FPPPP

phosphoprotein homology-1
Gly-Tyr-Phe GYF PPPPGHR
14-3-3 14-3-3 Phos-Ser
Forkhead-associated FHA Phos-Thr
Regulator-of-G protein signaling RGS Gq,
Sterile o motif SAM SAM
Death domain DD DD
PSD-95, DLG, ZO-1 PDZ PDZ, C-terminal motifs

The next-to-last entry in the table is the death domain (DD). Proteins
containing this domain convey death (apoptotis) instructions. The p75~NTR
receptor shown in Figure 11.1 contains a cytoplasmic death domain (DD).
This domain enables cytoplasmic proteins bearing similar death domains
to attach via a DD-to-DD linkage. The DD is not the only module of this
sort. Instead there is an entire family of six (or seven)-helix bundle death
domains that includes the DDs, death effector domains (DEDs), caspase
recruitment domains (CARDs), and Pyrin domains (PYDs). Death
domains will be discussed further in the chapter on apoptosis.

The final entry in the table is for the PDZ domain, named for the first
three proteins found with this domain—the postsynaptic density protein of
95kDa (PSD-95) found in postsynaptic terminals of neurons, the Discs
Large (DLG) protein of Drosophila, and the zona occludens 1 (ZO-1)
protein found in epithelial cells. These domains promote protein-protein
interactions through PDZ-PDZ binding and also recognize specific
sequences in the C-terminals of target proteins. Proteins containing PDZ
domains are especially prominent in synaptic terminals where they combine
with other domains to form scaffolding proteins. Members of the Shank
family of proteins serve as examples of this theme. As shown in Figure 11.4,
Shank proteins contain five domains. Their SH3, PDZ, and proline-rich
regions either directly or indirectly bind to the three main kinds of gluta-
mate receptors found in postsynaptic terminals, providing an anchorage
for their assembly and clustering. This assembly is anchored to the actin
cytoskeleton by intermediates that bind the ankrin repeats in the N-
terminus and the proline-rich region in the middle. Finally, the SAM
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FiGure 11.4. Domain organization of a Shank protein: From the N-terminus to the
C-terminus the Shank protein has a set of ankrin repeats (Ank), an SH3 domain, a
PDZ domain, proline-rich region, and a SAM domain.

TaBLE 11.2. Families of nonreceptor tyrosine kinases.

Family Family members

Abl Abl, Ars

Csk Csk, Ctk

FAK CAKSB, FAK

Fes Fps (Fes), Fer

Jak JAK1-3, Tyk2

Src BIk, Fgr, Fyn, Hck, Lck, Lyn, Src, Yes, Yrk
Syk Syk, ZAP70

Tec Bmx, Btk, Itk/Tsk, Tec, Txk/Rlk

domains near the C-terminus promote the linking of one Shank protein to
another through SAM-SAM binding.

11.9 Non-RTKs Central in Metazoan Signaling
Processes and Appear in Many Pathways

Metazoans make extensive use of tyrosine phosphorylation in their signal
transduction pathways and in addition to the receptor tyrosine kinases
there are several families of nonreceptor tyrosine kinases (NRTKs). These
signaling protein tyrosines range in size from 50 to 150kDa. They are the
archtypical examples of modular proteins. In addition to possessing cat-
alytic domains, the NRTKs possess in various combinations phospholipid,
phosphotyrosine, and proline-rich sequence recognition domains. Like an
RTK, the signaling (catalytic) activity of an NRTK is triggered by tyrosine
phosphorylation in the activation loop of the kinase domain. This can
happen through autophosphorylation or through phosphorylation by
another kinase.

The NRTKs can be grouped into eight families (Table 11.2) according to
their catalytic domain sequences, domain composition, and posttransla-
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tional modifications. The Src family of NRTKs is the largest with nine
members while several other families have as few as two members. Some
NRTKs tether to the cytoplasmic face of the plasma membrane and are
covalently modified to permit attachment. Most are cytoplasmic proteins,
but Abl family members possess a nuclear localization signal (NLS) and are
found both in the cytoplasm and in the nucleus.

11.10 Src Is a Representative NRTK

The Src family is representative of the NRTKs and the discussion will
mostly focus on this family and on focal adhesion kinase (next section). The
organization of the catalytic domain of Src follows the general pattern
discussed above for the RTKs. The catalytic domain is bilobed with an
active site cleft and an activation loop containing a critical tyrosine residue.
Phosphorylation of this tyrosine activates the kinase domain. The overall
structure of Src is as follows. The N-terminal region contains a myristylation
site and sometimes a palmitoylation site. An SH3 domain, an SH2 domain,
the catalytic domain, and finally the COOH terminal region containing a
second critical tyrosine residue follow initial segment. Phosphorylation of
the tyrosine (Tyr527) in the COOH tail by regulatory proteins such as Csk
deactivates the protein kinase.

The SH2 and SH3 domains are located on the backside of the catalytic
domain of Src and do not impede activation and catalysis (Figure 11.5). The
SH2 domain of Src, as well as the SH2 domains of Fyn, Lck, and Fgr, select
peptide sequences of the form pYEEI; but they also bind the sequence
PYAEI of FAK and other similar sequences in other proteins. The SH3

(b)
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Ficure 11.5. The Src protein in open and closed conformations: (a) The Src protein
is in an open conformation in which a crucial tyrosine residue in the kinase domain
is exposed and phosphporylated. (b) The site of tyrosine phosphorylation in the
kinase domain is blocked and the binding surfaces of the SH2 and SH3 domains are
sequestered.
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FiGure 11.6. SH2- and SH3-bearing proteins: (a) Organization of c-Src nonrecep-
tor tyrosine kinase. (b) Organization of the Grb2 adapter protein. Proteins such as
Grb2 that lack domains that carry out enzymatic activities are referred to as
adapters. If they are very large and can bind multiple proteins they are called scaf-
folds. Sites where the protein can be phosphorylated on tyrosine residues are
labeled by the abbreviation p-Tyr.

domain of Src binds a number of PXXP-like sequences forming left handed
PP II helices. Although these two domains are located on the backside of
the catalytic domain they cooperate with one another to inhibit Src cat-
alytic activity. In the simplest model of how this occurs Src has two states,
an inactive closed conformation and an active open conformation (Figure
11.6). In its closed conformation the SH2 domain binds to pTyr527 in the
COOH tail and the SH3 domain binds to a PP II helix in a portion of the
linker between SH2 domain and the catalytic domain. These binding events
are sufficient to shift the catalytic domain into a conformation where it
cannot bind ATP and release ADP, and cannot bind its protein substrate.
Thus phosphorylation at Tyr527 by Csk turns off the kinase activity of Src
through cooperative autoinhibitory actions of Src’s own SH2 and SH3
domains. The inhibitory interactions are relatively weak, and Src is activated
when phosphotyrosine- and polyproline-containing sequences in other
signal proteins favorably compete for Src SH2 and SH3 binding. Primary
activators of Src include PDGF and other RTKs such as EGF, FGF, and
NGF. These are not the only transmembrane receptors that signal through
Src family members. Other signal pathways linked to these NRTKs include
integrins, G protein-coupled receptors, and immune system receptors.
Proliferation is a highly regulated process. For proliferation to occur the
appropriate adhesive and growth factor signals must be sent and received.
Integrin receptors and receptor tyrosine kinases are localized in the plasma
membrane close to one another and together work in signaling growth. The
adhesive signals confirm that the cell remains in adhesive contact with the
extracellular matrix, and thus growth is permitted. Paxillin, a 68-kDa
protein associated with focal adhesions, contains multiple binding sites and
serves as a platform for gathering adhesive signals relayed through integrin
receptors and growth factor signals sent by receptor tyrosine kinases.
Several NRTKs participate in the relay of messages from the transmem-
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brane receptors to paxillin; prominent among these is the focal adhesion
kinase (FAK).

11.11 Roles of Focal Adhesion Kinase Family
of NRTKs

The FAK family of NRTKs promotes the assembly of signaling complexes
at focal adhesions, and regulates motility and growth factor signaling. Focal
adhesions are points of contact and adhesion between the cell and its sup-
porting membranes. Focal adhesions are control points where growth and
adhesion signals are integrated together and coordinated across multiple
points of ECM-to-cell surface contact to govern the overall growth and
movement of the cell. These control points not only regulate the assembly
and disassembly of the focal adhesions but also convey signals that control
cellular growth, proliferation, differentiation, and survival.

Extracellular matrix proteins, transmembrane proteins, and the actin
cytoskeleton proteins participate in the adhesive contacts. Integrins and
growth factor receptor co-localize at focal adhesions. The integrins bind to
ECM proteins such as laminin and the growth factor receptors bind to
growth factor ligands. In response to ligand binding by these receptors, a
number of nonreceptor tyrosine kinases and adaptor/scaffold proteins
are recruited to the plasma membrane. Among the nonreceptor tyrosine
kinases recruited are Src, its negative regulator Csk, and focal adhesion
kinase. These kinases along with paxillin, a key adapter, link the integrin
and growth factor receptor-signaling to the actin cytoskeleton.

Paxillin is a fairly small protein; as mentioned previously it is only 68kDa
in mass, but it contains a large number of binding sites. Its structure is shown
in Figure 11.7a. It possesses two tyrosine phosphorylation sites that are tar-
geted by the nonreceptor tyrosine kinases such as Src, Csk and FAK, and
bound by SH2 domain-bearing proteins subsequent to phosphorylation. A
proline-rich region serving as an attachment site for SH3 domains is located
in the same vicinity. These N-terminal sites provide a linkage to upstream
integrins and growth factor receptors, and also downstream to proteins
associated with the actin cytoskeleton through the five LD repeats. The C-
terminal LIM domains anchor the paxillin protein at the plasma membrane.

The domain composition of FAK is presented in Figure 11.7b. It does not
have any SH2 or SH3 domains but instead provides phosphorylation and
anchoring sites for proteins with these domains. In place of the SH2 and SH3
domains FAK has two large domains of about 400 amino acids each, one on
either side of the catalytic domain. FAK possesses six tyrosine phosphoryla-
tion sites. Two of these, Tyr397 and 407, lie just N-terminal to the kinase
domain; two other, Tyr576 and 577, lie inside the kinase domain, and the last
two, Tyr861 and 925, lie in the COOH terminal region N-terminal to the
FAT. Autophosphorylation at Tyr397 exposes an SH2 docking site for Src.
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Ficure 11.7. Focal adhesion proteins paxillin and FAK: (a) Paxillin—The four
Lin-11, Isl-1, Mec-3 (Lim) protein-protein interaction domains in the C-terminus
mediate targeting to focal adhesions (FAs). The leucine-rich sequences, or LD
repeats, sequences of the form LDXLLXXL, where X is any amino acid residue,
found in the N-terminus domain bind FAK and proteins such as vincullin associ-
ated with the cytoskeleton. The N-terminal domain contains a number of motifs
(tyrosine phosphorylation sites and proline-rich regions) that bind to Sh2- and SH3-
bearing proteins. (b) Focal adhesion kinase (FAK)—This protein has a focal adhe-
sion targeting (FAT) domain in its C-terminus, and several tyrosine phosphorylation
sites and proline-rich regions in its N-terminal domain.

Phosphorylation by Src at Tyrd07, 576, and 577 maximally activates the
kinase domain, and phosphorylation at the sixth site, Tyr925, provides a Grb2
docking site. The domain structure of Grb2 was presented in Figure 11.6b. It
is an adapte protein that links FAK to the MAP kinase pathway. There are
also two proline-rich regions in the COOH terminal domain that provide
docking sites for adapte proteins bearing SH3 domains. Thus, like paxillin,
FAK serves as integrator of adhesive and growth signals. The COOH-
terminal region of FAK contains a focal adhesion targeting (FAT) sequence
of about 160 amino acids that provides binding sites for paxillin and talin.

11.12 GTPases Are Essential Regulators of
Cellular Functions

Since 1982, an ever-increasing number of GTPases have been found in
eukaryotes. Most of these belong to the Ras superfamily. The Ras GTPases
are small, 20-40kDa monomeric proteins that bind guanine nucleotides,
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TaBLE 11.3. The Ras superfamily of GTPases.

Family Function

Ras Operates in the pathway that relays growth, proliferation, and differentiation
signals to the nucleus

Rho Relays coordinating signals to the actin cytoskeleton

Ran Shuttles mRNAs and proteins in and out of the nucleus

Rab Regulates the targeting and docking of cargo vesicles to membranes

Arf Regulates the formation of cargo vesicles

either GDP or GTP. More than 100 Ras superfamily GTPases have been
identified to date in eukaryotes. Each of these can be placed into one of
five families—Ras, Rho, Ran, Rab, or Arf (Table 11.3). There are several
other groups of proteins that operate as GTPases. Chief among these are
the G subunits of the heterotrimeric G proteins that associate with G
protein-coupled receptors and the EF-Tu elongation factors that help
regulate protein synthesis.

Members of the Ras superfamily of GTPases carry out a variety of essen-
tial regulatory tasks. They regulate transcription, migration and focal adhe-
sion, transport through the nuclear pore complex, assembly of the nuclear
envelope and mitotic spindle, and vesicle budding and trafficking. Ras
family members act as upstream switches in the pathway that conveys
growth and differentiation signals to the nucleus. Rho family members Rho,
Rac and Cdc42 coordinate growth and adhesion signaling. They regulate
the reorganization of the actin cytoskeleton, and coordinate its structure
with gene expression in response to extracellular signals. Ran GTPases reg-
ulate the inport and export of molecules from the cytoplasm to the nucleus.
They regulate the assembly of the nuclear envelope and also that of the
mitotic spindle. Rab proteins with over 30 family members are the largest
family of the Ras superfamily of GTPases. They are regulators of vesicle
trafficking, while Arf GTPases control vesicle budding.

11.13 Signaling by Ras GTPases from Plasma
Membrane and Golgi

Ras is a major regulator of cell growth. Ras GTPases convey growth, pro-
liferation, and differentiation signals to the nucleus from the plasma mem-
brane and from the Golgi apparatus. Ras is implicated in a large number
of human cancers, and in this context it will be examined further in Chapter
15. As shown in Figure 11.3 Ras operates as a master switch in the pathway
connecting upstream receptors for growth factors with downstream MAP
kinases that relay these signals to the transcription machinery in the
nucleus. Once Ras becomes GTP-bound it activates the serine/threonine
kinase Raf, which belongs to the Raf/MEK/ERK MAP kinase module.
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Signaling through this module activates downstream transcription factors
that stimulate growth and differentiation.

These downstream steps are preceded by upstream activation of recep-
tor tyrosine kinases through ligand binding that creates binding sites for the
Grb2 adapter protein. This adapter enables the RasGEF Son-of-sevenless
(Sos) to bind and then accelerate the formation of GTP-bound Ras pro-
teins. In the absence of GTP-bound Ras, the Raf kinase resides in the
cytosol. GTP-bound Ras brings Raf to the plasma membrane. The Raf N-
terminal domain binds Ras, thereby enabling the Raf C-terminal domain
to bind and phosphorylate MEK.

Ras signaling is not restricted entirely to the plasma membrane. It can be
activated at the Golgi through a calcium-dependent pathway involving a
second pair of RasGEFs and RasGAPs. In place of the plasma membrane
sequence of steps where the adapter Grb2 links receptor kinases to the
RasGEF Sos, there is a pathway leading through Src. This nonreceptor
tyrosine kinase activates phospholipase Cy (PLCy), which acts on PIP, to
produce DAG and IPs. The latter stimulates the release of Ca®" from the
intracellular stores. In response to release of DAG and Ca®', the RasGEF
RasGRP1 translocates to the Golgi where it activates Ras, while at the same
time the RasGAP calcium-promoted Ras inactivator (CAPRI) relocates
to the plasma membrane where it deactivates any plasma membrane-
associated Ras.

11.14 GTPases Cycle Between GTP- and
GDP-Bound States

All GTPases function in a similar manner, passing through an assisted cycle
of GDP/GTP-binding and release. Recall from Chapter 6 and Figure 6.4
that GTPases bind either GTP or GDP. They are converted from GDP-
bound forms to GTP-bound forms by the catalytic actions of guanine
nucleotide exchange factors (GEFs). GTPase-activating proteins (GAPs)
catalyze their subsequent hydrolysis. In more detail, the GEFs “kick out”
the GDP molecule. In most situations GTP is far more abundant than GDP
and it readily binds the vacated pocket. In catalyzing the hydrolysis of the
GTP, a molecule of a phosphoryl group is removed leaving a GDP mole-
cule bound to the GTPase.

GTPases such as Ras function as molecular switches. These switches are
turned “on” when GTP is bound and turned “off” when GDP is bound. In
the “on” state the GTPases are continually active and become inactive only
when turned off by a GAP. Ras is inactive when GDP-bound and it remains
so until upstream signals conveyed by RasGEFs trigger the dissociation of
GDP from Ras. Since the cellular concentration of GTP is far greater than
that of GDP, the binding of GTP to Ras follows almost immediately. At this
point Ras is activated and can bind to a downstream target, or effector,
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Ficure 11.8. GTPase cycles: (a) Switch cycle in which GTP-binding turns on the
GTPase, which can then interact with multiple effector molecules. The GTPase will
stay on until turned off by hydrolysis. (b) Assembly-controller cycle in which GTP-
binding initiates interactions with an effector molecule. If the assembly is not
correct, the assembly step is aborted prior to hydrolysis, a process that is necessary
for disengagement from the substrate.

molecule. It remains active (on) until it undergoes hydrolysis. During the
time it remains on it can activate many Raf proteins, as illustrated in
Figure 11.8a.

The GEF for plasma membrane associated Ras is Sos (Son of sevenless).
It works in the following way to speed up the dissociation of GDP from
Ras: The Ras molecule, consisting of 188 amino acids residues, contains two
flexible regions on its surface. These surface regions can alternate between
several conformational substates, and they are referred to as Switch 1 and
Switch 2. In its inactive state the Ras molecule binds GDP tightly with a
dissociation rate of 107/s. Sos-binding produces a tertiary Sos-Ras GDP
complex that stabilizes Ras in a conformation in which Switch 1 has swung
out to open the binding pocket. A portion of Sos stabilizes Switch 2 in an
alternative conformation, and this change plus an altered electrostatic envi-
ronment further weakens the binding of the phosphate group of GDP and
its associated magnesium ion to Ras. The changes in the switch regions
increase the dissociation rate by several orders of magnitude and allow
GDP to exit the binding pocket in less than a second.

The Ras GAPs work in the following manner. Arginine and lysine
residues have long side chains and are positively charged under physiolog-
ical conditions. When bound to the Ras-GTP complex the Ras GAPs extend
an “arginine finger” into the active site that neutralizes negative charges
in its vicinity. A network of hydrogen bonds form, stabilizing the transition
state and promoting the cleavage of the phosphodiester bond-linking
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gamma phosphate group to the GDP molecule. The result is an increase in
the rate of hydrolysis from one GTP molecule every 35 minutes to 10? to
10° molecules per minute.

11.15 Role of Rho, Rac, and Cdc42, and
Their Isoforms

Rho, Rac, and Cdc42, and their isoforms, coordinate the reorganization of
the actin cytoskeleton in response to extracellular signals. Members of
the Rho family of GTPases—Rho, Rac, and Cdc42—regulate cell polarity,
cell morphogenesis and shape, and cell motility. Each of these GTPases
operates in a different pathway. In fibroblasts, Rho promotes the formation
stress fiber bundles, Rac proteins regulate actin polymerization resulting in
the formation of lamellipodia, and Cdc42 proteins control the formation
of filopodia. All three regulate the formation of focal adhesion complexes.
These observations are not limited to fibroblasts but rather are believed
to take place in all eukaryotic cells. In addition to their role in remodeling
the actin cytoskeleton, Rho family members regulate gene transcription.
Signaling through receptor tyrosine kinases, G protein-coupled receptors
and cytokine receptors activate Rho GTPases. In many instances integrins
and Rho family members work together to regulate the actin cytoskeleton.

An examination of the steps leading to bud formation in yeasts provides
some insight into how cell polarity develops and is regulated by the Rho
family GTPases. The Cdc42 GTPase, its GEF called Cdc24,its GAP, of which
there are several, and a scaffold protein named Bem1 contribute to the start
of budding. Asis the case for all GTPases, Cdc42 goes through a cycle of GDP
release catalyzed by its GEF immediately followed by GTP binding. This
state is followed some time later by hydrolysis catalyzed by its GAP in which
GTP is cleaved leaving GDP bound to the CDc42 protein. Unlike Ras, the
Cdc42 protein does not act on multiple substrate proteins in its GTP-bound
state. Rather it goes through repeated cycles of GDP-GTP-GDP binding and
hydrolysis to regulate the polymerization of actin fibers. The difference
between the Ras switchlike behavior and Cdc42 assembly controller-like
behavior is depicted in Figure 11.8. In the Ras mode of cycling, the GTPase
is on and can influence many substrate proteins before being switched off
by hydrolysis. In the Cdc42 mode of operation (Figure 11.8b), hydrolysis is
required. Substrate interactions are again initiated by GTP binding but the
action is not completed until the hydrolysis part of the cycle is executed.
The EF-Tu GTPase uses this method of repeatedly cycling on and off during
the translation elongation process. This second mode allows for some check-
ing and quality control over the process; the assembly step can be aborted
prior to hydrolysis if errors are detected.

Cell polarization (and bud formation) is typically driven by environ-
mental cues such as gradients of chemoattractants or by signals from neigh-
boring cells. These cues tell the cell which way is “up” and which way is
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“down.” In bud formation, the adapter protein Beml is recruited to the site
of bud growth where it interacts with Ccd42 and its Cdc24 GEF. The GEF
is recruited and stabilized at the plasma membrane by the Gy subunit acti-
vated by GPCR signaling. Both Cdc42 and Cdc24 bind to the scaffold and
a positive feedback loop is set up in which additional Bem1 proteins are
recruited. A crucial element in the choice of bud site selection is the pres-
ence of position landmarks in the cell that identify the location of the poles.
If these landmarks are absent the yeast cell is still able to form buds by a
process in which a bud site is randomly selected.

11.16 Ran Family Coordinates Traffic In and Out
of the Nucleus

While small molecules can rapidly and freely diffuse in and out of the
nucleus, macromolecules of size 40 to 5S0kDa or greater cannot. Instead they
are transported through selective and facilitated diffusion through nuclear
pore complexes. Nuclear pore complexes (NPCs) are large units built up
from more than 100 different proteins. The NPCs function as selective gates.
Only the larger macromolecules containing the correct targeting or local-
ization sequence are allowed through. Nuclear pore complexes have no
motors to actively transport cargo. Instead, import and export occur by
means of facilitated diffusion. This process does not consume energy and
i1s nondirectional. Proteins, mRNAs, tRNA, ribosomal subunts, and other
macromolecules are transported bound to transport molecules called
importins and exportins that recognize the nuclear localization signals
(NLSs) and nuclear export signals (NESs). These transport receptors
together with adapter molecules, Ran GTPases, Ran GEFs, and Ran GAPs
facilitate the diffusion of the macromolecules in and out of the nucleus.

Transport receptors belonging to the importin B family shuttle cargo in
and out of the nucleus through the NPC. These receptors are encountered
in two forms: as importins that shuttle cargo into the nucleus and as
exportins that chaperone cargo the other way. The loading and release of
cargo by the importin  receptors is regulated by the Ran GTPases. Ran, a
25-kDa protein, is an abundant gene product found in all eukaryotic cells.
The key element in their ability to regulate cargo movement is the forma-
tion of a Ran concentration gradient across the nuclear envelope. This gra-
dient in GTP-bound Ran is established and maintained by the Ran GEFs
and Ran GAPs. The Ran GAPs are restricted to the cytoplasm and cannot
enter the nucleus, while the Ran GEFs are localized exclusively in the
nucleus. As a result the concentration of GTP-bound Ran is low in the
cytoplasm and high in the nucleus.

The combined actions of importin 3 receptors and Ran GTPases are illus-
trated in Figure 11.9. As is the case for all GTPases its main actions occur
during the GTP-bound part of the cycle, when it shuttles exportin + cargo
and unbound importin molecules through the NPC from the nucleus to the
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Ficure 11.9. Ran GTPase-mediated import and export through nuclear pore com-
plexes (NPCs): Importin (dark square) shuttles its cargo (dark circles) through the
NPC into the nucleus. In the nucleus, GTP-bound Ran GTPase triggers the release
of the cargo from the importin and shuttles the importin back out to the cytoplasm.
The GTP-bound Ran GTPase shuttles exportin (light squares) plus its cargo (light
circles) through the NPC from the nucleus to the cytoplasm where other proteins
(not shown) help dissociate the complex. The unbound exportin then diffuses back
to the nucleus.

cytoplasm. It differs from the Ras switching and Cdc42 cytoskeleton assem-
bly in so far as its GEF and GAP actions take place in different compart-
ments. Hydrolysis is not required for movement through the pore and
release of the cargo, but this aspect changes when Ran mediates assembly
of the nuclear envelope. In those assembly operations hydrolysis is
necessary.

11.17 Rab and ARF Families Mediate the Transport
of Cargo

Recall that in eukaryotes secreted soluble molecules and plasma membrane
lipids and proteins are transported from compartment to compartment by
transport vesicles. Newly synthesized proteins and lipids move from the
ER to the Golgi apparatus and from there to the plasma membrane. The
vesicles that transport these molecules are produced by budding from the
membrane of the donor compartment, and upon arrival to the acceptor
compartment fuse with the membrane of the acceptor compartment
thereby transferring the cargo. The process of delivering cargo from the
internal compartments to the plasma membrane is known as exocytosis.
Cargo moves in two directions, outward and inward. Many membrane com-
ponents are rapidly turned over. Vesicles transport macromolecules from
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the plasma membrane either to the lysosomes, where they are degraded, or
to endosomes, where they are recycled back to the plasma membrane. The
process of transporting plasma membrane molecules to lysosomes for
degradation is known as endocytosis, and the outward and inward move-
ment of plasma membrane molecules is said to take place in the secretory
and endocytic pathways.

The Rab family with more than 30 known members is the largest group
of Ras superfamily GTPases. These proteins coordinate the docking and
fusion of cargo vesicles operating in the secretory and endocytic pathways.
Reciprocal pairs of proteins called v-SNARESs and t-SNAREs mediate the
fusion of cargo vesicles. The binding of the SNARE:s is preceded by teth-
ering/protection protein-binding steps that ensure that only the appropri-
ate fusion events takes place. The Rab proteins are localized to the
cytoplasmic face of organelles and vesicles and participate in the prelimi-
nary binding operations.

The Rab protein cycle of GDP and GTP binding and release is synchro-
nized with the movement and fusion of cargo vesicles. The combined set of
steps is illustrated in Figure 11.10. In this figure the GEFs and GAPs are
joined by a third set of accessory regulators—GDP dissociation inhibitors,
or GDIs. These molecules bind and maintain pools of inactive Rab proteins
in the cytosol and serve as recycling chaperones. They first help to release
the GDPases from the membranes and then shuttle them back to their site
of origin in the cytosol in preparation for their next cycle of use.

ADP-robosylation factors (Arfs) make up the fifth family of Ras
GTPases. These 20-kDa proteins help regulate the formation of cargo vesi-
cles through budding from donor membranes. In order for budding to take
place, coat proteins must be assembled over the membrane surface. These
binding agents, coat protein I (COPI), coat protein II (COPII), and clathrin,
mediate the mechanical forces that pull a membrane into a bud, and they
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help capture membrane receptors and cargo. The Arf proteins recruit the
coat proteins to the donor membrane.

References and Further Reading
Angiogenesis

Ferrara N, Gerber HP, and LeCouter J [2001]. The biology of VEGF and its recep-
tors. Nat